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Abstract

Over the past decade improvements in semiconductor technology have led to

faster power electronic switches with higher ratings. These devices have been

used to improve the performance of various power converter systems. In partic-

ular, the Voltage Source Converter (VSC) has been widely used in power sys-

tems to facilitate power flow control and improve power quality. The research

described in this dissertation mainly relates to two important power quality

applications of the VSC: the Static Synchronous Compensator (STATCOM)

which performs power factor compensation (PFC), and the Active Power Filter

(APF) which attenuates system harmonics. Both applications can be formu-

lated as trajectory tracking problems for a nonlinear dynamic system, and

the approaches taken here involve a direct model-based compensation for the

nonlinearity in order to establish a formal statement regarding the stability of

the closed-loop system. An emphasis of these designs is placed on adaptive

control to directly account for uncertainties in the system parameter.

First, the thesis focuses on the STATCOM application of the VSC. We

present two different third order models based on different power balances.

Using these models we propose a nonlinear flatness-based control which guar-

antees tracking of constant dc voltages and q-axis current. The particular

novelty of the approach lies in the use of steady state relations to improve ex-

isting work. Next we present the state-of-the art in nonlinear adaptive control

theory and apply an existing approach to PFC while dealing with uncertainty

in two system parameters. We show that it is not possible to apply existing

theory to an important choice of uncertainty in parameters. Hence, we propose

two alternate adaptive designs which directly account for uncertainty in three

parameters. The first design is a so-called adaptive PI vector control which



is reminiscent of the classical vector control method. The other approach is

the so-called full adaptive control. A Lyapunov function is derived to demon-

strate these designs provide asymptotic convergence of the tracking error. Two

designs are presented for the APF application: a traditional PI control and

an adaptive control. The adaptive control shows improved tracking of power

factor, harmonic compensation, and robustness to model error. In parallel to

the control theory derived and simulation work, experimental validation was

performed on a VSC test stand.
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Chapter 1

Introduction

Voltage source converters (VSCs) have a number of important applications in

the area of power conversion. For example they can be used as active power

filters which compensate the power factor of the supply or reject the harmonic

content injected by a load. Both objectives have important consequences on

the efficiency of power delivery. The proposed research investigates the use

of model-based adaptive and nonlinear control methods to achieve trajectory

tracking for a number of power factor correction and active power filter appli-

cations using a VSC.

1.1 Power Converters for Power Quality Im-

provement

The main objective of a power system is to deliver reliable power to loads

with good power quality, e.g. to provide sinusoidal voltage at a fairly constant

magnitude throughout the system. Important power quality issues include

regulating power factor and current harmonics which result from nonlinear or

inductive loads [1, 2]. Power Factor (PF) is defined as the ratio of real to

apparent power:

PF =
Real Power

Apparent Power
≤ 1 (1.1)

Real power is expressed in Watts and apparent power in Volt-Amperes. If both

voltage and current are sinusoidal then apparent power is calculated simply

by multiplying the RMS voltage and current amplitudes while real power is

the apparent power times cos θ where θ is the phase angle between voltage and

1



current sinusoids. For example, inductive loads make current lag voltage and

this lagging PF or reactive power flow leads to lower load voltage and inefficient

transmission [1, 3]. Nonlinear loads such as rectifiers in televisions, ovens,

and commercial lighting can lead to significant unbalance currents, reactive

currents and harmonic currents in the power system. These nonlinear currents

will cause more heating, false tripping and resonance. The level of distortion

in a waveform is related to the amplitudes of harmonic components in the

waveform compared with its fundamental component; it is measured by Total

Harmonic Distortion (THD) [1]. For non-sinusoidal waveforms, THD is the

ratio of the sum of the RMS value of the harmonics to the RMS value of the

fundamental [3]. For a current waveform we have

THDI =

√∑∞
k=2 I

2
k

I1
(1.2)

where Ik, k ≥ 2 are the current harmonic amplitudes and I1 is the amplitude

of the fundamental. That is, the current waveform has the expansion

i(t) = Idc +

∞∑

k=1

Ik sin(ωkt+ φk)

where Idc is the dc value of the current. We should remark that PF formula

in the case that the voltages and currents are non-sinusoidal is

PF =
Pavg

V1rmsI1rms

1
√

1 + THD2
V

√

1 + THD2
I

(1.3)

where Pavg is the average power in which each harmonic makes a contribution,

THDI and THDV are current and voltage THDs [4]. Traditional methods for

PFC and harmonic compensation use passive circuits. For example, capaci-

tor banks are usually used for PFC and passive LC filters are used to reduce

harmonic currents. However, passive circuits have the disadvantage of large

size, extra losses, and can create system resonance [1, 5, 6]. On the other

hand, an alternative for PFC and harmonic compensation uses power convert-

ers which are actively controlled to produce the required reactive power and

harmonic currents. Generally when a power converter is used for PFC it is

called Static Synchronous Compensator (STATCOM), and when it is used for

2



harmonics compensation it is called Active Power Filter (APF) [2, 7, 8]. In

some literature, an APF can provide both PFC and harmonics reduction [5].

Fig. 1.1 shows a typical configuration of a STATCOM or APF which is shunt

connected across the utility and load. A digital control generates appropriate

PWM gating signals for the VSC so that it injects the required current to the

line and compensates reactive power or harmonic currents. A STATCOM or

APF can be a two-wire single-phase, three-wire three-phase, or four-wire three-

phase configuration. The four wire VSC is used for compensating imbalanced

loads. Furthermore, an APF can be shunt connected as in the example or

series connected between the source and load [7, 8]. In this work, a three-wire

three phase shunt connected VSC system is considered.

In addition to PFC and harmonic compensation, the Fig. 1.1 VSC topol-

ogy can also be used as an ac-dc rectifier to feed a dc load (e.g. battery charger)

or used as the front end of a motor drive system. The front end converter is

connected to an ac source on its ac side and on its dc side to another converter

which feed the ac motor. The control of these rectifiers shares a common con-

trol objectives with the STATCOM. That is, ac side PFC and dc side voltage

control. Hence, due to the similarity of control objectives, this thesis also

treats the rectifier application of a VSC. We remark for rectifier applications,

unlike STATCOMs, significant real power can flow through the converter to

the load on the dc side.

1.2 Literature Review

The versatility of VSCs has led their popularity in diverse applications such as

transmission systems, motor drives, uninterrupted power supplies and renew-

able energy systems [9, 10, 11]. This has led to a significant amount of research

in modeling and control of VSCs. In this section we review this existing work.

1.2.1 Voltage Source Converter (VSC) Control

VSCs have replaced or complemented passive filter solutions for a number of

power quality problems [2, 7, 8]. As mentioned above, two important appli-

3



ac source

source

VSC

dc bus

transformer

impedance
load

reactor

Figure 1.1: A shunt connected VSC system for STATCOM or APF applica-
tions

cations involving power flow and power quality improvement are PFC and

harmonic elimination which are output tracking problems. The tracking out-

puts are reactive or q-axis current and dc voltage. In harmonic elimination,

a d-axis current reference is required. A number of approaches have been

taken to solve these tracking problems. A few approaches use some form of

decoupled Proportional Integral (PI) control for currents and dc voltage dy-

namics [12, 13]. The benefits of traditional PI control and its alternatives

are discussed in [14]. Many researchers have proposed alternatives to PI con-

trol, using flatness or passivity-based techniques, which can offer improved

performance [15, 16, 17]. Some researchers exploit the time scale separation

between the voltage and current dynamics in order to achieve a simpler de-

coupled design [13]. In order to facilitate controller tuning, improve transient

and steady-state performance, other approaches directly compensate for sys-

tem nonlinearity [15, 18, 19, 20, 21, 22]. Work in [19] shows that input-output

state feedback linearization using dc voltage and q-axis current as tracking

outputs leads to a non-minimum phase system. Taking the d- and q-axis cur-

rents as outputs the system is minimum phase and a PI control cascaded with

the d-axis current control yields a robust tracking of constant dc voltage. In

[23, 24] a control method is proposed for a third order VSC model. Work

[23] considers a rectification application and applies Lyapunov stability results

4



to derive the control. The work assumes a constant dc load current so the

controller is independent of circuit parameters. A nonlinear sliding mode con-

trol provides robustness to parameter uncertainty and dc load disturbances

in [25]. Another approach exploits the differential flatness of the system and

takes VSC energy and q-axis current as linearizing outputs [21]; this method

has been experimentally validated in [22]. In [26] a Model Predictive Control

scheme using a fast gradient method is proposed. Here, the optimization is

fast enough to be performed in real time. Adaptive nonlinear control has been

used to improve robustness to model error. In [27] a backstepping controller

was developed for uncertainty in the resistance at the dc side. Lyapunov

function-based adaptive control for a second order system model is considered

in [28, 29]. Model Reference Adaptive Control (MRAC) was used for PFC in

a second order single phase VSC with two unknown parameters [30]. In order

to apply the MRAC, the second order nonlinear model is linearized around an

equilibrium point.

Although the abovementioned methods can provide improved performance

relative to classical PI methods, they can suffer from their complexity and

difficulty of tuning. Ideally, a control design could provide a compromise be-

tween the simplicity of classical PI vector control and yet provide a robust

performance guarantee to system uncertainty. This approach has been taken

by a number of researchers by modifying vector control in order to rigourously

improve its robust performance. For example, a methodology to design PI

controllers for a large class of switched converters is in [31]. The main result

is that if an affine nonlinear system is passified via a constant feedback con-

trol then it can be stabilized by a PI controller. Even the knowledge of the

constant stabilizing feedback is not necessary for designing the PI controller.

The technique is applied to a VSC feeding a dc load modeled as ideal current

source. The method is extended for a larger class of converters with unknown

dc loads in [32]. In work [33] the authors propose a multi-variable PI controller

which improves decoupling of the d- and q-axis current dynamics.

5



1.2.2 VSC Modeling

The early work in [34] discussed control methods for current, power and voltage

of a three phase VSC. The authors also provide some discussion regarding the

VSC dynamic model. A four state model of VSC in the three phase coordinate

was derived in [35, 36]. This model was time varying, nonlinear and included

switching functions. The same authors improved their previous work in [37]

with three modeling techniques including the Fourier series model to avoid

switching functions. The use of the rotating frame transformation in VSC

modeling was introduced, and a linearized model was derived.

The simplified time-average mathematical model of a VSC was first pre-

sented in [12] where the concept of VSC vector control was introduced. The

proposed model was derived using phasors, Kirchhoff’s laws and dc and ac

side power balances. The third order average model made it possible to ob-

tain transfer functions and derive vector control (PI) for the VSC.

Using the fourth order switched model of a three phase VSC which was

presented in [35, 37], a third order mathematical switched model for a VSC in

stationary and synchronous reference frames was developed in [38]. Complex

vector notation was used in order to present the synchronous reference frame

model. The VSC model based on real and reactive components of power

was presented in [39]. The advantage of this model was that, unlike previous

models, it does not rely on any particular reference frames and does not require

Phase Lock Loop (PLL) angle.

1.3 Research Contribution

In this section a brief overview of the contributions made in this dissertation

is presented.

1.3.1 Modeling

The VSC third order nonlinear system model which first appeared in [12] is

considered in this thesis. This model has been used in several works to control

the VSC, e.g. [16, 40]. Due to the dc voltage dynamics, the model is a bilinear
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with a usual definition of input. With the definition of the new variables,

a new VSC third order nonlinear dynamic model is presented in this thesis.

This model considers system nonlinearity as a disturbance term ∆ in the dc

voltage dynamics. It is challenging to design an adaptive controller for the

nonlinear VSC model with uncertainty in all circuit parameters. Therefore,

a linear model whose dc voltage dynamics assumes no resistive losses on the

ac side is also derived in this work. These losses are indirectly compensated

using an effective dc side resistance. The relation between effective resistance

and actual one is derived as a function of dc and ac side instantaneous real

powers.

1.3.2 Power Factor Correction (PFC)

In this thesis different control techniques are developed to improve the VSC

system robustness and tracking performance for PFC. In particular, the flatness-

based control is reviewed and extended. In comparison with [16, 22], improved

tracking accuracy in the presence of a dc load is also obtained through the

newly generated references based on the steady state expressions for the sys-

tem state.

Although vector control introduced in [12] has been widely used, its robust-

ness to system uncertainty is of concern. To address this concern an adaptive

PI vector control is proposed in this thesis. In particular, using a Lyapunov

function method we modify the classic vector control in [12] to guarantee ro-

bust asymptotic tracking of the currents. Using a variable gradient method,

a proof of asymptotic stability of the dc voltage tracking dynamics is given.

The nonlinear average model of the VSC is used to investigate the controller

performance in simulation. These simulations show that the inductance esti-

mate converges to its real value and the controller achieves exact trajectory

tracking in presence of a system parameter uncertainty. On the other hand, a

classic vector controller’s performance is sensitive to the inductance parameter

variation. Experimental results obtained from a VSC test stand confirm the

asymptotic stability of the tracking error. Remark that the term adaptive vec-

tor control has been used in different applications in the literature [41, 42, 43],
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but they are mostly based on fuzzy, neural network, etc., and are different

from adaptive PI vector control method proposed in this thesis.

If the ac side and dc side resistances are assumed unknown, the VSC non-

linear dynamics is a linearly parameterized dynamics which satisfied the lin-

earization and parametric-pure-feedback conditions in [44, 45]. Therefore, an

adaptive control for this uncertainty can be systematically designed with ex-

isting theory. In this thesis, a systematic adaptive control design procedure

for a VSC with three unknown parameters is presented. It is shown that

the parametric-pure-feedback condition for the nonlinear VSC model with all

three unknown parameters is not satisfied, even for a linear approximate VSC

model. An approximate linear model of the VSC is used to facilitate the adap-

tive design in this case. The convergence of the trajectory tracking error for the

approximate model is proven. Nonlinear average and switched models of the

VSC are employed to investigate controller performance in simulation. In par-

ticular, the simulations show that the steady-state dc side resistance estimate

converges to a value which is consistent with the model error. This allows

for a simpler design based on an approximate VSC model but yet achieves

asymptotic trajectory tracking for the actual nonlinear model. The perfor-

mance of the adaptive control is compared with a traditional vector control

in simulation and experiment. The results confirm the asymptotic stability of

the tracking error and the relative ease in controlling the transient closed loop

performance.

1.3.3 Harmonic Compensation

A VSC can also be used as an Active Power Filter (APF) which compensates

imbalance, harmonics, and reactive load current components. A PI based

APF is presented in [13, 46]. The authors proposed the control for harmonic

and reactive current compensation and dc voltage regulation. The closed loop

control has two loops: an inner current loop and an outer dc voltage loop.

Since the dc voltage in the capacitor is related to the amount of real current

entering the VSC, it is indirectly controlled by d-axis current. A bias reference

current for d-axis current is derived to ensure the VSC has good PFC. The
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bias reference current is added to the harmonic reference current of the d-axis

current loop to generate the reference current for the d-axis current dynamics.

In this thesis, an adaptive current control method is proposed for the inner

loop which improves system performance and robustness in the presence of

the model error. In addition, with the definition of new variable x3 =
C
3vd
v2dc, a

simpler expression for the dc voltage outer loop control is derived. Simulation

results investigate the controllers’ performance and show the benefits of the

proposed adaptive method relative to the design in [13, 46].

1.4 Thesis Overview and Organization

This thesis consists of nine chapters

• Chapter 2: The operation of a VSC when sinusoidal pulse width modu-

lation (SPWM) is used is reviewed. In particular, the relation between

SPWM parameters and the VSC average output voltage is investigated.

The chapter concludes with the mathematical models of the VSC in dif-

ferent coordinate systems. These models will be used in the next chapters

for control design.

• Chapter 3: Classical vector control is introduced and simulation results

are provided for the nonlinear and switched VSC models. A flatness-

based control for the VSC is presented. With the assumption that the

reference signals are constant, the steady state analysis of the VSC is

provided. This steady state analysis is used to modify the d-axis current

reference. Simulation of a time-varying q-axis current reference shows

that for operating conditions where id is small, practical tracking of iq

and vdc is possible. The flatness-based control depends on system pa-

rameters which are not known exactly. This motivates the investigation

of adaptive controls which are presented in the next chapters.

• Chapter 4: First a literature review on relevant adaptive control meth-

ods is provided. The existing theory on adaptive control for nonlinear

systems with linearly parameterized uncertainty is presented. The VSC
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with two and three unknown parameters is used as an example to illus-

trate the established theory. It is shown that this theory is not applicable

to the case of three unknown parameters.

• Chapter 5: An adaptive PI vector controller PFC is proposed. The

method relies on a third order nonlinear model of the VSC which in-

cludes uncertainty in three system parameters i.e. the resistance and in-

ductance of filter inductor and dc side resistance. The proposed method

ensures asymptotic tracking of the q-axis current using an inner loop

which contains two PI controllers with adaptive decoupling terms. An

outer loop PI controller’s output defines the reference for the d-axis cur-

rent control. The asymptotic stability of the closed-loop is proven using

Lyapunov’s method. The performance of the proposed method is vali-

dated in simulation.

• Chapter 6: This chapter presents two adaptive designs which account

for uncertainty in three circuit parameters. First an adaptive control

consisting of two loops is considered: an adaptive current loop and PI dc

voltage loop. Next, the so-called full adaptive control is presented. This

design is termed full since there is no two loop structure in the design.

The choice of adaptive controller gains is discussed using the linearized

closed-loop dynamics. Finally, simulation validation demonstrates the

full adaptive method’s performance.

• Chapter 7: PI and an adaptive control techniques for the current control

loop are presented. The dc voltage regulation with two different PI con-

trol methods is explained. The simulation results explore the controllers’

performance and demonstrate the benefits of the adaptive control.

• Chapter 8: The experimental setup is described and experimental results

are provided to check the performance of the vector control, adaptive PI

vector control, and full adaptive control.

• Chapter 9: A summary of the research and some suggestions for future

works are presented in this chapter.
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Chapter 2

VSC Operation and Modeling

Understanding the mathematical model of a VSC is important for deriving its

control or analysing its behaviour. This chapter presents the basic VSC setup

and its method of operation when sinusoidal pulse width modulation (SPWM)

is used. A number of time average models are presented in different coordinate

frames.

2.1 Basic Method of Operation

The VSC system studied in this chapter is shown in Fig. 2.1. It contains six

IGBTs, each having an anti-parallel diode to provide a path for current to

flow when it is off. Each leg of the converter has two IGBTs operating in

a complementary fashion, i.e., when the upper IGBT is on the lower IGBT

switch is off. Since in practice simultaneous conduction of both switches in

each VSC leg short-circuits the dc-link, a dead time between switching of

the transistors for each leg is included. The VSC is connected to a point of

common coupling (PCC) to a three-phase source and inductive load through

filter inductors. This shunt configuration is shown in Fig. 2.6. The filter

inductors reduce current harmonics from the VSC. The impedance of the each

filter inductor, which also models IGBT conduction losses, is assumed balanced

and equal to R+jωL, where ω is the ac source frequency. The point of common

coupling (PCC) voltages are denoted va, vb, vc, the currents flowing into the

converter are ia, ib, ic, and the VSC terminal voltages are ea, eb, ec. The VSC

gating signals g1, . . . , g6 are binary valued and generated by a Sinusoidal Pulse
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Width Modulation (SPWM) scheme.
PSfrag

vc

vb

va

ic

ib

ia

R

idc

L
ec

eb

ea

g1 g2 g3

g4 g5 g6

Rc vdcC

Figure 2.1: Circuit diagram of a VSC

2.1.1 Sinusoidal Pulse Width Modulation

The objective of Pulse Width Modulation (PWM) is to manipulate the low fre-

quency components of the converter output voltage via high-frequency switch-

ing. There are several techniques used to drive the VSC gates e.g. sinusoidal

PWM (SPWM), space vector PWM (SVPWM), selected harmonic PWM and

delta modulation [47]. Three-phase SPWM signals are generated based on

comparing a triangle carrier waveform with three-phase modulation signals.

The modulation signals are phase shifted by 2π/3 rad. and by δ relative to the

ac source. Depending on whether a modulation signal is larger or smaller than

the carrier waveform, different values of the instantaneous voltages appear at

the VSC terminal voltages. Since the carrier waveform frequency is chosen

significantly higher than the modulation signal frequency, the average output

signal over a period of carrier waveform is proportional to the amplitude of

the modulation signal during that period. The typical frequency of the carrier

waveform for a VSC in PFC and APF applications is in the range 2−−15 kHz.

The modulation frequency is in the range 50 − −60 Hz. The VSC terminal

voltages contain the desired fundamental frequency component as well as high

frequency components near the carrier frequency.
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Consider three-phase supply

va = Vm sin (ωt)

vb = Vm sin

(

ωt−
2π

3

)

vc = Vm sin

(

ωt+
2π

3

)
(2.1)

A three phase six pulse VSC has six switches to be controlled. Since the inputs

of two switches in the same leg are complements of each other, and the inputs

for switches in the third leg depends on the other two legs, there are effectively

only two independent control signals to the VSC. We consider the following

three-phase modulation signals

vma = Am sin (ωt+ δ)

vmb = Am sin

(

ωt−
2π

3
+ δ

)

vmc = Am sin

(

ωt+
2π

3
+ δ

)
(2.2)

where δ is a phase shift relative to the ac source. If the amplitude of the triangle

carrier is Ac, the ratio ma = Am/Ac is known as amplitude modulation index.

We can influence the amplitude and phases of the fundamental component of

the VSC output voltages by varying ma and δ. This control process works

well for 0 ≤ ma ≤ 1. For ma > 1 there are periods of the carrier waveform

where it does not intersect the modulation signals. This case is known as over-

modulation which is in general undesirable since it generates harmonic currents

that degrade the VSC current control performance. Over-modulation increases

the input to output transfer ratio at the expense of low order harmonics in

the input currents and output voltages. Also, a drive with high-performance

over-modulation range operating capability is less sensitive to dc voltage sag

in the converter which can often happen with diode rectifier front ends [48, 49].

Typical modulation and over-modulation waveforms are shown in Fig. 2.2.
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(b) Over-Modulation

Figure 2.2: The SPWM for each phase is generated by comparing the three-
phase modulation signals with a carrier waveform. When the modulation
signal is greater than the carrier waveform the SPWM output is high. When
the modulation signal is lower than the carrier signal the SPWM output is low
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2.1.2 Sinusoidal Pulse Width Modulation (SPWM) Spec-
tra

The frequency spectra of a SPWM with n = fc/fm = 15 andma = 0.8 is shown

in Fig. 2.3 in which fc and fm stand for the carrier and modulation signal

frequencies respectively. Evidently the dominant harmonics for the SPWM

waveform other than the fundamental component is of order n and n ± 2.

Since in a typical operation of the VSC n is large, the inductor filter on the

ac side should be designed to reduce these high order harmonic components

in the VSC output currents. Therefore, the inductance value is chosen based

on output current ripple and fundamental current flow.
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Figure 2.3: SPWM harmonic spectra for n = 15 and ma = 0.8

2.1.3 VSC ac Terminals Voltage Average Values

In this section, the fundamental frequency components of the VSC output

voltages are obtained and their relationship with the modulation index ma and

phase shift δ is investigated. There are eight possible switching configurations

for (g1, g2, g3) and hence (g4, g5, g6). Using circuit analysis the corresponding

VSC output voltages for each switching configuration is obtained. For example
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for (g1, g2, g3) = (1, 1, 0), using Kirchhoff’s voltage law in Fig. 2.6

ea = eb, eb − ec = vdc (2.3)

If we assume balanced line filter impedance and a balanced source then

ea + eb + ec = 0 (2.4)

results ea = vdc/3, eb = vdc/3 and ec = −2vdc/3. All possible configuration

results are shown in Table 2.1.

{g1 g2 g3} {g4 g5 g6} ea eb ec

{1 1 1} {0 0 0} 0 0 0

{1 1 0} {0 0 1} vdc/3 vdc/3 −2vdc/3

{1 0 1} {0 1 0} vdc/3 −2vdc/3 vdc/3

{1 0 0} {0 1 1} 2vdc/3 −vdc/3 −vdc/3

{0 1 1} {1 0 0} −2vdc/3 vdc/3 vdc/3

{0 1 0} {1 0 1} −vdc/3 2vdc/3 −vdc/3

{0 0 1} {1 1 0} −vdc/3 −vdc/3 2vdc/3

{0 0 0} {1 1 1} 0 0 0

Table 2.1: The VSC output voltages for the different PWM switch configura-
tions. The terminal voltages take on the discrete values ±2vdc/3,±vdc/3, 0.
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The magnitude and frequency of the triangle carrier wave is fixed. Hence,

the state of switches is controlled byma and δ. The control sampling frequency

fs is equal to fc or 2fc. This means the three-phase modulation signals are

constant during half period of the carrier waveform. In each period of the

carrier, there are six possible switch configurations for vma, vmb and vmc based

on their magnitudes. These six possibilities are shown in Fig. 2.4. We consider

only the region where vma ≥ vmb ≥ vmc. The results can be easily extended to

other regions.

1 2 3 4 5 6

vmc

vma

vmb

Figure 2.4: Three phase modulation signals in one period with 6 regions based
on their relative magnitudes

The pulses of ea for a half period of carrier wave in region 1 is shown in

Fig. 2.5. Four switchings occur on this period. If, for simplicity, we assume

the carrier wave Ac magnitude is 1, the average value for ea is

ea =
1− vma

2
· 0 +

vma − vmb

2
·
2vdc
3

+
vmb − vmc

2
·
vdc
3

+
vmc + 1

2
· 0

=
vdc
6
(2vma − vmb − vmc)

(2.5)

With similar analysis, eb and ec for region 1 are obtained as

eb =
vdc
6
(−vma + 2vmb − vmc)

ec =
vdc
6
(−vma − vmb + 2vmc)

(2.6)

It can be shown that the expressions for ea, eb and ec for other regions are the

same as (2.5) and (2.6). The detailed of the derivation of these expressions

for other regions is in [16]. With the assumption of Ac = 1, substituting the
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modulation signals (2.2) into (2.5) and (2.6) gives

ea =
1

2
vdcma sin (ωt+ δ)

eb =
1

2
vdcma sin

(

ωt+ δ −
2π

3

)

ec =
1

2
vdcma sin

(

ωt+ δ +
2π

3

)

(2.7)
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vma

vmb
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t

ea

2vdc/3

vdc/3

Figure 2.5: The ea value for a half switching period when the VSC operates in
region 1 i.e., vma ≥ vmb ≥ vmc. There are four switching configurations three
IGBT state values during this half carrier period

2.2 Reference Frame Theory and Transforma-

tion

The introduction of reference frame theory was a significant breakthrough

in the analysis of the three-phase systems. Reference frames transform the
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system’s variables from the abc coordinate to a new coordinate which simplifies

the system’s dynamics.

Consider a balanced three phase sinusoidal vector fabc = (fa, fb, fc)
T with

fa = F sin (ωt+ φ)

fb = F sin

(

ωt+ φ−
2π

3

)

fc = F sin

(

ωt+ φ+
2π

3

)
(2.8)

where F , ω and φ are the amplitude, angular velocity and constant phase of

the fabc. We consider the constant matrix

S =
2

3









1 −1
2

−1
2

0
√
3
2

−
√
3
2

1
2

1
2

1
2









The linear transformation fαβ0 = S · fabc is called the stationary reference

frame transformation (SRT) or Clark Transformation. Substitution of (2.8)

into fαβ0 = S · fabc, fαβ0 gives

fαβ0 = F





sin(ωt+ φ)
− cos(ωt+ φ)

0



 (2.9)

That is, the components of fαβ0 in phasor form are Fα = F∠φ, Fβ = F∠(φ− π/2)

and F0 = 0.

Next we define R(ωt) which is a rotation about the third axis

R(ωt) =





sin(ωt+ φ0) − cos(ωt+ φ0) 0
cos(ωt+ φ0) sin(ωt+ φ0) 0

0 0 1





The matrix R(ωt) transforms the vector fαβ0 to a constant fdqo given by

fdqo = R(ωt) · S · fabc = F





cos(φ− φ0)
sin(φ− φ0)

0





We remark that when φ = φ0 the d-axis component of fdqo is the amplitude of

the variable in the abc frame and the q-axis component is zero. Therefore, in a
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balanced three-phase system the dqo transformation of the three phase time-

varying quantities results in constants and this leads to a simplified system

analysis. The transformation which maps the phasors from abc to dqo is

given by

K(t) = R(ωt)·S =
2

3





sin(ωt+ φo) sin (ωt+ φo −
2π
3
) sin (ωt+ φo +

2π
3
)

cos(ωt+ φo) cos (ωt+ φo −
2π
3
) cos (ωt+ φo +

2π
3
)

1
2

1
2

1
2





(2.10)

This linear transformation is called the Park Transformation or synchronous

rotating reference frame transformation (RFT) matrix [50].

2.3 VSC Modeling

2.3.1 Nonlinear Model

Fig. 2.6 shows a typical application of a VSC where the ac source currents are

isa, isb, isc.

va vb vc

ic

ib
ia

isc
isb

isa

īdc

load

R L

ea

eb

ec

g1 g2 g3

g4 g5 g6

R̄c vdc

VSC

ac source

load

C

Figure 2.6: A typical shunt configuration of a VSC in a three-phase power
system
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The VSC current dynamics can be written as

L
dia
dt

+Ria = va − ea

L
dib
dt

+Rib = vb − eb

L
dic
dt

+Ric = vc − ec

(2.11)

As in [39], the power balance between the dc and ac sides of the VSC is

p− PZ = vdc īdc (2.12)

where p is the instantaneous power into the VSC at the PCC, PZ is the in-

stantaneous power dissipated in the impedance R+ jωL, and īdc is the dc side

current which related to dc voltage vdc by

īdc −
vdc
R̄c

= C
dvdc
dt

(2.13)

where the capacitor resistance and switching losses are lumped into R̄c [51].

From (2.12) and (2.13) we have

dvdc
dt

=
p− PZ

Cvdc
−

vdc
CR̄c

(2.14)

The expressions for p and PZ are

p = vaia + vbib + vcic

PZ = R(i2a + i2b + i2c)
︸ ︷︷ ︸

PR

+L

(

ia
dia
dt

+ ib
dib
dt

+ ic
dic
dt

)

︸ ︷︷ ︸

PL

where PR and PL are resistance and inductor powers, respectively.

The synchronously rotating reference frame transformation discussed in

Section 2.2 is used to express the system equations in dqo frame which is

more convenient for control design. From (2.10) with φ0 = 0 we perform the

transformations (id, iq, io)
T = K · (ia, ib, ic)

T and (vd, vq, vo)
T = K · (va, vb, vc)

T .

If we substitute (2.7) into (2.11) and apply the synchronous reference frame

transformation (2.10) then we have

did
dt

= −
R

L
id + ωiq +

vd
L

−
ed
L

diq
dt

= −
R

L
iq − ωid +

vq
L

−
eq
L

(2.15)
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where vd and vq are d- and q-axis components of the ac source voltage. The

VSC terminal voltages are denoted by ed and eq and given by

ed =
1

2
vdcma cos δ, eq =

1

2
vdcma sin δ (2.16)

Note that if the ac supply is assumed balanced, the q-axis source voltage vq is

zero.

The differential equation for dc voltage in dqo frame can be obtained by

applying the RFT to (2.14)

dvdc
dt

=
3

2
·
vdid + vqiq
Cvdc

−
vdc
CR̄c

−
PZ

Cvdc
(2.17)

where the expression for PZ in dqo frame is

PZ(x, u) = PR(x) + PL(x, u)

with

PR =
3

2
R(i2d + i2q), PL =

3

2
L

(

id
did
dt

+ iq
diq
dt

)

From (2.15) and (2.17) we have

did
dt

= −
R

L
id + ωiq +

vd
L

−
ed
L

diq
dt

= −
R

L
iq − ωid +

vq
L

−
eq
L

dvdc
dt

=
3

2
·
vdid + vqiq
Cvdc

−
vdc
CR̄c

−
PZ

Cvdc

(2.18)

Since the fundamental component of the VSC terminal voltage has an ampli-

tude of vdcma/2, the dc voltage must be controlled so that vdc > 2vd to ensure

proper VSC operation and bidirectional power flow. In other words the max-

imum amplitude of VSC terminal voltages must be more than the amplitude

of the PCC voltage.

We rewrite the power balance between the dc and ac sides of the converter

as

iaea + ibeb + icec = vdcīdc (2.19)

Therefore, from the equations (2.19) and (2.13) we have

dvdc
dt

=
iaea + ibeb + icec

Cvdc
−

vdc
CR̄c

(2.20)
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The differential equation for dc voltage in the dq frame can be obtained by

applying the RFT to (2.20)

dvdc
dt

=
3

2
·
edid + eqiq
Cvdc

−
vdc
CR̄c

(2.21)

From (2.15) and (2.21) we have

did
dt

= −
R

L
id + ωiq +

vd
L

−
ed
L

diq
dt

= −
R

L
iq − ωid +

vq
L

−
eq
L

dvdc
dt

=
3

2
·
edid + eqiq
Cvdc

−
vdc
CR̄c

(2.22)

2.3.2 Linear Model

We define the input u = (u1, u2)
T as

u1 = vd − ed, u2 = vq − eq

and the state as x = (x1, x2, x3)
T = (id, iq,

C
3vd
v2dc)

T . With the new choices of

the state and input dynamics (2.18) can be written

ẋ = Āx+Bu+∆(x, u) (2.23)

with

Ā =





−R/L ω 0
−ω −R/L 0
1 vq/vd −2/(CR̄c)



 , B =





1/L 0
0 1/L
0 0



 ,

∆(x, u) =
[

0 0 −2PZ (x,u)
3vd

]T

PZ can be expressed as a function of u

PZ(x, u) = PR(x) + PL(x, u) =
3

2
(u1id + u2iq)

Since the VSC system is assumed balanced, it can be shown that PL is

negligible and PR is almost constant. The effect of ac side resistor losses PR

can be included in the effective dc side resistance denoted Rc. Then, (2.12)

and (2.14) can be replaced with

p = vdcidc (2.24)
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and
dvdc
dt

=
p

Cvdc
−

vdc
CRc

(2.25)

We remove the overbar from Rc and idc in (2.24) to emphasize they can be

different from R̄c and īdc as they relate to a different VSC model.

After transforming (2.25) into dq frame, the VSC dynamics is

ẋ = Ax+Bu (2.26)

where

A =





−R/L ω 0
−ω −R/L 0
1 vq/vq −2/(CRc)





Comparison of (2.25) with (2.22) gives

vdc
CRc

−
vdc
CR̄c

=
PZ

Cvdc

Since we assume that PL is negligible, PZ = PR = 3
2
R(i2d + i2q). Therefore, We

can express the relation between Rc and R̄c using

v2dc

(
1

Rc
−

1

R̄c

)

=
3

2
R(i2d + i2q) (2.27)

Solving (2.27) for Rc gives

Rc =

(

1 +
3R(i2d + i2q)

2v2dc
R̄c

)−1

R̄c

=
R̄c

1 + PR/PDC

(2.28)

where PDC = v2dc/R̄c is the power losses of the dc side resistance R̄c.

2.4 Summary

In this chapter, the VSC basic operation is reviewed. A third order nonlin-

ear mathematical model for a VSC in presented. Finally, a linear model is

proposed in which ac side resistor losses are included in the effective dc side

resistance. In the next chapters, the nonlinear model is used to design the

flatness-based control. It will be shown that the nonlinear model can not be

used for designing an adaptive control with three unknown VSC parameters.

On the other hand, the linear model can be used.
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Chapter 3

Power Factor Correction with
Known Parameters

This chapter describes two control methods used for PFC. Both designs assume

all system parameters are known. The chapter is organized as follows: in

section 3.1, the classical vector control method is reviewed. The simulation

results for this control applied to the nonlinear and switched models of the VSC

are given in section 3.2. A flatness-based control is presented in section 3.3.

Assuming reference signals for q-axis current and dc voltage are constant, the

steady state analysis of the VSC is discussed in section 3.5. In the last section,

we use this steady state relation to define the d-axis current reference of the

flatness-based control.

3.1 Classical Vector Control of a VSC

From (2.21), the nonlinear model of the VSC in dq frame is

did
dt

= −
R

L
id + ωiq +

vd
L

−
ed
L

diq
dt

= −
R

L
iq − ωid +

vq
L

−
eq
L

dvdc
dt

=
3

2
·
edid + eqiq
Cvdc

−
vdc
CRc

(3.1)

where Rc is used instead of R̄c for simplicity. Defining ed and eq as

ed = vd + L(ωiq − p1)

eq = vq + L(−ωid − p2)
(3.2)
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where p1 and p2 are the outputs from the PI compensators of id and iq, re-

spectively. Substituting (3.2) into the current dynamics in (3.1) gives the

decoupled equations
did
dt

= −
R

L
id + p1

diq
dt

= −
R

L
iq + p2

(3.3)

Hence, we can easily independently control id and iq. We consider the PI

feedback

p1 = kpd(i
∗
d − id) + kid

∫ t

0

(i∗d − id)dτ

p2 = kpq(i
∗
q − iq) + kiq

∫ t

0

(i∗q − iq)dτ

(3.4)

where (·)∗ denotes a desired reference value. In frequency domain we have

P1(s) =

(

kpd +
kid
s

)

(I∗d − Id)

P2(s) =

(

kpq +
kiq
s

)

(I∗q − Iq)

(3.5)

From (3.3) and (3.4), the closed-loop transfer functions of current dynamics

are
Id
I∗d

=
kpds + kid

s2 + (R/L+ kpd)s+ kid
(3.6)

and
Iq
I∗q

=
kpqs + kiq

s2 + (R/L+ kpq)s+ kiq
(3.7)

The choice of parameters for the vector control gains are straightforward. Since

(3.6) and (3.7) are second order linear transfer functions, their outputs can

not track time varying references. Therefore, if i∗d and i∗q are considered to be

constant, then the above two equations represent second order systems with

undamped natural frequencies ωnd =
√
kid and ωnq =

√
kiq , damping ratios

ζd = (R/L+ kpd)/(2
√
kid) and ζq = (R/L+ kpq)/(2

√
kiq), respectively.

In some works, filters are also used to cancel the closed-loop zeros [13].

For PFC the basic requirement is that iq tracks the load reactive current i∗q .

At the same time the controller should force vdc to track a constant reference

v∗dc. In designing the controller for the dc voltage dynamics, it is assumed that

the dc voltage varies on a slower time scale than the d-axis current. That is,
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when designing the control for dc voltage we assume id tracks its reference i∗d

perfectly. Since dc voltage of the capacitor is related to the amount of real

current entering the VSC, dc voltage is indirectly controlled by d-axis current

id. The output of the PI compensator for dc voltage is

I∗d(s) =

(

kpv +
kiv
s

)

(v∗dc − Vdc) (3.8)

The block diagram of the vector control is given in Fig. 3.1. The PI gains in

+ -

+
-

+ - ++-+

-- ++

ia
ib
ic

id
iq

i∗q

va
vb
vc

vd

vq

eq

ed

L

L

ω

ω

i∗
dv∗

dc

vdc

kpq + kiq /s

kpd + kid/skpv + kiv/s

abc/dqabc/dq

Figure 3.1: Block diagram of traditional vector control

the dc voltage loop are taken sufficiently lower in magnitude than those in the

current loops. The PI gains for the dc voltage loop can also be obtained from

the transfer function of the dc voltage dynamics [13].

3.2 Simulation Results

A number of simulations of the vector control are performed in MATLAB/Simulink.

The control is applied to the third order nonlinear model (3.1) and a nonlinear

switched model of the VSC based on (3.1) and Simulink’s SimPowerSystems

Library. The q-axis current reference varies between −3 A and 3 A, and the

dc voltage reference changes between 170 V and 200 V. The references change

levels at different times. We remark that the ac load is not included unless

otherwise mentioned.
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3.2.1 Nonlinear Average Model

As shown in Figs. 3.2–3.4, the vector control achieves good tracking perfor-

mance with control inputs within their bounds. The transient performance

of the tracking error has a fast rise and settling time and zero steady-state

error is achieved. The system parameters and controller gains are provided in

Tables 3.1 and 3.2, respectively. We have chosen the controller parameters to

ensure that the current dynamics is 10 times faster than dc voltage dynamics.

Parameters Value

L 2 mH
C 1100 µF
R 0.21 Ω
Rc 1.45 kΩ
ω 120π rad/s
T 100 µs
vd 60 V
vq 0 V

Table 3.1: Nominal parameters used in simulation

Gains Value

(kdp, kdi) (2 V/A, 100 V/(A.s))

(kqp, kqi) (4000 V/A, 30000 V/(A.s))

(kvp, kvi) (1 A/V, 5 A/(V.s))

Table 3.2: Vector controller gains used in simulation

3.2.2 Switched Model

To further verify the VSC vector control performance, simulation results of

the control applied to the switched model of the VSC are provided. Since the

q-axis and dc voltage references are constant in these simulations, the VSC

states converge to constant steady state values. From Figs. 3.5–3.7, the q-axis

current and dc voltage track their references with good transient and steady

state performances. The control inputs also vary in their unsaturated ranges.

Since the q-axis current dynamics is decoupled from d-axis current dynamics,
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Figure 3.2: Simulation results of VSC vector control using nonlinear model:
VSC state and desired reference trajectories
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Figure 3.3: Simulation results of VSC vector control using nonlinear model:
trajectory of tracking error
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Figure 3.4: Simulation results of VSC vector control using nonlinear model:
control inputs ma and δ

any change in the dc voltage reference trajectory will not affect the q-axis

current trajectory. We remark that the filtered results are provided to show

the VSC outputs without high frequency components and to verify that the

VSC q-axis current and dc voltage converge to their references. The utilized

filters are first order low pass with cut-off frequency of ωc = 1500 rad/s.

3.2.3 Switched Model and Imbalanced Source

The performance of the vector control for an imbalanced ac source is consid-

ered. We introduce a phase shift of π/8 in phase-a of the source. Graphs of

the VSC state, tracking error and control input are given in Figs. 3.8–3.10.

The results demonstrate the control’s ability to reject the effect of the source

imbalance. A close-up view of the control signals is shown in Fig. 3.11. The

control inputs also contain sinusoidal components with frequency twice the

ac source frequency; this effectively compensates for the sinusoidal vdqo. Note

that the vo component in the dqo frame is non-zero and also vd and vq have

sinusoidal components with frequency twice that of the source’s fundamental.
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Figure 3.5: Simulation of the vector control with switched model: VSC state
and desired reference trajectories
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ṽ d
c

(V
)

Time (sec)

Figure 3.6: Simulation of the vector control with switched model: trajectory
tracking error
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Figure 3.7: Simulation results of the vector control with switched model: con-
trol inputs ma and δ
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Figure 3.8: Simulation results of the VSC vector control VSC switched model
and imbalanced ac source: VSC state and desired reference
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Figure 3.9: Simulation results of the VSC vector control with switched model
and imbalanced ac source: trajectory tracking error

0 0.5 1 1.5 2
0.4

0.6

0.8

1

m
a

0 0.5 1 1.5 2

−0.4

−0.2

0

0.2

δ
(r

a
d
)

Time (sec)

Figure 3.10: Simulation results of the VSC vector control with switched model
and imbalanced ac source: control inputs ma and δ
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Figure 3.11: Simulation results of the VSC vector control with switched model
and imbalanced ac source

3.3 Flatness-based Control of a VSC

Flat or feedback linearizable systems are a special class of nonlinear systems

whose structure allows for simple solutions to output tracking and motion

planning [52, 53]. A necessary condition for feedback linearization and flatness

is that an n-state m-input nonlinear system

ẋ = f(x) +
m∑

i=1

gi(x)ui, x ∈ R
n, (3.9)

is controllable. Adopting the standard differential geometric notation in [54,

55] we define controllability using controllability indices {k1, . . . , km} which

are defined as

ki = card{mj ≥ i : j ≥ 0}, 1 ≤ i ≤ m,

where
m0 = rank G0

m1 = rank G1 − rank G0

=
...

mn−1 = rankGn−1 − rankGn−2

with

Gi = span{adifgj, 1 ≤ j ≤ m}, 0 ≤ i ≤ n− 1.
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The system is controllable about some point if controllability indices can be

defined locally and Σm
i=1ki = n.

A control system ẋ = f(x, u) is flat if there exists a ”differentially invert-

ible” map y = h(x, ū) where ū =
(
u, u̇, · · · , u(r)

)
[56]. This means

• components of h are differentially independent i.e. full rank
(

h, ḣ, · · · , h(k)
)

• on the other hand x = A (ȳ) and u = B (ȳ) for some A and B

If we choose the VSC state x = (x1, x2, x3)
T = (id, iq, vdc)

T and input as

u = (u1, u2)
T = (ma cos δ,ma sin δ)

T , the system’s dynamics (3.1) is

ẋ = f(x) + g1(x)u1 + g2(x)u2, (3.10)

with

f(x) =





−R
L
x1 + ωx2 +

vd
L

−ωx1 −
R
L
x2 +

vq
L

− x3

CRc



 , g1(x) =





− x3

2L

0
3x1

4C



 , g2(x) =





0
− x3

2L
3x2

4C



 .

For this model the controllability indices are {2, 1}. It was proven that any

(m + 1)-dimensional system with m-inputs is flat iff it is controllable [56].

Therefore, the VSC model (3.10) is flat. Using the Multi-Input Feedback

Linearization theorem in [54], the VSC is in fact feedback linearizable with

static (as opposed to dynamic) state feedback.

One choice of flat output is

y1 = φ1(x) = EL + EC =
3

4
L(x21 + x22) +

1

2
Cx23

y2 = φ2(x) = x2

(3.11)

We remark that y1 has a physical interpretation: it is the energy EL and EC

stored in L and C, respectively. The corresponding linearizing state coordinate

transformation is

z1 = y1 = φ1(x) =
3

4
L(x21 + x22) +

1

2
Cx23

z2 = Lfφ1(x) = p− PR − PRc
=

3

2
(vdx1 + vqx2)−

3

2
R(x21 + x22)−

x23
Rc

z3 = y2 = φ2(x) = x2

(3.12)
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where PRc
= v2dc/Rc. The coordinate z2 is a measure of instantaneous power

absorbed in L and C which is equal the VSC input power p minus the power

absorbed in the resistances R, Rc. From (3.12) we can express the state as a

function of the flat output and its derivatives:

x = A(y1, ẏ1, y2)

where A is a smooth function on some domain.

Using (3.11) we can compute A as

x1 =
−3CRcvd + ψ(y, ẏ)

6σ

x2 = y2

x3 =

√
Rcζ(y, ẏ)− LRc(8Ry1 + 4Lẏ1 − 6Lvqy2 − vdψ(y, ẏ))

2σ

(3.13)

where

ψ(y, ẏ) =
√

9C2R2
cv

2
d + 12σ(4y1 − 3Ly22 + CRc(2ẏ1 − 3y2(vq − Ry2)))

with σ = L − CRcR and ζ(y, ẏ) = CRc(8R
2y1 + L(4Rẏ1 − 3v2d − 6Rvqy2)).

Note that it is assumed that vd and vq are constant. To express the inputs as

a function of the flat output i.e. u = B(y1, ẏ1, ÿ1, y2, ẏ2) where B is a smooth

function, we introduce the decoupling matrix

F (x) =

[
Lg1Lfφ1 Lg2Lfφ1

Lg1φ2 Lg2Lfφ1

]

=

[
3x3(2CRcRx1−CRcvd−2Lx1)

4LCRc

3x3(2CRcRx2−CRcvq−2Lx2)
4LCRc

0 − x3

2L

]

so that

u = F−1(x)

[
ÿ1 − L2

fφ1(x, t)
ẏ2 − Lfφ2(x)

]

(3.14)

=
−2L

x3

[
2CRc

3(CRcvd+2x1σ)
−L(2x2σ+CRcvq)

2x1σ+CRcvd

0 1

]

[

ÿ1 −
3(vdq−vq(ωLx1+3Rx2)+vd(ωLx2−3Rx1)+2R2x12)

2L
−

2x2
3

CR2
c

ẏ2 + ωx1 +
R
L
x2 −

vq
L

]

(3.15)
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where vdq = v2d + v2q , x12 = x21+x22 , and expressions for x in terms of y and

ẏ from (3.13) can be substituted.

The closed-loop control is defined using the tracking errors

e1(t) =

∫ t

0

(y1(τ)− y∗1(τ))dτ

e2(t) = y1(t)− y∗1(t)

e3(t) =
dy1
dt

(t)−
dy∗1
dt

(t)

e4(t) =

∫ t

0

(y2(τ)− y∗2(τ))dτ

e5(t) = y2(t)− y∗2(t)

(3.16)

where y∗1, y
∗
2 denote the desired flat output trajectories. The control inputs are

obtained as

u = F−1(x)

[
−k1e1 − k2e2 − k3e3 + ÿ∗1 − L2

fφ1(x, t)
k4e4 − k5e5 + ẏ∗2 − Lfφ2(x)

]

(3.17)

which gives linear time invariant tracking error dynamics:









ė1
ė2
ė3
ė4
ė5









=









0 1 0 0 0
0 0 1 0 0

−k1 −k2 −k3 0 0
0 0 0 0 1
0 0 0 −k4 −k5

















e1
e2
e3
e4
e5









. (3.18)

With proper choice of ki (i.e., ki > 0, k2 · k3 > k1), the above tracking er-

ror dynamics is exponentially stable. The integrators in (3.16) are included

to reject unmodelled disturbances. They are not required to achieve output

tracking if we assume the model is perfect [22]. We remark that the control u2

is quite simple and could be obtained directly by linearizing the q-axis current

dynamics. In fact, u2 is independent of x3 and y∗1.

3.4 Simulation Results of Flatness-Based Con-

trol

3.4.1 References with Step Change

Simulation of the flatness-based control is performed in Simulink/Matlab. The

nonlinear model is used to investigate the controller performance. The VSC
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parameters and control gains are provided in Table 3.1 and Table 3.3 respec-

tively. The q-axis current changes between −3 A and 3 A and the dc voltage

reference changes between 170 V and 200 V. Fig. 3.12 verifies the controller

good tracking performance. The control inputs modulation index ma and

phase shift are depicted in Fig. 3.13. It is clear from the figures that the

control inputs stay in unsaturated ranges in steady state.

Gains k1 k2 k3 k4 k5
Value 3 · 106 6.5 · 104 450 1.5 · 104 250

Table 3.3: Flatness controller gains used in simulation
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Figure 3.12: Simulation results of flatness-based control using VSC nonlinear
model: VSC state and desired reference trajectories

3.4.2 Time-varying q-axis Reference

The simulation results of the flatness-based control of VSC with sinusoidal q-

axis reference trajectory while dc voltage reference trajectory has a step change

is investigated in this subsection. The q-axis current is a sinusoidal signal 3 +

sin(200πt) and the dc voltage reference changes between 170 V and 200 V. The

reference trajectory for id was taken to zero in the calculation of y∗1. In practise

the reference value for id is some small nonzero value. Fig. 3.14 verifies the
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Figure 3.13: Simulation results of flatness-based control using VSC nonlinear
model: control inputs ma and δ

controller good tracking performance. The control inputs modulation index

ma and phase shift are depicted in Fig. 3.15. It is clear that the control signals

are varying in their bounds.

3.5 Steady State Solution of the System

The basic requirement for PFC is that iq tracks the load reactive current i∗q

and also the controller should regulate vdc to a constant reference v∗dc. In or-

der to apply the flatness-based control, we require a trajectory for y∗1 which

corresponds to the desired i∗q and v∗dc. This amounts to computing the corre-

sponding i∗d for a given i∗q and v∗dc. For the case where i∗q and v∗dc are constant

we can use the VSC model’s equilibrium set obtained by setting the left hand

side of (3.10) to zero:

−
R

L
id + ωiq +

vd
L

−
ed
L

= 0

−
R

L
iq − ωid +

vq
L

−
eq
L

= 0

3

2
·
edid + eqiq
Cvdc

−
vdc
CRc

= 0

(3.19)
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Figure 3.14: Simulation results of flatness-based control with time varying
reference trajectories using VSC nonlinear model: VSC state and desired ref-
erence trajectories
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Figure 3.15: Simulation results of flatness-based control with time varying
reference trajectories using VSC nonlinear model: control inputs ma and δ
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Denoting Id, Iq, and Vdc as steady state solutions of (3.19), we obtain a

quadratic equation for Id:

I2d −
vd
R
Id + (

2V 2
dc

3RcR
+ I2q ) = 0, (3.20)

where we assumed vq = 0 which is the case for a balanced ac source. Equation

(3.20) has two distinct roots

Id =
vd
2R

±

√

v2d
4R2

− (I2q +
2

3

V 2
dc

RcR
) (3.21)

It should be pointed out that there is no real solution for Id, if

Rc <
8V 2

dcR

3(v2d − 4R2I2q )
(3.22)

In other words, load current IRc
= Vdc/Rc can not be in the following region:

IRc
>

3(v2d − 4R2I2q )

8VdcR
(3.23)

The above inequalities determine the upper limit of dc load current and lower

limit on Rc. In other words, the flatness-based control cannot be applied where

the decoupling matrix F is singular. These points of uncontrollability can be

also obtained by setting the determinant of F to zero. The determinant’s roots

define two perpendicular planes: one is vdc = 0 and the other id =
vd
2R
. In fact

the obtained id value also minimizes the left hand side of (3.20).

3.6 Application of Steady State Relations

Beside harmonic elimination and PFC, a VSC can also be used as a rectifier

to feed dc loads or as part of a motor drive system. Although the rectifier

application serves a different need, the VSC systems model remains the same

as in PFC. For rectifier applications the parameter Rc models the dc load

and the value of Rc can be much lower. This implies the size of id will be

considerably larger due to real power flow through the converter into the load.

It has been shown that the flatness-based control can achieve satisfactory

performance for iq and vdc tracking if the steady-state value of id is sufficiently
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small [22]. However, assuming small steady-state id will result in steady state

tracking errors for rectifier applications. This is illustrated in simulation in

Fig. 3.16(a) where Rc = 18 Ω. The flatness-based control in [22], which as-

sumes the steady-state id = 0, results in steady state tracking error for vdc.

This is to be expected from the steady state relations which predict a non-

negligible steady-state id.
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Figure 3.16: Simulation results of the flatness-based control for small Rc
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To improve the tracking performance, the steady state relations developed

in the previous section can be employed to adjust the reference value y∗1. The

simulation results in Fig. 3.16(b) clearly shows the perfect tracking with zero

steady state error. We remark that for these parameters , minRc and max IRc

are 6.22 Ω and 32.13 A, respectively.

3.7 Summary

This chapter considers PFC when all VSC parameters are known. First, the

classical vector control is introduced. The simulation results for this controller

are presented which verify its good performance. Next, the flatness-based con-

trol for a VSC is reviewed. To improve its tracking performance, steady state

relations are employed to adjust the reference trajectories. This improvement

is especially important when the VSC is used to supply power on dc link e.g.

in rectifier applications as a battery charger or the front end of a motor drive

system. Both classic vector control and the flatness-based control depend on

system parameters which are not known exactly. This motivates the investi-

gation of adaptive control for the VSC in the rest of the thesis.
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Chapter 4

Adaptive Control

An adaptive control can be thought of as a feedback law which attempts to

reshape the controller by observing its performance. This type of control is

usually proposed to compensate for some kind of system uncertainty such as

unknown parameters or disturbances. In this chapter, we review a brief history

of adaptive control and describe its different types such as direct and indirect

adaptive control techniques. Since there is no need to estimate the system

parameters in the direct adaptive control method which means lower mathe-

matical computations, this control method is used for the VSC with uncertain

parameters. Next the adaptive control for nonlinear systems with linearly

parameterized uncertainty is investigated. Finally, the systematic adaptive

design procedure is applied to the VSC with two unknown parameters.

4.1 Adaptive Control: A Review

Adaptive control was developed in part in the early 1950s as an extension to

the gain scheduling design for aircraft control which accounted for unknown

parameters in its dynamics. Adaptive control provided good performance for a

wide range of aircraft speeds and altitudes [57]. Due to the shortage of control

techniques and theory at that time, research on adaptive control diminished

in the late 1950s and 1960s. This period witnessed the development of non-

adaptive control theory e.g. state space, stability, and optimal control theories

[58, 59, 60, 61, 62]. In the 1970s and 1980s several breakthroughs were made

in proofs for stability of adaptive systems [63, 64]. Significant achievement
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on adaptive control for nonlinear systems were obtained in the late 1980s and

early 1990s [44, 45, 65, 66, 67, 68]. Since the emergence of adaptive control

theory, there have been many experimental implementations of adaptive con-

trol in industry and academic labs [69, 70]. We present a simple example to

demonstrate the basic mechanism of adaptive control. Consider a first order

system

ẏ = y +
u

a
(4.1)

where known constant a > 0. We want to design a controller to regulate y to

yr. If a simple state feedback control

u = −a(kỹ + y − ẏr) (4.2)

where ỹ = y − yr, the closed-loop system dynamics is

˙̃y(t) = −kỹ(t) (4.3)

Hence for any k > 0, the closed-loop dynamics is asymptotically stable. But if

a is unknown, control feedback (4.2) may not regulate output y to the origin.

We defined an estimate of a denoted â and want to obtain the control and

adaptation law such that the closed-loop system is stable for any parameter

values and any initial conditions y(0).

If the control law is defined as

u = −â(kỹ + y − ẏr
︸ ︷︷ ︸

γ(y,ỹ)

) (4.4)

the closed loop system dynamics is

˙̃y(t) = −kỹ(t) + γ(y, ỹ)θ̃ (4.5)

in which θ̃ = a−â
a

= ã
a
. We consider the following Lyapunov function candidate

V =
1

2
pỹ2 +

1

2

θ̃2

η

where constant gains p, η > 0. The time derivative of V along the system

dynamics (4.5) is

V̇ = pỹ ˙̃y +
1

η
θ̃ ˙̃θ = pỹ(−kỹ(t) + γθ̃) +

1

η
θ̃ ˙̃θ
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To have V̇ ≤ 0 we choose
˙̂
θ = − ˙̃θ = ηγpỹ (4.6)

as an update law for θ̂. This leads to

V̇ = −kpỹ2 ≤ 0

The closed loop dynamics is

[
˙̃y
˙̃a

]

=

[
−k γ
ηγp 0

] [
ỹ

θ̃

]

(4.7)

Defining S = {(ỹ, θ̃)T ∈ R
2 : V̇ = 0} and since

V̇ = 0 ⇒ ỹ = 0 ⇒ with assumption γ(yr, 0) = yr − ẏr 6= 0 ⇒ θ̃ = 0

This implies the only point in S is the origin (ỹ, θ̃) = 0 which is an invariant

solution. Thus by LaSalle’s Theorem [71] the origin is asymptotically stable.

4.2 Types of Adaptive Control

Adaptive control methods are generally divided into three basic categories

which are briefly outlined here.

4.2.1 Indirect Adaptive Control

In an indirect adaptive control the plant parameters are adaptively estimated

first, then the control gains calculated from some algebraic design equations

using the estimates of unknown plant parameters [69, 72]. The scheme is called

indirect due to the two stages of the approach:

1. plant parameter estimation

2. controller gains calculation based on the estimated plant model

The technique uses the estimated plant parameters as if they are the true ones

in order to calculate the controller gain.
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4.2.2 Direct Adaptive Control

In direct adaptive control, the control parameters are directly updated from

an adaptive law [69]. The difference between the plant output and a reference

model output is used for deriving the adaptation mechanism in order to directly

adjust the controller parameters and force the output tracking error to zero.

In direct control there is no explicit identification of the plant but the control

parameters are tuned so that the error between the plant output and that of a

reference model converges to zero asymptotically [73]. An adaptive PI control

is a simple example of direct adaptive control [14, 74].

4.2.3 Gain-Scheduling Adaptive Control

Gain-scheduling can be thought of as a simple form of adaptive control where

controller parameters are determined from a stored look-up table whose values

depend on a measurement of the operating condition. The method assumes a

direct relationship between measured variables which determine the operating

condition and the plant’s model parameters. Examples of gain scheduling in

the 1970s include [75, 76]. Later on gain-scheduling appeared in the context

of feedback linearization. An example of gain-scheduling was discussed in a

chapter of [77]. The theoretical basis of gain scheduling for nonlinear systems

is in [78, 79]. A survey of the results for nonlinear systems design is in [80].

4.3 Adaptive Control of Nonlinear System

Let us consider the following continuous time nonlinear affine system

ẋ = f(x) +

m∑

j=1

gj(x)uj

y = h(x)

(4.8)

where x ∈ R
n is the state vector, y ∈ R

q is the output vector and uj ∈ R, j =

1, 2, ..., m are the inputs. In most practical applications, some or all plant

model parameters are not exactly known and therefore model (4.8) should be

modified accordingly. Let us assume system (4.8) is single input and has a
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linearly parameterized uncertainty. In this case, a suitable model is

ẋ = f0(x) +

p
∑

i=1

θifi(x) + [g0(x) +

p
∑

i=1

θigi(x)]u

y = h(x)

(4.9)

where θ = [θ1, ..., θp]
T is the vector of unknown constant parameters and

fi, gi, 0 ≤ i ≤ p are smooth vector fields in a neighborhood of the origin

x = 0 with fi(0) = 0, 0 ≤ i ≤ p and g0(0) 6= 0.

4.3.1 Pure-Feedback Form

It was shown in [44, 45] that a systematic design procedure can be applied

to design an adaptive control for the nonlinear system (4.9) if the feedback

linearization of nominal system and parametric-pure-feedback condition are

satisfied. It was proven that with these conditions and using a parameter

independent diffeomorphism z = φ(x), the system (4.9) can be transformed to

the parametric-pure-feedback form:

ż1 = z2 + θTγ1(z1, z2)

ż2 = z3 + θTγ2(z1, z2, z3)

...

żn−1 = zn + θTγn−1(z1, ..., zn)

żn = γ0 + θTγn(z) + [β0(z) + θTβ(z)]u

(4.10)

with

γ0(0) = γ1(0) = ... = γn(0) = 0

The necessary and sufficient conditions for the existence of such a diffeomor-

phism are given in [44, Prop. 2.1] which is restated here.

Proposition 1 A diffeomorphism z = φ(x) with φ(0) = 0, transforming (4.9)

into (4.10), exists in a neighborhood of the origin if and only if the following

conditions are satisfied around the origin

• Feedback linearization of the nominal plant: the distributions

Gi = span{g0, adf0g0, . . . , ad
i
f0
g0}, 0 ≤ i ≤ n− 1.

are involutive and of constant rank i+ 1.
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• Parametric-pure-feedback condition

gi ∈ G0,

[X, fi] ∈ Gj+1, ∀X ∈ Gj , 0 ≤ j ≤ n− 3, 0 ≤ i ≤ p

The feedback linearizable condition is necessary and sufficient for the existence

of a diffeomorphism z = φ(x) with φ(0) = 0 which transforms the nominal

system

ẋ = f0(x) + g0(x)u,

into
żi = zi+1, 1 ≤ i ≤ n− 1

...

żn = γ0(z) + β0(z)u

with γ0(0) = 0, β0(0) 6= 0. It is shown in [44] that the same parameter inde-

pendent diffeomorphism z = φ(x) transforms (4.9) into (4.10).

4.3.2 Uncertainty-Constrained Schemes

The uncertainty-constrained scheme was developed by [81, 82, 83]. The con-

dition for this approach is called extended matching condition (EMC) [81, 82]

or strong linearizability condition [72]. The EMC is a special case of the

parametric-pure-feedback condition where

gi ∈ G0, fi ∈ G1, 1 ≤ i ≤ p

If the EMC is satisfied, the system can be expressed in z-coordinates as

ż1 = z2

ż2 = z3
...

żn−1 = zn + θTγn−1(z1, . . . , zn)

żn = γ0(z) + θTγn(z) + [β0(z) + θTβ(z)]u
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4.4 Adaptive Controller Design for Regulation

A systematic approach to design an adaptive control for a system which satis-

fies Proposition 1 is presented in [44]. The step-by-step procedure is presented

with the change of coordinate and the construction of the parameter update

law in each step.

Step 0: define ζ1 = z1 and denote k1, k2, . . . , kn constant coefficients to be

chosen later.

Step 1: starting with

ζ̇1 = z2 + θTγ1(z1, z2) (4.11)

let θ̂1 be an estimate of θ. We define a new state ζ2 as

ζ2 = k1ζ1 + z2 + θ̂T1 γ1(z1, z2) (4.12)

With substitution of (4.12) into (4.11), we obtain

ζ̇1 = −k1ζ1 + ζ2 + (θ − θ̂1)
Tγ1(z1, z2)

= −k1ζ1 + ζ2 + (θ − θ̂1)
Tω1(ζ1, ζ2, θ̂1)

The update law is chosen as

˙̂
θ1 = x1ω1(ζ1, ζ2, θ̂1)

Step 2: using the definition for ζ1, ζ2 and
˙̂
θ1, ζ̇2 can be written as

ζ̇2 = k1[−k1ζ1 + ζ2 + (θ − θ̂1)
Tω1(ζ1, ζ2, θ̂1)] + z3 + θTγ2(z1, z2, z3)

ζ1ω(ζ1, ζ2, θ̂1)
Tγ1(z1, z2) + θ̂T1 [

∂γ1
∂z1

(z2 + θTγ1) +
∂γ1
∂z2

(z3 + θTγ2)]

= (1 + θ̂T1
∂γ1
∂z2

)[z3 + θTγ2(z1, z2, z3)] + φ2(ζ1, ζ2, θ̂1) + θTψ2(ζ1, ζ2, θ̂1)

(4.13)

Let us define a new estimation of θ called
˙̂
θ2 and define the new state ζ3 as

ζ3 = k2ζ2 + (1 + θ̂T1
∂γ1
∂z2

)[z3 + θ̂T2 γ2(z1, z2, z3)]

+ φ2(ζ1, ζ2, θ̂1) + θ̂T2 ψ2(ζ1, ζ2, θ̂1)

(4.14)
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Substitute (4.14) into (4.13) to obtain

ζ̇2 = −k2ζ2 + ζ3 + (θ − θ̂2)
T [ψ2(ζ1, ζ2, θ̂1) + (1 + θ̂T1

∂γ1(z1, z2)

∂z2
)γ2(z1, z2, z3)]

= −k2ζ2 + ζ3 + (θ − θ̂2)
Tω2(ζ1, ζ2, ζ3, θ̂1, θ̂2)

The new update law for the new estimate θ̂2 can be obtained as

˙̂
θ2 = ζ2ω2(ζ1, ζ2, ζ3, θ̂1, θ̂2)

Step i (2 ≤ i ≤ n − 1): using the defined ζ1, . . . , ζi and
˙̂
θ1, . . . ,

˙̂
θi−1, ζ̇i can

be expressed as

ζ̇i = (1 + θ̂T1
∂γ1
∂z2

) . . . (1 + θ̂Ti−1

∂γi−1

∂zi
)[zi+1 + θTγi(z1, . . . , zi+1)]

+ φi(ζ1, . . . , ζi, θ̂1, . . . , θ̂i−1) + θTψi(ζ1, . . . , ζi, θ̂1, . . . , θ̂i−1)

(4.15)

If θ̂i is defined as a new estimation of θ, the new state ζi+1 is obtained as

ζi+1 = kiζi + (1 + θ̂T1
γ1
z2
) . . . (1 + θ̂Ti−1

∂γi−1

∂zi
)[zi+1 + θ̂Ti γi(z1, . . . , zi+1)]

+ φi(ζ1, . . . , ζi, θ̂1, . . . , θ̂i−1) + θ̂Ti ψi(ζ1, . . . , ζi, θ̂1, . . . , θ̂i−1)

(4.16)

Substituting (4.16) into (4.15) gives

ζ̇i = −kiζi + ζi+1 + (θ − θ̂i)
T [ψi + (1 + θ̂T1

∂γ1
∂z2

) . . . (1 + θ̂i−1
∂γi−1

∂zi
)γi]

= −kiζi + ζi+1 + (θ − θ̂i)
Tωi(ζ1, . . . , ζi+1, θ̂1, . . . , θ̂i)

The update law for θ̂i is

˙̂
θi = ζiωi(ζ1, . . . , ζi+1, θ̂1, . . . , θ̂i)

Step n: Using the definition for ζ1, . . . , ζn and
˙̂
θ1, . . . ,

˙̂
θn−1, the ζ̇n can be

expressed as

ζ̇n = (1 + θ̂T1
∂γ1
∂z2

)..(1 + θ̂n−1
∂γn−1

∂zn
)[β0(z) + θTβ(z)]u+

φn(ζ, θ̂1, . . . , θ̂n−1) + θTψn(z, θ̂1, . . . , θ̂n−1)

let θ̂n be a new estimate of θ and define control law u

u =
1

β̄(z, θ̂1, . . . , θ̂n)
[−knζn − φn − θ̂n

T
ψn] (4.17)
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where

β̄(z, θ̂1, . . . , θ̂n) = (1 + θ̂T1
∂γ1
∂z2

) . . . (1 + θ̂Tn−1

∂γn−1

∂zn
)[β0 + θ̂Tnβ(z)]

Therefore, ζ̇n is obtained as

ζ̇n = −knζn + (θ − θ̂n)[ψn + (1 + θ̂T1
∂γ1
∂z2

) . . . (1 + θ̂n−1
∂γn−1

∂zn
)β(z)u]

= knζn + (θ − θ̂n)
Tωn(ζ, θ̂z . . . θ̂n)

where (4.17) is used in the definition of ωn. Finally, the update law for the θ̂n

can be written
˙̂
θn = ζnωn(ζ, θ̂1, . . . , θ̂n)

4.5 Adaptive Control of Multi-Input Systems

Consider a multi-input system with linearly parameterized uncertainty:

ẋ = f0(x) +

p
∑

i=1

θifi(x) +

m∑

j=1

[g0,j(x) +

p
∑

i=1

θigi,j(x)]uj (4.18)

with

fi(0) = 0, 0 ≤ i ≤ p,

rankG0(0) = m,

G0 = [g0,1, . . . , g0,m]

If system dynamics (4.18) satisfies feedback linearization and pure-feedback

conditions, there is a diffeomorphism z = φ(x) with φ(0) = 0 which transforms

(4.18) into

żi,j = zi+1,j + θTγi,j(z1,1, . . . , zk1−kj+2, . . . , z1,m, . . . , zkm−kj+1,m)

1 ≤ i ≤ kj − 1, 1 ≤ j ≤ m

żkj ,j = γ0,j + θTγkj ,j(z) + [β0,j +

p
∑

l=1

θlβl,j(z)]
Tu, 1 ≤ j ≤ p

(4.19)

with γl,j(0) = 0, 0 ≤ i ≤ kj, 1 ≤ j ≤ m, det(B0(0)) 6= 0,

where B0 = [β0,1, . . . , β0,m] and
∑m

j=1 kj = n.
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Proposition 2 A parameter independent diffeomorphism z = φ(x) exists in a

neighborhood of the origin, with φ(0) = 0, which transforms the system (4.18)

into (4.19) if and only if around the origin

• the feedback linearization condition holds or the distributions

Gi = span{g0,j, adf0g0,j, . . . , ad
i
f0
g0,j}, 0 ≤ j ≤ m.

are involutive and of constant rank ri, with rn−1 = n.

• Pure-feedback condition holds or

gi,j ∈ G0, 0 ≤ j ≤ m

[X, fi] ∈ Gk+1, ∀X ∈ Gk, 0 ≤ k ≤ n− 3, 0 ≤ i ≤ p

We remark that the above regulation results have their tracking counterpart

and the tracking formula can be easily obtained using above formula with

small modifications. In addition, similar to the single-input case, the adaptive

design procedure for a multi-input system is presented in [44]. This design is

applied to the VSC model in the next section.

4.6 Systematic Design of Adaptive Control for

a VSC

In this section, the systematic adaptive control design for a VSC when two

and three parameters are unknown is investigated. For each case, the feedback

linearizable and parametric-pure-feedback conditions are checked.

4.6.1 VSC With Two Unknown Parameters

Recall the VSC dynamics with unknown parameters R and Rc

ẋ1 = ωx2 −
x1
L
θ1 +

1

L
u1

ẋ2 = −ωx1 −
x2
L
θ1 +

1

L
u2

ẋ3 =
3vd
C
x1 +

3vq
C
x2 −

2x3
C
θ2 −

3

C
x1u1 −

3

C
x2u2

(4.20)
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where (x1, x2, x3) = (id, iq, v
2
dc), θ1 = R and θ2 = 1/Rc. The VSC dynamics

(4.20) can be written as

ẋ = f0(x) + f1(x)θ1 + f2(x)θ2 + g0,1(x)u1 + g0,2(x)u2

where

f0(x) = [ωx2,−ωx1,
3vd
C
x1 +

3vq
C
x2]

T , f1(x) = [
−x1
L

,
−x2
L

, 0]T ,

f2(x) = [0, 0,−
2

C
x3]

T , g1 = [
1

L
, 0,−

3

C
x1]

T , g2 = [0,
1

L
,−

3

C
x2]

T

It can be shown that the system ẋ = f0(x) + g0,1(x)u1 + g0,2(x)u2 is feedback

linearizable via the diffeomorphism

z1 = Cx3 +
3

2
L(x21 + x22)

z2 = 3vdx1 + 3vqx2

z3 = x3

Therefore, the adaptive control tracking output is yr = [y1r, y2r] = [z1r, z3r]
T .

Next, the system equations in the z-coordinate is derived as

ż1 = Cẋ3 + 3L(x1ẋ1 + x2ẋ2)

= C(
3vd
C
x1 +

3vq
C
x2 −

2x3
C
θ2 −

3

C
x1u1 −

3

C
x2u2) + 3L[x1(ωx2 −

x1
L
θ1

+
1

L
u1) + x2(−ωx1 −

x2
L
θ1 +

1

L
u2)]

= 3vdx1 + 3vqx2 + 3(x21 + x22)θ1 + (−2x3)θ2

Similarly,

ż2 = 3vd[ωx2 −
x1
L
θ1 +

1

L
u1] + 3vq[−ωx1 −

x2
L
θ1 +

1

L
u2]

= 3ω(vdx1 − vqx2)−
1

L
(3vdx1 + 3vqx2)θ1 +

1

L
(vdu1 + vqu2)

ż3 = ẋ3 =
3vdx1 + 3vqx2

C
−

2x3
C
θ2 −

3(x1u1 + x2u2)

C

where

3(x21 + x22) = [3(x21 + x22) + Cx3]− Cx3 = z1 − Cz3

Therefore, the dynamics in z-coordinate are

ż1 = z2 + θ1[z1 − Cz3]− 2z3θ2

ż2 = 3ω(vdx1 − vqx2)−
1

L
z2θ1 +

3

L
[vdu1 + vqu2]

ż3 =
1

C
z2 −

2

C
z3 −

3

C
(x1u1 + x2u2)
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or
ż1 = z2 + θTγ1(z1, z3)

ż2 = γ0,2(z) + θTγ2(z2) + βT
2 (x)u

ż3 = γ0,3(z) + βT
3 (x)u

where

γ1(z1, z3) = [z1 − Cz3,−2z3]
T , β2 = [

3

L
vd,

3

L
vq]

T

γ0,2(z) = 3ω(vdx1 − vqx2), γ0,3 =
1

C
z2 −

2

C
z3

γ2(z2) = [−
1

L
z2, 0]

T , β3(x) = [−
3

C
x1,−

3

C
x2]

T

If we define ζ1 = z1 − y1r and ζ3 = z3 − y2r, we have

ζ̇1 = z2 + θTγ1(z1, z3)− ẏ1r (4.21)

Let us consider θ̂a an estimate of θ and define a new state ζ2 as

ζ2 = k1ζ1 + z2 + θ̂Ta γ1(z1, z3)− ẏ1r (4.22)

where k1 > 0. Substitute (4.22) into (4.21) to obtain

ζ̇1 = −k1ζ1 + ζ2 + (θ − θ̂a)
Tω1(ζ1, z3, y1r)− ẏ1r

The update law for θ̂a is

˙̂
θa = ζ1γ1(z1, z3) = ζ1ω1(ζ1, ζ3, yr) (4.23)

Using the definition for ζ1, ζ2 and
˙̂
θa, ζ̇2 can be written

ζ̇2 = k1[−k1ζ1 + ζ2 + (θ − θ̂a)
Tω1(ζ1, z3, y1r)] + [γ0,2(z) + θTγ2(z2) + βT

2 (x)u]

+ ζ1ω1(ζ1, z3, y1r)γ1(z1, z3) + θ̂Ta [
∂γ1
∂z1

(z2 + θTγ1) +
∂γ1
∂z3

(γ0,3(z) + β3(x)
Tu)]− ÿ1r

= −k21ζ1 + k1ζ2 + k1θ
Tω1 − k1θ̂

T
a ω1 + γ0,2 + θTγ2 + βT

2 u

+ ζ1ω
2
1 + θ̂Ta [1, 0]

T (z2 + θTγ1) + θ̂Ta [−C,−2]T (γ0,3 + βT
3 u)− ÿ1r

= (−k21ζ1 + k1ζ2 − k1θ̂
T
a ω1 + γ0,2 + ζ1ω

2
1 + θ̂Ta [1, 0]

Tz2 + θ̂Ta [−C, 2]
Tγ0,3)

+ θT (γ2 + k1ω1 + θ̂Ta [1, 0]
Tω1) + (βT

2 + θ̂Ta [−C, 2]
TβT

3 )u− ÿ1r

Therefore,
ζ̇2 = φ21(ζ, θ̂) + θTφ22(ζ, θ̂) + ψ(ζ, θ̂)u

ζ̇3 = γ3(ζ) + β3(ζ)
Tu
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and the system dynamics in the new coordinates is

ζ̇1 = −k1ζ1 + ζ2 + θTω1(ζ1, z3, y1r)− θ̂Ta ω1(ζ1, z3, y1r)

ζ̇2 = φ21(ζ, θ̂a, yr, ẏr, ÿr) + θTφ22(ζ, θ̂a, yr, ẏr, ÿr) + ψ2(ζ, θ̂a)u

ζ̇3 = γ3(ζ, yr) + βT
3 (ζ, yr)u

We consider θ̂b as a new estimate of θ and define the control u as

u = −

(

ψ2(ζ, θ̂a)
β3(ζ, yr)

T

)−1(
k2ζ2
k3ζ3

)

−

(

φ21(ζ, θ̂a, yr, ẏr, ÿr)
γ3(ζ, yr)

)

−

(

φ22(ζ, θ̂a, yr, ẏr, ÿr)
0

)

θ̂Tb

(4.24)

Hence, the closed loop dynamics is

ζ̇ =





−k1ζ1 + ζ2 + (θ − θ̂a)γ1
−k2ζ2 + (θ − θ̂b)φ22(ζ, θ̂a, yr, ẏr, ÿr)

−k3γ3





the update law for θ̂b is

˙̂
θb = ζ2φ22(ζ, θ̂a, yr, ẏr, ÿr) (4.25)

The control input (4.24) and parameter update laws (4.23) and (4.25) guar-

antee that the closed-loop error dynamics is stable [44].

4.6.2 VSC With Three Unknown Parameters

For the case when θ3 = L is unknown the VSC dynamics are

ẋ =





ωx2
−ωx1

3
C
(vdx1 + vqx2)





︸ ︷︷ ︸

f0

+





−x1
−x2
0





︸ ︷︷ ︸

f1

θ1 +





0
0
x3





︸ ︷︷ ︸

f2

θ2

+





0
0

−3x1

C





︸ ︷︷ ︸

g0,1

u1 +





0
0

−3x2

C





︸ ︷︷ ︸

g0,2

u2 +





0
0
1





︸ ︷︷ ︸

g1,3

u1θ3 +





0
1
0





︸ ︷︷ ︸

g2,3

u2θ3

or

ẋ = f0(x) + f1(x)θ1 + f2(x)θ2 + (g0,1(x) + g1,3(x)θ3)u1 + (g0,2 + g2,3θ3)u2

We have G0 = span{g0,1, g0,2}, G1 = span{g0,1, g0,2, adfg0,1, adfg0,2} and rankG0 =

rankG1 = 1 for x1 6= 0 and x2 6= 0. Therefore, Gi is not constant rank i + 1

and the linearizability condition for Proposition 2 is not satisfied.
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4.7 Summary

Since the focus in the rest of the thesis is on the adaptive control of a VSC,

this chapter starts with a review of adaptive control history. Different types

of adaptive control are also summarized. Next, a systematic method for de-

signing an adaptive control for regulation of a linearly parameterized system

is reviewed. At last, this design is applied to a two parameter uncertainty

problem for the VSC. It is shown that the theory is not admissible for un-

certainty in three parameters. Therefore, other adaptive control approaches

are investigated for the VSC with three unknown parameters in the following

chapters.
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Chapter 5

Adaptive PI Vector Control for
Power Factor Correction

Improvement of vector control is investigated in this chapter in which an adap-

tive PI vector controller is designed to provide PFC. The method relies on a

third order nonlinear model of the VSC which accounts for uncertainty in

system parameters. The proposed method ensures asymptotic tracking of

the q-axis current using an inner loop which contains two PI (Proportional-

Integral) controllers which have adaptive decoupling terms. An outer loop PI

controller’s output defines the reference for the d-axis current control. The

asymptotic stability of the closed-loop is proven using Lyapunov’s method.

The performance of the proposed method is evaluated in the simulation, and

results show improved performance and ease of controller tuning.

5.1 Adaptive PI Vector Control of a VSC

As discussed in the previous chapter, the current dynamics in the dq frame

are decoupled in the classical vector control strategy. However, this decoupling

requires an accurate knowledge of the inductance parameter L. Although the

integral term in the PI control compensates for steady state coupling distur-

bances, the transient system performance will be degraded. In this section, an

adaptive PI vector control is proposed which guarantees the asymptotic decou-

pling of the current error dynamics with an uncertain inductance parameter.
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Recalling the VSC bilinear model in dq frame from the previous chapter

did
dt

= −
R

L
id + ωiq +

vd
L

−
ed
L

diq
dt

= −
R

L
iq − ωid +

vq
L

−
eq
L

dvdc
dt

=
3

2
·
edid + eqiq
Cvdc

−
vdc
CRc

(5.1)

We define ed and eq as

ed = vd + L̂ωiq − v1

eq = vq − L̂ωid − v2

where L̂ is the estimated value of the inductance. Therefore, the current

dynamics is
did
dt

= −
R

L
id + ωiq

L̃

L
+
v1
L

diq
dt

= −
R

L
iq − ωid

L̃

L
+
v2
L

The new inputs v1 and v2 are defined using the PI control

v1 = kpd(i
∗
d − id) + kid

∫ t

0

(i∗d − id)dτ

v2 = kpq(i
∗
q − iq) + kiq

∫ t

0

(i∗q − iq)dτ

Hence, the closed-loop current dynamics are

did
dt

= −
R

L
id + ωiq

L̃

L
+
kpd
L

(i∗d − id) +
kid
L

∫ t

0

(i∗d − id)dτ

diq
dt

= −
R

L
iq − ωid

L̃

L
+
kpq
L

(i∗q − iq) +
kiq
L

∫ t

0

(i∗q − iq)dτ

where L̃ = L− L̂. The reference for id is the output of the PI compensator for

dc voltage

I∗d(s) =

(

kpv +
kiv
s

)

(v∗dc − Vdc) (5.2)

It is assumed that the dc voltage dynamics is much slower than the time scale

of the current dynamics. Therefore, in designing the inner loop control, the

current reference values i.e., i∗d and i∗q are assumed to be constant. We define

(̃id, ĩq) = (i∗d − id, i
∗
q − iq) so that

−
did
dt

=
d̃id
dt

= −
R + kpd

L
ĩd − ωiq

L̃

L
−
kid
L

∫ t

0

ĩddτ +
R

L
i∗d

−
diq
dt

=
d̃iq
dt

= −
R + kpq

L
ĩq + ωid

L̃

L
−
kiq
L

∫ t

0

ĩqdτ +
R

L
i∗q

(5.3)
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To eliminate the integrator terms in (5.3), we define new error states as

e1 =

∫ t

0

ĩddτ −
R

kid
i∗d, e2 = ĩd,

e3 =

∫ t

0

ĩqdτ −
R

kiq
i∗q , e4 = ĩq

Therefore, the current dynamics (5.3) can be expressed as

ė1 = e2

ė2 = −
R + kpd

L
e2 − ωiq

L̃

L
−
kid
L
e1

ė3 = e4

ė4 = −
R + kpq

L
e4 + ωid

L̃

L
−
kiq
L
e3

With the parameter error defined as θ̃ = L̃/L, the error dynamics can be

written

ė = Ψe+ ΓT θ̃ (5.4)

where

Ψ =

[
Ψ1 0
0 Ψ2

]

and

Ψ1 =

[
0 1

−
kid
L

−
R+kpd

L

]

, Ψ2 =

[
0 1

−
kiq
L

−
R+kpq

L

]

Γ =
[
0 −ωiq 0 +ωid

]

In order to analyze the convergence of the tracking error, the following Lya-

punov function candidate is considered

V = eTPe+ Λ−1θ̃2 (5.5)

where Λ > 0 and P ∈ R
4×4 is the symmetric positive definite matrix defined

as

P =

[
P1 0
0 P2

]

where Pi, i = 1, 2 are solutions of

ΨT
i Pi + PiΨi = −Qi, i = 1, 2 (5.6)

where Qi ∈ R
2×2, i = 1, 2 are symmetric positive definite matrices. Since Ψi

is Hurwitz, there exists a unique symmetric positive definite matrix Pi which
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satisfies (5.6). The derivative of (5.5) along the current error dynamics (5.4)

is

V̇ = eT (ΨTP + PΨ)e+ 2eTPΓθ̃ + 2Λ−1 ˙̃θθ̃ (5.7)

Hence, taking a parameter update law

˙̂
L/L = − ˙̃θ = ΛΓPe (5.8)

and substituting it into (5.7) yields

V̇ = −eTQe ≤ 0 (5.9)

where Q is a symmetric positive matrix

Q =

[
Q1 0
0 Q2

]

Since V is positive definite and radially unbounded, the equilibrium z =

(eT , L̃)T = 0 is globally uniformly stable and the solution (eT , L̃) of (5.4)

and (5.8) dynamics are uniformly bounded for any initial condition provided

vdc(t) > 2vd, t ≥ 0. Integration of (5.9) with respect to time gives

∫ t

0

eT (τ)Qe(τ) dτ = −

∫ t

0

V̇ (τ) dτ = V (0)− V (t)

which implies

lim
t→∞

∫ t

0

eT (τ)Qe(τ) dτ = V (0)− V (∞) <∞

since z is bounded. According to Barbalat’s Lemma we conclude limt→∞ ||e|| =

0 or the tracking error is asymptotically stable [44, 54]. The conditions for

parameter estimate error convergence follow fromMatrosov’s Theorem [54, 84].

A sufficient condition is given by

Γ(i∗, t)Γ(i∗, t)T = ω2((i∗d)
2 + (i∗q)

2) > 0

We remark that although parameter error remains bounded, convergence is

not required to achieve asymptotic trajectory tracking. A block diagram of

adaptive PI vector control is shown in Fig. 5.1.
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abc/dqabc/dq
˙̂
L = ΛΓTPe

Figure 5.1: Block diagram of adaptive PI vector control

5.2 Stability of dc Voltage Dynamics

As mentioned earlier, the steady-state effect of the ac side resistor losses PR

can be included in the effective dc side resistance Rc. Therefore, as in [17] the

dc dynamics in (5.1) can be rewritten

dvdc
dt

=
3

2
·
vdid + vqiq
Cvdc

−
vdc
CRc

If we assume that the ac supply is balanced then vq = 0. The dc voltage is in-

directly controlled by the current id using the PI controller (5.2). If we assume

the current loop dynamics are significantly faster than dc voltage dynamics

then
dvdc
dt

=
3vd
2

·
kpv ṽdc + kiv

∫ t

0
ṽdcdτ

Cvdc
−

vdc
CRc

(5.10)

where ṽdc = v∗dc−vdc. Defining (x1, x2) =

(
∫ t

0
ṽdcdτ − (2v∗dc

2)/(3Rckivvd), ṽdc

)

then (5.10) can be written as

ẋ1 = x2

ẋ2 =
kvd

v∗dc − x2
(−kivx1 − k̄pvx2)−

x2
CRc

(5.11)

in which kvd = (3vd)/(2C) and k̄pv = kpv + (2v∗dc)/(3vdRc). It is assumed that

vdc > 2vd, therefore v
∗
dc−x2 > 0. It can be shown that (5.11) has an equilibrium

point at the origin. A Lyapunov stability analysis is used to prove asymptotic

stability. We use a variable gradient method to compute a Lyapunov function
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V for (5.11). That is, we take g(x) = ∂V/∂x and choose g such that it is the

gradient of a positive definite function V and V̇ is negative definite. That is,

we take g(x) = [g1(x), g2(x)] and

∂g1(x)

∂x2
=
∂g2(x)

∂x1

V̇ = g1(x)x2 − g2(x)(
kvd

v∗dc − x2
(−kivx1 − k̄pvx2)−

x2
CRc

) < 0 for x 6= 0

V (x) =

∫ x1

0

g1(y1)dy1 +

∫ x2

0

g2(y2)dy2 > 0 for x 6= 0

(5.12)

Taking g of the form

g(x) =

[
α(x)x1 + β(x)x2
γ(x)x1 + η(x)x2

]

where scalar functions α, β, γ and η are to be determined, constraint (5.12) is

β(x) +
∂α(x)

∂x2
x1 +

∂β(x)

∂x2
x2 = γ(x) +

∂γ(x)

∂x1
x1 +

∂η(x)

∂x1
x2

The derivative V̇ is given by

V̇ =

[

α(x)−
kvd

v∗dc − x2

(

k̄pvγ(x) + kivη(x)

)

−
1

CRc
γ(x)

]

x1x2

−

[
kvd

v∗dc − x2
kivγ(x)

]

x21 −

[
kvd

v∗dc − x2
k̄pvη(x) +

1

CRc
η(x)− β(x)

]

x22

(5.13)

To cancel the indefinite terms in (5.13) and satisfy (5.12) we take

α(x) = kvdkiv , β(x) = 0, γ(x) = 0, η(x) = v∗dc − x2

Hence,

V̇ = −(kvd k̄pv +
1

CRc

(v∗dc − x2))x
2
2 ≤ 0

The expression for g is therefore

g(x) =

[
kvdkivx1

(v∗dc − x2)x2

]

Integration yields the Lyapunov function

V (x) =

∫ x1

0

(kvdkivy1)dy1 +

∫ x2

0

(v∗dcy2 − y22)dy2

=
1

2
kvdkivx

2
1 +

1

2
v∗dcx

2
2 −

1

3
x32 =

1

2
kvdkivx

2
1 +

(
1

6
v∗dc +

1

3
(v∗dc − x2)

)

x22

63



Let D = {(x1, x2)
T ∈ R

2 : (v∗dc − x2) > 0} where V is positive definite in D

and V̇ is negative semidefinite. Defining S = {(x1, x2)
T ∈ D : V̇ = 0} and

since

V̇ = 0 ⇒ x2 = 0 ⇒ ẋ2 = 0 ⇒ x1 = 0

this implies the only point in S is the origin which is an invariant solution.

Thus by LaSalle’s Theorem [71] the origin is asymptotically stable.

5.3 Simulation Results

Simulations of the adaptive PI vector control and classical vector control are

performed in MATLAB/Simulink. The controls are applied to the third order

nonlinear model of the VSC (5.1). The q-axis current reference varies between

−3 A and 3 A, and the dc voltage reference changes between 170 V and

200 V. The q-axis current and dc voltage references are varied at different

time instances.

5.3.1 Classical Vector Control with Parameter Uncer-
tainties

As previously mentioned, vector control requires knowledge of the terms ωiq

and −ωid which are canceled in the id and iq dynamics. This cancelation can

only be performed exactly if L is known. Any deviation of L from its nominal

value affects control performance [12]. To investigate the effect of uncertainty

in L we take its value as three times the nominal inductance. As seen in

Fig. 5.2, the system tracking performance is degraded. The control inputs are

saturated in transient when the references change. On the other hand, we will

demonstrate in Section 5.3.2 that the proposed adaptive PI vector control can

achieve improved performance.

5.3.2 Adaptive PI Vector Control with Parameter Un-
certainties

The performance of adaptive PI vector control when there is an uncertainty

in the inductance value is investigated in this section. The adaptive PI vector
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controller gains are provided in Table 5.1. As shown in Fig. 5.3(a) the con-

troller achieves good trajectory tracking. At the beginning of the simulation

the outputs are similar to the classical vector control. However, the perfor-

mance significantly improves in a few seconds. It can be seen in Fig. 5.3(b)

that the control inputs quickly become unsaturated. It is clear that control

performance, which depends on the estimated value of inductance, improves

with time as this estimate becomes more accurate. Fig. 5.3(b) also shows the

convergence of the inductance estimate to its actual value, i.e., 2 mH. The

matrices P1 and P2 are obtained using (5.6) with Qi = −I.

5.4 Summary

In this chapter an adaptive control system is developed which ensures PFC. In

comparison with the classical vector control, this method has adaptive decou-

pling terms in its current loops which account for uncertainty in the system

parameters. The performance of the proposed controller is evaluated in sim-

ulation and the benefit of adapting the inductance estimate is demonstrated.

In the next chapter, two other adaptive methods, adaptive current control

and full adaptive control, for a VSC is proposed. Adaptive current control

structure is similar to vector control except that it does not have integration

terms in its current loop. We note that the decoupling of the current and volt-

age loops is considered in designing the controller for adaptive current control

and adaptive PI vector control while this is not the case in designing the full

adaptive control.

Table 5.1: Adaptive PI vector controller gains used in simulation
Gains Value

(kdp, kdi) (0.04 V/A, 0.2 V/(A.s))

(kqp, kqi) (2 V/A, 60 V/(A.s))

(kvp, kvi) (1 A/V, 4 A/(V.s))

Λ 10−7
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Figure 5.2: Simulation results of vector control using VSC nonlinear model
with parameter uncertainties
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Figure 5.3: Simulation results of adaptive PI vector control using VSC non-
linear model with parameter uncertainties
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Chapter 6

Adaptive Control of VSC for
Power Factor Correction

In this chapter two adaptive controllers are designed to provide PFC using

a VSC. The proposed adaptive controls account for uncertainty in the VSC

circuit parameters R, L and Rc. The chapter is organized as follows: first, the

adaptive current control with PI voltage control is presented in Section 6.1,

next the so-called full adaptive control is presented in Section 6.2. Finally,

simulation validations demonstrate the full adaptive method’s performance.

6.1 Adaptive Current Control of VSC with

Voltage PI Controller

Let us first define non-zero parameters θ1 = L, θ2 = R and denote their

estimates θ̂i, i = 1, 2 and the parameter estimate error is θ̃i = θi − θ̂i, i = 1, 2,

with θ̃ = ( θ̃1
θ1
, θ̃2
θ1
)T . The tracking error is denoted x̃ = (x̃1, x̃2, x̃3)

T with x̃i =

xi − xir where xir stands for reference trajectory. Recalling the VSC linear

model

ẋ = Ax+Bu (6.1)

where

A =





−R/L ω 0
−ω −R/L 0
1 vq/vq −2/(CRc)



 , B =





1/L 0
0 1/L
0 0





and

x = (x1, x2, x3)
T = (id, iq,

C

3vd
v2dc)

T , u = (u1, u2)
T = (vd − ed, vq − eq)

T
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Taking control input

u2 = L̂

[

ωx1 +
R̂

L̂
x2 + ẋ2r − k2x̃2

]

= R̂x2 − L̂ [−ωx1 − ẋ2r + k2x̃2]
︸ ︷︷ ︸

α2(x,t)

= R̂x2 − L̂α2(x, t)

where k2 is a positive constant and substituting u2 into the q-axis current

dynamics gives

˙̃x2 = ẋ2 − ẋ2r = α2 − k2x̃2 + ẋ2r −
R

L
x2 +

u2
L

− ẋ2r

= −
R̃

L
x2 + α2

(

1−
L̂

L

)

− k2x̃2

=
R̃

L
β2 +

L̃

L
α2 − k2x̃2

(6.2)

in which β2(x) = −x2 , R̃ = R−R̂ and L̃ = L−L̂. A similar control expression

is taken for u1

u1 = L̂

[

−ωx2 +
R̂

L̂
x2 + ẋ1r − k1x̃1

]

= R̂x1 − L̂ [ωx2 − ẋ1r + k1x̃1]
︸ ︷︷ ︸

α1(x,t)

= R̂x1 − L̂α1(x, t)

where k1 > 0. Substituting u1 into the d-axis current dynamics gives

˙̃x1 =
R̃

L
β1 +

L̃

L
α1 − k1x̃1 (6.3)

in which β1(x) = −x1. Summarizing the error dynamics gives
[
˙̃x1
˙̃x2

]

︸︷︷︸

˙̃x

=

[
−k1 0
0 −k2

]

︸ ︷︷ ︸

Ψ

[
x̃1
x̃2

]

︸︷︷︸

x̃

+

[
α1 β1
α2 β2

]

︸ ︷︷ ︸

ΓT

[
L̃/L

R̃/L

]

︸ ︷︷ ︸

θ̃

where

α1(x, t) = ωx2 + k1x̃1 − ẋ1r

α2(x, t) = −ωx1 − ẋ2r + k2x̃2

β1(x, t) = −x1

β2(x, t) = −x2
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Therefore with proper choices of VSC inputs i.e., u1(x, θ̂, t) and u2(x, θ̂, t) the

tracking error dynamics have the form

˙̃x = Ψx̃+ ΓT (x, θ̂, t)θ̃ (6.4)

where θ̃ = (L̃/L, R̃/L)T ; Ψ ∈ R
2×2 is a constant Hurwitz matrix; Γ(x, θ̂, t) ∈

R
2×2 is a smooth function uniformly bounded in t [44, 69].

In order to analyze the convergence of the tracking error we consider the

quadratic Lyapunov function

V = x̃TP x̃+ θ̃TΛ−1θ̃ (6.5)

where Λ ∈ R
2×2 is a symmetric positive definite matrix and P ∈ R

2×2 is the

symmetric positive definite solution of

ΨTP + PΨ = −Q (6.6)

where Q ∈ R
2×2 is a symmetric positive definite matrix. Since Ψ is Hurwitz,

there exists a unique symmetric positive definite matrix P which satisfies (6.6).

The derivative of (6.5) along the error dynamics (6.4) is

V̇ = x̃T (ΨTP + PΨ)x̃+ 2x̃TPΓT θ̃ + 2
˙̃
θTΛ−1θ̃ (6.7)

Hence, taking a parameter update law

˙̃
θ = −ΛΓP x̃ (6.8)

and substituting it into (6.7) yields

V̇ = −x̃TQx̃ ≤ 0 (6.9)

Since V is positive definite and radially unbounded, the equilibrium z =

(x̃T , θ̃T )T = 0 is globally uniformly stable and the solution (x̃, θ̃) of (6.4)

and (6.8) dynamics are uniformly bounded for any initial condition provided

vdc > 2vd. Integration of (6.9) with respect to time gives

∫ t

0

x̃T (τ)Qx̃(τ) dτ = −

∫ t

0

V̇ (τ) dτ = V (0)− V (t) (6.10)
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which implies

lim
t→∞

∫ t

0

x̃T (τ)Qx̃(τ) dτ = V (0)− V (∞) <∞ (6.11)

since z is bounded, according to Barbalat’s Lemma we conclude limt→∞ ||x̃|| =

0 or the tracking error is asymptotically stable [71].

In order to simplify the implementation of the parameter update law (6.8)

we take Λ and P diagonal:

P =

[
P1 0
0 P2

]

, Λ =

[
Λ1 0
0 Λ2

]

where Pi,Λi > 0, i = 1, 2. This simple choice of P satisfies (6.6) for any Q.

Therefore, the parameter update law is

˙̂
L = Λ11(α1P1x̃1 + α2P2x̃2)

˙̂
R = Λ22(β1P1x̃1 + β2P2x̃2)

(6.12)

If we assume the ac supply is balanced then vq is zero. The dc voltage is

indirectly controlled with the current id. The simplified dc voltage dynamics

is

˙̃x3 = (x̃1 + x1r)−
2

CRc

x3 − ẋ3r

Taking

x1r = −

(

k3x̃3 + k4

∫ t

0

x̃3dτ

)

where ki > 0, i = 3, 4 gives the tracking dynamics

˙̃x3 = −k3x̃3 − k4

∫ t

0

x̃3dτ +
3vd
C
x̃1 −

2x3
CRc

(6.13)

It is obvious that if we assume the current loop is significantly faster than the

dc voltage loop and dc voltage reference is constant, limt→∞ ||x̃3|| = 0.

6.2 Full Adaptive Control Design

In this section we define parameters θ1 = L, θ2 = R, θ3 = 1/Rc and denote

their estimates θ̂i, i = 1, 2, 3 and the parameter estimate error is θ̃i = θi−θ̂i, i =

1, 2, 3, with θ̃ = ( θ̃1
θ1
, θ̃2
θ1
, θ̃3)

T . The tracking error is denoted x̃ = (x̃1, x̃2, x̃3)
T

with x̃i = xi − xir where xir stands for the reference trajectory. With proper
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choices of VSC inputs i.e., u1(x, θ̂, t) and u2(x, θ̂, t) the tracking error dynamics

have the form

˙̃x = Ψx̃+ ΓT (x, θ̂, t)θ̃ (6.14)

where Ψ ∈ R
3×3 is a constant Hurwitz matrix; Γ(x, θ̂, t) ∈ R

3×3 is a smooth

function uniformly bounded in t [44, 69]. Taking the linearizing control

u2 = −α2θ̂1 + x2θ̂2 (6.15)

where α2 = −ωx1− ẋ2r + k2(x2−x2r) in which k2 is a positive controller gain.

Substituting this control into the q-axis current dynamics gives

˙̃x2 = −k2x̃2 + α2
θ̃1
θ1

+ β2
θ̃2
θ1

where we have defined β2 = −x2. Next, the dc voltage tracking error dynamics

are considered and can be used to define a reference for the d-axis current

˙̃x3 = x̃1 + x1r +
vq
vd
x2 −

2θ3
C
x3 − ẋ3r

Taking

x1r = −

(
vq
vd
x2 + γ3θ̂3 − ẋ3r + k3(x3 − x3r)

)

(6.16)

where γ3 = −2x3/C, gives the tracking dynamics

˙̃x3 = −k3x̃3 + x̃1 + γ3θ̃3

Using (6.16) and the input

u1 = −α1θ̂1 + x1θ̂2 (6.17)

we obtain the d-axis tracking error dynamics

˙̃x1 = −k1x̃1 +

(

α1 +
vq
vd
α2

)
θ̃1
θ1

+

(

β1 +
vq
vd
β2

)
θ̃2
θ1

+ γ1θ̃3

where

α1 = ωx2 + ξ̂3(x1 + γ3θ̂3) + γ3
˙̂
θ3 − k3ẋ3r − ẍ3r

+ k1(x1 − x1r) +
vq
vd

(

−k2(x2 − x2r) + ξ̂3x2 + ẋ2r

)

,

β1 = −x1, ξ̂3 = k3 −
2θ̂3
C
, γ1 = ξ̂3γ3
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Hence, the error dynamics is in form (6.14) with

Ψ =





−k1 0 0
0 −k2 0
1 0 −k3



 ,Γ =





α1 + (vq/vd)α2 α2 0
β1 + (vq/vd)β2 β2 0

γ1 0 γ3





In order to analyze the convergence of the tracking error we consider the

quadratic Lyapunov function

V = x̃TP x̃+ θ̃TΛ−1θ̃ (6.18)

where Λ ∈ R
3×3 is a symmetric positive definite matrix and P ∈ R

3×3 is the

symmetric positive definite solution of

ΨTP + PΨ = −Q (6.19)

where Q ∈ R
3×3 is a symmetric positive definite matrix. Since Ψ is Hur-

witz, there exists a unique symmetric positive definite matrix P which satisfies

(6.19). The derivative of (6.18) along the error dynamics (6.14) is

V̇ = x̃T (ΨTP + PΨ)x̃+ 2x̃TPΓT θ̃ + 2 ˙̃θTΛ−1θ̃ (6.20)

Hence, taking a parameter update law

˙̃θ = −ΛΓP x̃ (6.21)

and substituting it into (6.20) yields

V̇ = −x̃TQx̃ ≤ 0 (6.22)

Since V is positive definite and radially unbounded, the equilibrium z =

(x̃T , θ̃T )T = 0 is globally uniformly stable and the solution (x̃, θ̃) of (6.14)

and (6.21) dynamics are uniformly bounded for any initial condition provided

vdc(t) > 2vd, t ≥ 0. Integration of (6.22) with respect to time gives

∫ t

0

x̃T (τ)Qx̃(τ) dτ = −

∫ t

0

V̇ (τ) dτ = V (0)− V (t) (6.23)

which implies

lim
t→∞

∫ t

0

x̃T (τ)Qx̃(τ) dτ = V (0)− V (∞) <∞ (6.24)
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since z is bounded, according to Barbalat’s Lemma we conclude limt→∞ ||x̃|| =

0 or the tracking error is asymptotically stable [71].

The conditions for parameter estimate error convergence follow from Ma-

trosov’s Theorem [54, 84]. A sufficient condition is given by

Γ(xr, θ̃, t)
TΓ(xr, θ̃, t) > 0

We remark that although parameter error must remain bounded, convergence

is not required to achieve asymptotic trajectory tracking.

In order to simplify the implementation of the parameter update law (6.21)

we take Λ and P diagonal:

P =





P1 0 0
0 P2 0
0 0 P3



 , Λ =





Λ1 0 0
0 Λ2 0
0 0 Λ3





where Pi,Λi > 0, i = 1, 2, 3. This simple choice of P satisfies (6.19) for any Q.

Therefore, the parameter update law is

˙̂
θ1 = − ˙̃θ1 = Λ1

(

(α1 +
vq
vd
α2)P1x̃1 + α2P2x̃2

)

˙̂
θ2 = − ˙̃θ2 = Λ2

(

(β1 +
vq
vd
β2)P1x̃1 + β2P2x̃2

)

˙̂
θ3 = −

˙̃
θ3 = Λ3 (γ1P1x̃1 + γ3P3x̃3)

(6.25)

We remark that the same technique and procedure can be used when the

value for capacitance C is not known. In this case, the adaptive control would

include an additional parameter. A block diagram of adaptive control system

is shown in Fig. 6.1.

From (6.14) and (6.25) there are nine gains ki, Pi,Λi to be chosen which

affect the transient closed-loop response. We establish approximate values for

these gains based on a linearization of the closed-loop system (6.14) and (6.21)

about an equilibrium point z = 0:

ż = Acz
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Figure 6.1: VSC adaptive control (ADC) block diagram

where

Ac =

[
Ψ Ac12

−ΛAT
c12 P 0

]

,

Ac12 =





(1− vq/vd)ωx2r γ3rθ3 ξ3γ3r
(vq/vd)ωx2r + ωγ3rθ3 −x2r 0

0 0 γ3r



 ,

ξ3 = k3 −
2θ3
C
, γ3r = −

2x3r
C

The characteristic polynomial of Ac can be used to obtain controller gains

which approximately provide the desired transient performance. To account

for nonlinearity, modeling errors, and disturbances we adjust the gains exper-

imentally. The convergence rate of the parameter estimate and tracking error

can be adjusted with Λi and ki gains, respectively. This can be seen from

the tracking error dynamics for zero parameter error, i.e., ˙̃x = Ψx̃. Hence, ki

directly controls the rate of convergence of x̃i and can be adjusted accordingly.

The convergence rate for θ̃i can be adjusted with Λi with larger Λi providing

faster convergence. Gains Pi scale the tracking errors forcing the parameter

estimate error dynamics. It should be noted that larger values of Λi, Pi and ki

generally lead to larger amplitude control signals and faster transient perfor-

mance. However, since the PWM modulation index ma is bounded, transient
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response can only be so fast.

A block diagram of the control algorithm is shown in Fig. 6.2. At each

iteration first x1r is computed using (6.16) which requires the VSC state, the

reference q-axis current and dc voltage, and the parameter estimate θ̂. Next,

the state reference xr including calculated x1r along with x and θ̂ give the

control output u via (6.15) and (6.17). Finally, θ̂ is updated using (6.25). The

parameter update is initialized as θ̂(0) = θ̂o.

equation (6.25)

equation (6.16) equation (6.15), (6.17)

x, x2r , x3r

θ̂

x1r

u

θ̂(0) = θ̂o

Figure 6.2: VSC adaptive control algorithm

6.3 Simulation Results

Simulation of the adaptive control is performed in Simulink/MATLAB. The

nonlinear model and nonlinear Simulink SimPowerSystems Library switched

model are used in simulation to verify robustness to the model error ∆. The

initial values of VSC parameters are taken as (0.5L, 1.5R, 2/R̄c) where L, R

and R̄c are the nominal values. System nominal parameter values and con-

troller gains are shown in Table 3.1 and Table 6.1, respectively.

Table 6.1: Adaptive controller gains used in simulation
Gains Value

(k1, k2, k3) (600, 900, 200) 1/s

(P1, P2, P3) (10−6 V·s2/A3, 10−5 V/(A3· s), 0.5 1/(V2· s2)

(Λ1,Λ2,Λ3) (70, 106, 0.06)
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6.3.1 Adaptive Control Using VSC Nonlinear Average
Model

The q-axis current reference changes between −3 A and 3 A, and the dc

voltage reference changes between 170 V and 200 V. Fig. 6.3 and Fig. 6.4

verify the controller’s good tracking performance. The parameter convergence

is shown in Fig. 6.5 where all three parameter errors converge to zero, i.e.,

all parameter estimates converge to their actual values. The control inputs

modulation index ma and phase shift δ are depicted in Fig. 6.6. It is clear

from this figure the inputs stay within their bounds. We remark that step

reference changes initially affect all system variables including system state

and estimated parameters. The effect of this change is attenuated rapidly and

zero steady state tracking error is achieved.
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Figure 6.3: Simulation results of adaptive control using VSC nonlinear model:
VSC state and desired reference trajectories

To observe the performance of the controller in transient, a close-up view of

the VSC state trajectories are given in Figs. 6.7 and 6.8. It can be concluded

that rise times are less than 100 ms and 10 ms for vdc and iq, respectively.

The control gains were chosen such that dc voltage transients were optimized

to have minimum overshoot and fastest response given the control input con-

straints.
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Figure 6.4: Simulation results of adaptive control using VSC nonlinear model:
trajectory of tracking error

0 0.5 1 1.5 2
−10

−5

0

x 10
−3

θ̃ 1
(H

)

0 0.5 1 1.5 2
−0.4

−0.2

0

0.2

θ̃ 2
(Ω

)

0 0.5 1 1.5 2
−0.01

0

0.01

θ̃ 3
(1

/
Ω

)

Time (sec)

Figure 6.5: Simulation results of adaptive control using VSC nonlinear model:
parameter estimate error
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Figure 6.6: Simulation results of adaptive control using VSC nonlinear model:
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Figure 6.7: Simulation results of adaptive control using VSC nonlinear model:
zoom in view of VSC state and desired reference trajectories
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Figure 6.8: Simulation results of adaptive control using VSC nonlinear model:
zoom in view of VSC q-axis current and desired reference trajectory

6.3.2 Adaptive Control with DC Load Change

The performance of the VSC employed as an ac-dc converter, with variable dc

load Rc, is investigated in this subsection. At the start of simulation initial

value for Rc is considered as 10 R̄c and after 1 second, it is changed to R̄c/10

(Fig. 6.9). To further examine for the performance of the controller, the q-

axis current and dc voltage references are varied at different time instances.

As shown in Figs. 6.10–6.12, the controller performs well in dealing with the

sudden dc load current increase and the parameter estimates converge to their

actual values. Control inputs are well behaved and vary smoothly in their

unsaturated ranges. Fig 6.10 shows the expected d-axis current increase to

compensate for the load rise. We remark that filtered results are provided

in this subsection and the next to show the VSC outputs without their high

frequency harmonics. This makes it easier to verify that the q-axis current

and dc voltage converge to their desired references. The filters are first order

low pass with a cut-off frequency of ωc = 1500 rad/s.
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Figure 6.9: Adaptive control simulation results using nonlinear model with
change in dc load: dc link load change
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Figure 6.10: Adaptive control simulation results using nonlinear model with
change in dc load: VSC state and desired reference trajectories
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Figure 6.11: Adaptive control simulation results using nonlinear model with
change in dc load: parameter estimate error
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Figure 6.12: Adaptive control simulation results using nonlinear model with
change in dc load: control inputs ma and δ
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6.3.3 Adaptive Control Using Switched Model with RL
Load

The performance of the adaptive controller applied on a switched model of the

VSC with RL load added is investigated in this subsection. A balanced three

phase RL load is connected to the ac source and the load current is used to

generate q-axis current reference trajectory. The PWM carrier frequency used

is 104 Hz which is the same value used in the experimental setup. The dc

voltage reference is changed between levels 170 V and 200 V. Each phase of the

three phase load consists of a 12 Ω resistor in parallel with an inductive load

(3.6 + jω0.047)Ω. The reference iqr = −iqL ensures source zero q-axis current

at the ac source. The simulation results are captured for 200 ms which is

enough time for signals to reach steady state. Figs. 6.13 and 6.14 demonstrate

good tracking performance for iq and vdc, and the control signals remain in

their unsaturated ranges.
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Figure 6.13: Simulation results of adaptive control using VSC nonlinear
switched model with RL load: VSC state and desired reference trajectories

The rise time for vdc is less than 50 ms. The parameters estimates converge

to values close to zero to compensate system uncertainty. The current and

voltage for phase-a of the ac source are shown in Fig. 6.16; the power factor

is regulated to one. The dc voltage reference is changed at both t = 0 and
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Figure 6.14: Simulation results of adaptive control using VSC nonlinear
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Figure 6.15: Simulation results of adaptive control using VSC nonlinear
switched model with RL load: parameter estimate error
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Figure 6.16: Simulation results of adaptive control using VSC nonlinear
switched model with RL load: source phase current and voltage

t = 100 ms. Therefore, the d-axis current id as well as the ac source current

isa change quickly to compensate for this change and to quickly drive the dc

voltage to its reference value. The overshoots in isa can be reduced with a

different choice of control gains ki but this leads to slower dc voltage tracking.

6.3.4 VSC Switched Model and Imbalanced Source

An imbalanced source is considered in this section where phase-a of the ac

source voltage is phase shifted by π/8. As shown in Fig. 6.17, the vo component

in the dqo frame is non-zero and also vd and vq have sinusoidal components

with frequency twice that of the source.

From Fig. 6.18, it is clear that the controller performs well with an unbal-

anced source with performance roughly the same as the balanced case. The

details of the transient performance is shown over 500 msec in Figs. 6.19 and

6.20. The control input also contains sinusoidal components with frequency

twice the ac source frequency; this effectively compensates for the sinusoidal

changes in vdqo.
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Figure 6.18: Simulation results of adaptive control using VSC nonlinear
switched model with imbalanced ac source: VSC state and desired reference
trajectories
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Figure 6.19: Simulation results of adaptive control using VSC nonlinear
switched model with imbalanced ac source: zoom in view VSC state and
desired reference trajectories
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Figure 6.20: Simulation results of adaptive control using VSC nonlinear
switched model with imbalanced ac source: zoom in view control inputs ma

and δ
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6.4 Summary

This chapter presents two adaptive controls for PFC which directly account

for uncertainty in VSC circuit parameters. The first approach uses adaptive

current control combined with a PI dc voltage control. The second approach

provides a so-called full adaptive control. The former controller accounts for

uncertainty in the parameters R and L while in the later also Rc is included as

an additional unknown parameter. To our knowledge, this is the first time the

control of a VSC with three unknown parameters is investigated in literature.

Simulations validate the performance of the full adaptive controller.
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Chapter 7

Harmonic Compensation using
a Shunt Active Power Filter

The harmonic and reactive power compensation in a power system using a

three-phase shunt active power filter (SAPF) is investigated in this chapter.

Two designs are presented: a traditional PI control and an adaptive control.

The difference between these techniques lies in their current and voltage con-

trol. The proposed adaptive controller is designed based on the approximate

third order nonlinear model of the SAPF which accounts for uncertainty in R

and L. The dc voltage of the SAPF is regulated using a PI controller which

generates the bias reference for d-axis current. The summation of this bias

reference and the load d-axis current harmonics gives the d-axis current refer-

ence. The q-axis reference is set to be equal to the negative of the load q-axis

current. The proposed method ensures asymptotic tracking of the d- and q-

axis current reference trajectories while keeping the dc voltage at the desired

reference. Since there are no integrator terms in the full adaptive control pro-

posed in Chapter 6, the performance of the full adaptive control for harmonics

elimination is poor. On the other hand, adding integrator terms to the full

adaptive control further increases the number of control parameters and there-

fore the complexity of the full adaptive control. The proposed adaptive control

in this chapter is equipped with three integrator terms to ease the tracking of

the current harmonics with simple control structure. The chapter is organized

as follow; first the PI and adaptive control techniques for the current control

loop are presented in Section 7.1. The dc voltage PI control is explained in
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Section 7.2. Finally, the simulation results in Section 7.3 demonstrate the

controllers’ performance and show the benefits of the adaptive control.
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Figure 7.1: Voltage source converter for PFC and harmonic elimination

7.1 Current Control of a Three Phase Shunt

Active Power Filter

Fig. 7.1 shows an SAPF used for PFC and harmonic elimination. A SAPF is

a controlled current source which is in parallel with a nonlinear load. A SAPF

compensates the unwanted unbalanced, harmonics and reactive load current

components. In [46, 13], a nonlinear technique is proposed for harmonic and

reactive current compensation and dc voltage regulation. This PI based con-

trol has two loops i.e., an inner current loop and an outer dc voltage loop. In

this section, the current control technique in [46, 13] is presented in Subsection

7.1.1. Although the PI control has simple form and can be readily adopted in

practice, its robust performance to model error can be of concern. An adap-

tive current control method is proposed in Subsection 7.1.2 which improves

robustness to model error. Dc voltage regulation for both cases is discussed in

Section 7.2.
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7.1.1 PI Based Current Loop Control

Recalling the VSC current dynamics

L
did
dt

+Rid = Lωiq + vd − ed

L
diq
dt

− Riq = −Lωid + vq − eq

(7.1)

and defining new inputs ud and uq as

ud = Lωiq + vd − ed

uq = −Lωid + vq − eq
(7.2)

where ud, uq are the outputs from the PI compensators of id and iq, respec-

tively. Substituting (7.2) into current dynamics (7.1) gives the decoupled

equations
did
dt

+
R

L
id = ud

diq
dt

+
R

L
iq = uq

(7.3)

Hence, we can independently control id and iq. We define ud and uq

ud = kpd(i
∗
d − id) + kid

∫ t

0

(i∗d − id)dτ

uq = kpq(i
∗
q − iq) + kiq

∫ t

0

(i∗q − iq)dτ

(7.4)

where (·)∗ denotes a desired reference value. In frequency domain we have

Ud(s) =

(

kpd +
kid
s

)

(I∗d − Id)

Uq(s) =

(

kpq +
kiq
s

)

(I∗q − Iq)

From (7.3) and (7.4), the closed-loop transfer function of current dynamics is

Id
I∗d

=
kpds+ kid

s2 + (R/L+ kpd)s+ kid
Iq
I∗q

=
kpqs+ kiq

s2 + (R/L+ kpq)s+ kiq

(7.5)

The closed-loop dynamics (7.5) consists of two second order linear systems

with zeros at zd = −kid/kpd and zq = −kiq/kpq . The zeros terms in (7.5) can
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be canceled with standard first order filters Gd(s) and Gq(s) if their poles are

placed on the zeros.

Gd(s) =
1

kpd/kids+ 1

Gq(s) =
1

kpq/kiqs+ 1

Therefore, the choice of parameters for the PI controllers is straightforward. If

we assume the closed-loop damping ratio ζ and natural undamped frequency

wn, the PI control parameters are

kpd = 2ζdωnd
L− R, kid = Lω2

nd

kpq = 2ζqωnq
L−R, kid = Lω2

nq

We note that using (7.2) and (7.4) gives ed and eq

ed = Lωiq + vd − kpd ĩd − kid

∫ t

0

ĩddτ

eq = −Lωid + vq − kpq ĩq − kiq

∫ t

0

ĩqdτ

7.1.2 Adaptive Based Current Control

We recall current dynamics (7.1) and define

ed = vd + α1θ̂1 + β1θ̂2

eq = vq + α2θ̂1 + β2θ̂2

in which
α1 = ωiq − i̇∗d − v1, β1 = −id

α2 = −ωid − i̇∗q − v2, β2 = −iq

where θ1 = L, θ2 = R and their estimates θ̂i, i = 1, 2. The parameter estimate

error is θ̃i = θi − θ̂i, i = 1, 2, with θ̃ = ( θ̃1
θ1
, θ̃2
θ1
)T . The tracking error is denoted

ĩ = (̃id, ĩq)
T with ĩj = ij − i∗j , j = d, q where i∗j stands for the reference

trajectory. Therefore, the current dynamics are

˙̃id = α1
θ̃1
θ1

+ β1
θ̃2
θ1

+ v1

˙̃iq = α2
θ̃1
θ1

+ β2
θ̃2
θ1

+ v2
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The control inputs v1 and v2 are defined as

v1 = −kpd ĩd − kid

∫ t

0

ĩddτ

v2 = −kpq ĩq − kiq

∫ t

0

ĩqdτ

The current error dynamics are

˙̃id = α1
θ̃1
θ1

+ β1
θ̃2
θ1

− kpd ĩd − kid

∫ t

0

ĩddτ

˙̃iq = α2
θ̃1
θ1

+ β2
θ̃2
θ1

− kpq ĩq − kiq

∫ t

0

ĩqdτ

If new variables eij , i, j = 1, 2 are defined as

e11 =

∫ t

0

ĩddτ e12 = ĩd

e21 =

∫ t

0

ĩqdτ e22 = ĩq

The error dynamics are

ė11 = e12

ė12 = −kide11 − kpde12 + α1
θ̃1
θ1

+ β1
θ̃2
θ1

ė12 = e22

ė22 = −kiqe21 − kpqe22 + α2
θ̃1
θ1

+ β2
θ̃2
θ1

Hence, the error dynamics can be simplified to

Ė = ΨE + ΓT θ̃ (7.6)

in which E = (e11 e12 e21 e22)
T

Ψ =

[
Ψ1 0
0 Ψ2

]

, Ψ1 =

[
0 1

−kiq −kpq

]

, Ψ2 =

[
0 1

−kiq −kpq

]

Γ =

[
0 α1 0 α2

0 β1 0 β2

]

We take a parameter update law

˙̂
θ = − ˙̃θ = ΛΓPe (7.7)

92



where Λ ∈ R
2×2 is a symmetric positive definite matrix and P ∈ R

4×4 is the

solution of

ΨTP + PΨ = −Q (7.8)

in which Q ∈ R
4×4 is a symmetric positive definite matrix. Since Ψ is Hurwitz,

there exists a unique symmetric positive definite matrix P which satisfies (7.8).

It can be readily shown that (7.7) guarantees that limt→∞ ||E|| = 0 or the

tracking error is asymptotically stable [44, 71]. The conditions for parameter

estimate error convergence follow from Matrosov’s Theorem [84]. A sufficient

condition is given by

Γ(xr, θ̃, t)Γ(xr, θ̃, t)
T > 0

We remark that although parameter errors remain bounded, convergence is

not required to achieve asymptotic trajectory tracking. In order to simplify

the implementation of the parameter update law (7.7), we take the diagonal

matrices of Λ and P

Λ =

[
Λ1 0
0 Λ2

]

, P =

[
Pd 0
0 Pq

]

Pd =

[
Pd1 0
0 Pd2

]

Pq =

[
Pq1 0
0 Pq2

]

where Pdi, Pqi,Λi > 0, i = 1, 2. Therefore, the parameter update law is

[
˙̂
θ1
˙̂
θ2

]

=




Λ1

(

α1(Pd1

∫ t

0
ĩddτ + Pd2 ĩd) + α2(Pq1

∫ t

0
ĩqdτ + Pq2 ĩq)

)

Λ2

(

β1(Pd1

∫ t

0
ĩddτ + Pd2 ĩd) + β2(Pq1

∫ t

0
ĩqdτ + Pq2 ĩq)

)





7.1.3 Parameter Tuning for Current Control Loop

There are 12 gains i.e. PI controller parameters and Pdi, Pqi,Λi, i = 1, 2 to be

chosen which affect the transient in the closed-loop response. To choose the PI

parameters, we assume that the system parameters converge to their nominal

values and hence, the closed-loop current dynamics is

¨̃id + kpd
˙̃id + kid ĩd = 0

¨̃iq + kpq
˙̃iq + kiq ĩq = 0

(7.9)

The closed-loop current dynamics (7.9) consists of two second order dynamics

with coefficients

kpd = kpq = 2ζωn, kid = kiq = ω2
n
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The damping ratio is chosen ζ = 1 for critical damping with no overshoot.

The natural frequency ωn of a second order standard system is related to its

rise time ωn ≈ 1.8/Tr. To ensure the transient is fast enough for tracking the

high order harmonics components we choose Tr = 10 µs. We remark that the

Pdi, Pqi and Λi, i = 1, 2 values are obtained by trial and error.

7.2 DC Voltage Control Loop Control (Outer

Loop)

7.2.1 Established Approach

Recalling the dc voltage dynamics

C
dvdc
dt

=
3

2

idvd + iqvq
vdc

−
vdc
Rc

(7.10)

An equivalent input udc is defined as

C
dvdc
dt

+
vdc
Rc

=
3(idvd + iqvq)

2vdc
= udc = kpv ṽdc + kiv

∫ t

0

ṽdcdτ

where ṽdc = v∗dc − vdc. Therefore, the resulting closed-loop transfer function is

second order:

Vdc
v∗dc

=
kpvs+ kiv

Cs2 + (1/Rc + kpv)s+ kiv
=
kpv
C

s+ kiv/kpv
s2 + (1/Rc + kpv)/Cs+ kiv/C

If this system has natural frequency ωnv and damping ratio ζ , the control gains

are

kpv = 2Cζωnv
−

1

Rc
, kiv = Cω2

nv

By acting on id, the dc voltage level is maintained at a desired level to com-

pensate the losses in the active filter components and dc load Rc. The outer

control effort can be expressed as

i∗do =
udcvdc − 3/2(iqvq)

3/2(vd)

Assume the three phase ac source is balanced i.e., vq = 0 and the inner loop

is ideal or in other words, current tracks its reference fast enough. Then the

dc reference for d-axis current can be obtained as

i∗do ≈
2

3

vdc
vd
udc
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7.2.2 Proposed Approach

If we recall the dc voltage dynamics (7.10) and define vDC = C
3vd
v2dc, the trans-

formed dc voltage dynamics is

v̇DC +
2

CRc
vDC = id +

vq
vd
iq

Now if we define an equivalent input uDC

v̇DC +
2

CRc

vDC = id +
vq
vd
iq = uDC = Kpv ṽDC +Kiv

∫ t

0

ṽDCdτ

where ṽDC = v∗DC − vDC , the closed-loop transfer function is

VDC

V ∗
DC

=
Kpvs+Kiv

s2 + (1/CRc +Kpv)s+Kiv

= Kpv

s+Kiv/Kpv

s2 + (1/CRc +Kpv)/s+Kiv

If we assume that the three phase ac source is balanced i.e. vq = 0 and the

current loop dynamics is significantly faster than dc voltage dynamics, the

d-axis bias reference i∗do can be obtained

i∗do ≈ uDC

7.2.3 Reference Current

The bias reference current i∗do is added to the harmonic reference current of the

d-axis current loop iLh to generate the reference current i
∗
d for the d-axis current

dynamics. The bias component forces the active filter to draw a current at

the fundamental frequency in order to compensate for the converter switching

and conduction losses. Designing the dc voltage loop to be much slower than

the current control loop ensures interaction between the current and voltage

loops are negligible. The fundamental components of the load currents appear

as dc quantities in the synchronous reference frame rotating at the frequency

ω. Therefore, these components can easily be separated from the load actual

currents. The current loop references are obtained as follows:

i∗d = −iLh + i∗do

i∗q = −iLq

where iLh and iLq are the harmonic component of load d-axis current and

the q-axis load current, respectively. We take a damping ratio ζ = 1 and a
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rise-time specification Tr = 40 ms. This ensures the dc voltage response is

sufficiently slow relative to the current loop while still maintaining a fast dc

voltage response.

7.3 Simulation Results

Simulation of the control methods are performed in Simulink/MATLAB. The

nonlinear Simulink SimPowerSystems Library switched model is used to model

the system. The system nominal parameter values are shown in Table 3.1. The

three phase balanced load consists of a diode rectifier which feeds an inductive

load (40+ jω0.001)Ω. An inductive load (40+ jω0.001)Ω is placed in parallel

with the rectifier and is switched on and off with 150 ms period. This means a

decrease in the load current at 150 ms and an increase at 300 ms. The PWM

carrier frequency is 104 Hz. The simulation results are captured for 400 ms

which is enough time for signals to reach their steady state. The dc voltage

reference is set at 200 V.

7.4 Simulation Results of the SAPF

This section presents the simulation results for PI and the proposed adaptive

control applied to the switched model of SAPF. The SAPF states and control

inputs modulation index ma and phase shift δ are depicted in Fig. 7.2 and

Fig. 7.3, respectively. Since there are high order harmonics in the load, the

system states and control signals change accordingly. It is clear that for both

controllers, the dc voltage is regulated to 200 V and control inputs vary in their

unsaturated range. Fig. 7.4 and Fig. 7.5 provide close up view of the signals.

It is clear that SAPF currents in the dq frame track their references. The

SAPF ac output currents are depicted in Fig. 7.6; they vary over a suitable

range. The frequency spectrum of phase-a of the three phase load and ac

source currents are given in Fig. 7.7 and Fig. 7.8 respectively. For PI control

case, the THD of the load phase-a current is 24.54% while the ac source phase-

a current has the THD of 7.35%. For the adaptive control, the THD of the

load phase-a current is 24.54% as before whereas the ac source phase-a current
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THD is 2.62%. For this case, the THD of the load phase-a current is almost 3

times smaller than the THD obtained using PI controller which demonstrates

the benefits of the adaptive control. The PI and adaptive controller gains are

given in Table 7.1 and Table 7.2, respectively.
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Figure 7.2: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: state trajectories
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Figure 7.3: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: control inputs ma and δ
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Figure 7.4: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: zoom in of state trajectories

370 375 380 385 390 395 400
−1

0

1

2

m
a

370 375 380 385 390 395 400
−1

−0.5

0

0.5

1

δ
(r

a
d
)

Time (msec)

(a) SAPF PI control

370 375 380 385 390 395 400
−1

0

1

2

m
a

370 375 380 385 390 395 400
−1

−0.5

0

0.5

1

δ
(r

a
d
)

Time (msec)

(b) SAPF adaptive control

Figure 7.5: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: zoom in of control inputs ma and δ

Table 7.1: PI controller gains used for SAPF control
Gains Value

(kpd, kid) (71.79 V/A, 648000 V/(A.s))

(kpq , kiq) (71.79 V/A, 648000 V/(A.s))

(kpv , kiv) (0.1 A/V, 2.23 A/(V.s))
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Figure 7.6: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: ac output currents

Table 7.2: Adaptive controller gains used for SAPF control
Gains Value

(kpd, kid) (71.79 V/A, 648000 V/(A.s))

(kpq , kiq) (71.79 V/A, 648000 V/(A.s))

(kpv , kiv) (0.1 A/V, 2.23 A/(V.s))

(Pd1, Pd2) (0.025, 0.01)

(Pq1, Pq2) (0.1, 0.03)

(Λ1,Λ2) (0.002, 0.002)
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Figure 7.7: Simulation results of PI and adaptive control using SAPF nonlinear
switched model: ac source and nonlinear load phase currents
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Figure 7.8: Simulation results of PI and adaptive control using SAPF nonlin-
ear switched model: phase-a ac source and nonlinear load current frequency
spectrum

7.5 Summary

Harmonic elimination using a three-phase SAPF is investigated in this chap-

ter. It is challenging to design control for APF as the reference trajectories

include time-varying high-order harmonics. First, an established PI based

control is presented. To improve the control performance in the presence of

system uncertainty, the design of an adaptive based control is investigated.

The proposed adaptive control method for APF has a PI dc voltage control

and adaptive current control loops. The simulation results are carried out for

both methods and verify the adaptive approach yields a lower THD for the ac

source current.
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Chapter 8

Experimental Setup and
Experimental Verification

In this chapter experimental results are provided to verify the performance of

the VSC vector control, adaptive PI vector control and full adaptive control.

The test stand is based on a Semiteach VSC module which is available in the

Applied Nonlinear Control Lab (ANCL) at the University of Alberta. The

experimental setup overview is provided in section 8.1. The performance of

the different control methods is investigated in section 8.2.

8.1 Experimental Setup Components

The Semiteach Power Electronics Teaching System from SEMIKRON is em-

ployed in this work for constructing the experimental VSC system setup. This

system consists of a three phase diode rectifier, a three phase VSC, a capacitor

bank, thermal and electrical protection circuits, cooling fans, a heatsink and

gating drivers. A picture of the experimental system is shown in Figure 8.1.

The Semiteach system is installed in an insulated cover and the inputs and

outputs of the system can be accessed through external banana and BNC

connectors.

The VSC is based on the SEMIKRON SKM 50 GB 123 D dual Insulated

Gate Bipolar Transistors (IGBT) module, where each module consists of two

IGBTs each with an anti-parallel diode [85]. The ON/OFF gate-emitter signal

for IGBTs are +15/0 V. These control signals are provided by a driver cir-
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inductor filter
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Figure 8.1: VSC test stand showing the Semiteach module, inductor filter,
sensor boards, level shifting board and dc supply

cuit which amplifies the logic gating signals and delivers high peak currents to

the IGBT gates for switching. The driver also monitors power supply under-

voltage and short circuit conditions as well as isolates its input from the output

stage to improve safety and reliability. To measure the VSC output voltages

and currents, two sensor boards were built. The boards use LA 55-P current

transducers and LV 25-P voltage sensors [86]. The control algorithms are im-

plemented on a modular dSpace hardware system. This controller hardware

has the advantage of being tightly integrated with the MATLAB/Simulink en-

vironment. The dSpace system is equipped with a BNC connector panel which

provides access to its analog-to-digital converter (ADC) and digital waveform

generator boards. The experiment uses 2 high speed DS2001 ADC boards and

the 10 channel DS5101 digital board. The block diagrams of experimental

setup and dSpace system are given in Figs. 8.2 and 8.3 respectively. A picture

of employed dSpace system is also shown in Fig. 8.4.

8.2 Experimental Results

Experimental results are provided to investigate the performance of the pro-

posed VSC adaptive control techniques i.e., the adaptive vector and full adap-

tive controls. For purposes of comparison a classical vector control is imple-
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Figure 8.4: The utilized dSPACE system boards

mented for the known and unknown parameter case. In the experiment an ac

supply provides a 60 Hz three phase sinusoidal voltage which is approximately

balanced. This supply is connected to a variable transformer to gradually

ramp the supply voltage for system startup. The transformer is connected to

the VSC through a three phase filter inductor. The Semiteach module includes

two 2200 µF / 400 V filtering capacitors in series on the dc side. The controller

is implemented on the dSPACE system, and dSPACE’s Control Desk software

is used to develop a graphical interface to control the experiment. The con-

trol algorithm itself was programmed graphically in MATLAB/Simulink with

code automatically generated using the Simulink’s Real-Time Workshop. The

PWM carrier frequency is 104 Hz. The q-axis current reference changes be-

tween −3 A and 3 A, and the dc voltage reference changes between 170 V

and 200 V. The VSC parameters corresponding to the experiment are given

in Table 8.1.
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Parameters Value

L 2 mH
C 1100 µF
R 0.21 Ω
Rc 1.45 kΩ
ω 120π rad/s
T 100 µs
vd 60 V
vq 0 V

Table 8.1: Nominal parameters used in experiment

8.2.1 VSC Vector Control with Known Parameters

In this subsection the experimental tracking performance of the classical vector

control is investigated. We assume VSC parameters are known, take a q-

axis current reference which varies between ±3 A, and a constant dc voltage

reference of 170 V as shown in Figs. 8.5 and 8.6. The controller provides good

tracking performance and control inputs ma and δ vary within an acceptable

range. Fig. 8.6 shows the VSC states and the control inputs on a smaller

time scale so that transient response can be inspected. We conclude the time

constant of the dc voltage and q-axis current responses is about 1 s.
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Figure 8.5: Experimental results of the VSC vector control when the nominal
VSC parameter values used in the control and the q-axis current reference
changes

The performance of the vector control for a dc voltage reference change of
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Figure 8.6: Experimental results of the VSC vector control when the nominal
VSC parameter values used in the control and the q-axis current reference
changes: zoom in view

170 V to 200 V is depicted in Fig. 8.7. The close-up view of the states and the

control inputs are shown in Fig. 8.8. The vector control performance demon-

strates satisfactory dc voltage tracking and control inputs stay unsaturated.

8.2.2 VSC Vector Control with Unknown Parameters

This subsection provides the experimental results when the vector control is ap-

plied with parameter errors. The parameters used in control are (0.5L, 1.5R, 2/R̄c)

where L, R and R̄c are nominal values. The decoupling of d- and q-axis cur-

rent dynamics is only possible if L is exactly known, and when L contains

errors transient performance is degraded. The results are shown in Figs. 8.9

and 8.10. Although the tracking errors eventually converge to zero, transient

performance is worse than the known parameter case.

Controller performance for a dc voltage reference change of 170 V to 200 V

is shown in Figs. 8.11 and 8.12. The results show a dc voltage overshoot and

increased rise time relative to the case where L is known. The vector control

gains used in the experiment are given in Table 8.2.
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Figure 8.7: Experimental results of the VSC vector control when the nominal
VSC parameter values used in the control and the dc voltage reference is
changing
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Figure 8.8: Experimental results of the VSC vector control when the nominal
VSC parameter values used in the control and the dc voltage reference is
changing: zoom in view

Gains Value

(kdp, kdi) (100 V/A, 1000 V/(A.s))

(kqp, kqi) (2000 V/A, 10000 V/(A.s))

(kvp, kvi) (5 A/V, 20 A/(V.s))

Table 8.2: Vector controller gains used in experiment
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Figure 8.9: Experimental results of the VSC vector control when the system
parameters are unknown and the q-axis current reference is changing
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Figure 8.10: Experimental results of the VSC vector control when the system
parameters are unknown and the q-axis current reference is changing: zoom
in view
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Figure 8.11: Experimental results of the VSC vector control when the VSC
parameters are unknown and the dc voltage reference is changing

0 100 200 300 400 500

0

2

4

6

i d
(A

)

0 100 200 300 400 500

2

4

6

8

i q
(A

)

0 100 200 300 400 500
160

180

200

v d
c

(V
)

Time (msec)

 

 

state
reference

(a) trajectories of state and reference

0 100 200 300 400 500
0.45

0.5

0.55

0.6

0.65

m
a

0 100 200 300 400 500
−0.25

−0.2

−0.15

−0.1

−0.05

δ(
ra

d
)

Time (msec)

(b) control inputs ma and δ

Figure 8.12: Experimental results of the VSC vector control when the VSC
parameters are unknown and the dc voltage reference is changing: zoom in
view
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8.2.3 Adaptive PI Vector Control

In this subsection experimental results are provided to verify the performance

of the adaptive PI vector control. The q-axis current reference changes be-

tween ±3 A, and the dc voltage reference changes between 170 V and 200 V.

Fig. 8.13(a) shows the q-axis current and dc voltage track their references

with good transient and steady state performance. The inputs ma and δ and

inductance estimate are shown in Fig. 8.13(b). These plots show acceptable

trajectories for the control inputs and an inductance estimate which eventually

converges with large variations when the reference input changes. The gains

used in the adaptive PI vector control are given in Table 8.3.
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Figure 8.13: Experimental results of adaptive PI vector control

Gains Value

(kdp, kdi) (0.04 V/A, 0.2 V/(A.s))

(kqp, kqi) (4 V/A, 20 V/(A.s))

(kvp, kvi) (5 A/V, 20 A/(V.s))

Λ 10−7

Table 8.3: Adaptive PI vector controller gains used in experiment
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8.2.4 Full Adaptive Control

The experimental implementation of the full adaptive control is investigated

in this subsection. First, we vary the q-axis current reference between ±3 A.

Fig. 8.14(a) shows that the q-axis current and dc voltage track their references

with good transient and steady state performance. The control inputs ma

and δ are shown in Fig. 8.14(b) which vary in their unsaturated ranges. Figs.

8.15(a) and 8.15(b) show the VSC states and control inputs on a smaller time

scale so that transient response can be inspected. The q-axis current tracks

its reference with a rise time less than 200 msec and without overshoot. A
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Figure 8.14: Experimental results of VSC adaptive control with q-axis current
reference change

VSC can also be used as an ac-dc converter where the objective is to control

dc voltage for a dc load. The performance of the controller for a change in

dc voltage reference is depicted in Figs. 8.16(a) and 8.16(b). The results show

good tracking of the dc voltage and q-axis current references. The adaptive

control gains used are provided in Table 8.4.

8.2.5 Full Adaptive Control with RL Load

In order to verify the performance of the adaptive control in a more real-

istic setting, a three phase RL load is connected in parallel to the VSC.
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Figure 8.15: Experimental results of VSC adaptive control with q-axis current
reference change: zoom in view
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Figure 8.16: Experimental results of VSC adaptive control with dc voltage
reference change

Gains Value

(k1, k2, k3) (4000, 6000, 150) 1/s

(P1, P2, P3) (10−6 V·s2/A3, 10−5 V/(A3· s), 1 1/(V2· s2))

(Λ1,Λ2,Λ3) (1, 108, 0.01)

Table 8.4: Adaptive controller gains used in experiment
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The Y-connected three phase RL load, depicted in Fig. 8.17, is not per-

fectly balanced and consists 10 Ω resistors in parallel with inductors which

have inductance and internal resistance of (R1, L1) = (3.47 Ω, 47.7 mH),

(R2, L2) = (3.54 Ω, 47.7 mH) and (R3, L3) = (3.43 Ω, 47.7 mH). The RL

load is connected to the output of the transformer and the control objective is

to compensate for the q-axis current of the load so that the source current and

voltage are in phase. The reference trajectory x2r = −iqL and the reference

trajectory for dc voltage is a constant vdcr = 170 V. Since iqL is not constant

due to nonidealities and has some small amplitude high frequency harmonic

content, the control problem is more challenging.

Figure 8.17: RL load used in the experiment

Fig. 8.18 shows the controller performing well and q-axis current tracks

its time-varying reference iqr = −iqL. The control inputs remain in suitable

ranges. Fig. 8.19 shows the voltage and current for phase-a of the ac source

for both situations, i.e. when there is no compensation and when there is

compensation. As it is clear in Fig. 8.19(a), the current is not in phase with

corresponding voltage while in Fig. 8.19(b) the current is in phase with corre-

sponding voltage.
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Figure 8.18: Experimental results of VSC adaptive control with RL load
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Figure 8.19: Experimental results of VSC adaptive control with RL load:
phase current and scaled voltage signals
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8.2.6 PI Control of a SAPF

The experimental results of the PI control for harmonic elimination are pro-

vided in this section. The three phase load consists of a diode rectifier which

feeds an inductive load which is a 1 mH inductor in series with a 32 Ω resistor.

The dc voltage reference is 170 V and results are captured for 70 ms. The

SAPF states and control inputs are shown in Fig. 8.20. It is clear that the dc

voltage is accurately regulated to 170 V and SAPF currents in d−q frame track

their references. The SAPF output currents, load currents and source currents

are shown in Fig. 8.21, Fig. 8.22 and Fig. 8.23 respectively. Fig. 8.25 shows

the ac source phase-a voltage and current. It is obvious that the current is in

phase with the corresponding voltage. Comparison of load and source currents

verify the controller’s good harmonic elimination performance. The filtered ac

source phase-a voltage and current are depicted in Fig. 8.25 which confirm

good PFC performance. The PI controller gains used in the experiment are

given in Table 8.5.

Gains Value

(kpd, kid) (5000 V/A, 20000 V/(A.s))

(kpq , kiq) (8500V/A, 200000 V/(A.s))

(kpv , kiv) (1.1 A/V, 20 A/(V.s))

Table 8.5: PI controller gains used for experimental SAPF control

8.2.7 Adaptive Control of a SAPF

The experimental results of the adaptive control for harmonic elimination are

provided in this section. The same load and dc voltage reference is used in

the previous section. The SAPF states and control inputs are depicted in

Fig. 8.26. It is clear that the dc voltage is regulated to 170 V and the SAPF

currents in d−q frame track their references. The SAPF output currents, load

currents and source currents are depicted in Fig. 8.27, Fig. 8.28 and Fig. 8.29

respectively. Fig. 8.31 shows the ac source phase-a voltage and current. It is

clear that the current is in phase with the voltage. Comparison of load and

source currents verify the controller’s harmonic elimination performance. The
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Figure 8.20: Experimental results of the PI Control of a SAPF
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Figure 8.21: Experimental results of PI control of a SAPF: ac output currents
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Figure 8.22: Experimental results of PI control of a SAPF: load currents
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Figure 8.23: Experimental results of PI control of a SAPF: source currents
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Figure 8.24: Experimental results of PI control of a SAPF: phase a current
and voltage
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Figure 8.25: Experimental results of PI control of a SAPF: phase a current
and voltage
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filtered ac source phase-a voltage and current are depicted in Fig. 8.31 which

shows PFC is achieved. The adaptive controller gains used in the experiment

are given in Table 8.6.

Gains Value

(kpd, kid) (780 V/A, 7600 V/(A.s))

(kpq , kiq) (710 V/A, 123000 V/(A.s))

(kpv , kiv) (5 A/V, 20 A/(V.s))

(Pd1, Pd2) (0.025, 0.01)

(Pq1, Pq2) (0.1, 0.03)

(Λ1,Λ2) (0.002, 0.002)

Table 8.6: Adaptive controller gains used in experimental SAPF control
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Figure 8.26: Experimental results of the PI control of a SAPF
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Figure 8.27: Experimental results of adaptive control of a SAPF: ac output
currents
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Figure 8.28: Experimental results of adaptive control of a SAPF: load currents
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Figure 8.29: Experimental results of adaptive control of a SAPF: source cur-
rents
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Figure 8.30: Experimental results of adaptive control of a SAPF: filtered phase
a current and voltage
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Figure 8.31: Experimental results of adaptive control of a SAPF: filtered phase
a current and voltage

8.3 Summary

Experimental validation of the proposed controls for PFC and harmonic elimi-

nation applications are given in this chapter. The Semiteach Power Electronics

Teaching System from SEMIKRON is used for constructing the experimental

VSC system setup. The controller is implemented on the dSPACE system.

The dSPACE’s Control Desk software and MATLAB/Simulink are employed

to develop a graphical interface to control the experiment. The performances of

Vector, Adaptive Vector and Full Adaptive control techniques for PFC and es-

tablished PI based and proposed adaptive based control methods for harmonic

elimination are investigated. Also, various loads and reference trajectories are

used to demonstrate the controllers’ performances. The results verify good

performances of the proposed adaptive control techniques.
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Chapter 9

Conclusion

9.1 Summary of Research

The main goal of this thesis is to develop novel model-based control techniques

for the VSC for harmonic elimination and PFC applications. First the math-

ematical models of the VSC in different coordinate systems are derived. Both

nonlinear and simplified linear models of the VSC system are also developed.

These models are used in the rest of the thesis for control design.

While the main focus of this thesis is on adaptive control, the research work

starts with the introduce of classic vector control and flatness-based control for

PFC applications. The novelty of our work in the flatness-based control lies in

the improvement of the steady state dc voltage tracking by using state-state

model information. This improvement is especially noticeable for operating

points with large d-axis currents e.g. the VSC used in rectifier applications.

However, the vector control and flatness-based control require that the VSC

parameters to be known exactly. This motivates the investigation of adaptive

control in the rest of the thesis.

For controlling VSC with unknown parameters, a review of adaptive control

is conducted first. The systematic method for designing an adaptive control for

regulation and output tracking of linearly parameterized system is reviewed.

The VSC nonlinear model with unknown parameters is a linearly parameter-

ized system. The design is successfully applied on a VSC nonlinear model with

two unknown parameters. It is also shown that the systematic method can not

be applied to the VSC with uncertainty in three parameters. Therefore, other
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adaptive control methods are investigated for the VSC with three unknown

parameters.

For the adaptive control design, three novel control methods, i.e. an adap-

tive PI vector control, an adaptive current control and a full adaptive control

of the VSC are proposed in this thesis for PFC applications.

• The adaptive PI vector control method ensures asymptotic tracking of

the q-axis current using an inner loop which contains two PI controllers

with adaptive decoupling terms. The outer loop PI controller’s defines

the reference for the d-axis current loop. The asymptotic stability of the

inner and outer loop are proven using Barbalet Lemma and Lyapunov’s

theorem. The proof of the closed-loop dc dynamics stability (outer loop)

is valid for both adaptive PI vector control and classic vector control.

• An adaptive control of the inner current loop and a PI control for the

outer dc voltage loop are used in the proposed adaptive current control.

The compensation of the unknown resistance losses in adaptive current

control is directly addressed using the adaptive terms.

• The full adaptive control method rely on the proposed simplified model.

Beside, the uncertainty in the parameters R and L which is considered

in the adaptive current control, the full adaptive control is also con-

sider the uncertainty in Rc. The adaptive controller is designed which

compensates for the ac and dc losses by estimating an effective dc side

resistance, and convergence of the trajectory tracking error is proven.

Nonlinear average and switched VSC models are used to investigate the above-

mentioned controllers performance in MATLAB/Simulink simulation. Adap-

tive controller performances are compared with a classical non-adaptive vector

control.

Beside PFC, the harmonic compensation in a power system using a three-

phase shunt active power filter (SAPF) is also investigated. Two designs are

presented: a classic PI control and an adaptive control. The adaptive control

is developed based on an adaptive PI current loop. To track the time varying
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high order harmonics, adaptive integrator terms are used in the proposed

adaptive scheme. Simulation results verify the proposed adaptive control good

performance compare to the classic PI control.

Finally, full experimental validation of the proposed designs is performed

using a computer controlled lab test stand. The Semiteach Power Electronics

Teaching System from SEMIKRON and a modular dSPACE hardware system

are employed for constructing the experimental VSC system setup. Also, the

dSPACE’s Control Desk software and MATLAB/Simulink are used to develop

a graphical interface to control the experiment. Various loads and reference

trajectories are considered to demonstrate the controllers’ performances. Ex-

tensive experimental results verify good performances of the proposed adaptive

control techniques.
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9.2 Future Work

Some natural extensions of the proposed control techniques are

• Design of a nonlinear control for the nonlinear third order model of the

VSC for time-varying q-axis current and dc voltage references.

• Different identification techniques such as subspace method can be used

to estimate the unknown parameters for linear and nonlinear third order

models. Then, control systems can be designed for the estimated VSC

models.s

• Since an approximate model of the VSC is used to derive the adaptive

control with three unknown parameters, it is logical to derive the theory

for an adaptive law using the nonlinear VSC model.

• Stability of the proposed full adaptive control applied on the third order

nonlinear model could be investigated.

• Design of a full adaptive control with integrator terms for harmonic

elimination can be investigated.

• Other adaptive control methods can be developed and experimentally

validated. For example adaptive backstepping could be investigated.

• A more complex motor drive application could be considered.

• The inductor filters could be modified to LC filters.
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