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Abstract

Field experiments were conducted in Indian Head, Saskatchewan in

order to study the effects of a natural shelterbelt (width-to-height ratio

W/H = 0.5) on dust dispersion from a gravel road. Transects of dust

concentration sensors running normal to the road were placed both in

the lee of the windbreak and in an adjacent unsheltered region. A La-

grangian stochastic (LS) model was developed to compute the theoreti-

cal ratio (c/Q) of concentration to emission rate and infer time average

concentration (c) and the ensemble mean concentration transient. In

about 69% of cases the inferred time average concentration lay within

a factor of two of the corresponding observations (FAC2 = 69%). The

modeled and experimental results suggest that the natural windbreak

is not effective in filtering small dust particles (D ≤ 20µm), but that

windbreak entrapment can be a significant mechanism to remove large

dust particles (D ≥ 50µm).
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Chapter 1

Micrometeorological theory relating to

dispersion of road dust

1.1 Research objectives and purpose of this chap-

ter

The objective of this M.Sc. research is to clarify the effectiveness

of roadside shelterbelts for the control of rural road dust. This study

focused on a specific type of natural windbreak with an aspect ratio

(width to height) of 0.5 characterizing the geometric properties of the

windbreak and a resistance coefficent of 2.5 characterizing the aerody-

namic properties. Field trials undertaken in Indian Head, Saskatchewan

employed matching sheltered and unsheltered transects of dust sensors,

arrayed perpendicular to a country road; these dust sensors, along with

cup anemometers and a sonic anemometer, were operated during pe-

riods when a strong wind blew perpendicular to the road. An under-

standing of shelterbelt efficacy can be sought in terms of differences in
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the patterns of dust concentration and dust deposition along the shel-

tered and unsheltered (or “reference”) transects, and to the extent that

it is “causal”, must be framed in terms of the micrometeorology affect-

ing those differences. Bearing in mind the complex pattern of wind and

turbulence around a shelterbelt, this is a challenging problem. From

the theoretical perspective, it is described by a set of coupled partial

differential equations that together constitute a numerical model of the

active processes. The thesis research compares such a model with the

observations, with two main questions in mind: (1) to what extent is

the model consistent with the measurements? and (2) what qualita-

tive deductions can be extracted from the available information in its

entirety, i.e. the experimental data and the intercomparison with the

numerical model?

The purpose of this chapter is to provide some theoretical back-

ground to the thesis research. In a broad sense, airborne particulates

(i.e. soils, sand, dust particles, pollens, etc.) have been a popular

subject of study in atmospheric science. Many experiments have been

conducted to study the size distribution of naturally occurring airborne

particles, their mechanisms of formation and their life cycle. Loss of im-

mense quantities of soil eroded from farms during dry, windy periods

has stimulated much research on soil erosion and means for its con-

trol (shelterbelts being one of the methods recommended). In many

countries drifting snow is a winter road hazard, and highway fences

are commonly utilized to control snow drift. Research on atmospheric
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particulates also embraces artificial aerosols, e.g. those formed from

pollutant gases which result in haze and air quality problems and af-

fect the Earth’s radiative energy balance.

Broadly speaking, the processes of aerosol emission and transport

are affected by two groups of factors. Firstly, there are the meteo-

rological conditions, viz. not only the wind itself, the agent directly

moving the aerosols, but also the temperature distribution, which de-

fines the atmospheric stratification and thus the intensity and scale of

turbulent velocity fluctuations, by regulating the vertical dispersion of

all admixtures (Oke 1987). Precipitation, should it occur, will cleanse

particulates from the air (“scavenging”) and by wetting the ground may

shut off particulate emission (Oke 1987). The second set of factors char-

acterizes the physical properties of the airborne particles themselves,

e.g. particle size and density and shape, and these factors collectively

control the gravitational settling of the particles relative to the air.

At a first glance, movements of airborne particles seem to be erratic

— this being due to ubiquitous turbulence in the atmospheric boundary

layer; furthermore, the issue is more complex in the region close to the

ground where obstructions (i.e. windbreaks, buildings, hills, etc.) can

influence the wind field around them and thereby alter the trajectories

of particles. Particles emitted into the air may eventually be removed

from the atmosphere by processes such as gravitational settling, scav-

enging by precipitation, and surface impaction.

Many attempts have been made to model particle dispersion in the
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atmosphere along with experimental investigations to provide data for

validating models. In this thesis, a few such investigations, namely

Bouvet et al. (2006, 2007), Raupach et al. (2001) and Wilson (2000)

are introduced in Section 1.5. Essentially, particulates are carried by

the host air flow in the atmosphere; thus, understanding the physics

of the air movement is a prerequisite to studying the dispersion of

airborne substances. In this chapter background theory pertinent to

studying the airborne particulates is reviewed. First, some key aspects

of atmospheric flow are introduced. Since windbreaks disturb the am-

bient wind field, it is necessary to study some basic theories pertinent

to windbreaks. Fundamentals of atmospheric dispersion are reviewed

afterwards. Finally, a brief overview of the project on the topic of

studying the effects of a natural windbreak on the dispersion of gravel

road dust is given.

1.2 The atmospheric boundary layer

The air flow in the atmosphere acts as a medium to transport air-

borne particulates, and such transportation is strongly influenced by

the interaction between the atmosphere and the Earth’s surface. The

influence of the Earth’s surface is felt most directly in the troposphere

(Oke 1987), which is the lowest approximately 10− 12 km of the atmo-

sphere. Over time periods of about one day this influence is limited to

a shallower, more intensely mixed layer adjacent to the Earth’s surface,
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known as the atmospheric boundary layer (ABL). Stull (1988) defines

the ABL as

“the part of the troposphere that is directly influenced by the pres-

ence of the earths surface, and responds to surface forcings with a time

scale of about an hour or less”.

The vigorous turbulent mixing of the ABL owes to two causes, viz.

the vertical shear of the mean wind induced by frictional drag on the

uneven, rigid surface of the Earth, and the unstable buoyancy forces

that result from the release of thermodynamic energy (sensible and

latent heat) at the surface.

The depth (δ) of the ABL is not stationary, because the height of

the ABL grows and shrinks on a daily basis in response to the diurnal

solar cycle; moreover, δ depends on the strength of turbulence generated

near the ground. During daytime the surface of the Earth is heated,

and warmer air parcels rise upward to mix with the cooler air parcels

throughout the ABL in the presence of buoyancy forces. This type of

mixing motion allows the ABL in summer to extend to a depth of about

1 to 2 km by late afternoon. Nocturnally, unless cloud cover prevents

the process, the surface of the Earth cools radiatively at a faster rate

than the atmosphere, producing a thermal inversion (warm air overlying

cold air). Any residual wind transfers heat towards the surface, chilling

the ABL. The radiative inversion tends to deepen and strengthen as

time progresses overnight, and the resulting stable buoyancy forces tend

to suppress turbulent mixing, except in the surface layer where wind
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shear is strong and continues to supply energy to the motion. For this

reason, the ABL shrinks nightly to a shallow depth (δ) of the order of

100− 300m.

In this thesis we will be concerned with the motion of dust in the

lowest few tens of metres of the ABL, thus it is that layer which is of

primary interest.

The atmospheric surface layer

In general, the atmospheric surface layer (ASL) can be defined as

a shallow layer adjacent to the ground, having a depth of about δ/10

(its exact depth is not well defined, and not important for present

purposes). The ASL is characterized by strong vertical gradients in

mean wind speed, mean temperature, mean humidity, etc., because

the proximity to the ground limits the efficiency of mixing; moreover,

over the depth of the layer the fractional changes in the corresponding

vertical fluxes are small relative to their surface values. For example,

over a height of about 20m, the change in the horizontal shearing stress

is only about 10% of the surface value. Similarly small changes occur

in the mean vertical fluxes of heat and water vapour. For this reason

the ASL is often called the “constant flux layer” or “constant stress

layer.”
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Statistical approach

Due to the ever-present fluctuations of the wind in the ABL and

ASL, fluctuations that occur on a wide range of spatial and temporal

scales, it is necessary to describe the state (and state of motion) of the

atmosphere in terms of statistics. There is no sharply optimal choice of

averaging time, periods from about 15 to about 60 min being common.

The notion is to use an averaging time long enough to capture many

“cycles” of even the slowest eddies, without averaging over intervals

so long as to entail significant changes in driving boundary conditions,

such as solar elevation.

In this thesis I shall assume readers are somewhat conversant with

the terminology and conventions relevant to the study of atmospheric

turbulence, and give only a very basic review. The term “horizontally-

homogeneous” can be applied to any field (i.e. variable) whose statis-

tics are invariant with respect to position along horizontal planes. One

speaks of a “horizontally-homogeneous flow”

or a “horizontally-homogeneous surface layer”, meaning that wind statis-

tics (as well as statistics of the meteorological scalars, such as tem-

perature, humidity, etc.) are independent of the horizontal (x, y) co-

ordinates, whereas generally they must vary with height z. In fully

homogeneous turbulence, statistics are (by definition) invariant w.r.t.

(with respect to) all three spatial coordinates. A second (though less

important) term that needs clarification is “stationarity.” A system is
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“stationary” if its statistics do not change from one averaging interval

to the next. In micrometeorological models, terms involving the time

rate of change of statistics are commonly neglected – not because they

truly vanish, but because they are small relative to other terms.

Terminology with respect to averaging

Let q = q(x, y, z, t) be an arbitrary (instantaneous, local) variable.

In the analysis of turbulence the universal approach is to decompose

the instantaneous value into the sum of an average and a deviation

from average, viz.

q = q + q′ , (1.1)

where in this thesis the overbar notation will be used for the mean

(common alternatives are the angle bracket ⟨q⟩ or the upper case Q).

The average could in principle be a spatial average or a time average,

or even an ensemble average∗. Unless otherwise stated, in this thesis

measured averages are time averages.

Now let “q” be the longitudinal component u of the wind vector

u ≡ (u, v, w). In general the mean velocity can be expressed as u =

u(x, y, z, t), but in a stationary, horizontally-homogeneous ASL we have

the much simpler situation that u = u(z), i.e. the mean wind can be

described by a “wind profile”. Some common types of anemometers

∗An ensemble average, for which we will use the angle bracket, is defined as the
average over an ensemble of possible physical states, such as downwind dispersion
of dust particles stemming from one vehicle pass along a gravel road for field trails
in Indian Head.
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measure the “cup” wind speed, i.e. the mean value of the horizontal

wind speed s =
√
u2 + v2.

A useful characterization of a turbulent system demands more than

merely the prescription of average wind speed. Next in importance are

standard deviations, such as σu ≡
√
u′2 or (more generally) covariances

such as u′u′ (≡ σ2
u) or u′w′ or w′T ′. The latter, the covariance of

vertical velocity fluctuations and temperature fluctuations, is named

the “kinematic heat flux” and is closely related to the sensible heat

flux density

QH = ρcpw′T ′ , (1.2)

where ρ is average air density and cp(≈ 103 J kg−1 K−1) is the specific

heat of air at constant pressure (the units of QH are Jm−2 s−1, i.e.

Wm−2). Technically (and pedantically) speaking, QH is the mean ver-

tical convective eddy flux density of sensible heat, but in the context

of the ASL (and particularly the horizontally-homogeneous ASL, for

which it is a useful shorthand to introduce the symbol hh ASL) one

can simply say: “heat flux” or “heat flux density” (i.e. one drops some

of the clarifying adjectives). One final velocity statistic that will be

mentioned later in the thesis is the “turbulent kinetic energy” (TKE),

defined as half the sum of the variances of the three velocity fluctua-

tions, viz.

k =
σ2
u + σ2

v + σ2
w

2
. (1.3)

This is simply the average value of the instantaneous kinetic energy of
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the velocity fluctuation (Stull 1988)

e =
1

2

(
u′

2
+ v′

2
+ w′2

)
. (1.4)

The TKE is a convenient diagnostic for the intensity of the turbulent

fluctuations, and is governed by a well known equation (that will not

be elaborated here). Note that
√
k has velocity units, so may serve as a

“turbulent velocity scale” (c.f. u∗ defined below). It is also convenient

to think in terms of a length scale of the turbulent eddies, such that

the turbulence can be characterized by its velocity and length scales,

from whose ratio one may form a time scale.

From here on, any unusual symbols will be named where they first

occur; otherwise, appeal to a standard textbook may be helpful. Useful

textbooks include Turbulence in the Atmosphere by Wyngaard (2010),

Atmospheric Boundary Layer Flows by Kaimal & Finnigan (1994), The

Atmospheric Boundary Layer by Garratt (1992), and An Introduction

to Boundary Layer Meteorology by Stull (1988).

Monin-Obukhov theory for the horizontally homogeneous ASL

Over a sufficiently uniform surface and in the absence of any ob-

stacles to the wind, it is plausible to regard the ASL as being hori-

zontally homogeneous, that is, horizontal gradients of most statistics

vanish†. More broadly, even within a horizontally-homogeneous sur-

face layer flow there may occur some species that had been introduced,

†An exception is the mean pressure, which varies with x, y in accordance with
synoptic scale weather patterns and ultimately drives the winds.
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e.g. from point or line or localized area sources, and whose statistics

(e.g. mean concentrations) cannot be horizontally-homogeneous. The

specific example most relevant to this thesis is that of the dust con-

centration downwind of a gravel road — although in the absence of

nearby windbreaks the flow itself may be horizontally homogeneous,

the fact that the dust rises off a road means that the dust distribution

is spatially non-uniform, or more technically and precisely speaking, is

horizontally-inhomogeneous.

Now consider a horizontally homogeneous ASL, within which (as

noted earlier) the vertical fluxes of momentum, heat, water vapour etc.

can be regarded as being constant (i.e. height independent). Monin

& Obukhov (1954) developed a similarity theory (MOST), applicable

in a layer whose base is sufficiently far above ground and whose top

is sufficiently small w.r.t. the depth of the ABL that the flow within

it is insensitive both to the specific distribution of surface roughness

elements, and to the nature of the flow above it. The basis of MOST is

the hypothesis that within the layer (z0 ≪ z ≪ δ) the distribution of

any transferable property (e.g. momentum, heat, and vapor) is horizon-

tally homogeneous in space and stationary in time. It is assumed, more

specifically, that within this layer the regime of flow (statistics of wind,

turbulence, humdity etc.) is governed by the following parameters:

• the kinematic vertical heat flux traversing the surface layer w′T ′ =

QH/(ρcp) (this is positive for unstable stratification, and negative
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for stable stratification)

• the kinematic momentum flux u2∗ traversing the surface layer.

Here u∗ is the “friction velocity,” sometimes defined u∗
2 = −u′w′

(which assumes axes chosen to ensure v̄ = 0) but more generally

defined as

u∗
4 =

√
u′w′2 + v′w′2 . (1.5)

Note that the covariance u′w′ is normally negative in the ASL

(positive u′ fluctuations correlate with downdrafts), but the fric-

tion velocity u∗ is positive. The quantity τ = ρu2∗ is the mean

shearing stress of the wind upon the underlying surface.

• a buoyancy parameter g/T0, where T0 is the mean temperature

of the layer in Kelvin units

From the above suppositions, a simple dimensional analysis leads to

numerous useful predictions regarding surface layer statistics, including

a flux/gradient relation. Again let q be some component of the atmo-

sphere and q its mean value. Then the flux-gradient relationship may

be expressed in the following (general) form:

∂q

∂z
=

q∗
kvz

ϕq(
z

L
) , (1.6)

where q∗ is a “scale” for fluctuations and gradients in q, defined q∗ =

−Fq/u∗ where Fq is the vertical flux of q (i.e. rate of vertical transfer

per unit horizontal area).
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One similarly defines a temperature scale T∗ = − QH

ρcpu∗
, and the

flux/gradient relations for horizontal wind speed and temperature can

be written:

kvz

u∗

∂u

∂z
= ϕm(

z

L
) , (1.7)

kvhz

T∗

∂T

∂z
= ϕh(

z

L
) . (1.8)

In these equations L denotes the Obukhov length

L =
−u∗3

kv
g
T0

QH

ρ0cp

, (1.9)

which serves (in the ratio z/L, i.e. the argument of the dimensionless

empirical functions ϕm, ϕh) to characterize the effects on the ASL of

thermal stratification. Regarding the formulation of L, recall that tur-

bulence is sustained by horizontal wind shear and by unstable thermal

buoyancy forces. Suppose that winds are relatively light, which means

that u∗ is rather small. From the definition of the Obukhov length,

we see that a large upward transport of heat (QH > 0, unstable atmo-

sphere) results in a small and negative value of L; on the other hand,

in a stable atmosphere with downward transport of heat, the formula

gives a small and positive value of L. If, however, winds are strong,

the factor u3∗ will dominate, and |L| becomes large. Indeed |L| → ∞

defines a neutrally-stratified atmospheric surface layer. In addition, the

meaning of L can be viewed in this way; below the height z = |L|

mechanical production of turbulence is dominant over buoyant produc-

tion or destruction of turbulence, while above that height the opposite
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is true. Thus, z/L is a dimensionless stability parameter important

in determining the transportation of airborne particles in the surface

layer.

But what is the objective of covering this theory? In any appli-

cation of meteorological knowledge to the transport and dispersion of

aerosols, progress can be made only if one has a quantitative formu-

lation of laws for the mean wind profile, and for statistics of wind

variability. MOST provides those laws. Of course, to have specific pre-

dictions we need to know the universal functions ϕm and ϕh. These

have been the subject (over the past three decades) of several microm-

eteorological “flux-gradient” experiments, e.g. the Kansas experiment

(Businger et al. 1971) and the International Turbulence Comparison

Experiment (Francey & Garratt, 1981; Dyer & Bradley, 1982), with

the result that formulae approximating the universal functions of the

MOST are available. Given instrumentation able to supply measured

values of the friction velocity u∗ and the sensible heat flux QH (a sonic

anemometer being the most convenient option) we may compute the

statistics of the wind not only at the location of that instrument, but

(by extrapolation using the MOST formulae) at all other heights. The

MO theory is well tested, and considered very reliable.

The horizontally inhomogeneous ASL

In the real world it is rare to encounter a surface that can be de-

scribed as flat and uniform over a vast area. The Earth’s surface is
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a patchwork of surfaces with different physical properties (Oke 1987).

For example, a pond could be located just in the middle of a bare agri-

cultural field, and one may see a hill not too far away from the field. In

this case the basic prerequisite for validity of MOST, namely existence

of a horizontally homogeneous ASL, no longer holds because horizontal

gradients of property statistics (including the mean fields) are gener-

ated, by inhomogeneity in the surface boundary conditions and/or by

aerodynamic disturbances. A more complex theory or model is re-

quired, if one is to be able to prescribe the fields of property statistics

(including mean wind speed) in a horizontally inhomogeneous ASL.

Examples below illustrate the theoretical approach for description of

horizontally-inhomogeneous (i.e. “disturbed”) ASL winds.

Example: local advection Suppose the surface layer winds blow

across a uniform upstream surface onto a different downstream surface:

a case of what is called “local advection.” Let the boundary between the

upstream and downstream surfaces lie along the y axis, at x = 0. Over

the upstream surface (x < 0), not too close to the step change at x = 0,

MOST applies by definition, but for x > 0 (i.e downstream) MOST

does not apply. Therefore, the fields of mean horizontal wind velocity

u(x, z), of mean temperature T (x, z) and of mean humidity q(x, z) are

not in equilibrium with the corresponding downstream surface fluxes,

which vary with height over the downwind region although constrained
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at the ground by the surface energy balance,

Q∗ = QH(x, 0) +QE(x, 0) +QG +∆Qs . (1.10)

Here Q∗ is the net radiation; (QH , QE) are the sensible and latent heat

flux densities; ∆Qs represents heat storage in the air or vegetation, and

QG is the flux of heat to or from the soil substrate. Any of the terms

can have either sign, but on a sunny summer afternoon over a moist

surface all will be positive.

If meteorology is to have any predictive power to forecast “weather”

on this micro-scale, one must progress from qualitative statements like

those above, to a mathematical theory. A theory, albeit approximate,

does exist, and it stems from the conservation equations for the set

of coupled variables (velocity components u, v, w plus temperature and

humidity). By applying a formal averaging operation to those equations

one may derive the Reynolds equations, an example of which is

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+w

∂u

∂z
= −1

ρ

∂p

∂x
− ∂u′u′

∂x
− ∂u′v′

∂y
− ∂u′w′

∂z
. (1.11)

Simplifications may apply (e.g. in steady state flow the ∂/∂t term van-

ishes; and v = 0 if the mean wind is perpendicular to the boundary

between the two surfaces considered above). However a key point to

make here is that the equation “for u” has turned out to involve higher

order statistics (the turbulence covariances on the right hand side).

This is the “turbulence closure problem”, and it demands that one in-

troduce some supplementary empirical information (equations) to close
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the problem mathematically. One of the most influential models (Rao

et al. 1974) for solving the problem of local advection was based on

numerical simulation of the RANS (Reynolds-averaged Navier-Stokes)

equations using second order closure. The Rao et al. model consists of

16 coupled partial differential equations, governing all first- and second-

order statistical properties of the flow. Eq. 1.11 is (of course) one of

those equations, and it is worth remarking that the disturbance to the

longitudinal velocity component u is coupled with a pressure distur-

bance, and gradients in components of the Reynolds stress tensor.

Example: Aerodynamic disturbances Besides being caused by

boundary-generated inhomogeneities, horizontal gradients of mean prop-

erties in the ASL can also be generated by aerodynamic disturbances.

Common examples are the disturbance of the wind flow by hills, fences,

shelterbelts and so on. Whereas boundary-generated disturbances “dif-

fuse” into the airflow and generate a slowly deepening “internal bound-

ary layer,” aerodynamic disturbances can be more abrupt. That this is

so is implied by the equation governing the field of the mean pressure

disturbance,

1

ρ0
∇2p = −∂ui

∂xj

∂uj
∂xi

− ∂u′i
∂xj

∂u′j
∂xi

− g

T0

∂T

∂z
. (1.12)

This equation, which is obtained by differentiating and combining the

Reynolds equations for the velocity components, shows that the mean

pressure field, which exerts (or can exert) a huge influence on the mean
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velocity field, responds to gradients in mean velocity and in the veloc-

ity fluctuation at all points in space. When surface layer winds are

disturbed by a windbreak, the disturbed pressure across the windbreak

exerts an influence on the location of the point of minimum mean wind

speed reduction (point of best shelter), on the mean streamline curva-

ture, the speed-up zone over the top of the windbreak, and the rate of

leeward recovery of the wind speed.

Having discussed disturbed flows in the abstract sense, some ele-

ments of windbreak flows will be reviewed in the next section.

1.3 Windbreak effects

1.3.1 Effects on wind and turbulence

Windbreaks have been used for centuries to provide shelter or to

alter microclimate conditions (i.e temperature, humidity, evaporation,

etc.) in the downwind region. A natural windbreak (or shelterbelt) is a

plantation, usually comprising one or more rows of trees, to provide a

shelter from the wind in its immediate lee. From field experiments and

numerical modeling, it has been shown that, downwind of a windbreak,

there exists a triangular ground-based “quiet zone,” wherein both the

mean wind speed and the turbulent kinetic energy are reduced rela-

tive to their values at the same height upwind of the shelter. There

is evidence to show that eddy diffusivities for turbulent transport of

heat, vapor and carbon dioxide are also reduced in the quiet zone (Mc-
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Naughton 1988). Above the quiet zone, whose downwind apex contacts

the ground at about 8 − 10H downwind from the shelter, there lies a

jet region where mean wind speed is increased (due to the compression

of streamlines lifted over the barrier); and finally, downstream of the

quiet zone one finds an extended wake region where flow properties are

gradually restored to their original (upwind) levels.

Parameterization of windbreak drag in equations of motion

Most theoretical descriptions of shelterbelt flows do not resolve the

detailed flow about branches, leaves and trunks, but rather, they treat

the obstacle as a sink for streamwise momentum (e.g. Wilson 1985;

Wang et al. 2001). The following equations follow Wilson’s (1985)

approach. The earlier Equation.(1.11), i.e the Reynolds equation for u,

is modified to

u
∂u

∂x
+ w

∂u

∂z
= −1

ρ

∂p

∂x
− ∂u′u′

∂x
− ∂u′w′

∂z
− Su (1.13)

where stationarity and symmetry along the y axis have been supposed.

For a natural windbreak the momentum sink takes the form

Su = −Cd α u
√
u2 + v2 + w2 ≈ Cd α u |u| (1.14)

where Cd = Cd(x, z) is the drag coefficient and α = α(x, z) is the

(spatially-varying) plant area density (vanishing outside the boundaries

of the shelterbelt). Some types of windbreaks can be represented as a

thin porous barrier (“fence”) and can be characterized by a dimension-
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less resistance coefficient kr (Laws & Livesey, 1978) such that

Su = − kr u
√
u2 + v2 + w2 δ(x−0) s(z−H) ≈ kr u |u| δ(x−0) s(z−H) ,

(1.15)

where δ(x − 0) localizes the barrier to x = 0 and the step function

s(z−H) = 1 at z ≤ H and vanishes at z > H. The resistance coefficient

can be measured by blocking a uniform wind tunnel airstream of speed

U with a sample of the material, and measuring the resulting pressure

drop ∆p (across the blockage) which drives the flux of air through the

impediment. Then following Laws & Livesey (1978),

kr =
∆p

ρU2
. (1.16)

Knowing the resistance coefficient of a windbreak, one can calculate

the force per unit area exerted by the windbreak on the air flow: an

element of the barrier with area ∆y∆z exerts a localized drag force

FDx = krρu
√
u2 + v2 + w2, where the velocity is evaluated at the

barrier element.

To calculate the velocity statistics in the surroundings of the shel-

terbelt of the Indian Head dust dispersion experiments, the RANS

equations have been solved with the trees parameterized as an effec-

tive porous barrier with resistance coefficient kr = 2.5, a value which

optimized model agreement with the observed wind speeds (see Section

3.2.2).
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Mean velocity field near a windbeak Several previous studies

(e.g. Wilson 1985; Cleugh 1998; Wang et al. 2001 as cited by Asman

2005) have explained that loss of momentum to the material of the

windbreak or shelterbelt results in a reduced mean velocity, not only

downstream but also over a short range upstream, courtesy of the pres-

sure disturbance. A rise in mean pressure upwind of the barrier deflects

the mean streamlines upward, resulting in a jet passing over the barrier.

Meanwhile the air following streamlines through the barrier, called the

“bleed flow,” is severely retarded by the drag force and emerges into

the quiet zone as a slow-moving current that is further retarded by an

adverse mean pressure gradient, so that minimum velocity occurs some

3− 5H downwind from the downwind face of the shelter.

On emerging from the windbreak the (much decelerated) bleed flow

is characterized by weak vertical shear, i.e. it is roughly height-independent

at z/H ≤ 1. Raupach et al. (2001) defined a harmonic mean bleed ve-

locity

Ub =

(
1

H

∫ H

0

U2(0, z) dz

)1/2

, (1.17)

and showed that this is related to the resistance coefficient of the wind-

break by the equation

Ub = UH(
Γb

kr
)1/2, (1.18)

where Γb is defined as the bulk windbreak drag coefficient and UH

is an upwind reference wind speed at the windbreak height z = H.

The bleed velocity is important because (as covered below) it carries
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a convective flux of particulates that may suffer deposition onto the

windbreak elements.

Wang et al. (2001) reviewed the patterns of flow and turbulence

for windbreaks from nearly solid (porosity = 0) to open (porosity =1).

They found that the curvature of mean streamlines increases with de-

creasing porosity; the upward-curving streamlines become steeper as

they compress over the top of the windbreak. The shape of the stream-

lines forms three distinct zones: the windward wind-reduction zone,

the leeward wind-reduction zone where the quiet zone is located, and

the accelerating zone over the top of the windbreak. In addition, re-

circulation (flow reversal) is generated downwind of windbreaks when

porosity is to 0.3 or less. Significant decreases in mean wind speed and

turbulence are found in the wind-reduction zones (below the height

of windbreak) due to drag forces exerted by windbreak elements (i.e.

leaves, branches). Wang et al. (2001) explained that the drag force

exerted on the air by windbreaks would disturb the ambient pressure

field; the disturbed pressure would modify the wind speed, and the

modified wind speed would again change the drag force. In this way,

the disturbed pressure field is important in determining the effects of

windbreaks on the ambient wind field.

Turbulent velocity field When one compares the Reynolds equa-

tions for the ASL disturbed by a windbreak with the corresponding

equations for the horizontally uniform ASL (no obstacles), additional
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terms appear not only in the mean momentum equations, but also in

the equations for components of the Reynolds stress tensor Rij ≡ u′iu
′
j

and turbulent kinetic energy (TKE). Nevertheless despite strong pro-

duction of TKE at the windbreak, a quiet zone with reduced TKE is

observed in the near lee of a windbreak, possibly because motion with

small time and length scales is subject to rapid dissipation to heat.

The quiet zone is bounded by increased TKE in the wake where TKE

is generated by the increased shear production in the strong shear zone.

1.3.2 Effects on a transported plume of particles

Raupach et al. (2001) gave a general overview of what happens

when a particle-bearing air layer encounters a transverse windbreak.

In their theory the depth of the particle-laden layer is assumed to be

much deeper than the height of the windbreak (H), so that the incident

particle concentration is uniform in the vertical direction. As the layer

of particle-laden air approaches the windbreak, some of the incident

air passes over the top of the windbreak and some passes through it

as the bleed flow. Particles embedded in the bleed flow are subject to

deposition onto windbreak elements, so that the bleed flow may emerge

carrying a reduced burden of particulates; on the other hand, particle

concentration would not change (during the upwind/downwind transi-

tion) in the air flow passing over the top of the windbreak. Therefore,

the reduction of particle concentration directly attributable to the wind-
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break itself is achieved by deposition onto the surface of the windbreak.

Of course with increasing downwind distance (x) particle concentra-

tion is further reduced by other removal processes, e.g. gravitational

settling or eventually (in the case of particles small enough to remain

suspended) precipitation scavenging (washout). The windbreak has a

secondary or indirect effect on particle deposition out of the flow in that

its effects on the wind and turbulence perturb the alongwind transect

of the deposition flux to ground.

Deposition of particles to windbreak elements According to

Raupach et al. (2001) and Asman (2005), the deposition of particles to

shelterbelt foliage is controlled by the following processes:

• Inertial impaction: This occurs when the inertia (mass) of the sus-

pended particles prevents their following the streamlines as they

are deflected around an object (e.g. leaf), so that they eventually

strike the frontal surface of the object.

• Brownian diffusion: This occurs when particles are moved around

by collisons with other particles. Smaller particles are more likely

to be affected.

• Gravitational settling: This process largely depends on the size

of particles. It can be ignored for small particles, but it plays a

significant role in determining the effects of deposition of large

particles. If wg is the gravitational settling velocity of a certain
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class of particles, then settling is significant unless the ratio wg/u∗

is very small.

The deposition rate De( kg s−1) of particles to a windbreak can be

expressed as (Raupach et al. 2001)

De = Ae gp c = Ae gpi c+ At gpb c , (1.19)

where c is the particle concentration in the air flow ( kg m−3); Ae and

At (m2) are respectively the frontal surface area of the element and

the total surface area of the element (inertial impaction occurs only on

the frontal surface of the vegetation element while Brownian diffusion

takes place over its entire surface); finally gp(m s−1) is a conductance

for particle deposition, and can be decomposed into components gpi for

inertial impaction and gpb for Brownian diffusion.

Impaction conductance The impaction conductance describes

the speed at which particles are deposited onto vegetation frontal sur-

face (Asman, 2005), and it is often formulated as

gpi
U

=

(
St

St+ p

)q

, (1.20)

where St is the Stokes number (given below), U is the wind speed

in the streamwise direction and p and q are dimensionless coefficients.

According to Bache (1981) and Peters & Eiden (1992), p = 0.8 and

q = 2 are suitable values for several element shapes. The Stokes number

is given by

St =
ρp dp

2 U

9 ρ νa de
, (1.21)
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where ρp and ρ are respectively the particle density and the air density

(kg m−3), dp is the particle diameter, and de is the length scale of the

vegetation element. The value of gpi/U for small particles increases

with wind speed, and gpi/U increases with particle diameter.

Brownian diffusion conductance According to Kays & Craw-

ford (1980), the Brownian-diffusion conductance (gpb) for particles trans-

ferring through a laminar boundary layer is

gpb =
κp
de
CPolRe

1/2Sc1/3, (1.22)

where κp is the diffusivity of the particles arising from Brownian motion

(Fuchs, 1964); Re = Ude/νa is the Reynolds number for flow around the

element; Sc = νa/κp is the Schmidt number; and CPol is the Polhausen

coefficient.

Overall conductance The overall conductance is gp = gpi + gpb,

and normalizing by the wind speed we have

gp
U

=

(
St

St+ p

)q

+

(
At

Ae

)
CPolRe

−1/2 Sc−2/3 . (1.23)

Filtration of particles by a windbreak For their idealized prob-

lem – an infinitely deep and uniformly mixed layer of particulates

passing an infinitely thin porous windbreak – Raupach et al. (2001)

define the transmittance of the windbreak to particles as σ = c1/c0,

where c0 is the upwind particle concentration, and c1 is the concentra-

tion of the downwind flow in the near lee of the windbreak (at height
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z/H ≤ 1). In a Lagrangian reference frame, the particle concentration

c (particlesm−3) is governed by

dc

dt
= −α gp c , (1.24)

where α is the frontal area density of the windbreak elements. A rela-

tionship between the transmittance (σ) and the optical porosity (τ) of

the windbreak can be derived from Equation. (1.24), viz.

σ = τmE, (1.25)

where m is a factor to account for the meandering of the turbulent flow

in its passage through the windbreak, and E ≈ gP/U for particles larger

than around 1µm (for which Brownian diffusion is negligible). For

sufficiently large particles and sufficiently small vegetation elements,

both E and m are close to 1. Therefore σ ≈ τ would be a practical

approximation for particle diameters dp larger than about 30µm with

vegetation element length scale de smaller than 30mm (most typical

vegetation element sizes).

There is an optimal value of optical porosity for maximum total

deposition of particles to a windbreak, whose value is believed to lie

in the range 0.1 − 0.2. As outlined by Raupach et al. (2001) and As-

man (2005), the optimal value is determined by a trade-off; specifically,

the deposition increases with the density of the windbreak, but par-

ticles need to pass the windbreak in the first place to deposit in the

downwind direction. Therefore, the windbreak should not be too dense
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because the speed of the bleed flow decreases with increasing density

of the windbreak (and fewer particles will be filtered). For particles

with diameters larger than 1µm the number of particles entrapped by

the windbreaks increases with the undisturbed wind speed because the

inertial impaction is the dominant deposition process for these par-

ticles. For smaller particles Brownian motion is the most important

mechanism.

1.4 Atmospheric dispersion

After pollutants are injected into the atmosphere from a source,

their dispersion is governed by the state of the atmosphere; equivalently

put, the spatial fields of the mean wind and of the turbulence statistics

exert a strong influence on the trajectories of particles. For this reason,

if statistics of the wind field are known, the dispersion of pollutants

can be simulated by a number of theoretical approaches, these being of

greater or lesser fidelity to the truth of the process.

1.4.1 Statement of mass conservation – Eulerian

form

Let c = c(x, y, z, t) be the instantaneous concentration of some

species (gas or particulate) in the air, and let F [kgm−2 s−1] be the

instantaneous local vector flux density of this species. If there are no

sources or sinks of c within the atmosphere, then conservation of mass
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demands that

∂c

∂t
= − ∇ · F , (1.26)

that is, the rate of change of c at any point is given by (minus) the

local divergence of the flux of c.

To proceed, we identify the flux as

F ≡ F⃗ ≡ Fi = (ui − wgδ3i) c−D∇c , (1.27)

where the first (and overwhelmingly dominant) component is the con-

vective flux (with a correction for gravitational settling), and the second

is the flux due to molecular diffusion (D is the molecular diffusivity).

Substituting, we obtain

∂c

∂t
= −∇ · (uc−D∇c) + wg

∂c

∂z
. (1.28)

However it is justifiable to neglect molecular transport, so the above

equation simplifies to

∂c

∂t
= −∇ · (u c) + wg

∂c

∂z
. (1.29)

Now we take the Reynolds average. The resulting equation for the

mean concentration, expressed using tensor notation, is

∂c

∂t
= − ∂

∂xi

(
ui c+ u′i c

′
)
+ wg

∂c

∂z
, (1.30)

and (using the fact that, to a good approximation, the wind vector in

the ABL is non-divergent) it is easy to transform this to

∂c̄

∂t
+ ū

∂c̄

∂x
+ v̄

∂c̄

∂y
+ (w̄ − wg)

∂c̄

∂z
= −∂u

′c′

∂x
− ∂v′c′

∂y
− ∂w′c′

∂z
. (1.31)
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The immediate point is that we have an unclosed system of equa-

tions — even if we knew the mean velocity vector, we would be left

with one equation in several unknowns, viz., the mean concentration

and the eddy fluxes. To progress, a closure approximation is needed.

Gradient transfer approach

The simplest closure, known as the eddy diffusion closure (or alter-

natively as gradient transfer closure, or K-theory, or first-order closure)

assumes that airborne species are moved down the mean gradient of ma-

terial concentration by turbulence, at a rate proportional to the mag-

nitude of the gradient (Pasquill & Smith 1983). Temporarily switching

the terminology so as to refer to a generic species q in the atmosphere,

the general equation of gradient transfer, here expressed for the flux

along direction i, is

Fi = −Kq(i)
∂q

∂xi
, (1.32)

(the bracket (i) on K indicates that i is not to be interpreted as a

repeated subscript, so that no summation over i is implied). Here Kq(i)

is the eddy diffusivity for q along the axis i, most fundamentally defined

as the ratio of flux to gradient

Kq(i) = − Fi

∂q
∂xi

. (1.33)

We can use the gradient transfer approach to model the particle

eddy fluxes u′ic′ appearing in Equation (1.31), viz.

u′c′ = −Kx
∂c̄

∂x
, (1.34)



31

v′c′ = −Ky
∂c̄

∂y
, (1.35)

w′c′ = −Kz
∂c̄

∂z
. (1.36)

The scalar eddy diffusivities (K’s) have the unit [m2s−1], and here we

have allowed them to be numerically distinct (anisotropic) w.r.t. the

three directions of motion, while their values may vary with position.

In homogeneous turbulence, the K’s are (by definition) independent of

position, and in homogeneous isotropic turbulence they are (further-

more) identical for all three directions of transfer.

If we adopt Equations (1.34 - 1.36) and choose coordinates so as to

make v̄ = 0, the earlier derived mass conservation equation (Equation

1.31) becomes

∂c̄

∂t
+ū

∂c̄

∂x
+(w̄−wg)

∂c̄

∂z
=

∂

∂x
(Kx

∂c̄

∂x
)+

∂

∂y
(Ky

∂c̄

∂y
)+

∂

∂z
(Kz

∂c̄

∂z
) . (1.37)

Further simplification of this advection-diffusion equation yields several

widely used (but overly simplistic) analytical models of atmospheric

dispersion.

Gaussian puff models in a homogeneous field of turbulence

Assume (for the moment) we were considering the motion of particle-

laden air in a homogeneous and unsheared field of turbulence on a

planet with negligible gravity field, such that ū(z) → U (a constant),

wg → 0, and the eddy diffusivities Kx, Ky, Kz also are constants.
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Under these assumptions Equation 1.37 simplifies to

∂c̄

∂t
+ U

∂c̄

∂x
= Kx

∂2c

∂x2
+Ky

∂2c

∂y2
+Kz

∂2c

∂z2
. (1.38)

For the release of q[ kg] at x = y = z = t = 0 into an unbounded

space, the solution for the (time-dependent) ensemble mean concentra-

tion field is

c̄(x, y, z, t) =
q

2π3/2σxσyσz
exp

[
−(x− Ut)2

2σx2
− y2

2σy2
− z2

2σz2

]
. (1.39)

This represents a Gaussian spread along each of the three axes indepen-

dently, relative to a drifting puff center point x = Ut, y = z = 0. The

spread parameters (puff standard deviations) are related to the eddy

diffusivities:

σx =
√

2Kxt , (1.40)

σy =
√

2Kyt , (1.41)

σz =
√

2Kzt . (1.42)

These formulae indicate that the puff (or cloud) expands in size at a

rate that is proportional to t1/2.

Suppose, now, that c was being released continuously from a steady

source (i.e. ∂c̄
∂t

= 0). The solution for the steady-state spatial field of

concentration (still assuming the space to be unbounded) is

c̄(x, y, z) =
q

2π3/2σyσz U
exp

[
− y2

2σy2
− z2

2σz2

]
(1.43)
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with

σy =

√
2Ky

x

U
, (1.44)

σz =

√
2Kz

x

U
. (1.45)

According to this solution, spatial concentration in a homogeneous field

of turbulence can be described as a Gaussian distribution along each

cross wind direction. The spread parameters are the standard devi-

ations of the Gaussian distributions, and the plume widths increase

parabolically with downwind distance (x) since a 1-1 relation exists

between x and t (i.e. x = Ut).

Although these solutions are helpful in modeling dispersion in a ho-

mogeneous surface layer, these simplistic solutions do not apply to the

experimental regime of the Indian Head dust dispersion trials. The

weakness of these solutions from the Eulerian (fixed point) view is

shown by Taylor’s analytic solution for homogeneous turbulence in the

next section, which leads to an alternative theoretical approach, taking

the Lagrangian (or particle following) point of view.

Taylor’s analysis for homogeneous turbulence

G.I Taylor’s (1921) rigorous analytical theory for dispersion in ho-

mogeneous turbulence provided an important insight into the nature

of the eddy diffusivity, revealing that it must be regarded as being a

function of elapsed time since the release of a particle. More crucially

though, the theory is relevant here in that its subsequent generaliza-
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tion has led to today’s “Lagrangian stochastic” model of atmospheric

dispersion, which is the most accurate available, and will be used to

simulate the Indian Head dust dispersion trials. Furthermore Taylor’s

theory points up which properties of turbulence are the essentials con-

trolling dispersion.

Suppose a particle is released at z = t = 0 into an infinite domain

of homogeneous and stationary turbulence (we here focus on particle

displacement along the vertical axis, but there is nothing special about

this choice/direction). Some time t after the release, the displacement‡

in the vertical direction is

Z =

∫ t′=t

0

W (t′) dt′, (1.46)

where W (t′) is the vertical velocity of the particle

W (t′) =

(
dZ

dt

)
t=t′

.

By the chain rule of differentiation

dZ2

dt
= 2Z(t)

dZ

dt
= 2

∫ t′=t

0

W (t)W (t′) dt′. (1.47)

Now suppose that a sequence of these particles are released, inde-

pendently, such that one has an ensemble of trajectories in the flow.

Ensemble average property values may be defined, and in particular

the rate of change of mean square particle displacement follows from

‡A common convention is to represent Lagrangian variables by way of upper
case characters, thus, a particle’s position on the vertical axis is Z and its vertical
velocity is W ≡ dZ/dt.
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Equation.(1.47) as

dZ2

dt
= 2Z

dZ

dt
= 2

∫ t′=t

0

W (t)W (t′) dt′ . (1.48)

The spread of the plume in the vertical direction can be defined as

σz =
√
Z2

(root-mean-square vertical displacement) and a Lagrangian velocity au-

tocorrelation can be defined as

R(t′, τ) =
W (t′)W (t′ + τ)

σw2
, (1.49)

where τ = t− t′. Statistics of stationary turbulence are independent of

time, so R(t′, τ) = R(τ). Therefore, dτ = −dt′, τ = 0 when t′ = t, and

τ = t when t′ = 0. Equations 1.48 and 1.49 give the analytic solution

for the rate of increase of mean square particle displacement,

dZ2

dt
= 2σw

2

∫ τ=t

0

R(τ) dτ . (1.50)

This rigorous theoretical result, though applicable only to an idealized

regime of turbulence, demonstrates that the time rate of change of

the mean square particle displacement depends on the vertical velocity

variance, and a time integral of the Lagrangian velocity autocorrelation

function. It will be useful to introduce a Lagrangian integral time scale

TL =

∫ τ=∞

0

R(τ) dτ , (1.51)

in terms of which clearly(
dZ2

dt

)
t≫TL

= 2 σ2
w TL (= const) . (1.52)
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The earlier Gaussian solution (Equation 1.42) implies that

∂σz
2

∂t
= 2Kz , (1.53)

which can be reconciled to Equation 1.50 to give

Kz = σw
2

∫ τ=t

0

R(τ) dτ . (1.54)

This establishes that the eddy diffusivity is a function of particle travel

time, as stated in the beginning of this section. The classical diffusion

theory which predicts a plume width σz increasing as
√
t for all t is

incorrect. In the so-called “near field,” when t ≪ TL and R(τ) ≈ 1

by the definition of the Lagrangian velocity autocorrelation (Equation

1.49), Equation (1.50) gives

σz = σwt . (1.55)

The plume spreads linearly in time shortly after initial release.

Furthermore these results establish that the eddy diffusivity is a

constant (i.e. independent of time) in the “far field” (i.e. for travel

times t ≫ TL), with the specific value Kz = K∞ = σw
2TL from Equa-

tion (1.54). From Equation (1.50), it follows that in the far field

σz =
√
2K∞

√
t . (1.56)

From these justifiably results, Taylor deduced that:

1. the statistical evolution of concentration in homogenous turbu-

lence is completely governed by two statistical properties of the

turbulence, namely σw and TL; and,
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2. particles seen at a point z may have different effective diffusivities

corresponding to their different times of release (which as Taylor

noted, is illogical).

Therefore, though it provides an adequate approximation in the far

field of a source, the classical K-theory often used to close the mass

conservation equation (Equation 1.37) is fundamentally wrong, repre-

senting a serious weakness in the simplest Eulerian approach to mod-

eling atmospheric dispersion. Similar and related difficulties arise with

so-called “higher-order” turbulence closures, however the difficulty can

be overcome by pursuing the Lagrangian approach and numerically

“mimicking” an ensemble of particle trajectories. This approach has

flowered since computers became commonly and cheaply available, and

it will now be very briefly described. Much more detail will be given in

Chapter (3).

1.4.2 Lagrangian stochastic modeling of dispersion

Suppose for the present we restrict our attention to “passive” parti-

cles or “fluid elements,” i.e. particles that are not subject to buoyancy

forces and whose inertia is so small as to allow them to track all motions

of the fluid (air). Then Equation.(1.29) reduces to

dc

dt
≡ ∂c

∂t
+ u · ∇ c = 0, (1.57)

where dc/dt is the parcel following (or “material”) derivative. To a

satisfactory accuracy, particle concentration does not change along its
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trajectory, and this is the basis for the Lagrangian approach to turbu-

lent dispersion. If initial concentration is c0 at t = 0 for a tagged fluid

element, the concentration for that fluid element will remain constant

as time elapses. The Lagrangian approach to solving turbulent disper-

sion is to calculate the trajectories of a large sample of independent

“tagged” fluid elements. Once an ensemble of trajectories are known,

the mean concentration in a sampler of volume V can be deduced as

c̄ =
Qt̄

V
, (1.58)

where t̄ is the average time a (model) particle spends in the volume V ,

and Q is the rate of release of particles from the source.

Single-particle Lagrangian stochastic models

Assuming that flow statistics are known (i.e. given), the modern

numerical Lagrangian stochastic (LS) model computes an ensemble of

particle trajectories in the given system. Numerical LS models calculate

the evolution of particle positions in a sequence of steps, for example,

in the vertical direction:

Z(t) = Z(0) +
∑

W∆t , (1.59)

where ∆t is the time step. In order to mimic the trajectories of particles

correctly, the generated sequence of Lagrangian velocitiesW must have

the same statistical properties as would real world trajectories, e.g. σw

and TL. The “well-mixed condition” (Thompson, 1987) is the most



39

powerful known constraint on the design of an LS model, and (simply

put) it states that a set of tracer particles which are initially well-mixed

in the flow, must remain so for all later times. I shall elaborate on this

below.

LS model in a horizontally uniform atmosphere

It is widely believed to be an adequate approximation to treat sur-

face layer turbulence as Gaussian, but vertically-inhomogeneous. Fur-

thermore except very close to the ground, the mean alongwind velocity

u is large in magnitude w.r.t the typical fluctuations (u′); for this rea-

son, dispersion in the streamwise direction can often be ignored. Thus

plausibly the LS model may be one-dimensional, in the sense that only

the vertical component of the Lagrangian velocity needs to be modeled.

Needed wind statistics can be provided to the LS model by applying

the Monin Obukhov similarity theory (see Section 1.2).

LS model in a disturbed atmosphere

For regions where the air flow is highly disturbed, such as near a

windbreak, MOST does not apply. However RANS computational wind

models can be used to obtain necessary statistics used to drive an LS

model, and to simulate the Indian Head dust dispersion trials. This

was accomplished by numerically solving rigorous budget equations for

the turbulent stresses appearing in the momentum equations, which

are derived by manipulation of the Navier-Stokes equations using a
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well known second-order closure scheme (Wilson 1985). The RANS

calculation provided the spatial fields of the mean wind vector ui, the

Reynolds stress tensor τij, and the turbulent kinetic energy dissipation

rate ϵ.

1.5 Project overview and earlier studies

This thesis is based on a research project studying the effects of

a windbreak on the dispersion of road gravel dust in Saskatchewan.

Gravel roads are very common in the countryside in Saskatchewan;

as people drive vehicles along the dry gravel roads, dust particles are

disturbed and transported by the wind, and objects (e.g. buildings)

downwind are subjected to passing puffs or plumes of dust, which rep-

resents an air pollutant and a nuisance. As mentioned in the previous

section, the main function of a windbreak is to provide shelter in its

lee, where the magnitude of the wind is reduced, along with the rates

of turbulent transport of scalar quantities (i.e. heat, vapor, carbon

dioxide). Therefore, it is natural to raise the following question: is

constructing a windbreak an effective means to mitigate the

concentration of gravel dust? To answer the question one must

determine the difference between the dispersion patterns of dust parti-

cles in an area sheltered by a natural windbreak, and in a neighboring

unsheltered area.

Several previous studies have studied particle transport and disper-
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sion as disturbed by windbreaks, by means of field experiments and/or

numerical models. Raupach et al. (2001) developed a new theoretical

model to study entrapment of particles by thin windbreaks (details of

the model are described in Section 1.3.2) and to demonstrate the ef-

fectiveness of their theoretical model, they conducted experiments in

Australia to measure the transmittance of oil-based droplets having a

log median diameter of about 80µm (large particles) as they passed

through different windbreaks at different wind speeds, with the wind

direction approximately perpendicular to the windbreaks. The number

of rows of the experimental windbreaks varied from 1 to 4, and the

heights of the windbreaks varied from 7 to 11 m. Their results showed

that 80 − 90% of the particles were filtered from the bleed flow; the

ratio of downwind to upwind concentrations increased with wind speed

in strong winds (over 6m s−1), and decreased with wind speed at low

wind speeds (less than 1m s−1).

Wilson (2000) compared heavy particle deposition, simulated by

a sequence of the most rudimentary of Lagrangian models and more

faithful but time-consuming approach of explicitly modeling particle

acceleration using equations of motion, with the observations reported

by Hage (1961) and Walker (1965) of surface deposition of glass beads

with mean diameters of 49µm, 56µm, and 107µm under neutral atmo-

spheric conditions. The glass beads were released continuously from a

height of 7.4m or 15m over a field at the Suffield Research station in Al-

berta, Canada. Wilson found that to compute trajectories of particles
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in this size range it suffices to add a gravitational settling velocity wg to

a well-mixed first order Lagrangian stochastic model for fluid element

trajectories, and to reduce the velocity autocorrelation timescale along

the heavy particle trajectory relative to the fluid-Lagrangian timescale.

The fidelity of the LS model is not significantly lower than explicitly

modeling particle acceleration using the particle equation of motion

except in the region very close to the ground where the ratio of par-

ticle inertial timescale to turbulence timescale is not small. With the

timescale reduction parameter β ∼ 2, the results simulated by the LS

model with the superposition of a gravitational settling velocity and re-

duced velocity autocorrelation timescale showed satisfactory agreement

with observation, generally within 20% error.

Bouvet et al. (2006) conducted experiments in France to observe

the deposition of heavy particles (glass beads with gravitational settling

velocity 8.7 cm s−1) in a horizontally-homogeneous wind field, and in a

non-uniform wind field disturbed by a fence standing perpendicular to

the prevailing wind. A Lagrangian stochastic (LS) particle trajectory

model, coupled with a wind model based on a Reynolds stress tur-

bulence closure, was utilized to simulate heavy particle dispersion. A

heuristic adjustment based on Wilson’s (2000) approach was adopted

to account for the inertia of heavy particles. Bouvet et al. found that

the modeled deposition rates matched the observations to a degree of

accuracy expressed as E = 30%, where E is the root-mean-square error

normalized by the peak value of deposition rate along the deposition
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swath. From the pattern of deposition rate, they concluded that the

relative positions of source and fence determined the importance of di-

rect deposition to the windbreak. When the source was positioned just

above the height of the fence, entrapment reduced ground deposition.

The disturbed wind field affected the deposition in two contrary ways:

(1) the positive mean vertical wind near the fence lifted the particle

plume, which (acting alone would have) caused the particles to drift

further downwind before depositing to ground; but (2), the decreased

horizontal wind speed caused the particles to deposit much earlier and

the spread of the deposited particles was significantly reduced.

Bouvet et al. (2007) extended their research to study the filtering

function of a thick natural windbreak, making measurements of the

transport and deposition of artificial particles (again, glass beads) to

a thick shelterbelt composed of four rows of maize with an aspect ra-

tio W/H of 1.6. Vertical profiles of particle concentration and wind

speed allowed the determination of the streamwise particle fluxes up-

wind and downwind of the shelterbelt, and the deposition flux to ground

within the shelterbelt was also measured. The numerical model (again,

a Lagrangian stochastic model coupled with a RANS wind model) was

modified to add an algorithm for deposition/rebound onto vegetation

within the shelterbelt. Bouvet et al. concluded that the extended LS

model provided a satisfactory account of concentration and deposition

in the vicinity of the thick natural windbreak for which the ‘thin wind-

break’ theory (Raupach et al. 2001) was inapplicable. They found that
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a considerable proportion of particles that had entered the shelterbelt

across its upstream side were lifted by the mean updraft induced by

the pressure disturbance just upwind of the shelterbelt. The abrupt

change of the concentration profile across the hedge was well captured,

with errors no larger than 24%. The match of observed deposition and

modeled deposition was accurate within 14% and 35%. The modeling

errors were caused by the input horizontal wind velocity and the mod-

eling of particle dispersion. The windbreak preferentially filtered large

particles due to their larger gravitational settling velocity, and smaller

particles tended to deposit less onto vegetation.

This thesis follows more or less the method adopted in previous

studies mentioned above, comparing experimental observations with

model simulations in part to examine the accuracy of numerical models

but in part (and as main motivation) to identify qualitative/quantitative

patterns of atmospheric dispersion. As noted above, Wilson (2000) es-

tablished that heavy particle trajectories can be effectively modeled

by means of a Lagrangian model with superposition of a gravitational

settling velocity and reduced velocity autocorrelation timescale along

the heavy particle trajectory relative to the fluid-Lagrangian timescale.

This thesis adopted this approach to model dust particle trajectories

according to the conditions at the experimental site in Indian Head,

SK.

Raupach et al. (2001) and Bouvet et al. (2006, 2007) developed the-

oretical methods to account for the filtering function of a windbreak.
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Raupach et al. focused their study on thin windbreaks (i.eW/H ≪ 1),

and Bouvet et al (2007) extended the study to a thick natural shelter-

belt (W/H ≥ 1) by parameterizing the complicated deposition and

rebound within the windbreak. The primary purpose of this project is

to explore the effects of a natural windbreak withW/H = 0.5 on gravel

dust dispersion. There is no doubt that intricate particle motion (i.e.

deposition, rebound) occurs inside the windbreak. The focus for this

thesis is not to develop a new theoretical method to account for the

particle motion inside the windbreak, but to utilize existing theories

and models, i.e., a theory for particle entrapment by thin windbreaks

(Raupach et al. 2001), and a modified Lagrangian model following the

description of Wilson (2000), to simulate dust dispersion, specifically

concentration downwind of the windbreak as contrasted with that pre-

vailing in an open (unsheltered) area. The model results can be com-

pared with measurements conducted in the field, thereby to deduce

the effects of the windbreak. The secondary purpose of the project is

to provide new measurements (1) to evaluate the performance of the

Lagrangian stochastic model through comparison of modeled data to

observations, and (2) to show the usefulness of the existing heuristic

approaches to model atmospheric dispersion.

The methodology of the field experiments and their subsequent anal-

ysis, along with key experimental results, are described in Chapter (2).

Theoretical details of the Lagrangian stochastic model developed for

this project are described in Chapter (3), and the modeled results are
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presented in Chapter (4). Chapter (5) compares the experimental re-

sults to modeled results. Finally, a conclusion is provided in Chapter

(6).
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Chapter 2

Field experiments in Indian Head, SK

Field experiments to study the effect of a natural windbreak on the

dispersion of gravel dust were conducted in Indian Head, Saskatchewan,

during the summer of 2011. In this Chapter I introduce the method-

ology of the experiments, describing the field site, the arrangement

of sensors, and the meteorological conditions during the experiments.

Methods used to process the wind and dust concentration data are in-

troduced. The chapter concludes with an overview of the measured

data, and some interpretation.

2.1 Experiment setup

Field surrounding

A gravel road, located 60m west of a shelterbelt, served as the

dust source for the experiments. Gravel is composed of unconsolidated

rock fragments having a wide range of particle sizes. Dust particles
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are blown off easily as vehicles travel along the gravel road. Smaller

particles can be carried longer distances by the prevailing wind, whereas

larger particles tend to quickly fall out of the air.

The shelterbelt in this experiment consisted of two rows of trees:

green ash (Fraxinus pennsylvanica) (Gucker 2005) in the west (upwind

facing) row, and scots pine (Pinus sylvestris) (Sullivan 1993) in the

east (downwind facing) row (Figure 2.1). The windbreak was oriented

north-south at longitude −103.99237 degrees, and its length spanned

the latitude range 50.58810 to 50.59335 degrees (as already noted, the

trees were located 60m east of the gravel road). A 50m section of

trees had been removed from the south end of the (originally, longer)

windbreak in order to provide an “unsheltered” area∗ to serve as a

reference site for comparison with the area sheltered by the windbreak

(Figure 2.2). The bounding dimensions of the windbreak were its height

(H = 10m) and width (W = 4.7m), giving an aspect ratio W/H ≈

0.5.

The presence of the windbreak has two consequences. Firstly, it dis-

turbed the ambient wind field which, in the absence of the windbreak,

should have been horizontally homogeneous. Secondly, it filtered air-

borne dust particles carried by the bleed flow as they passed through

the windbreak. Therefore, measurements of wind and aerial dust con-

∗The quotes on “unsheltered” are appropriate, because for downwind distances
x that are not small compared to the 50 m width of the gap one may well expect an
influence of the shelterbelt on the wind speed – and such an influence is suggested
by the wind data to be given later in this chapter.
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centration in the lee of the windbreak and matching measurements in

the unsheltered (i.e. reference) area were the primary purpose of the

experiment.

Figure 2.1: The windbreak at the field site, running in the North-South
direction.

For clarity, the coordinate system is presented before further de-

scription of the experimental setup (see Figure 2.3). The windbreak

was located along the positive y axis; the unsheltered area (y < 0)

stretched for about 50m along the north south direction; the concen-

tration measured in the unsheltered area is chosen as the reference

transect for comparison with concentration measured in the lee of the

windbreak. The downwind direction was along the positive x axis, and

we define x = 0 as the location of the windbreak. In this thesis, position
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Figure 2.2: Trees at the south end of the windbreak were removed to
create an unsheltered area.
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coordinates in the x-z plane are often scaled by H, the height of the

windbreak. In other words, a measurement location in the field can be

expressed as (x/H, z/H)ref along the reference measurement transect

or (x/H, z/H)lee along the sheltered measurement transect.

Figure 2.3: The coordinate system of the field site in Indian Head,
SK. Downwind direction is along the positive x axis. In the chosen
coordinate system, dust was released at x/H = −6.

The following two conditions must be met in order to obtain mean-

ingful data:

• The prevailing wind must come from west because the gravel road

(dust source) was located west of the windbreak.

• The gravel road must be dry so that dust on the road can be

lifted and transported by the mean wind.

These conditions were met during five separate periods of experimen-

tation, conducted in 2011 on Jul 27th, Aug 4th, Aug 10th, Aug 17th
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and Aug 23rd.

For each day’s experiment, and with all sensors switched on, a truck

was driven along the gravel road at a speed of about 80mhr−1 from one

end to other. As the vehicle travelled along the road, dust particles were

lifted and transported by the prevailing wind, and the resulting dust

plume was blown downwind. A total of 20 such runs were conducted

for each field day, with a time interval of 2 minutes between any two

consecutive runs. Therefore, not counting preparation time (erection

of masts, etc.) it took about 40 minutes to complete each experiment.

Arrangement of sensors

Dust concentration, wind speed and wind direction were the primary

variables measured at the site; other variables such as atmospheric sta-

bility, roughness length, and friction velocity can be inferred from wind

data. In this experiment, dust concentrations at different downwind

locations were measured by several Casella total dust burden monitors

and Rotorod spore counters. Data prescribing the upwind (ambient)

flow were measured by a three-dimensional sonic anemometer. Several

cup anemometers were installed east of the windbreak to measure wind

speed.

Casella total dust burden monitors Microdust Pro from Casella

was the type of dust monitors used in the field site (Figures 2.4 and

2.5). A Microdust Pro is a real time particulate monitor for measur-
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ing instantaneous concentration of suspended particles in the air. The

monitor is capable of measuring concentration (total mass of parti-

cles in a sample of air) ranging from 0.001mgm−3 to 2500mgm−3 by

pumping air through its optical chamber to sense the change of optical

refractivity of the dust-laden air.

Two Casella dust monitors were placed at locations (0.75, 0.2)lee

and (10, 0.2)lee downwind of the windbreak†. Two other Casella moni-

tors were placed at the matching positions (0.75, 0.2)ref and (10, 0.2)ref

along the reference transect for comparison.

Rotorod spore counters A Rotorod spore counter consists of a

rapidly spinning piece of U-shaped metal, whose opposing arms are

coated (on opposite sides) with silicon grease so as to trap particles

whose inertia prevents their being washed out of the path of the sam-

pling arms (see Figure 2.6). In addition, the trapping sides were painted

with white fingernail polish. The width and length of each rod are 2mm

and 58mm, and the rods are 4 cm apart. During its operation in the

field, a Rotorod was connected with a motor powered by a 12.7V bat-

tery, and spun at 2400 rpm (revolutions per minute) around its central

axis. When dust-laden wind passed a spinning Rotorod, dust particles

would collide onto the greased sides of the rods owing to their inertia.

After the experiment, rods loaded with dust particles were put under a

microscope. Six 2mm× 2mm sampling areas were chosen on the sur-

†Position coordinates in the thesis will be denoted (x/H, z/H), where H is the
height of the windbreak.
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Figure 2.4: A casella dust monitor was attached to a tripod at the
height of 2m in the field.
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Figure 2.5: Attaching a Casella dust monitor to a tripod at the height
of 2m in the field.
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face of each dust-loaded rod. The distance between any two neighboring

sampling areas was about 1 cm. In this way, a systematic sampling was

achieved in order to account for heterogeneity of dust particle distribu-

tion in size. The next step was to take a picture for each sampling area

and use image-processing software to count and classify the number of

trapped dust particles according to their size (see Figure 2.7). Details

are given in Appendix A.

Generally speaking, Rotorods were placed on transects at z/H =

0.2, 1.2 at distances x/H = (0.75, 5, 10) downwind of the windbreak,

with matching placements in the unsheltered area. In the coordinate

system adopted, these locations can be expressed as (0.75, 0.2/1.2)ref/lee,

(5, 0.2/1.2)ref/lee, and (10, 0.2/1.2)ref/lee. However, due to some practi-

cal problems ‡, the Rotorods’ positions were not always consistent for

the five days. Figure 2.8 shows that a researcher was placing a Rotorod

counter onto a stand at the height of 2m in the field.

Wind measurement A 3-dimensional sonic anemometer was placed

at (−3, 0.2)ref to measure the mean and fluctuating velocities. Hor-

izontal wind speed downwind over the field site was measured by a

number of RM Young 3-cup anemometers. The original idea was to

couple each cup anemometer with one Rotorod spore counter for dust

concentration. However, due to practical problems, the positions of

cup anemometers did not always correspond to the positions of Ro-

‡For example, a few Rotorods’ motors unexpectedly stopped operating, and some
Rotorods were blown off by strong winds.
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Figure 2.6: Schematic showing the dimension of a Rotorod spore
counter. When it is switched on, it spins on the central axis at 2400
rpm. The grey part represents particles stuck onto the greased side of
the rod.
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Figure 2.7: Schematic of the sampling areas on a Rotorod. Pictures
of 2mm× 2mm sampling areas under a microscope were processed by
image software to count and classify dust particles in each sampling
area.
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Figure 2.8: Placing a Rotorod onto a stand at the height of 2m
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torod counters. Generally, the coordinates of cup anemometers were

(0.75, 0.2/1.2)ref/lee, (5, 0.2/1.2)ref/lee, (10, 0.2/1.2)ref/lee, as for the Ro-

torods. Figure 2.9 shows a sonic anemometer, a cup anemomenter and

a Rotorod on a stand of 2m high. Figure 2.10 shows that researchers

were attaching a data logger onto a sonic anemometer in the field.

Figure 2.9: A sonic anemometer, a cup anemomenter and a Rotorod
on a stand of 2m high in the field.

Several 12m poles with exterior arms at the height of 2m and 12m

respectively were used in the field (Figure 2.11). Cup anemometers

and Rotorods were attached onto the exterior arms. Figure 2.12 shows

researchers were standing a pole in the field.
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Figure 2.10: Attaching a data logger onto a sonic anemometer.
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Figure 2.11: A 12m measurement pole in the field.
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Figure 2.12: Standing a measurement pole in the field.

2.2 Method of experimental data analysis

2.2.1 Meteorological conditions

The sampling frequency for the 3D sonic anemometer was 10 Hz,

allowing to estimate the friction velocity u∗ and the Obukhov length L

(Equation 1.9). These two parameters can be used to determine wind

profile in the unsheltered, flat area where no obstacles impede the wind.

According to Monin-Obukhov similarity theory (see Section 1.2), the

(normalized) mean wind shear can be represented by a function of z/L

kvz

u∗

∂u

∂z
= ϕm(

z

L
) = (1− 28

z

L
)
−1/4

(2.1)
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where the specific form given here for ϕm was given by Dyer & Bradley

(1982) and applies in an unstably stratified atmosphere (L < 0).

Upon integration (Paulson 1970), the mean wind profile

u(z) =
u∗
kv

[ln
z

z0
− ψm(

z

L
) + ψm(

z0
L
)] (2.2)

where

ψm = 2 ln(
1 + ϕm

−1

2
) + ln(

1 + ϕm
−2

2
)− 2 arctan(ϕm

−1) +
π

2
. (2.3)

Equations 2.1 to 2.3 together with the wind speed at z/H = 0.2

measured by a 3D sonic anemometer can be used to estimate the mean

wind speed at (−3, 1.2)ref upwind, a value which was chosen as the

reference wind speed (least affected by the windbreak) to characterize

the strength of the undisturbed upwind flow. By fitting the wind profile,

one can estimate the roughness length z0, characterizing the surface

upwind.

The cup anemometers output average wind speed every one minute

during field experiments as shown in Figure 2.13. A mean wind speed

for each experimental period (40 minutes) was calculated to represent

the wind speed at each measurement location.

2.2.2 Dust concentration

Rotorod data

Rotorod spore counters are specialized in measuring time average

dust concentration with size discrimination over a period of time (i.e.
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Figure 2.13: An example to show that the one minute average wind
speed (m s−1) measured by cup anemometers fluctuated around a mean
wind speed at each measurement location. “Open” stands for the un-
sheltered area.
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40 minutes for field experiments in Indian Head, SK). By analyzing pic-

tures of Rotorod samples using image processing software, I was able

to identify dust particles of diameters from 1µm to 100µm and to clas-

sify them into 100 size bins whose centres span the range D = 1µm

to D = 100µm with equal bin widths of 1µm. Concentration of dust

particles in each size bin (indexed k) can be calculated by counting the

number of particles in the size bin (see Equation. 2.4). In summary,

the size bins are characterized by

Dmin 1µm
Dmax 100µm
∆D 1µm

Theoretical basis for calculating time average dust concentra-

tion The time average concentration at a location in the field ck(x, z)

of dust of a specified size class k can be inferred from counting the

number of dust particles belonging to that size class trapped by Ro-

torods out of the volume of sampling air swept out by the spinning rods

according to the following equation (Bouvet et al. 2007)

ck(x, z) =
Nk(x, z)

AΩ π d∆ t EI

, (2.4)

where Nk(x, z) is the number of particles on Rotorod samples falling

into the kth size bin at the measurement position (x, z); A is the area of

the sampling surface; Ω = 2400 rpm is the number of revolutions of the

Rotorod per minute; d = 4 cm is the distance of separation between

the two rods of a Rotorod; ∆t = 40min is the duration of the field
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experiment; and EI is the efficiency of impaction of dust particles onto

the spinning Rotorod. The latter can be calculated as

EI =
0.86

1 + 0.442St
−1.967 , (2.5)

(Bouvet et al. 2007) where St is the Stokes number, which can be

regarded as the ratio of the characteristic stopping time of a particle

to the characteristic flow time around the collector (Israel & Rosner

1982). According to Aylor (1993), the Stokes number for a particle

interacting with a Rotorod is

St =
wgUt

gl
, (2.6)

where l = 2mm is the Rotorod width, wg is the gravitational settling

velocity of the particles (a function of particle size) and

Ut =
Ωπd

60 s
= 5.03m s−1 (2.7)

is the tangential speed of the rotating rod. According to Stokes’ law,

the settling velocity is

wg =
2

9

ρp − ρf
µ

gR2, (2.8)

where R is the radius of the particle, ρp and ρf are particle density and

fluid density respectively.

For this experiment, it is assumed that the density of gravel parti-

cles is ρp = 1522 kgm−3, and ρf is the air density which can be deter-

mined by the ideal gas law. In Equation 2.8, µ is the dynamic viscosity
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of air, which is a function of temperature. Average temperature for

the five field days listed was around 300K; µ for T = 300K is about

1.8665× 10−5( kgm−1 s−1). Figure 2.14 plots gravitational settling ve-

locity versus particle diameter, computed for gravel dust particles hav-

ing diameters less than 100µm. Table 2.1 gives numeric values.

Diameter (µm) wg(m s−1)
2 0.0002
6 0.0016
10 0.0044
20 0.0177
50 0.1109
100 0.4436

Table 2.1: Gravitational settling velocity for gravel dust particles cal-
culated for the specified particle sizes according to Stokes’ law

Equations (2.5 - 2.8) show that EI is sensitive to particle size; in

order words, the probability of particles being stuck onto the spinning

rods varies with particle size. Figure 2.15 shows that efficiency of par-

ticle impaction increases as particle sizes increase, and EI achieves the

value of 1 for particle diameters larger than 25µm when the Rotorod

spins at 2400 rpm.

In addition, it is necessary to mention that the time average dust

concentration calculated from Equation 2.4 has the unit (number of

particles m−3). If the unit (mass m−3) is needed to express concentra-

tion, it is necessary to find out the mass of individual dust particles to

obtain mass/m3 = Nk × ρp × Vk, where Vk refers to the volume of an

individual dust particle belonging to the kth size bin. For this study,
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Figure 2.14: Settling velocity of dust particles detected in Indian Head
experiment vs diameter, according to Stokes’ law.
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drawing close to a Rotorod spore counter spinning at 2400 rpm.
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assume dust particles are spherical and all dust particles in one size

bin are uniform in size, both of which are oversimplifications. Thus

Vk = (4/3)π(Dk/2)
3 can be regarded as the volume of individual dust

particles in the kth size bin, where Dk is the particle diameter associ-

ated with the center of each size bin.

Casella data

Unlike Rotorod counters, Casella dust monitors can only output

aggregate concentration without distinguishing particle sizes, but they

can measure instantaneous dust concentration c(t) at a location (x/H, z/H).

The time series of dust concentration obtained by Casella monitors as

shown in Figure 2.16 were processed by the following two procedures,

first zeroing background concentration and then correcting concentra-

tion measurement, in order to reduce measurement errors.

Zero background concentration Ideally, for a given location down-

wind of the dust source, dust concentration rose gradually from clear

air (c = 0). However, due to some practical issues (e.g. the accuracy of

zero adjustment operation of Casella monitors), the initial concentra-

tion was not always zero. To compensate for discrepancies and make

measurements easier for comparison, I manually adjusted the back-

ground dust concentration prior to the release of dust particles for each

dispersion period stemming from one vehicel pass to zero.
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Figure 2.16: Time series of instantaneous dust concentration moni-
tored at various downwind locations on Jul 27th, and Aug 23rd. These
records are from Casella monitors placed at z/H = 0.2. One peak
represents one pass of the vehicle on the gravel road (source of dust).
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Correct concentration measurement The quality of field exper-

iments is sensitive to the accuracy of dust concentration measured by

Casella monitors. Therefore, concentration measurements need to be

corrected before further analysis. In order to find out the correction

factor, the four Casella monitors used in regular field days were placed

side by side 30m downwind of the gravel dust road reading instanta-

neous dust concentration while a vehicle was travelling rapidly from one

end to other of the test area to raise dust plumes. 10 such passes with

a time interval of 1 minute were conducted on Aug 23rd. Given the

arrangement of the sensors, it is expected that the four Casella moni-

tors should give the same concentration readings, hence the ensemble

mean concentration for the 10 vehicle passes should overlap exactly.

However, minor differences were found.

A correction method was developed to minimize the differences in

the following way. First, label curves of ensemble mean concentration

using the corresponding Casella monitors. Next, choose the best be-

haved curve obtained from the readings of Casella monitors. Find the

peak value of the chosen curve as a reference value, labeled as c(max)0.

Then, find the peak concentration for the remaining 3 curves. The

correction factor (r) for each Casella monitor should be

ri =
c(max)0
c(max)i

,

where i stands for the label of the Casella monitor.
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Approximate ensemble mean concentration transient In a tur-

bulent atmosphere, instantaneous concentration (c) at any location as

shown in Figure 2.16 can be represented by

c = ⟨c⟩+ c′ (2.9)

since an instantaneous property at any point in a turbulent flow is a

superposition of a mean value and fluctuations. The mean dust concen-

tration can be approximated by an ensemble average of a large number

of realizations, and each passage of a dust plume is called a realiza-

tion. 20 realizations were obtained for each field experiment. Figure

2.16 shows the first 6 realizations for two field days, Jul 27 and Aug 23.

Each realization of dust concentration stems from gravel dust disturbed

by the vehicle either moving from the south end to the north end along

the gravel road or the other way around.

Before proceeding to introduce the method of ensemble averaging

concentration transients in the field, it is essential to review the proce-

dure of the field experiment, briefly outlined earlier in section 2.1 and

depicted in Figure 2.17. For each field experiment, a vehicle always

started at the south end point on the gravel road and was driven to-

wards the north end on the road to complete its first pass, during which

the vehicle would pass the reference transect first and then the sheltered

transect. The time interval between any two consecutive passes was two

minutes, with an uncertainty of ±2 sec. Starting from the second pass

(i.e. vehicle running from the north end towards the south end), the
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driver would ensure that he arrived at the first transect he encountered

along the gravel road at the beginning of the two-minute interval with

a speed of 80 kmhr−1. Specifically, in terms of the actual time line and

Figure 2.17, at t = 0, the vehicle started at the south end and Casella

monitors were turned on at the same moment; at t = 120 sec, the ve-

hicle had already started its second run towards the south end on the

road and just passed the sheltered transect on the gravel road. Since

the distance between the sheltered transect and reference transect was

100m, it took another 5 sec approximately before the vehicle arrived

at the reference transect. The rest of the pass was not very important.

The next noticeable event was that the vehicle would pass the reference

transect at t = 240 sec on its way to complete its third pass towards the

north end. The vehicle continued in this way until a total of 20 passes

had been completed; 10 of them were South to North (S-N) passes as

represented by the solid arrow in Figure 2.17, and the other 10 were

North to South (N-S) passes shown as the dotted arrow.

Ideally, downwind transport of gravel dust along the reference/sheltered

transect would start at the moment the vehicle passed at transect, so

this is the moment when the measurement time of the two Casella

monitors on that transect should be set to ‘0’ for the vehicle pass. Ob-

viously, the time origins at each transect were different for S-N and

N-S passes, and their values can be gauged from distance between the

reference and sheltered transect and vehicle speed (see Figure 2.17).

From the earlier description of the experimental procedures, we know
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that except for the first S-N pass, the vehicle would pass the reference

transect at the beginning of a 2-minute S-N pass (i.e. t = 0), and at

t ≈ 5 sec for the N-S pass that follows. Conversely, the vehicle would

pass the sheltered transect at the beginning of a 2-minute N-S pass,

and at t ≈ 5 sec on the following S-N pass.

For each experiment, the time base of the Casella monitors were

synchronized with the driver’s clock, which means that time was set

to zero at the moment when the vehicle left the south end of gravel

road and Casella monitors were switched on. After the experiment,

one obtains the unshifted time series of dust concentration c(t) for

0 ≤ t < 20 × 120 sec. Because the time point at which the vehicle

arrived at the reference and shelter transect on the first S-N pass was

not recorded during each experiment and was subject to change due

to the time needed for the vehicle to accelerate from 0 to 80 kmhr−1

after it started initially during the experiment, the first S-N pass (i.e.

0 ≤ t < 120) was not counted for ensemble average of concentration

transients. The time series c(t) at (x/H, z/H)ref/lee can be further

rearranged into a matrix cij(ti), where i = [1, 120] stands for index

of time points within a single 120-second pass, with t1 = 0 and t120 =

119 sec. j = [1, 20] stands for the index of realizations (passes). Odd

j’s indicate S-N passes and even j’s are for N-S passes. After shifting

the time origin for realizations with index j = 2 to 20 (i.e. disregarding

the first realization), concentration matrix cij(ti) can be transformed

into cij
⋆(ti

⋆), where ti
⋆ = ti − t0 for ti ≥ t0, and t0 is the time origin of
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the transect.

For the reference transect (i.e. measurement location at (x/H, z/H)ref),

t0 =

0, j = 2k + 1, k = [1, 9] S −N

5, j = 2k, k = [1, 10] N − S .
(2.10)

For the sheltered transect (i.e. measurement location at (x/H, z/H)lee),

t0 =

5, j = 2k + 1, k = [1, 9] S −N

0, j = 2k, k = [1, 10] N − S .
(2.11)

After the transformation of cij(ti) to cij
⋆(ti

⋆), the concentration

transient for each pass was set to incorporate a 115-second period in-

stead of 120 second due to the 5-second lag between the reference and

sheltered transect. The ensemble average of dust concentration tran-

sient for each field day can be approximated by

⟨c(t)⟩ ≈
∑j=20

j=2 cij
⋆(ti

⋆)

19
, (2.12)

where ti = [0, 114] sec.

Scaled ensemble mean concentration transient Ensemble mean

concentration transient at the same measurement location for different

field days varied a lot in magnitude, which makes it difficult to seek

general patterns of dust dispersion under similar atmospheric stability

conditions (e.g. neutral stratification). Scaling methods can be applied

to reduce the variability between different runs. When wind speed is

fast, particles move more quickly and the residence time of particles
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Figure 2.17: Field schematic for estimating time origin of Casella mea-
surement at reference and sheltered transect
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at downwind locations is reduced, which results in a sparse spatial dis-

tribution of dust particles and lower particle concentration; similarly,

slow movement of dust particles resulting longer residence time (higher

concentration) may be associated with low wind speed. For this reason,

it is expected that higher wind speed is associated with lower concen-

tration and vice versa, which implies the product Uref × ⟨c⟩ is similar

from run to run. The product can be normalized by a chosen reference

concentration (cref) for each field day to minimize variabilities in con-

centration among different experimental runs. Moreover, the product

Uref × t is similar from run to run because dust plumes arrive earlier

when wind is fast (large Uref) and vice versa. Therefore, the original

plot of ensemble mean concentration vs. time can be scaled as follows.

The ordinate is expressed as Uref⟨c⟩/cref , and the abscissa is expressed

as Uref t. Ideally, Uref is the speed of the upwind flow not disturbed by

the windbreak; therefore, Uref is chosen as the wind speed at (−3, 1.2)ref

(as shown in table 2.2). cref is chosen as the peak value of the ensemble

dust concentration monitored at (0.75, 0.2)ref for each field day. The

resulting plots (Figures 2.26 and 2.27) will be shown and discussed in

Section 2.3.3.
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2.3 Results and discussion

2.3.1 Meteorological conditions

Table 2.2 summarizes the meteorological conditions for the five field

days in summer 2011, based on measurements of the sonic anemometer

placed at (−3, 0.2)ref where MOST applies (see Equation 2.2). Table

2.2 shows that the standard deviation of wind direction for the two

neutral field days (Jul 27th and Aug 23rd) is much smaller than on the

unstable field days. This reflects the known fact that wind direction

is more consistent in a neutral surface layer, and the pattern of dust

plumes resulted from transportation of gravel dust particles is more

straightforward and simpler to interpret than any other atmospheric

conditions. Therefore, dust concentration data for the two neutral field

days (Jul 27th and Aug 23rd) are used as a preliminary exploration; in

other words, this thesis focuses on field experiments conducted on Jul

27 and Aug 23.

The wind speed data (mean wind speed over each field experiment,

i.e. 40 minutes) are summarized in Table 2.3 and Table 2.4. Fig-

ures 2.18 and 2.19 plot the horizontal mean wind speed at z/H = 0.2

and z/H = 1.2. It is expected that mean wind speeds should decrease

downwind in the sheltered area, and remain constant in the unsheltered

area where the wind field is (nominally) homogeneous. Consequently,

the mean horizontal velocity of the sheltered downwind air flow is ex-

pected to be slower than that at matching positions in the unsheltered
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u∗ u(−3, 1.2)ref L z0 Stability Θ σΘ
Date m s−1 ms−1 m m degree degree

27/7/11 0.73 10.09 -184 0.0325 Neutral 225.0 15.9
4/8/11 0.45 4.72 -88 0.1075 Near Neutral 276.3 32.2
10/8/11 0.31 3.17 -18 0.0725 Unstable 295.9 57.8
17/8/11 0.28 3.41 -14 0.0275 Unstable 232.3 34.8
23/8/11 0.65 9.09 -106 0.0275 Neutral 282.5 14.1

Table 2.2: Summary of meteorological conditions (based on measure-
ment by a 3D sonic anemometer placed at (−3, 0.2)ref on field days in
2011; Θ denotes the wind direction of upwind air flow; 0/360 degree
indicates wind coming from north, and the reported wind directions
are average values over each experimental period, approximately 40
minutes.

area. The measurements contradict that expectation, for they show

that mean wind speed decreased with increasing x/H both in the shel-

tered area (as expected) and in the unsheltered area. This is probably

because the alongroad span of the “unsheltered” (reference) area along

the y-axis (see Figure 2.3) was not wide to assure the reference transect

sampled truly ambient (unsheltered) winds.

upwind x/H x/H Sheltered x/H Unsheltered
Date -3 0.75 5 0.75 5 10

27/7/11 7.26 4.56 2.19 7.39 6.29 5.31
4/8/11 3.11 1.98 0.79 3.39 2.78 2.41
10/8/11 2.29 1.17 0.73 2.13 1.19 NA
17/8/11 2.66 NA 1.14 NA NA NA
23/8/11 6.69 NA 1.94 NA NA NA

Table 2.3: Mean horizontal wind speed (m s−1) measured at z/H = 0.2.
Wind speed at (−3, 0.2)ref was measured by a sonic anemomenter, and
at other locations, wind speeds were measured by cup anemometers.
x/H = 0 indicates the position of the windbreak, and H is the height
of the windbreak
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upwind x/H x/H Sheltered x/H Unsheltered
Date -3 0.75 5 10 0.75 5 10

27/7/11 10.09 7.42 7.31 7.47 10.10 9.69 13.15
4/8/11 4.72 3.59 3.32 3.41 4.75 3.61 4.13
10/8/11 3.17 3.21 2.82 3.08 3.42 2.58 3.04
17/8/11 3.41 NA 2.67 NA NA NA NA
23/8/11 9.09 NA 6.34 NA NA NA NA

Table 2.4: Mean horizontal wind speed (m s−1) measured at z/H = 1.2.
Wind speed at (−3, 1.2)ref was estimated by MOST (Equation 2.2), and
at other locations, wind speeds were measured by cup anemometers.
x = 0 indicates the position of the windbreak, and H is the height of
the windbreak.
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Figure 2.18: Mean horizontal wind speed at z/H = 0.2 at various
downwind distances for different field days. The solid circles indicate
wind speed measured by a sonic anemometer at (−3, 0.2)ref .
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Figure 2.19: Mean horizontal wind speed at z/H = 1.2 height at various
downwind distances for different field days. The solid circles indicate
wind speed estimated by MOST at (−3, 1.2)ref .

2.3.2 Time average concentration

On Jul 27th, Rotorod counters were placed at several downwind

distances and at two heights (z/H = 0.2, 1.2) along the reference and

sheltered transects. On Aug 23rd, Rotorod counters were placed at

several downwind distances and at one height (z/H = 0.2). Ideally,

the positions of Rotorod counters along the reference and sheltered

transect should be matched; however, some problems occurred during

the field experiments; for example, a few Rotorods’ motors unexpect-

edly stopped operating, and some Rotorods were blown off by strong

winds. Therefore, I only obtained a few viable pairs of concentration

comparison between the reference and sheltered transect.

Measured time average concentrations for selected particle sizes are

shown in Tables (2.5, 2.6, 2.7) and are displayed graphically on Figures
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(2.20 and 2.21).

x/H Unsheltered x/H Sheltered
Dµm 0.75 5 10 -1 0.75 5
4 1.0E-04 1.0E-04 0.0E+00 2.0E-04 2.0E-04 1.0E-04
6 1.4E-02 1.2E-02 4.9E-03 1.5E-02 1.5E-02 1.4E-02
7 9.2E-03 7.7E-03 2.8E-03 9.1E-03 9.7E-03 8.2E-03
8 6.0E-03 5.3E-03 1.8E-03 5.8E-03 6.7E-03 5.5E-03
10 1.9E-03 1.7E-03 9.0E-04 2.0E-03 2.2E-03 2.2E-03
20 5.0E-04 7.0E-04 1.0E-04 7.0E-04 1.0E-03 4.0E-04
50 0.0E+00 8.0E-04 0.0E+00 0.0E+00 8.0E-04 7.0E-04

Table 2.5: Jul 27th: Measured time mean concentration by Rotorods
in mg m−3 at z/H = 0.2 for selected particle sizes. The windbreak was
located at x = 0. Dust was released from a gravel road at x/H = −6.

x/H Unsheltered x/H Sheltered
Dµm 0.75 5 10 -1 0.75 5 10
4 1.0E-04 1.0E-04 0.0E+00 1.0E-04 1.0E-04 1.0E-04 1.0E-04
6 1.0E-02 1.2E-02 6.1E-03 9.0E-03 1.1E-02 1.2E-02 1.1E-02
7 6.6E-03 7.8E-03 4.1E-03 6.0E-03 7.2E-03 7.0E-03 7.6E-03
8 4.6E-03 5.8E-03 3.1E-03 4.5E-03 4.9E-03 4.9E-03 5.3E-03
10 1.9E-03 2.0E-03 1.1E-03 2.0E-03 2.0E-03 1.8E-03 2.0E-03
20 8.0E-04 6.0E-04 5.0E-04 7.0E-04 7.0E-04 7.0E-04 7.0E-04
50 7.0E-04 0.0E+00 0.0E+00 0.0E+00 6.0E-04 7.0E-04 6.0E-04

Table 2.6: Jul 27th: Measured time mean concentration by Rotorods
in mg m−3 at z/H = 1.2 for selected particle sizes. The windbreak was
located at x = 0. Dust was released from a gravel road at x/H = −6.

It is evident that for each downwind measurement position, parti-

cles with diameters 5 ≤ D ≤ 10µm were most abundant in the dust

plume transported by the wind. At most downwind measurement po-

sitions, the time average concentration measured in the sheltered area

was larger than at the matched position on the reference transect, and
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Figure 2.20: Jul 27th: Plot of size discriminated time average con-
centration from measurements of Rotorods at z/H = 0.2 (upper panel)
and z/H = 1.2 (lower panel) vs. distance (scaled by the windbreak
height H = 10m) downwind of the source (x/H = −6) corresponding
to Tables (2.5 and 2.6).
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x/H Unsheltered x/H Sheltered
D(µm) 0.75 5 10 -1 0.75 5 10

4 2.0E-04 2.0E-04 2.0E-04 1.0E-04 1.0E-04 1.0E-04 2.0E-04
6 1.3E-02 1.2E-02 1.0E-02 1.3E-02 1.4E-02 1.0E-02 1.1E-02
7 7.9E-03 7.8E-03 6.7E-03 8.3E-03 8.3E-03 6.7E-03 6.9E-03
8 5.3E-03 5.3E-03 4.4E-03 5.3E-03 5.9E-03 4.4E-03 4.8E-03
10 2.1E-03 1.9E-03 2.0E-03 2.1E-03 2.4E-03 1.8E-03 1.9E-03
20 9.0E-04 8.0E-04 1.0E-03 9.0E-04 7.0E-04 9.0E-04 1.0E-03
50 2.3E-03 0.0E+00 7.0E-04 2.3E-03 6.0E-04 7.0E-04 0.0E+00

Table 2.7: Aug 23rd: Measured time mean concentration by Rotorods
in mg m−3 at z/H = 0.2 for selected particle sizes. The windbreak was
located at x = 0. Dust was released from a gravel road at x/H = −6.

Figure 2.21: Aug 23th: Plot of size discriminated time average con-
centration from measurements of Rotorods at z/H = 0.2 vs. distance
(scaled by the windbreak height H = 10m) downwind of the source
(x/H = −6) corresponding to table 2.7.
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Figures (2.18, 2.19) show that the wind speeds in the sheltered area

were slower than their matching positions in the unsheltered area. The

plots of time mean concentration vs. distance (Figures 2.20 and 2.21)

suggest that

(1) at a given downwind location, particle concentration varies with

particle size

(2) particle concentration varies with measurement position for par-

ticles with given size

To address the first and second implication, time average concen-

tration vs. particle diameter Dk at different downwind locations is

plotted. Figure 2.22 shows the size distribution measured on Jul 27th.

The plots for Aug 23 are very similar to that for Jul 27th. For clarity, I

only present the plots of Jul 27th in this Chapter (the plot for Aug 23

is shown in Figure A.5 in Appendix A). Although the plots at different

locations seem to be similar to each other, they do reveal some features

of the concentration distribution, specifically:

(1) at any downwind location, concentration started to increase quickly

for particles with diameters larger than 5µm, and concentration

peaked atD = 6µm. Concentration of particles larger than 10µm

decreased quickly but there was a tendency of rising concentration

for particles of diameters larger than 50µm;

(2) at both heights (z/H = 0.2 and z/H = 1.2), in the unsheltered
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Figure 2.22: Jul 27th: Size distribution of concentration (mg m−3)
at (0.75/5/10, 0.2/1.2)ref/lee along the reference and sheltered transect.
The mass concentration corresponding to each diameter (D) is based on
counting the number of particles whose diameter fall into D−0.5µm <
D < D + 0.5µm.
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area peak concentration measured at x/H = 10 was significantly

lower than at the other two horizontal locations closer to the

source. There was no significant difference between the concen-

trations measured at matching positions along the sheltered and

reference transects, except for (10, 1.2) where the peak value was

a lot higher along the sheltered transect. In general, time average

concentration was higher in the sheltered area and at the lower

height (z/H = 0.2) which was closer to the source of releasing;

however, the difference was not striking.

By inspecting the size distribution of concentration, one can see that

there was no shift in diameters of peak concentration at any location.

In other words, particles of 6µm (peak diameter) were abundant ev-

erywhere, but the question remains of how abundant were the 6µm

particles? (i.e. the percentage of 6µm in the dust plume); besides the

6µm particles, can one expect to detect particles of other sizes?; would

the proportion of dust particles change as the dust plume travelled fur-

ther downwind, and would the effects of the windbreak (i.e. disturbed

wind field and entrapment function) change the proportion of the dust

plume? To seek answers to these questions, an empirical probability

density function (pdf) of dust concentration was constructed using

f(Dk) =
ck

∆D
∑100

i=1 ck
, (2.13)

where ck is the concentration of particles captured by the Rotorod

counters belonging to the size range Dk − 0.5 < D ≤ Dk + 0.5 during
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each field experiment (i.e. a period of 40 minutes). By definition, the

probability that an airborne dust particle captured by the Rotorod at

a specific downwind location has a diameter belonging to the range

(D1, D2] is

P (D1 < D ≤ D2) =

∫ D2

D1

f(Dk)Dk.

Figure 2.23 shows the empirical pdf constructed by Equation 2.13

at (0.75, 0.2/1.2), (5, 0.2/1.2), (10, 0.2/1.2) along the sheltered and ref-

erence transect.

There is no significant difference from location to location in the

shape of pdf, so I did not use legends to distinguish the measurement

locations. In fact, all of them are quite similar, which suggests that the

proportion of particle sizes in the travelling dust plume didn’t vary a

lot. I surmise that dust particles of all sizes travelled at a similar speed

in the field; in this way, no particle would lag behind the dust plume,

thus the dust plume always retains the particles in the same propor-

tions. Although deposition and windbreak entrapment were expected,

movement of airborne dust particles was mainly driven by the prevail-

ing wind, and no other forces exerted on dust particles were significant

enough to influence the air flow; therefore, it is not surprising that all

dust particles travel at a similar speed. In addition, by the definition of

dust concentration pdf, the area under the curve of each measurement

location can represent P (1 < D ≤ 100µm) as marked on Fig 2.23.
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Figure 2.23: Jul 27th: Empirical pdf of ck from measurements of Ro-
torods at (0.75, 0.2/1.2)ref/lee, (5, 0.2/1.2)ref/lee, (10, 0.2/1.2)ref/lee along
reference and sheltered transect respectively. The gray area indicated
the probability of any particle in the dust plume belonging to the di-
ameter range [1µm, 100µm]
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2.3.3 Ensemble mean concentration transient

After background concentration had been zeroed and measurement

errors had been corrected (as outlined in section 2.2.2, the ensemble

average dust concentration transients as approximated by Equation

2.12 were computed, and are shown in Figures 2.24, 2.25 for the field

experiments of Jul 27th and Aug 23rd. The corresponding scaled time

series of ensemble concentration (Uref⟨c⟩/cref vs. Ureft) are shown in

Figures 2.26 and 2.27.
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Figure 2.24: Unscaled time series of ensemble mean dust concentration
on Jul 27. The horizontal measurement positions are shown on the
plot. All Casella monitors were placed at the vertical height of z = 2m.
Measurement of ensemble mean dust concentration at x/H = 0.75 in
the sheltered area was missing due to the malfunction of one of the
Casella monitors on Jul 27.

Figures 2.24 to 2.27 reveal some features of the passage of dust

plumes at the height of 2m in the field regarding the comparison of the

magnitude of peak concentration, its arrival time, and the duration of
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Figure 2.25: Unscaled time series of ensemble mean dust concentration
on Aug 23. The horizontal measurement positions are shown on the
plot. All Casella monitors were placed at the vertical height of z = 2m.
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Figure 2.26: Scaled time series of ensemble dust concentration at z =
2m on Jul 27. Uref = U(−3, 1.2)ref and cref = max(c(0.75, 0.2)ref).
The horizontal measurement positions are shown on the plot.
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Figure 2.27: Scaled time series of ensemble dust concentration at Z =
2m on Aug 23. Uref = U(−3, 1.2)ref and cref = max(c(0.75, 0.2)ref).
The horizontal measurement positions are shown on the plot.

dust plume passage which can be gauged by the width of the curves of

ensemble average concentration transients.

Comparing matched locations along reference and sheltered

transect At the farthest downwind location (i.e. x/H = 10), the

peak concentration along the sheltered transect was lower than that

at the matching position along the reference transect. The opposite

occurred at the near downwind location x/H = 0.75. At all moni-

tored locations, the concentration peak arrived later in the sheltered

area, which is to be expected because the wind, the medium carry-

ing dust particles, was slower in the lee of the windbreak. The width

of the curve of ensemble mean concentration vs. time was wider in

the sheltered area. This implies that it took more time for the dust



95

plume to pass a downwind location along the sheltered transect than

its matched location along the reference transect, another consequence

of the reduced wind speed. Furthermore, there were more fluctuations

shown in the ensemble concentration detected in the sheltered area,

especially for locations further downwind (i.e at x/H = 10).

Comparing near downwind locations with far downwind lo-

cations The peak concentration occurred earlier in locations closer to

the source, and the peak concentration at x/H = 0.75 was more than

twice as large as that at x/H = 10. The fact that some dust particles

(most likely large particles) had already deposited to ground by the

time the dust plume arrived at a far downwind location may account

for the lower peak concentration observed there. In addition, the du-

ration of the dust plume was usually longer (wider curve) for locations

further downwind (i.e. x/H = 10), and more flucutations in ensemble

average concentration were observed. In short, further downwind loca-

tions didn’t experience the abrupt change of dust concentration (sudden

rise and drop) seen at near downwind locations, but there would be a

prolonged passage of dust plumes at locations further downwind.

The data collected during the field experiments were not sufficient

to unambiguously discern the effect of the natural windbreak on dust

dispersion in the field. For example, it is unclear what causes the

peak concentration detected in the sheltered area to be higher than

that along the reference transect at x/H = 0.75, nor why the peak



96

concentration at the far downwind location x/H = 10 is reduced in the

sheltered area comparing to the matching location along the reference

transect (see Figures 2.24 and 2.25). Intuitively, particle removal by

windbreak entrapment and deposition may account for reduced peak

concentration in the sheltered area; however, the effect of the disturbed

wind field caused by the windbreak on dust dispersion is more difficult

to explain intuitively. For this reason, a numerical model is needed to

aid my investigation of the effects of the windbreak on dust dispersion.

A Lagrangian stochastic model is developed for this purpose, which is

the main topic of the next two Chapters.
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Chapter 3

The Lagrangian stochastic (LS) model

The objective of the Indian Head dust dispersion experiments was

to deduce the impact of a tree shelterbelt on the fate of dust lifting off

a nearby gravel road (see Figure 2.3). To assist with the interpretation

of the experiments, a Lagrangian stochastic (LS) particle trajectory

model was adapted.

LS models are designed to compute the paths of fluid elements, or

of particulates, in a given (or prescribed) turbulent flow — as defined

in terms of its velocity statistics. Those statistics may be horizontally

homogeneous, as (nominally) in the open region alongside the Indian

Head shelterbelt, or disturbed (horizontally inhomogeneous). From an

ensemble of trajectories one may obtain a theoretical value (c/Q)LS for

the ratio of mean concentration (at any point) to the emission rate; the

latter, so far as the experiments are concerned, was unknown. Then

given measured c and theoretical (c/Q)LS, one may (for instance) infer

a value for Q; and if the dust detector resolves particle size into classes
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(labelled k, say) then one may be able to estimate the emission rate

Qk in each of those size classes. Of interest here are two types of mean

concentration: the size-differentiated concentration ck = ck(x, y, z) pro-

vided by each of the Rotorods, which is an average over the entire 40

min of the experiment; and a size-aggregated, ensemble mean concen-

tration transient ⟨c⟩ = ⟨c⟩(x, y, z, t) provided by each of the Casellas.

The latter is obtained as the average over 19 vehicle passes (see Chapter

2), with suitable synchronization of the time origin so that the record

commences when the vehicle was directly upwind from the transect in

question.

Trajectories, representing particles from each of the observed size

classes, were discretized into small time steps ∆t (details follow below),

and always terminated upon contact with the ground or when the parti-

cle had travelled more than 500m away from the source (road). Particle

deposition to the shelterbelt foliage was parameterized in terms of the

particle Stokes number(St).

An LS trajectory model must be provided with (or “driven” by) the

statistics of the ambient wind field, i.e. the components ui of the mean

wind, the Reynolds stress tensor Rij ≡ u′iu
′
j (whose diagonal compo-

nents are the turbulent velocity variances), and the turbulent kinetic

energy dissipation rate ϵ. For the open (undisturbed) area velocity

statistics were assumed to be described by the Monin-Obukhov simi-

larity theory (MOST), which provides theoretical profiles allowing to

extrapolate to all heights from the values measured by a single sonic
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anemometer. Trajectories along the transect through the shelterbelt

were computed by an adaptation of the gridded LS model described by

Wilson et al. (2009). The needed wind statistics were provided by a

computation along the lines of Wilson (1985), i.e. a Reynolds-averaged

Navier-Stokes (RANS) model driven by a momentum sink parameteriz-

ing the windbreak. The calculation used a second-order closure scheme,

and provided flow statistics on a “grid”.

This chapter focuses on the theoretical basis and implementation of

the Lagrangian stochastic model.

3.1 Details of the LS model

3.1.1 Governing equations of the LS model

A first-order LS model can be utilized to model dispersion in the

atmospheric surface layer where the Reynolds number of the motion is

relatively high. Let X ≡ Xi(t) denote the position and U ≡ Ui(t) + ūi

the velocity of the moving particle, where ūi = ūi(X) is the Eulerian

mean velocity at the location of the particle. Assuming the evolution

of (X,U) is a Markov process, the velocity increment over a time step

dt is given by a generalized Langevin equation (Thomson 1987)

dUi = ai (X,U) dt+ bij dξj , (3.1)

while the position increment is

dXi = (Ui + ūi) dt. (3.2)
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In Equation 3.1 ai dt is the deterministic part of the velocity incre-

ment, while bij dξj is a random increment, dξj being an increment of

the Wiener process (with ⟨dξj⟩ = 0 and ⟨dξidξj⟩ = dt δij) and bij a scal-

ing coefficient (Thomson 1987). If the moving particle is significantly

heavier than the air it displaces, the effects of gravitational settling can-

not be ignored. The simplest approach is to adopt the “settling sticky

fluid element” (SSFE) model (Wilson 2000), which superimposes a con-

stant gravitational settling velocity on the turbulent vertical velocity,

and treats the ground as a perfectly absorbing surface (a suitable as-

sumption for particles with large densities, such as loose and dry gravel

dust). Therefore in order to model dust dispersion, Equation (3.2) has

been modified to

dXi = (Ui + ūi − wg δ3i) dt. (3.3)

It remains to specify the coefficients ai, bij. The LS model must be

consistent with inertial-subrange theory. For this reason, the choice of

bij must ensure the model is consistent with the Kolmogorov similarity

principle

⟨dUi dUj⟩ = C0 ϵ dt δij, (3.4)

where C0 is a universal constant and ϵ = ϵ(x) is the mean turbulent

kinetic energy dissipation rate. It follows that

bij =
√
C0ϵ δij . (3.5)

The deterministic coefficient of the acceleration (a) is constrained by

the well-mixed condition (Thomson 1987), viz. particles that are ini-
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tially well-mixed (in position and velocity space) must remain so for all

later times. This constraint links the specification of ai to the proba-

bility density function (PDF) of the Eulerian velocity fluctuation. Sup-

pose g denotes the joint PDF for the position and velocity of tracer

particles, and ga denotes the corresponding PDF for fluid elements. If

the tracer particles are initially well-mixed, then g is initially propor-

tional to ga, and must remain so. By virtue of this constraint (i.e. the

well-mixed equation) ai can be determined from the Equations 9a and

9b in Thomson (1987) (i.e. Equations 3.6 and 3.7 below):

ai ga =
∂

∂uj
(Bij ga) + ϕi(x,u, t) , (3.6)

∂ϕi

∂ui
= −∂ga

∂t
− ∂

∂xi
(ui ga) , (3.7)

where Bij = (1/2) bik bjk = (1/2)C0 ϵ δij (the lower case position and

velocity coordinates used above are the axes of position-velocity phase

space).

We assume the Eulerian velocity-fluctuation PDF is Gaussian

ga(u
′) =

√
detR−1

2π3/2
exp[−1

2
u′iRij

−1 u′j] , (3.8)

where the Reynolds stress tensor Rij is time-independent (the flow is

stationary). In the open (unsheltered) region Rij is vertically inhomo-

geneous but constant on horizontal planes, while around the windbreak

it varies with both the vertical and the alongwind (x) coordinates.

Thomson (1987) gave one particular well-mixed LS model that is

consistent with the Gaussian PDF, a model which can be expressed in
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the form (Wilson et al. 2009)

ai = T 0
i + T 1

ij Uj + T 2
ijk Uj Uk , (3.9)

where

T 0
i =

1

2

∂Ril

∂xl
, (3.10)

T 2
ijk =

1

2
Rlj

−1∂Ril

∂xk
, (3.11)

T 1
ij = −1

2
C0ϵRij

−1 + T 2
ijk ūk . (3.12)

Note that this model is quadratic in the velocity fluctuation, and that

the coefficients (the T ’s) can be calculated in advance and stored on

the grid.

3.1.2 Velocity autocorrelation time scale and time

step

For a first-order LS model, the time step ∆t must be chosen to en-

sure that the simulation resolves the evolution in velocity and position

over ∆t without the need to explicitly model fluid element acceleration.

Therefore, ∆t must satisfy ∆t ≪ TL, where TL is the Lagrangian time

scale measuring typical temporal persistence of the turbulent velocity.

TL can be related to the earlier coefficient b =
√
C0ϵ by the following

formula (Tennekes 1979)

TL =
σw

2

C0ϵ
, (3.13)

where (recall) C0 is the Kolmogorov constant.
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However the velocity correlation along the trajectory traced by a

heavy particle should be reduced relative to that along the path of a

fluid element. Following Sawford & Guest (1991) the velocity auto-

correlation timescale Γp for a heavy particle trajectory was assumed to

be

Γp =
TL√

1 + (βwg

σ
)
, (3.14)

where β is an empirical dimensionless constant. The LS model for this

thesis adopted β ≈ 2 following Wilson’s (2000) study of trajectory mod-

els for heavy particles in surface layer turbulence. Wilson demonstrated

that with β ≈ 2, the LS model estimated the location and width of the

deposition swath (of glass beads released from a continuous elevated

point source) very well.

3.1.3 Tuning the LS model by specifying C0

Although in principle C0 is a universal constant, in practice its value

is adjusted to “tune” the LS model so as to reproduce an optimal value

for an effective turbulent Schmidt number, i.e. ratio Sc = νT/K of the

eddy viscosity to the eddy diffusivity. According to Sawford & Guest

(1988), the diffusion limit of Thomson’s multidimensional LS model for

Gaussian turbulence implies the eddy diffusivity can be expressed as

K =
2(σw

4 + u∗
4)

C0ϵ
, (3.15)

assuming the TKE dissipation rate ϵ = u∗
3/(kv z) for local equilibrium

in the neutral surface layer (NSL). The eddy diffusivity in the ‘far field’
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(t ≫ TL) can be related to an effective Lagrangian time scale TL by

K = σw
2TL. In the NSL, TL can be parameterized as TL = aZ/σw, and

the eddy diffusivity K can be written as

K = aσwz, (3.16)

where a is an empirical coefficient. By Equation 3.15, the relation

between C0 and a is

C0 =
2kv
a

cw
4 + 1

cw
, (3.17)

where cw = σw/u∗. In a neutral atmosphere, σw can be expressed as

1.25u∗ or 1.3u∗ (Kaimal & Finnigan 1994; Wilson 2008), and the eddy

viscosity can be expressed as νT = kvu∗z. By definition of Sc one then

has the eddy diffusivity as

K =
1

Sc

kvu∗z. (3.18)

Equations 3.16 and 3.18 relate the empirical coefficient a to the

Schmidt number Sc. In other words, a implies Sc, and C0 can be

estimated by Equation 3.17. For this reason, C0 can be obtained by

calibrating the model against observations. The Project Prairie Grass

(PPG) short range tracer dispersion trials (Barad 1958; Haugen 1959),

conducted in a flat, open area under a wide range of stability conditions,

are regarded as suitable observations to tune LS models. Wilson et al.

(1981) recommended a ≈ 0.5 (implying Sc ≈ 0.63) for best agreement

with the PPG trials. Given that in the NSL cw = 1.25 or 1.3, it

follows from Equation 3.17 that C0 ≈ 4.4 or 4.8. To specify C0 for this
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project, measured c/Q at different heights for PPG Run 57 (neutral

stratification) were compared with modeled c/Q using differing values

of C0. The value C0 = 4.3 produced the closest match to observations

(see Figure 3.1), and was adopted for this study.

3.2 Implementation of the LS model

The implementation of the 3-D first-order LS model for this project

is based on the version of urbanLS documented by Wilson et al. (2009)

in their simulation of wind transport in the urban environment.

3.2.1 Numerical grid

A 3-D grid is constructed using Cartesian coordinates: the positive

x-axis points eastwards, the positive y-axis points northwards, and the

positive z-axis points upwards (see Figure 2.3). Space is subdivided into

control volumes (cv), whose centres are labelled (x(ic), y(jc), z(kc)).

Faces of control volumes lie midway between the nodes of adjacent

control volumes. The numerical grid spans the region −180m ≤ x ≤

1190m in the along-wind direction and 0m ≤ z ≤ 415m in the vertical

direction; it is assumed that symmetry prevails in the cross-wind (y)

direction in the unsheltered area and sheltered area respectively, so

that the ability of the model to discriminate gradients along y is not

called into action. The streamwise resolution of the numerical grid was

uniformly ∆x = 10m; vertical resolution was constant at ∆z ≈ 0.5m
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Figure 3.1: Vertical profiles of normalized mean, crosswind-integrated
concentration c/Q at a radial distance of 100 m from a continuous
near ground point source: comparison of an LS simulation (with C0 =
4.3) with measured values from Project Prairie Grass Run 57 (neutral
atmosphere: L = −239 m, u∗ = 0.5m s−1, z0 = 0.0058 m).

for z ≤ 20m, and gently coarsened above 20 m.

After velocity statistics at each cv center are read from the flow

calculation (or computed by MOST), one can use Equations (3.10-3.12)
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to calculate, at each control volume center, the values of T 0, T 1, and

T 2. For each time step of a particle trajectory, the model calculates ai

and bij using the (pre-calculated) T values and stored values for wind

statistics (namely, ui and ϵ) appropriate to the centre of cv presently

occupied by the particle. Following Wilson et al. (2009), the T ’s (and

wind statistics) are not interpolated to the particle’s exact position,

for as argued by Wilson et al. there is no evidence to suggest that

the accuracy of the model is improved by adopting a computationally

intensive interpolation scheme.

3.2.2 Wind field

The trajectory of a single particle simulated by the LS model is

driven by the statistics of the ambient wind field; therefore, all compo-

nents of the mean wind ui and of the Reynolds stress tensor u′iu
′
j as well

as the turbulent kinetic energy dissipation rate ϵ, at the center of each

cv are essential inputs to the LS model. In the absence of any flow dis-

turbance in the unsheltered area, i.e. if the surface layer is horizontally

homogeneous, the needed wind statistics can be calculated using the

Monin-Obukhov similarity theory (MOST). On the other hand in the

area sheltered by the windbreak, wind statistics (obviously) are hori-

zontally inhomogeneous and so MOST does not apply. The needed 3-D

wind statistics were supplied by a RANS wind flow model (whose inflow

velocity statistics were matched to the observations). The approach
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taken was to make the simulated mean wind transect at z/H = 0.2

match the few measured wind data along that line, by tuning the value

of the effective resistance coefficient (kr) representing the shelterbelt in

the RANS calculation; kr = 2.5 was adopted becasue it produces opti-

mal fitting of simulation with measurments at z/H = 0.2; in this way,

one obtained a reasonable approximation of the ambient mean velocity

as the basis for simulating particle trajectories (Figure 3.2).

Simulation of the disturbed airflow in the sheltered area under neu-

tral stratification and under the condition of a perpendicular mean wind

requires the specification of only two inputs: the ratio of the windbreak

height to the surface roughness length (H/z0), and the effective resis-

tance coefficient (kr) mentioned above.

Figure 3.3 shows the mean wind fields adopted for the unsheltered

and sheltered areas, respectively. The salient features of the disturbed

mean flow are:

1. mean streamline curvature of the air flow near the shelterbelt,

concave upwards upwind of the windbreak and concave down-

wards downwind, is due to a fraction of the oncoming mass flux

of air being forced to flow over the top of the windbreak; the in-

creased wind speed aloft forms a jet, associated with streamline

compression.

2. below the height of the windbreak, the mean wind speed is re-

duced significantly in the region 0 ≤ x/H ≤ 10.
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3. the region of strong reduction in mean velocity extends to about

x/H = 10, although the mean wind profile does not recover fully

even as far downwind as x/H = 15.

Turning now to the provision of turbulence fields to the LS model,

the lower panel of Figure 3.4 shows how the turbulence (as characterized

by the variance of vertical velocity, σw
2) varies with position along a

transect through the windbreak at z/H = 0.2. The reduction in the

immediate lee below the height of the windbreak and the enhanced

turbulence in the wake region are evident. The reduced turbulence in

the immediate lee (“quiet zone”) is probably due to an enhanced TKE

dissipation rate, for (Wilson 1985) the small scale TKE generated near

the windbreak dissipates rapidly. On the other hand, σw
2 increases by

more than 50% in the wake region, courtesy of strong wind shear. Thus

the RANS model provides turbulence fields to the LS model that are at

least qualitatively consistent with what are believed to be the dominant

effects.

3.2.3 Entrapment parameterization

Besides disturbing the upwind airflow, a natural windbreak is also

capable of filtering dust particles; that is, some fraction of the impinging

dust particles may deposit onto vegetation elements (this is known as

“entrapment”) as the dust-laden air flow passes through the windbreak.

Raupach et al. (2001) give a comprehensive review of particle entrap-
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Figure 3.2: RANS simulation of the relative mean wind speed curve and
of the normalized vertical velocity variance σw

2/σw0
2 along a transect

at z/H = 0.2 through a shelterbelt; wind speed and vertical velocity
variance at z/H = 0.2 of undisturbed (homogeneous) flow are labelled
u0 and σw0

2. The RANS model assumes neutral stratification and that
the mean wind is perpendicular to the windbreak, and used the mea-
sured value for the ratio H/z0 of windbreak height to surface roughness
length, i.e. H/z0 = 200. The resistance coefficient kr was treated
as a tuning parameter, and the profiles shown are for kr = 4.5. The
computational resolution is (∆x/H,∆z/H) = (1, 0.2).

ment by thin windbreaks (see Section 1.3.2), and this was extended by

Wilson (2005). The entrapment parameterization for the present LS

model is based on the approach of Raupach et al. who stated that

“in a Lagrangian or fluid following reference frame, the particle
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Figure 3.3: Comparing the mean wind field around the windbreak (up-
per panel), as simulated by the RANS model, with the wind field in the
homogeneous area as represented by the (laterally-unvarying) MOST
profile (lower panel). These fields are representative for neutral strat-
ification with the mean wind perpendicular to the shelterbelt. The
windbreak, outlined by the black rectangle, is centred on x/H = 0, and
the height of the windbreak (H) is 10m.

concentration c (particles m−3) is governed by

dc

dt
= −α gp c , (3.19)

where α is the frontal area density of the windbreak elements.”

After some manipulation, one may show that

dc

c
= −α

gp
U
dx , (3.20)
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Figure 3.4: Modeled field of vertical velocity variance σw
2 normalized by
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2 of the undisturbed homogeneous flow, for neutral stratification and

perpendicular wind incidence. The windbreak is centred on x/H = 0,
and the height of the windbreak (H) is 10m.

i.e. the fractional change of concentration during the distance step dx

corresponding to each time step is related to the dimensionless deposi-

tion conductance gp/U . In the present context (i.e. for the experiment

conducted at Indian Head) Brownian diffusion can be neglected, be-

cause the majority of dust particles detected were larger than 1µm in

diameter. That being the case gp/U can be parameterized by the Stokes

number (see Equations. 1.20 and 1.21).
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In terms of actual implementation, entrapment in the LS model

worked as follows. Whereas the RANS model supplying the wind statis-

tics neglected the alongwind extension (i.e. width) of the shelterbelt

along x-axis, that extension was resolved in the LS model. For each

distance step dx occurring within the shelterbelt the value of gp/U

was computed, and if larger than a threshold probability the particle

was deposited to the windbreak and the trajectory terminated. Fig-

ure 3.5 shows how probability of entrapment denoted by deposition

conductance gp/U changes as particle size increases. Generally speak-

ing, larger particles are more likely to deposit onto foliage than smaller

particles.



114

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Particle diameter (µm)

g pi
/U

Probability of entrapment

Figure 3.5: Normalized impaction conductance gpi/U versus particle di-
ameter, assuming the characteristic length for a typical foliage element
is 0.05m.



115

Chapter 4

Modeling particle dispersion

The LS model was run for a number of particle size classes, but

here three representative size classes have been selected in order to

produce the modelling results of Section 4.2, namely: “small” particles

(D = 6µm), “medium” particles (D = 50µm) and “heavy” particles

(D = 100µm). Simulations of particle motion, in both the unsheltered

and the sheltered areas, have been configured to the conditions of the

two experiments at Indian Head that were conducted under effectively

neutral stratification, i.e. Jul 27th and Aug 23rd. Parameters speci-

fied for these model runs were the meteorological inputs (u∗, z0), the

windbreak dimensions, and the characteristics of the dust particles (i.e.

diameter, gravitational settling velocity and density). Each simulation

entailed the computation of an ensemble of 15000 particle trajectories,

subdivided as 15 sub-ensembles each of 1000 particles. As the gravel

road of the Indian Head experiments lay 60m west of the windbreak,

and as the origin of the x-axis had been chosen so as to align with
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the centre of the windbreak, in simulations particles were released in

the locality of x = −60m (i.e. upstream) and at the y coordinate cor-

responding to the chosen transect (open or sheltered). This chapter

focuses on the analysis of modeled results.

4.1 Theoretical basis for analysis of model output

The purpose of the LS model is to simulate the trajectories of a

large number of particles released at the source, and deduce quantities

pertinent to dust dispersion pattern, such as time average concentration

over a chosen period (in practice, the first 60 s after release into the

flow), ensemble average concentration transient, and deposition rate.

4.1.1 Initial size of the dust puff

For these simulations it was assumed that at the moment (“t = 0”)

of passing upwind of one or the other of the instrumented transects,

the vehicle travelling along the gravel road would have produced puff

of dust having a finite extension along the x and z axes, assuming

symmetry along the y axis. In simulations the finite initial width was

modelled by originating any given single trajectory at a point chosen

at random within an area defined by −60− δxs/2 ≤ x ≤ −60 + δxs/2,

z0 ≤ z ≤ δzs, i.e. trajectory start points were uniformly distributed

within those bounds. There are no obvious constraints on the choice of

δxs and δzs, however, it seems reasonable to assume that the dimension
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of the initial dust puff should be limited to (at most) the width of the

road and the height of the truck. The gravel road in the field was not

wider than 10m and the height of the truck was less than 2m. I have

tested the following choices for δxs and δzs:

(a) δxs = 0, and δzs = z0, i.e. no initial spread

(b) δxs = 3 m, and δzs = z0, i.e. initial trajectory points were uni-

formly spread in along-wind direction within −61.5 ≤ x ≤ −58.5

m, but all released at the surface

(c) δxs = 0, and δzs = 1.5 m, i.e. initial trajectory points were

uniformly spread in vertical direction within z0 ≤ z ≤ 1.5 m, but

all released at the center of the gravel road x = −60 m

(d) δxs = 0, and δzs = 2 m, i.e. initial trajectory points were uni-

formly spread in vertical direction within z0 ≤ z ≤ 2 m, but all

released at the center of the gravel road x = −60 m

(e) δxs = 3 m, and δzs = 1.5 m, i.e. initial trajectory points were

uniformly spread in the region bounded by −61.5 ≤ x ≤ −58.5

m and z0 ≤ z ≤ 1.5 m

(f) δxs = 6 m, and δzs = 1.5 m, i.e. initial trajectory points were

uniformly spread in the region bounded by −63 ≤ x ≤ −57 m

and z0 ≤ z ≤ 1.5 m

(g) δxs = 1 m, and δzs = 2 m, i.e. initial trajectory points were
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uniformly spread in the region bounded by −60.5 ≤ x ≤ −59.5

m and z0 ≤ z ≤ 2 m

(h) δxs = 1 m, and δzs = 1 m, i.e. initial trajectory points were

uniformly spread in the region bounded by −60.5 ≤ x ≤ −59.5

m and z0 ≤ z ≤ 1 m

I have selected as “best choice” the alternative (amongst a to h)

that results in the simulation of c/Q that best reflects the pattern of

the mean concentration c measured by the Rotorods. To simplify the

process of comparison, I only compare simulated c/Q with measured c

for particles of size 6µm, the most abundant particle size detected by

Rotorod measurements in the field. Measured concentration c cannot

be directly compared to simulated concentration normalized by source

strength c/Q; however, it is evident that the ratio of c(ξ1, ζ1) to c(ξ2, ζ2)

should be the same as the ratio of c(ξ1, ζ1)/Q to c(ξ2, ζ2)/Q along the

same measurement transects (reference or sheltered) for particles of

the same size (i.e Q is invariant); assume ξ = x/H, and ζ = z/H.

Therefore, I choose the position (0.75, 0.2)ref as a reference location,

which is an arbitrary choice and is labeled as ‘0’, and calculate the

ratio of measured concentration (ci) of any other location labeled by

a number i to that of the reference location (c0) as shown in Table

4.1, and then repeat the calculation for simulated c/Q at the same

monitoring locations.
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The choice of δxs and δzs is determined based on the comparison

of the ratio of measured ci/c0 in Table 4.1 with the ratio of simulated

ci
Q
/ c0
Q
, where the subscript i stands for the label of monitoring loca-

tions as shown in Table 4.1, and ’0’ indicates the reference location

(0.75, 0.2)ref . Table 4.2 shows modeled ci/Q from simulations using

the alternative assumptions as to initial puff size, and Table 4.3 shows

the corresponding ci
Q
/ c0
Q

and compares them with measured ci/c0.

i Position (x/H, z/H) c (numberm−3) ci/c0
0 (0.75, 0.2)ref 80902 1.00
1 (5, 0.2)ref 71284 0.88
2 (10, 0.2)ref 28411 0.35
3 (0.75, 0.2)lee 86983 1.08
4 (5, 0.2)lee 78955 0.98

Table 4.1: Measured concentration (field day: Jul 27th) in number m−3

for particles of 6 µm diameter at locations labeled 0 to 4. The final
column gives ratios of measured concentration, taking location 0, i.e.
(0.75, 0.2)ref , as the reference.

i (a) (b) (c) (d) (e) (f) (g) (h)
0 1.7E-03 1.7E-03 8.4E-03 9.7E-03 8.5E-03 7.7E-03 1.0E-02 7.1E-03
1 9.2E-04 9.1E-04 4.8E-03 5.9E-03 4.7E-03 4.6E-03 5.9E-03 3.6E-03
2 7.9E-04 7.1E-04 3.0E-03 3.7E-03 3.3E-03 3.2E-03 3.7E-03 2.3E-03
3 1.1E-03 1.2E-03 1.2E-02 1.3E-02 1.1E-02 1.2E-02 1.4E-02 9.4E-03
4 1.6E-04 6.1E-04 8.6E-03 8.3E-03 8.3E-03 8.9E-03 8.3E-03 6.9E-03

Table 4.2: Modeled c/Q for locations i = 0 to 4, corresponding to the
choices (a) to (h) for the spatial distribution of trajectory start points.
Simulations for a neutral atmosphere, and particle diameter 6µm.

It is reasonable to assume that the closer the simulated ci
Q
/ c0
Q

to

measured ci/c0, the better the simulated c/Q reflects the pattern of
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i measured ci/c0 (a) (b) (c) (d) (e) (f) (g) (h)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1 0.88 0.54 0.54 0.56 0.61 0.55 0.59 0.59 0.50
2 0.35 0.46 0.42 0.35 0.38 0.39 0.41 0.37 0.32
3 1.08 0.62 0.74 1.41 1.36 1.28 1.53 1.36 1.34
4 0.98 0.09 0.37 1.03 0.86 0.98 1.16 0.83 0.98

Table 4.3: Comparing measured ci/c0 (second column) with simulated
ratios ci

Q
/ c0
Q

for different spatial distributions of trajectory start points

(a to h).

the measured c by Rotorods, and the better the corresponding spatial

distribution of starting trajectory points. The degree of closeness at all

interesting locations will be judged by calculating the sum of squared

residuals (SSR). Let ri denote the ratio ci/c0 and let r̂i be the simulated

ratio ci
Q
/ c0
Q
. Then

SSR =
4∑
0

(r̂i − ri)
2 , (4.1)

where i = 0...4 labels the monitoring locations, respectively (0.75, 0.2)ref ,

(5, 0.2)ref , (10, 0.2)ref , (0.75, 0.2)lee and (5, 0.2)lee. A smaller SSR indi-

cates the set of r̂i is closer to the set of ri, and implies better modeled

results. Figure 4.1 shows the magnitude of squared residuals (indicated

by the length of the shaded bars) at all locations (i = 0 to 4) for the

choices (a) to (h) of spatial distribution of starting trajectory points.

Choice (e), i.e. δxs = 3 m, δzs = 1.5 m, provides the smallest SSR and

by the criteria adopted represents the optimal choice. Therefore simu-

lations reported in this thesis are those using choice (e): starting points

in the x-z plane were chosen uniformly within −61.5 ≤ x ≤ −58.5 m,
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z0 ≤ z ≤ 1.5 m as shown in Figure 4.2. The model assumes statistical

symmetry along the the y-axis; thus the initial distribution of dust par-

ticles adopted by the model on a given transect in the x-z plane was

bounded by the rectangular marked in Figure 4.2, i.e. choice (e).

Figure 4.1: Basis for selecting the optimal distribution of trajectory
start points for dust transport simulations. Locations (a) to (h) on the
y-axis designate the eight alternative choices for the spatial distribu-
tion of trajectory start points. The lengths of the differently shaded
segments of each bar indicates the contribution (r̂i − ri)

2 to the over-
all sum of squares from a particular location, as labeled by the num-
ber i shown in the legend: (i=1), (5, 0.2)ref ; (i=2), (10, 0.2)ref ; (i=3),
(0.75, 0.2)lee; (i=4), (5, 0.2)lee. Symbol r̂i designates the simulated ci

Q
/ c0
Q
,

and ri the measured ci/c0.

In reality the shape of the initial dust distribution would have been

more complex than has been assumed in the model, and it is difficult

to model the initial dust puff realistically. Figure 4.1 shows that the

accuracy of modeled results is significantly improved by including initial
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Figure 4.2: Asumed initial shape of the dust puff raised by the vehicle,
corresponding to choice (e). This initial distribution was used to model
dust dispersion for the experiment at Indian Head.
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spread of dust, and (e) is the optimal choice only amongst the initial

spread (a) to (h) tested. In other words, and hypothetically, the model

might be further improved by adopting an initial spread that more

closely matched the (unknown) real situation in the field.

4.1.2 Quantities pertinent to dust dispersion pat-

tern

From the ensemble of computed trajectories the mean concentration

at any point can be deduced by Equation (1.58), that is,

c

Q
=

t

V
,

where t is the average time a particle spends in a volume V (i.e. av-

erage residence time) downwind of the source with emission rate Q

[kgm−1 s−1].

Assume symmetry prevails in the cross-stream direction (i.e. along

the y-axis). Consider a small “2D-volume” (“numeric concentration de-

tector”) centred at (x, z), having depth ∆z and a very small alongwind

width ∆x ≪ ∆z. Provided ∆x ≪ |U |∆t, where |U | is the along-

wind velocity with which a particle passes through this detector, the

time spent within the detector by a particle passing through is simply

∆x/|U |. Accordingly the mean residence time t̄ of trajectories within

the detector “volume” can be computed as

t =
1

Np

n∑
α=1

∆x

u(x, z) + U ′
α

, (4.2)
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where Np(= 15000) is the total number of particles released at the

source, n ≤ Np is the number of particles that traverse the concen-

tration detector, and α indexes those traverses such that U ′
α is the

streamwise velocity fluctuation at the time of the traverse. To a good

approximation the horizontal velocity fluctuations can be ignored, and

c̄/Q can be expressed

c(x, z)

Q
=

1

Np

∑ ∆x

u(x, z) ∆z
. (4.3)

Normalized time average concentration c/Q is related to the proportion

of trajectories that cross the given detector and inversely proportional

to wind speed with which they do so. The ensemble mean concentration

transient c(t)/Q at a given position can be deduced in a similar way

by computing average concentration at each time step using the above

approach (i.e. averaging the residence time of particles which cross the

location at each time step).

The normalized crosswind-integrated deposition rate (mg g−1m−1)

is another output of the LS model. It can be deduced by counting the

number of particles (N0(x)) that reach ground out of the total number

of particles (Np) released at the source as

D0(x) =
103N0(x)

Np∆x
. (4.4)

The factor 103 translates D0 into the unit (mg g−1m−1), conveniently

stretching the ordinate. Equation 4.4 gives the amount of dust (mea-

sured in mg per 1 g of dust released at the source) which has deposited

within a 1m wide swath centered at the downwind location x.
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4.2 Model results and discussion

Two types of model output will be discussed in this section: 1)

snapshots of (simulated) puffs of dust at several instants after release

from the source (i.e. road), whose extension was represented by a finite

width δxs and height δzs; and 2) plots of quantities inferred from the en-

semble of particle trajectories, such as time average concentration and

time-average deposition rate. Specifically, time average concentration

for a period of 60 sec will be reported. As stated in section 2.1, the time

difference between two consecutive passes of the vehicle is 2 minutes,

and simulation results showed that dust concentration has already de-

creased to zero at all measurement locations as soon as 1 minute after

release. Therefore time averages of concentration over 60 sec are here

reported (instead of averages over 120 sec) in order to reduce the com-

putational burden of the trajectories calculations (paths are followed

for 1 minute, rather than for two).

4.2.1 Simulated dust plume

For each simulation, i.e. puff containing 15, 000 particles of homoge-

neous size and released upwind either of the unsheltered (“reference”)

or sheltered area, I show snapshots of the dust plume at three times

(t = 10, 20, 30 s), these having been chosen so as to display the drift and

distortion of the dust plume as it passed over the region 0 ≤ x/H ≤ 15.

Although the time resolution is coarse, the snapshots reveal some qual-
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itative features of dust dispersion (for various particle sizes). Figures

(4.3-4.5) give these snapshots, and the corresponding spatial distribu-

tion of the particle number density for airborne and entrapped particles

(black vertical strip centred at x/H = 0) of diameter 6µm, 50µm and

100µm. The number density is here defined as the number of par-

ticles present (at a given time) within a small area with side lengths

∆x = 5m and ∆z = 0.5m surrounding the point of interest, i.e. the

scale on the image is out of 15000 total number of particles released

at the source. Deposited particles are shown in the snapshots (black

horizontal swath at the bottom) but omitted on the images of number

density distribution, since deposited particles are much more condensed

than airborne particles; thus number of deposited particles cannot be

clearly represented by the image scale. Showing the spatial distribution

of number density at several instants is a way to reflect simulated tra-

jectories from which quantities characterizing dust dispersion patterns

(i.e. time average concentration, deposition rate) can be deduced.

The translation (i.e. advection) speed of the dust plumes, the plume

duration at each detector, and the spatial distribution of particles are

the primary qualitative features I am interested in as I observe the sim-

ulated dust plume; especially how the qualitative change of dust plume

duration and number density are correlated with the input parameters,

specifically, particle size and governing meteorological statistics (overall

wind speed as parameterized by the friction velocity or the reference

wind speed).
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dust plume of 6 micron particles in the unsheltered area
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dust plume of 6 micron particles in the sheltered area
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Figure 4.3: Left column: snapshots of (simulated) dust plumes com-
posed of 6µm particles at times t = (10, 20, 30) s after their release
into a neutral atmosphere (horizontal axis spans 0 ≤ x/H ≤ 15, ver-
tical axis z/H ≤ 2). Right column: corresponding number density of
airborne particles (averaging area ∆x = 5m, ∆z = 0.5m).
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dust plume of 50 micron particles in the unsheltered area
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dust plume of 50 micron particles in the sheltered area
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Figure 4.4: Left column: snapshots of (simulated) dust plumes com-
posed of 50µm particles at times t = (10, 20, 30) s after their release
into a neutral atmosphere (horizontal axis spans 0 ≤ x/H ≤ 15, ver-
tical axis z/H ≤ 2). Right column: corresponding number density of
airborne particles (averaging area ∆x = 5m, ∆z = 0.5m).
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Figure 4.5: Left column: snapshots of (simulated) dust plumes com-
posed of 100 µm particles at times t = (10, 20, 30) s after their release
into a neutral atmosphere (horizontal axis spans 0 ≤ x/H ≤ 15, ver-
tical axis z/H ≤ 2). Right column: corresponding number density of
airborne particles (averaging area ∆x = 5m, ∆z = 0.5m)
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Sheltered area vs. unsheltered area

From Figures (4.3-4.5) it is evident that dust plumes, irrespective of

particle size, are transported much faster along the unsheltered (refer-

ence) transect than along the sheltered transect. Thirty seconds after

release, the upwind edge of the dust plume in the unsheltered area has

almost reached the exit end of the region displayed (0 ≤ x/H ≤ 15,

0 ≤ z/H ≤ 2). On the other hand at the same time after release more

than half of the corresponding display area in the shelter of the wind-

break remains occupied by the dust plume. Another salient feature is

that the densest part of the dust plume (represented by the light core

on images of number density) tends to lag behind in the sheltered area,

causing a temporary visible “kink” of the plume at t = 10 sec and

t = 20 sec. In other words, the fast moving upper part of the dust

plume tends to spread in the horizontal (x) direction while the dense,

slow-moving lower part trails behind. The “kink” is less visible for the

largest particles (i.e. diameter = 100µm), and notice that a temporary

“clean spot” (white space) at lower height centred at x/H = 5 is caused

by the bent dust plumes. As time elapses, the “clean spot” fills in as

dust particles spread. In summary, with reference to these snapshots of

simulated dust plumes, dust particles tend to congregate in the lower

part of the dust plume which slightly tilts in the unsheltered area; and

in the sheltered area, dust particles linger in the lower corner of the

upwind side of the dust plume which first bends and then spreads into
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a larger volume of air.

This pattern, discerned qualitatively from the simulated dust plumes,

seems plausible in the light of the “driving” fields of mean wind speed

and turbulence, as represented by Figures (3.3, 3.4). It accords with in-

tuition that a dust puff should “tilt,” even in a horizontally-homogeneous

wind field, because the mean wind speed increases with increasing

height (higher dust particles travel faster). However in the sheltered

area the vertical shear in the mean horizontal velocity is accentuated

due to the combination of a displaced and accelerated jet over the wind-

break and a drastically reduced wind speed (“bleed flow”) in the “quiet

zone” below the top of the windbreak (0 ≤ x/H . 10). Furthermore

the turbulent kinetic energy (TKE) decreases to a minimum value in

the immediate lee, which is consistent with the earlier observation that

in these simulated dust plumes particles congregate in the lower up-

wind corner of the dust plume in the sheltered area. These particles

travel downwind much slower than dust particles in the upper part of

the plume, and they undergo limited vertical mixing. As a result, an

evident “kink” is seen in dust plumes. On the other hand, increased

mean wind shear produces a high TKE belt or wake originating near

the top of the windbreak, and in that region mixing is intensified. This

enhanced vertical mixing may explain why the “clean spot” is closed

in a short period of time (less than 10 s), and dust particles eventually

spread into the sheltered area.
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Small particles vs large particles

From the snapshots of dust plumes, one can see that there is no

great difference in the advection speed of the dust plumes, irrespective

of particle size, in both the unsheltered area and sheltered area. Never-

theless the number density (see definition in Section 4.2.1) of airborne

particles in a given wind field differs a lot. For simplicity, I focus on

number density in the densest part of the dust plumes (usually shown

in light gray on the images). Two observations can be made regarding

the relationship between number density and particle size (note: recall

that in the simulations, irrespective of particle size, each plume is de-

fined by the positions of 15,000 particles). Firstly, in a given wind field

(whether that be horizontally-homogeneous or disturbed) the number

density declines with increasing particle size. Secondly, for small parti-

cles, number density is higher in the sheltered area than the unsheltered

area, while that trend is reversed for larger particles.

An explanation for these observations emerges by taking into ac-

count particle sedimentation (trajectories descending to the roughness

height z = z0), the pattern of which is perturbed by the windbreak aero-

dynamics, and particle entrapment by windbreak foliage. Probability

of entrapment is very low for small particles (diameter D < 10µm),

but increases significantly as particle size increases. For particles of

diameter D > 50µm, the entrapment probability starts to approach

unity (see Figure 3.5). In both the horizontally-homogeneous and the
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disturbed wind fields, larger particles are more prone to deposit onto

ground due to their gravitational settling. Accordingly one may envis-

age that most small particles will remain suspended in the air — be-

cause neither entrapment nor gravitational settling significantly affects

their trajectories; in addition, the dispersion rate of the dust plume,

and especially of the dense, lower part, is slower in the sheltered area

(see discussion in previous section). Consequently more dust particles

tend to congregate and linger at low level in the sheltered area where

a higher number density for small particles is observed. On the other

hand, a significant number of large particles are removed from the air by

early deposition upwind of the windbreak, and by entrapment (shown

as thickened black vertical strips in Figures (4.4, 4.5). Notice that de-

position rate diminishes in the sheltered area, possibly because (1) the

windbreak had already scrubbed out a number of particles that (oth-

erwise) would have deposited onto ground further downstream, and/or

(2) turbulence in the wake region might prolong particle residence aloft.

4.2.2 Modeled quantities

Any time after having been injected into the air at the source, par-

ticles belong in one or the other of the following three categories: a

given particle either is (1) still suspended, or (2) has been deposited

to ground, or (3) has been deposited to foliage. This section quantifies

the (simulated) patterns of airborne particle concentration, of deposi-
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tion versus horizontal (downwind) distance, and of entrapment.

Time average concentration c/Q

The previous qualitative discussion has established that the lower

part of a simulated dust plume advects downwind at a slower pace than

its upper part, and especially so in the sheltered area where the “quiet

zone” is observed. Tables (4.4, 4.5) and the corresponding Figures

(4.6 - 4.9) document the theoretical (i.e. simulated) pattern of the

normalized mean concentration c/Q over a period of 60 s, in terms of

transects (reference and sheltered) at z/H = 0.2 and z/H = 1.2 and

for various particle sizes.

x/H Unsheltered x/H Sheltered
diameterµm 0.75 5 10 0.75 5 10

2 8.9E-03 5.1E-03 3.1E-03 1.2E-02 6.9E-03 5.1E-03
6 8.5E-03 4.7E-03 3.3E-03 1.1E-02 8.3E-03 6.5E-03
10 9.2E-03 4.7E-03 3.1E-03 1.0E-02 9.1E-03 4.8E-03
20 8.3E-03 5.1E-03 2.8E-03 1.0E-02 9.1E-03 4.7E-03
50 6.9E-03 4.0E-03 2.2E-03 2.6E-03 2.9E-03 9.8E-04
100 2.0E-03 9.5E-04 4.5E-04 1.1E-04 0.0E+00 9.2E-05

Table 4.4: Modeled c/Q over an averaging interval of 60 s for various
particle sizes at z/H = 0.2 under neutral stratification

Figures 4.6 and 4.7 show that c/Q is higher in the sheltered area

than in the unsheltered area, except for the case of very large particles

(i.e. diameters D ≥ 50µm ). The difference between c/Q in the un-

sheltered area (reference) and in the sheltered area is more distinct at

higher levels. For small particles (D ≤ 10µm), c/Q can be three to
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x/H Unsheltered x/H Sheltered
diameterµm 0.75 5 10 0.75 5 10

2 1.1E-03 2.0E-03 2.0E-03 4.0E-03 5.6E-03 4.1E-03
6 1.2E-03 2.1E-03 2.0E-03 3.5E-03 5.1E-03 3.9E-03
10 1.3E-03 1.9E-03 2.0E-03 3.4E-03 5.0E-03 4.5E-03
20 1.0E-03 1.8E-03 1.9E-03 3.5E-03 4.8E-03 3.8E-03
50 6.7E-04 1.0E-03 1.3E-03 1.5E-03 1.3E-03 1.2E-03
100 1.0E-04 3.4E-04 1.9E-04 4.4E-04 1.7E-04 1.9E-04

Table 4.5: Modeled c/Q over an averaging interval of 60 s for various
particle sizes at z/H = 1.2 under neutral stratification

four times larger along the “shelter” transect at z/H = 1.2 than at the

same height on the reference transect. A possible explanation for this

is the mean vertical wind induced by the windbreak, which possibly

lifts small particles to the 12 m height of the upper transect. However

the horizontal wind speed at z/H = 1.2 is still subject to reduction

in the lee of the shelterbelt, even if the magnitude of that reduction

is not as large as occurs along the lower transect at z/H = 0.2. Con-

sequently, particles which attain the height of 12m have a longer stay

at any given detector before they are advected further downwind, and

as indicated by Equation 1.58 the value of c/Q in any volume is pro-

portional to the average time a particle spends within it. In addition,

by comparing Figures 4.6-4.7, one can see that on both transects and

at all downwind distances c/Q is much lower at z/H = 1.2 than at

z/H = 0.2. This is due to the fact that the particle source is at or

near ground. Moreover, notice that c/Q at a given downwind distance

declines rapidly for particles of diameters ≥ 10µm (see Figures 4.6 -
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4.7). For larger particles, faster decrease of c/Q can be attributed to

more significant ground deposition and windbreak entrapment being

found for larger particles than smaller particles.
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Figure 4.6: Modeled size distribution of time averaged concentration
over 60 s normalized by source strength (c/Q) at positions (0.75, 0.2),
(5, 0.2) and (10, 0.2) along the unsheltered (i.e. reference) and sheltered
transect under neutral stratification. Error bars show the standard
deviation of the 15 realizations of each run of the LS model.
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Figure 4.7: Modeled size distribution of time averaged concentration
over 60 s normalized by source strength (c/Q) at positions (0.75, 1.2),
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transect under neutral stratification. Error bars show the standard
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Intuitively, one might think that higher downwind dust concentra-

tion occurs at places closer to the source, but this is not always true as

indicated by the simulated results (Figures 4.8 and 4.9). At z/H = 1.2,

higher concentration favors locations at further downwind distances in

the unsheltered area, and the highest concentration usually occurs at

x/H = 5 in the sheltered area. One may ask why high concentration at

high level is not found at x/H = 0.75, the smallest x/H closest to the

source? This is mainly because it takes time for released particles to

be mixed up to the higher level, and as particles reach the higher level

(x/H = 1.2), they were transported further downwind in the horizon-

tal direction; therefore, the peak concentration need not occur at the

position closest to the source. Since c/Q is proportional to t̄ (Equation.

1.58), it is not surprising that higher concentration is often found in

the sheltered area because of slower wind speed resulting in a longer

residence time.

Ensemble mean concentration transient c(t)/Q

The time average normalized dust concentration c/Q does not pro-

vide information regarding questions such as as the following: at a

given location, how long after dust injection will peak dust concentra-

tion occur? What is the value of that peak concentration? How long

will the dust plume dwell at that given location? These questions can

however be addressed by the model by looking at the ensemble mean

concentration transient ⟨c(t)⟩/Q. Figure 4.10 shows the ensemble mean
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transients for particles of diameter D = 6µm (small particles) along

the upper and lower transects at x/H = 0.75, 5, 10. Figure 4.11 shows

the same information for large particles of diameters of 100µm.
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Figure 4.10: Modeled concentration transients c(t)/Q for 6µm parti-
cles. Neutral stratification.

Two observations can be made by comparing Figures 4.10 and 4.11.

Firstly, there is no obvious difference, at any location, between the



142

�d

��×−�r1�	
�������

�����d�	

����	

����
�

�
c
(�
�

5

−06�×5�3

6�×5�3

×5�4

×0−6�×5�4

×06�×5�4

5 ×5 −5 45 35 65 S5

�d

��×−�r��������

�����d�	

����	

����
�

5

−06�×5�3

6�×5�3

706�×5�3

×5�4

×0−6�×5�4

×06�×5�4

5 ×5 −5 45 35 65 S5

�d

��−�r�	
�������

�����d�	

����	

����
�

�
c
(�
�

5

−06�×5�3

6�×5�3

×5�4

×0−6�×5�4

×06�×5�4

����h
e

5 ×5 −5 45 35 65 S5

�d

��−�r��������

�����d�	

����
�

5

−06�×5�3

6�×5�3

706�×5�3

×5�4

×0−6�×5�4

×06�×5�4

����h
e

5 ×5 −5 45 35 65 S5

Figure 4.11: Modeled c(t)/Q for 100µm particles at under neutral strat-
ification.

durations of plumes of small and large particles, a point that had ear-

lier been deduced (Section 4.2.1) from snapshots of model dust plumes.

Secondly, the concentration transients are smoother for the smaller par-

ticles. Concentration transients for the large particles consist of zeros

and spikes, especially in the sheltered area. This is in one sense merely



143

a sampling problem, for the irregularity of the ensemble mean tran-

sient could be reduced by computing many more trajectories. However

the windbreak, either directly (through particle entrapment) or indi-

rectly (altered pattern of deposition), reduces the number of surviving

trajectories in its wake, accentuating the sampling problem.

The following discussion of the ensemble mean concentration tran-

sient is based on Fig. 4.10. The reader is asked to envisage the experi-

ence of (imaginary) butterflies lingering at certain locations downwind

of the source, once a plume of dust (containing a large number of small

particles) had been injected by a moving vehicle. Consider three pairs

of butterflies, two black, two cyan, and two magenta, were flying at

an elevation of 2m. Once a puff of dust had been injected into the

air and started to travel downwind, the two black butterflies chose

to rest at x/H = 0.75; the two cyan ones lingered at x/H = 5; and

the two magenta ones decided to stay at positions further downwind

x/H = 10. One member of each pair positioned itself in the lee of the

windbreak, the other on the transect across the unsheltered area. From

subplots c. and d. of Fig. 4.10 we see that in the unsheltered area all

butterflies encountered the dust plume earlier than their counterparts

in the sheltered area. On the other hand, all butterflies in the sheltered

area experienced a longer duration of immersion in the dust plume than

did their counterparts in the unsheltered area. The lag between plume

onset times as observed by each pair was longer for the cyan (x/H = 5)

and magenta (x/H = 10) butterflies. In both the uniform and the dis-
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turbed wind fields, the black (x/H = 0.75) butterflies experienced the

highest peak dust concentration, and the magenta ones (x/H = 10)

experienced the lowest peak concentrations. Nevertheless, the magenta

ones had the longest immersion in the dust plume, whereas for the

black butterflies the dust plumes arrived and passed promptly.

Now imagine that the three pairs of butterflies flew up to 12m, and

stayed at exactly the same horizontal positions as before. Their experi-

ence with the passage of the dust plumes can be predicted by subplots

a. and b. of Fig. 4.10. It is evident that they would experience cate-

gorically lower dust concentrations than at the lower level. The black

butterfly in the unsheltered area would experience about the same peak

concentration as the magenta and cyan. In addition, the butterflies no

longer experience the sudden rise and dissipation of dust concentration;

butterflies in the sheltered area would experience a prolonged passage

of dust plumes with steady low concentration. Even for butterflies in

the unsheltered area, the change of concentration became more gradual.

In short, change of dust concentration is abrupt (i.e. sudden rise and

drop) in the unsheltered area especially for downwind locations close

to the source at lower levels. On the other hand, dust concentration

tends to be lower and steadier (longer passage of dust plumes) in the

sheltered area, especially for far downwind locations at higher levels.
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Deposition rate

Although the effects of a windbreak on concentration of airborne

dust particles are ultimately of the greatest interest, those effects can-

not be properly comprehended without considering how the windbreak

perturbs the pattern of dust deposition to ground, and the degree to

which it directly scrubs the airstream (the latter topic, i.e. particle

entrapment by the windbreak, is described in the next section).

Fig. 4.12 compares the transects of normalized deposition rate (as

defined by Equation 4.4) for three particle sizes (D = 6µm, D = 50µm,

and D = 100µm).

A few observations can be made relative to this figure. Firstly, it

is evident that in both the unsheltered area and in the sheltered area,

the highest rate of deposition occurs even before the particles reach

the location x/H = 0. Secondly, and again in both the unsheltered

and sheltered areas, the peak deposition rate for 100 micron particles

(i.e. the largest) is significantly higher than that for the smaller par-

ticles (in the sheltered area peak deposition rate for 100 micron par-

ticles is nearly twice as high as for 50 micron particles, and 4 times

as high as for the 6 micron particles). Thirdly, irrespective of parti-

cle size there are only small differences in the peak values and peak

locations between the unsheltered area and sheltered area; the peak

deposition rate for the 100 micron particle is slightly higher in the

sheltered area (D0 ≈ 40mg g−1m−1) than in the unsheltered area
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Figure 4.12: Comparing modeled deposition rate D0(mg g−1m−1) for
particles of small (D = 6µm), medium (D = 50µm), and large size
(D = 100µm) in the sheltered area and unsheltered area. The location
of the windbreak is x/H = 0.

(D0 ≈ 35mg g−1 m−1), whereas the higher peak deposition rate for the

6 micron particle is found in the unsheltered area. Fourthly, compared

to the peak deposition rates, deposition rates at locations x/H ≥ 0 are

very low, both in the unsheltered and sheltered areas; however some
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deposition (D0 ≤ 5mg g−1 m−1) does occur beyond x/H = 0 in the un-

sheltered area, whereas downwind of the windbreak D0 is almost zero.

This latter feature can also be seen in the dust plume snapshots (Tables

4.3, 4.4, 4.5) in which the gradually fading and sporadic black colors

represent the amount of deposition in the lee of the windbreak.

Bouvet et al. (2006) studied heavy particle deposition in a wind-

break flow by comparing the modeled deposition rate (using an LS

model) to observations conducted in a flow disturbed by a porous wind-

break fence. They concluded that the fence plays two roles in dispersion

of particles;

(1) it traps some particles as the dust-laden air flows through it;

(2) it disturbs the ambient wind field, and thereby alters the trajec-

tories of particles.

Their results show that, with the source just upstream and slightly

above the top of the fence, deposition to ground is significantly reduced

(relative to undisturbed flow) due to scrubbing of the particle plume

by the fence (entrapment). The influence of the disturbed wind flow on

deposition to ground is more complicated because changes both in the

horizontal and vertical wind components “affect the deposition swath

in contrary senses, and the true effect of the windbreak lies between

those two asymptotic situations” (Bouvet et al. 2006). The distur-

bance to the horizontal wind field causes the deposition swath to shift

upwind, and become narrower and more peaked (drastic reduction of
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the horizontal wind speed near the windbreak causes the particles to

congregate and deposit much earlier). On the other hand the disturbed

vertical wind causes the deposition swath to shift downwind with wider

spread and reduced peak deposition rate because the curvature of the

air flow (positive mean vertical wind speed where the flow approaches

the windbreak) lifts the particle plume; in this way, particles have a

greater chance to be advected away and spread further before deposit-

ing to the ground.

The trajectory calculations that have been a component of this the-

sis project indicate an obvious decrement of deposition rate downwind

of the windbreak, due to entrapment; otherwise however, the width of

the swath, and the peak deposition rate and its location do not differ

greatly between the sheltered and unsheltered areas. Taking into ac-

count the conclusion of Bouvet et al. (2007), it is difficult to decide

whether the deposition rate is more greatly affected by the change of

horizontal or of vertical wind in the air flow disturbed by the windbreak.

However, the third observation above, (i.e. that the modeled peak D0

for 100 micron particles is higher in the sheltered area, and peak D0 for

6 micron particles is higher in the unsheltered area) suggests that larger

particles are more likely to be influenced by the reduced horizontal wind

speed, while conversely small particles are more likely to be lifted by

the positive vertical wind speed in the vicinity of the windbreak. In

addition, Figure 4.12 shows that the modeled peak deposition rate of

100 micron particles is significantly higher than that of smaller parti-
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cles along both the unsheltered transect and sheltered transect, and the

peak deposition rate occurs just upwind of x/H = 0. This observation

can account for the fact that the modeled time average c/Q for 100

micron particles downwind of x/H = 0 is significantly lower than that

for small particles (as indicated by Figures 4.6, 4.7). This is because

most large particles are removed from the air by deposition before they

have reached the position x/H = 0.

Windbreak entrapment

Quite apart from sedimenting out of the air to ground, suspended

dust particles can be removed from the bleed flow by deposition onto

the foliage of a shelterbelt. Section 3.2.3 introduced the parameteriza-

tion of windbreak entrapment that has been adopted for this LS model,

and showed that the probability of entrapment increases as particle size

increases (Fig. 3.5). Figure 4.13 shows how the entrapped fraction (i.e.

number of particles deposited to the foliage divided by the total num-

ber of particles released) varies with particle size, as indexed by the

gravitational settling velocity (particle density ρp = 1522 kg/m3 , the

value assumed for the field experiment at Indian Head). Entrapped

fraction peaks for the particle size D = 50µm, rather than increasing

monotonically as does the probability of entrapment. Here is one pos-

sible explanation. Although larger particles have a higher probability

of being entrapped by the windbreak, fewer of them can make their

way to the windbreak in the first place due to the higher deposition
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rate to ground that results from their larger gravitational settling ve-

locity (see Figure 4.12). On the other hand, a larger number of smaller

particles can reach the location of the windbreak but they are more

likely to be lifted over the windbreak, or to flow through the wind-

break without entrapment onto the foliage because their probability of

entrapment is low. Therefore, the maximum entrapment is associated

with a medium particle size, since a considerable number of medium

particles can reach the vicinity of the windbreak due to their moder-

ate deposition rate, while a relatively high probability of entrapment

ensures that a large number of medium particles will be deposited to

the foliage. Notice that Figure 3.5 shows that the probability of en-

trapment starts to approach unity for dust particles of diameter larger

than 50µm, and Figure 4.12 shows that deposition rate for 50 micron

particles is significantly lower than very large particles but not much

higher than small particles; therefore, that entrapment fraction peaks

at 50 micron dust particles is a reasonable result for this LS model.

The experimental results of field trials at Indian Head indicate that

dust plumes in the field were mostly composed of small partilces (di-

ameters smaller than 10µm). In fact, Figures 2.22 and 2.23 show that

more than 90% of dust particles detected in the field were smaller than

10µm. This suggests that entrapment had a only minor inflence in

field experiments conducted in Indian Head, which explains why time

average concentrations measured along the sheltered transect were not

very different from those at matching locations along the unsheltered
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transect (Figures 2.20, 2.21).

4.2.3 Summary

The preceding sections of this chapter have introduced readers to

the results provided by the Lagrangian stochastic model, as regards

concentration of airborne particles, deposition rate, and entrapment

fraction. As mentioned in the beginning of Section 4.2.2, any time af-

ter a single particle starts its imaginary journey (as simulated by the

LS model), it must belong in one of three categories: (1) it remains

airborne, (2) it has been deposited to the ground, or (3) it has been

entrapped by the windbreak. Therefore, the effects of the windbreak

on particle dispersion should be viewed by putting the three pieces

of information together. However, the units for modeled quantities ex-

pressing concentration of airborne particles, deposition and entrapment

are all different, which makes it difficult to deduce potential connections

amongst them, and the connections may be essential to reveal the ef-

fects of the windbreak on dust dispersion. From Section 4.1, the readers

can see that the simulated properties c(t)/Q and D0 are related to the

fraction of total particles released at the source (i.e. number of par-

ticles that fall into one of the three categories out of total number of

particles released), and the implementation of the LS model ensures

that the sum of the fractions of airborne particles, deposited particles

and entrapped particles should be unity.
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Summarizing these fractions by way of a pie chart (Figure 4.14)

gives a general picture how the dust dispersion pattern is influenced

by the windbreak. The figure shows that for small (D = 6µm) par-

ticles, windbreak entrapment is insignificant (no influence on fraction

airborne). However although a trivial number of these small particles

are entrapped by the windbreak, the fraction of particles remaining air-

borne (at t = 60 s) in the disturbed wind field is nearly twice as large

as in the reference flow (unsheltered area). For particles as large as

20µm, the airborne fraction in the inhomogenous wind field increases

approximately 40%. Although not as distinct a rise as for the 6µm

particles, this increment in the fraction of particles remaining airborne

for 20µm in the sheltered area is still significant enough to account for

the rising concentration in the sheltered area as shown in Figures 4.6

and 4.7. From the pie chart, one may conjecture that the increment in

concentration for small particles in the lee of the windbreak is caused

mostly by a decreased fraction of deposited particles in the sheltered

area. This suggests that small particles have a stronger tendency of

remaining in the air in the sheltered area, whereas they are more likely

to be deposited to ground in the unsheltered area. According to Bou-

vet et al. (2006), and as explained in section 4.2.2, this is mostly likely

attributable to the upward mean wind in the vicinity of the windbreak;

the positive vertical wind speed can cause small particles to drift further

downstream in the air.

On the other hand, the pie charts for large particles show that there
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is no significant difference in the fraction of airborne particles (the dark

gray area) between the unsheltered area and sheltered area. The area

representing the fraction of deposited particles (the light gray area) in

the unsheltered area is divided into fractions of entrapped particles and

deposited particles in the sheltered area, and the area of deposition

fraction dominates the pie charts for both the unsheltered area and

sheltered area. Figure 4.12 shows that the peak deposition rate around

5H upwind of x/H = 0 is increased in the sheltered area for 100µm

particles, and the values of peak deposition rate in the unsheltered area

and sheltered area are approximately the same for 50µm particles. The

corresponding pie charts for the two particle sizes show that the number

of deposited particles is reduced in the lee of the windbreak. Putting

these two together, one reaches the conclusion that the number of large

particles deposited in the lee of the windbreak is reduced (relative to

the same location in uniform flow) due to entrapment and few particles

survive their passage through the windbreak in the bleed flow. This

feature can be seen on snapshots for the dust plumes consisting of 50µm

particles, for which the deposition fraction is reduced most according

to the pie chart, and the fraction of entrapment achieves its maximum

value according to Fig. 4.13. The snapshots (Figure 4.4) for a 50µm

particle plume clearly show that the black swath representing deposited

particles is sporadic and much thinner in the lee of the windbreak than

in the unsheltered area.

In short, for small particles, the altered dispersion pattern (i.e. in-
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crease in concentration of airborne particles) in the lee of the windbreak

is mainly caused by the disturbed wind field, and windbreak entrap-

ment has little influence. On the other hand, windbreak entrapment

plays an important role in decreasing the deposition fraction for large

particles in the lee of the windbreak.
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Homogeneous wind Inhomogeneous wind

Figure 4.14: Fate of dust particles 60 s after their release, in the undis-
turbed and disturbed wind field for a neutral atmosphere.
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Chapter 5

Comparison: modeled results and

observations

The observations of the Indian Head experiment were presented in

Chapter 2, while analogous model results were covered in Chapter 4.

The next (and final) step is to directly compare the observations with

the model, for the following purposes: 1) to continue the quest to under-

stand the effects of the windbreak on dust dispersion, by comparing the

dispersion pattern in the lee of the windbreak with that in an unshel-

tered area, and, 2) to assess the validity of the Lagrangian stochastic

model adapted for the project.

5.1 Theoretical basis for inferring concentration

Dust concentration is the primary quantity measured in the field,

and the only quantity that can be compared with model results. The

concentration data are of two types, viz. the size-segregated concen-
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trations measured by the Rotorods, which are a time-average over the

entire 40 minutes of each experiment (symbol ck, where k designates a

size class); and ensemble-averaged aggregate concentration transients

(symbol ⟨c(t)⟩) as provided by the Casella real time dust monitors.

Theoretical average concentrations provided by the LS model are

invariably normalized by source strength, i.e. the model provides c(t)/Q

or, if size segregated, ck/Qk. If the source strength (emission rate) Q (or

Qk) were known, a theoretical value for concentration could be inferred

by the simple relation

c = Q× (
c

Q
) ,

which raises the question: how might one deduce the dust emission

rate?

5.1.1 Inverse dispersion method

Flesch & Wilson (2004) illustrated the use of a variant of the “in-

verse dispersion method,” a term used when a source strength is in-

ferred indirectly from one or more measured concentrations. To de-

termine the emission rate Q from ground-level area sources having a

known perimeter (and which were assumed to emit at a uniform rate),

time-average tracer concentration c was measured at a point P within

the plume, and the theoretical (i.e. modelled) value for (c/Q)mod at

point P was provided by a Lagrangian stochastic model which simu-

lated the transport of tracer gas under the prevailing meteorological
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conditions. The emission rate (source strength) was inferred as

Q =
(c− cb)

(c/Q)mod

, (5.1)

where cb is the background tracer concentration. Flesch & Wilson

(2004) demonstrated the satisfactory accuracy of the inverse dispersion

method when used to quantify sources on terrain where the Monin-

Obukhov similarity theory (MOST) is applicable (i.e. flat, open areas

where air flow is not disturbed by any major obstacles). Based on their

experiments, Flesch & Wilson (2004). made several suggestions for the

measurement of concentration, in order to obtain the best estimate of

Q:

• Line-averaged concentration measurements across the plume are

preferable to point measurements.

• Concentration measurements near the edge of the tracer plume

should be avoided; the concentration detector should not be placed

immediately above or downwind of the source.

• Distance of the detector from the source should be small enough

that the concentration rise over background is accurately mea-

sured.

• The period over which time averaging is performed should match

normal micrometeorological averaging intervals, viz. typically 10

- 60 min.
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• Periods of extreme atmospheric stratification and periods of very

light winds (low friction velocity, u∗) should be avoided.

In several respects the experimental regime of the Indian Head

experiments differed from the situation treated by Flesch & Wilson

(2004). using inverse dispersion. Flesch & Wilson (2004). addressed

the emission of gases (and more specifically – although the detail does

not matter – methane, CH4). Although gravel dust particles are very

small, the density of gravel (1522 kgm−3) is three orders of magnitude

larger than that of air (≈ 1 kgm−3), and due to particle inertia (and re-

lated gravitational settling) trajectories of airborne solids differ system-

atically from those of gaseous “particles” (or “fluid elements”). Solid

particles are liable to be deposited to ground due to their negative buoy-

ancy, while a more subtle complication is that velocity auto-correlation

along the trajectory traced by a heavy particle differs from the (by

definition, “Lagrangian”) velocity auto-correlation along the path of a

fluid element.

A second complication (relative to the simpler regimes treated by

Flesch & Wilson 2004) is that it is unclear whether the emission rate

(or injection rate) of dust particles from the gravel road was uniform,

either in time (i.e. the same from pass to pass at any given N-S lo-

cation y) or in space (i.e. the same at the two points upwind of the

sheltered and reference transects). The vehicle always traveled at a

speed of about 80 kmhr−1, so one might hope that so long as the pre-
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vailing wind did not vary (i.e. similar meteorological conditions), it

should disturb a similar amount of dust every time it passed a given

(y) location on the road. However, dust particles on the gravel road are

certainly heterogenous in size. The question is whether the lifted dust

plume always carried the same relative proportions of component dust

particles upon each vehicle pass, i.e. was the size-discriminated source

strength (Qk) equal from pass to pass, and from point to point?

Regarding the first point, following Wilson (2000) for LS simula-

tions of the Indian Head experiments dust particles were modeled as

if each were a “settling sticky fluid element,” which is to say that a

constant settling velocity wg (appropriate to the particle density and

size, i.e. computed using Equation 2.8) was superposed on the ran-

dom (turbulent) vertical velocity (see Equation 3.3), and trajectories

were terminated whenever and wherever they descended below height

z = z0.

As for the question of the uniformity of the source strength, the fol-

lowing approach has been taken. A size discriminated source strength

Qk, regarded as a plausible first approximation, has been inferred from

measured (size discriminated) concentration ck at a single location.

That source strength has been assumed to apply at all points along

the road, and theoretical values of ck/Qk given by the LS model have

been un-scaled to provide theoretical values for the size discriminated

concentration at all other measurement locations. By comparing these

inferred theoretical concentrations with the measured concentration, I
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address the objectives listed in the beginning of this Chapter, i.e. 1)

deduce the effects of the windbreak on dust dispersion, and 2) justify

the Lagrangian stochastic model developed for the project.

5.1.2 Inferring size-specific source strength

Which concentration measurement location should best be chosen to

infer the source strength? As noted above, a location in the unsheltered

area (where MOST applies) is preferable, and measurements near the

edge of the plume should be avoided (it should be clear that in principle,

confidence limits on theoretical ratios ck/Qk must be wider for locations

in the more complex, i.e. disturbed, shelter flow). Therefore, I focused

on the reference transect and eliminated from further consideration the

measurements at the higher level (z = 12m), which might lie near the

edge of the dust plume. A further consideration was that the location

of the concentration detector should not be too far from the source,

and accordingly I chose the location on the reference transect standing

closest to the road, i.e. the measurement location whose coordinates

are (0.75, 0.2)ref . Note that although a background dust concentration

was not measured, it is reasonable to assume cb = 0 because there was

no significant injection of gravel dust particles into the atmosphere in

the upwind fields. The only significant source was the gravel road, and

that, only upon its disturbance by the fast moving vehicle.

Table 5.1 summarizes the measured data and the LS model predic-
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tions from which size-segregated source strengths have been computed

using Equation 5.1, with an emphasis on particles with diameters less

than 10µm, which were the most abundant in the field. Figure 5.1

shows the (apparent, i.e. inferred) size-segregated source strength ver-

sus diameter.

Dk(µm) ( ck
Qk

)
mod

(0.75, 0.2)ref ck,exp(0.75, 0.2)ref Qk

Jul 27th Aug 23rd Jul 27th Aug 23rd
4 8.2E-03 2.0E-04 1.0E-04 1.5E-02 2.3E-02
5 7.3E-03 7.1E-03 7.9E-03 1.1E+00 9.7E-01
6 8.5E-03 1.3E-02 1.4E-02 1.6E+00 1.5E+00
7 8.3E-03 7.9E-03 9.2E-03 1.1E+00 9.5E-01
8 9.4E-03 5.3E-03 6.0E-03 6.4E-01 5.7E-01
9 8.3E-03 3.5E-03 3.6E-03 4.3E-01 4.2E-01
10 9.2E-03 2.1E-03 1.9E-03 2.1E-01 2.3E-01
20 7.6E-03 9.0E-04 5.0E-04 6.6E-02 1.2E-01

Table 5.1: Source strength Qk(mgm−1 s−1) for different particle sizes
(k), inferred from the experiments of Jul 27 and Aug 23. Qk has
been deduced from the measured (size-discriminated) concentration at
(0.75, 0.2)ref along the reference transect, together with the theoreti-
cal value (ck/Qk)mod for that location from the LS model (computed
assuming neutral stratification).

The shape of the size distribution of Qk can be expected to be

similar to the shape of the size distribution of measured concentration

(shown in Figure 2.22) because for small particles the model values of

(normalized) size-segregated concentration (ck/Qk)mod at a given down-

wind location do not greatly vary with size; in other words, for a given

downwind location, larger source strength (for given particle size k)

corresponds to larger concentration ck, and vice versa.

The uncertainty bounds on the inferred source strength Qk dis-
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Figure 5.1: Inferred source strength Qk vs. particle diameter, based on
Table 5.1.; error bars are calculated using Equation (5.2)
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played on Figure 5.1 have been computed by combining the stochastic

uncertainty in the theoretical values ( ck
Qk

)
mod

(0.75, 0.2)ref supplied by

the LS model, evaluated as the standard deviation over the 15 sub-

ensembles of each run, with the uncertainty in the measured concen-

trations ck,exp(0.75, 0.2)ref . Let

α = (
ck
Qk

)
mod

(0.75, 0.2)ref

β = ck,exp(0.75, 0.2)ref

and let δα and δβ designate the absolute uncertainties in each. Accord-

ing to the rule for error propagation, the uncertainty in β
α
(i.e. Qk(inf)

from Equation 5.1) with known δα and δβ is

δQk(Inf) = |Qk(Inf)|

√(
δα

α

)2

+

(
δβ

β

)2

. (5.2)

Similarly the uncertainty in the inferred source strength for each size

class δQK(inf) will propagate to the inferred time average concentration

at a chosen downwind location ck(x/H, z/H) as explained in the next

section.

5.1.3 Size-specific concentration implied by the LS

model

Given the inferred source strengthQk(Inf) and the LS model’s (ck/Qk)mod,

time average concentration at a downwind location (x/H, z/H) along

both reference and sheltered transect for a particle size k can be inferred
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by

ck(x/H, z/H) = Qk(Inf) ×
[
ck(x/H, z/H)

Qk

]
mod

. (5.3)

Tables 5.2 and 5.3 document the 40-min time average concentration

implied (by the modeled (ck/Qk)mod) according to the size-segregated

inferred source strengths Qk(Inf) shown in Table 5.1 for the field exper-

iment of Jul 27th.

x/H Unsheltered x/H Sheltered
Dµm 0.75 5 10 0.75 5
4 1.00E-04 5.37E-05 3.41E-05 1.39E-04 1.17E-04
5 7.90E-03 4.87E-03 3.46E-03 1.22E-02 9.42E-03
6 1.39E-02 7.69E-03 5.40E-03 1.77E-02 1.36E-02
7 9.20E-03 4.77E-03 3.10E-03 1.37E-02 8.09E-03
8 6.00E-03 2.87E-03 1.91E-03 7.09E-03 5.94E-03
9 3.60E-03 2.13E-03 1.30E-03 4.34E-03 4.86E-03
10 1.90E-03 9.71E-04 6.40E-04 2.07E-03 1.88E-03
20 5.00E-04 3.16E-04 1.84E-04 5.99E-04 5.79E-04

Table 5.2: Jul 27th: Inferred time mean concentration in mgm−3

at z/H = 0.2 for selected particle sizes. The windbreak was located
at x = 0. Dust was released from a gravel road 60m upwind of the
windbreak (x/H = −6).

Figure 5.2 compares the inferred time average concentrations ck vs.

diameter at locations (x/H, 0.2)ref/lee and (x/H, 1.2)ref/lee for x/H =

(0.75, 5, 10) along both sheltered and reference transect with those

measured on that day. (Note: Figure 5.1 indicates that inferred source

strengths Qk(Inf) do not differ very much between the experiments of

Jul 27th and Aug 23rd, so that the implied time average concentra-

tions from Equation 5.3 must also be very similar; thus results for

Aug 23 have not been shown here.) The uncertainties in the inferred
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x/H Unsheltered x/H Sheltered
Dµm 0.75 5 10 0.75 5 10
4 1.46E-05 2.56E-05 2.56E-05 4.27E-05 6.59E-05 5.12E-05
5 1.08E-03 1.84E-03 2.06E-03 4.22E-03 6.38E-03 4.98E-03
6 1.96E-03 3.43E-03 3.27E-03 5.72E-03 8.34E-03 6.38E-03
7 1.33E-03 2.00E-03 2.11E-03 3.77E-03 5.32E-03 5.10E-03
8 6.38E-04 1.09E-03 1.15E-03 2.17E-03 3.64E-03 2.87E-03
9 4.34E-04 9.54E-04 8.24E-04 1.73E-03 2.17E-03 1.65E-03
10 2.68E-04 3.92E-04 4.13E-04 7.02E-04 1.03E-03 9.29E-04
20 5.92E-05 1.12E-04 9.87E-05 1.91E-04 3.03E-04 2.11E-04

Table 5.3: Jul 27th: Inferred time mean concentration in mgm−3 at
z/H = 1.2 for selected particle sizes. The windbreak was located at
x = 0. Dust was released from a gravel road at 60m upwind of the
windbreak (x/H = −6).

source strength Qk(inf) (as estimated using Equation 5.2) and in mod-

eled ck(x/H, z/H)
Qk

(taken to be the standard deviation of the modeled

ck/Qk across the 15 sub-ensembles for each run of the LS model) were

combined to obtain an uncertainty in the inferred time averaged concen-

tration ck by following the rule of error propagation for multiplication.

Letting

α =
ck(x/H, z/H)

Qk

,

β = Qk(Inf) ,

the uncertainties in inferred values of ck(Inf)(x/H, z/H) (i.e. α × β

with known δα and δβ) can be expressed

δck(Inf)(x/H, z/H) = |ck(Inf)(x/H, z/H)|

√(
δα

α

)2

+

(
δβ

β

)2

, (5.4)

and are shown as error bars in the left panel of Figure 5.2.
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Figure 5.2: Comparison of the size distribution of the inferred time
average concentrations with the size-specific time average concentration
measured on Jul 27th under effectively neutral stratification.
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The pattern of the inferred time average concentrations shows some

qualitative similarity with the measured concentration, as described in

detail in Section 2.3.2. Time average concentrations peak at particle

size D = 6µm. Generally, concentrations in the sheltered area exceed

those at corresponding locations on the reference transect, and concen-

trations at the lower level exceed those at the higher. These features

are more accentuated in the inferred than in the measured concen-

trations. This is probably because inferred concentrations estimated

by Equation 5.3 are influenced by modeled ck(x/H, z/H)/Qk shown

in Figures (4.6 and 4.7), which reveals distinct differences in mod-

eled ck/Qk between counterparts in terms of the wind field (homoge-

nous/inhomogenous) and height levels of z/H = 0.2 and z/H = 1.2.

In addition to the normalized time average concentration, the LS

model also provides the ensemble-average transient of normalized, size-

segregated concentration, ⟨ck(t)⟩/Qk. Given also the inferred source

strength Qk(inf), one can obtain an ensemble average concentration

transient, which can be compared with the measurements from the

Casella dust monitors. Because the latter give time series of concen-

tration without size discrimination (i.e. aggregate concentration of all

particle sizes), the inferred ensemble-averaged (size-specific) concentra-

tion transients at z/H = 0.2 shown in Table 5.1 have been aggregated,

⟨c⟩mod =
∑(

⟨c⟩k
Qk

)
mod

× (Qk)inf .

However the particle size range detected by the Rotorods likely does



170

not cover the full range of particle sizes actually present in the field,

and the Casella monitors may respond to small dust particles not cap-

tured on the Rotorods. Therefore instead of directly comparing ⟨c⟩mod

with ⟨c⟩Exp to study their qualitative similarities, I applied the scaling

method on modeled ⟨c⟩mod as described in Section 2.2.2, and compared

it with scaled ⟨c⟩Exp measured in the field. In short, Uref × ⟨c⟩/cref

is plotted against Uref × t, where Uref is the simulated wind speed at

(−3, 1.2)ref along the reference transect, and cref is the peak concentra-

tion at (0.75, 0.2)ref along the reference transect. The inferred and

measured ensemble-averaged concentration transients, scaled by the

reference wind speed and concentration, are placed together in Fig-

ure 5.3 which shows that there are similarities between the inferred

ensemble-averaged concentration transients obtained by the LS model

and measurements from Casella monitors.

These similarities are

1. peak concentration decreases with increasing downwind distances,

and the peak concentration at a given downwind location arrives

later on the sheltered transect than its counterpart on the refer-

ence transect;

2. the duration of the dust plume is longer in the sheltered area, and

the pattern of peak concentration is more distinct at a location

closer to the source. The concentration transient at locations fur-

ther downwind from the source is wider and weaker, with stronger
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Figure 5.3: Comparing normalized, ensemble-averaged concentration
transients inferred from simulations for a neutral atmosphere (upper
panel) with those measured by the Casella dust monitors (lower panel).
These results are for the experiment of 23rd Aug, with Uref = 9.09m s−1.
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fluctuations.

However there are some discrepancies between the modeled and mea-

sured ensemble mean concentration transients: specifically, peak con-

centration occurs earlier, and the duration of the ensemble-averaged

concentration transient is shorter, for modeled results. It is natural to

wonder about the fidelity of the Lagrangian model (i.e. to think about

systematic errors lying on the theory side). However two types of ran-

dom error in the observations need to be considered, for they may be

partly responsible the discrepancies shown by Figure 5.3.

Firstly, there is a sampling uncertainty (or sampling error) associ-

ated with the field experiment. The ensemble-averaged concentration

transients obtained from the Casella measurements are averaged over

19 realizations (see Equation 2.12), however in the turbulent surface

layer an ensemble over (only) nineteen realizations (transients) can-

not be expected to provide a sample mean that (with high confidence)

closely estimates the underlying (true, but unknown) population mean.

In other words, an average over nineteen realizations is not adequate

to eliminate the influence of randomness of each individual realization

on the calculated ensemble mean. Secondly, and equally importantly,

there is a degree of uncertainty regarding the placement (with each

≈ 40 minute long Casella record) of the individual time origins (core-

sponding to vehicle passage upwind of the transect) of each realization.

As described in Section 2.2.2, the driver controlled the time at which
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the vehicle passed the location directly upwind of the first measure-

ment transect on each pass. Although the driver’s watch was manually

synchronized with Casella monitors, some uncertainty in time origin of

each measurement transect on each pass remains: if this is estimated

as ±2 sec then this corresponds to an uncertainty on the Ureft axis of

about ±20 m ∗(for the experiment of 23rd Aug, shown in Figure 5.3).

5.2 Fidelity of the modeled results

Quantitatively, how reliable are the inferred concentrations? This is

difficult to answer, due to the circular nature of the prediction method

— which requires first using measured ck(0.75, 0.2)ref and

modeled ck(0.75, 0.2)ref/Qk to infer Qk, and then using inferred Qk and

modeled ck(x/H, z/H)/Qk to obtain inferred ck(x/H, z/H). Fidelity

of inferred concentration depends on both the field experiment and

on the LS model, both of which are subject to uncertainty: the field

data are subject to sampling error (inadequate degree of averaging) and

possibly also to systematic errors (e.g. incorrectly controlled Rotorod

rotation rate; incorrect assumption regarding particle collection effi-

ciency, etc.), while the LS model certainly oversimplifies the processes

it represents. As a working hypothesis, I assume the closer the match

of inferred to measured concentration, the more accurate the inferred

∗The uncertainty in time origin for each experiment session can probably be
extended to ±5 sec due to changeable circumstances during each experiment session,
then locations of experimental dust transients on the Uref t axis are uncertain by
±50m
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concentration — ideally, the two would be equal (cExp = cInf ). Sta-

tistical measures introduced in this section will address the question

raised at the beginning of this paragraph.

Figure (5.4) presents scatter plots of inferred cInf vs. measured cExp

at downwind locations (x/H, 0.2/1.2)ref/lee for x/H = (0.75, 5, 10)

along both sheltered and reference transect. A simple way to quantify

the fidelity of inferred c is to measure how well the plotted points are

fitted by a 1:1 line. The correlation coefficient

R2 = 1− residual sumof squares

total sumof squares

gives the fraction of total variance explained by a linear fit, and mea-

sures the quality of the inferred concentrations (the better the fit, the

closer the value of R2 to unity). In addition, the fraction of the mod-

eled concentrations lying within a factor of two of the corresponding

observations (FAC2) is also a useful measure of the accuracy of the

inferred concentration. Correlation coefficients R2 and FAC2 scores for

subplots (a) through (d) in Figure 5.4 are shown in Table 5.4. The

inferred concentrations fail to predict adequately the observed concen-

trations along z/H = 1.2, but the model’s fidelity is encouraging for

both of the lower (z/H = 0.2) transects, i.e. both on the reference

(unsheltered) and sheltered transects.

Comparing (ck)mod to (ck)Exp is equivalent to comparing ( ck
Qk

)
mod

to

measured (ck)Exp normalized by inferred Qk(inf). Let θ̂k = ( ck
Qk

)
mod

, and

θk =
ck(Exp)

Qk(Inf)
. Tables 5.5 to 5.8 show numerical comparison of θ̂k from
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Figure 5.4: Scatter plot of inferred versus measured time average con-
centrations, for the two field days with neutral stratification (Jul 27
and Aug 23). Upper panels, z/H = 1.2 and lower panels z/H = 0.2.
The thick line is a 1:1 (perfect) fit, while thin lines correspond to ratios
(of measured to inferred concentration) equalling 1/2 and 2.
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(a) (b) (c) (d)
Location (x/H, 1.2)ref (x/H, 1.2)lee (x/H, 0.2)ref (x/H, 0.2)lee

R2 -13.0 0.20 0.68 0.91
FAC2 0.17 0.67 0.77 1

Table 5.4: Goodness of fit scores for the Lagrangian model at the upper
transects (subplots a,b) and at the lower transects (subplots c,d) of
Figure 5.4

LS model to θk from field observations at all monitoring locations at

z/H = 0.2 (where the LS model demonstrates better agreement with

observation) in the field for selected particles sizes for both field days

(Jul 27th and Aug 23rd) under neutral atmospheric conditions.

(0.75, 0.2)ref (5, 0.2)ref (10, 0.2)ref

D(µm)
ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

4 8.2E-03 8.2E-03 6.8E-03 4.4E-03 0 2.8E-03
5 7.3E-03 7.3E-03 5.8E-03 4.5E-03 2.4E-03 3.2E-03
6 8.5E-03 8.5E-03 7.5E-03 4.7E-03 3.0E-03 3.3E-03
7 8.3E-03 8.3E-03 7.0E-03 4.3E-03 2.5E-03 2.8E-03
8 9.4E-03 9.4E-03 8.3E-03 4.5E-03 2.8E-03 3.0E-03
9 8.3E-03 8.3E-03 7.9E-03 4.9E-03 2.8E-03 3.0E-03
10 9.2E-03 9.2E-03 8.2E-03 4.7E-03 4.4E-03 3.1E-03
20 7.6E-03 7.6E-03 1.1E-02 4.8E-03 1.5E-03 2.8E-03

Table 5.5: Jul 27th: ckExp/QkInf and modeled ck/Qk for several par-
ticles sizes at (0.75, 0.2)ref , (5, 0.2)ref and (10, 0.2)ref along reference
transect

Figure 5.5 shows how θk shown as white and black dots at posi-

tions (0.75, 0.2), (5, 0.2) and (10, 0.2) along sheltered and reference

transect can fit θ̂k vs downwind distance (x). Figure 5.5 shows that

modeled (ck/Qk)mod decreases with increasing downwind distance on

both the reference and the shelter transect, for selected particle sizes
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(0.75, 0.2)lee (5, 0.2)lee

D(µm)
ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

4 1.4E-02 1.1E-02 6.8E-03 9.6E-03
5 8.2E-03 1.1E-02 7.3E-03 8.7E-03
6 9.1E-03 1.1E-02 8.3E-03 8.3E-03
7 8.8E-03 1.2E-02 7.4E-03 7.3E-03
8 1.1E-02 1.1E-02 8.6E-03 9.3E-03
9 9.2E-03 1.0E-02 8.1E-03 1.1E-02
10 1.1E-02 1.0E-02 1.1E-02 9.1E-03
20 1.5E-02 9.1E-03 6.0E-03 8.8E-03

Table 5.6: Jul 27th: ckExp/QkInf and modeled ck/Qk for several par-

ticles sizes at (0.75, 0.2)lee and (5, 0.2)lee along the sheltered transect.

(0.75, 0.2)ref (5, 0.2)ref (10, 0.2)ref

D(µm)
ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

4 8.2E-03 8.2E-03 8.7E-03 4.4E-03 8.7E-03 2.8E-03
5 7.3E-03 7.3E-03 7.1E-03 4.5E-03 6.2E-03 3.2E-03
6 8.5E-03 8.5E-03 8.3E-03 4.7E-03 6.8E-03 3.3E-03
7 8.3E-03 8.3E-03 8.2E-03 4.3E-03 7.1E-03 2.8E-03
8 9.4E-03 9.4E-03 9.4E-03 4.5E-03 7.8E-03 3.0E-03
9 8.3E-03 8.3E-03 7.3E-03 4.9E-03 6.8E-03 3.0E-03
10 9.2E-03 9.2E-03 8.4E-03 4.7E-03 8.8E-03 3.1E-03
20 7.6E-03 7.6E-03 6.7E-03 4.8E-03 8.3E-03 2.8E-03

Table 5.7: Aug 23rd: ckExp/QkInf and modeled ck/Qk for several par-
ticles sizes at at (0.75, 0.2)ref , (5, 0.2)ref and (10, 0.2)ref along reference
transect
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(0.75, 0.2)lee (5, 0.2)lee (10, 0.2)lee

D(µm)
ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

ck(Exp)

Qk(Inf)
( ck
Qk

)
mod

4 4.3E-03 1.1E-02 4.3E-03 9.6E-03 8.7E-03 6.7E-03
5 8.0E-03 1.1E-02 5.5E-03 8.7E-03 6.1E-03 4.7E-03
6 9.2E-03 1.1E-02 6.8E-03 8.3E-03 7.0E-03 6.5E-03
7 8.8E-03 1.2E-02 7.1E-03 7.3E-03 7.3E-03 4.4E-03
8 1.0E-02 1.1E-02 7.8E-03 9.3E-03 8.5E-03 5.0E-03
9 8.7E-03 1.0E-02 7.1E-03 1.1E-02 8.0E-03 4.2E-03
10 1.1E-02 1.0E-02 7.9E-03 9.1E-03 8.4E-03 4.8E-03
20 5.8E-03 9.1E-03 7.5E-03 8.8E-03 8.3E-03 3.8E-03

Table 5.8: Aug 23rd: ckExp/QkInf and modeled ck/Qk for several par-
ticles sizes at (0.75, 0.2)lee, (5, 0.2)lee and (10, 0.2)lee along the sheltered
transect

(small particles, i.e. diameters less than 20µm); however, the decrease

is monotonic on the reference transect whereas there are some sporadic

minor increases in (ck/Qk)mod on the sheltered transect. Moreover, the

modeled results show that (ck/Qk)mod for small particls on the shel-

tered transect is higher than that on the reference transect for a given

distance downwind of the windbreak, which may be attributable to

particle lifting induced by the positive vertical wind in the vicinity of

the windbreak, and/or the reduced wind speed and less intense vertical

mixing in the “quiet zone” (as discussed in Chpater 4).

Table 5.4 shows the goodness of fit of the modeled results with ob-

servations, at different monitoring locations, and reveals that goodness

of fit is significantly better at the height level z/H = 0.2 than at the

higher level. Since the LS model was applied to simulate particle tra-

jectories for a range of small particles (i.e. D ≤ 20µm), it would be
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Figure 5.5: Comparison of (ck/Qk)mod (black lines) to the ratio of
(ck)Exp to Qk(Inf) (dots) on the reference (left panel) and sheltered
transects (right panel) respectively. White and black dots are for in-
ferred source strength normalized ck(Exp) obtained from field day Jul
27th and Aug 23rd respectively.

interesting to know which particle size has the best goodness of fit at

z/H = 0.2. Given the quality of model fit at z/H = 0.2 as shown

in Table 5.4, the closeness of θ̂k to θk for each selected particle size

can be compared by calculating the sum of squared residuals (SSR)∑
(θ̂k − θk)

2
over all monitoring locations at z/H = 0.2, the graphic

representation of which is shown in Figure 5.6. The smaller the SSR,

the better the modeled results. Figure 5.6 reveals that SSR for particles

of 6 micron diameters is smallest. The degree of closeness justified by

SSR doesn’t differ a lot for small particle sizes except for particles of

4 micron diameters, the SSR of which is about two times as high as

SSR of any other particle sizes shown. Notice that generally speaking,

particles sizes with higher observed concentration show smaller SSR
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values implying better goodness of fit of the modeled results, and the

lowest SSR is associated with particle size with highest concentration

(i.e. peak concentration) observed in the field.

Figure 5.6: Sum of squared residuals to show the closeness of ( ck
Qk

)
mod

denoted as θ̂k) to ckExp/QkInf denoted as θk for selected particle classes.
Length of different shaded bars indicate the contribution to the overall

SSR from (θ̂k − θk)
2
at the corresponding location shown in the legend.

After statistically justifying the LS model, I noticed that the mod-

eled results show better qualitative agreement with measured results

where higher concentration (i.e. more abundant number of particles)

was detected in the field. Specifically, ck at z/H = 0.2 was significantly

higher than that at z/H = 1.2, and for particles species of higher con-

centration detected in the field (e.g. D = 5, 6µm), their corresponding

modeled concentrations show greater closeness to measured values. An
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acceptably low level of random (statistical) error in the LS simulations

hinges on the computation of an adequately large number of particle

trajectories. The sampling number of imaginary particles for this LS

model (i.e., 1000× 15) is believed to be sufficient. On the observations

side, random error in concentration measurement can only be elimi-

nated by sampling a larger number (or mass) of particles. Where low

particle counts or concentrations were detected during the field experi-

ments, the disparity between model and measurement may suggest an

insufficient count of sampled dust particles in the field; for example, the

12m height was too far from the source, and few particles were lifted

high enough to reach that level. In the future, in order to improve the

quality of the experimental data, one may consider adjusting the height

of measurement, i.e., avoid choosing height levels which are too high

above the source level.

In short, the pattern of size-specific concentrations inferred from

the LS model is qualitatively consistent with the observed pattern.

Figures 5.2 and 5.3 compare modeled time average concentration and

ensemble-averaged concentration transients to the corresponding obser-

vations. Both figures demonstrate that there are similarities between

the modeled results and the field observations. Most obviously, time

average concentration peaks at 6µm diameter. The dust plume pro-

gressing along the sheltered transect lags behind that on the reference

transect. Time average concentration decreases with increasing down-

wind distance on a given transect (sheltered or reference). At a given
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downwind location, instantaneous concentrations reflected by the en-

semble average concentration transients in Figure 5.3 first rise until a

peak value is achieved, and then drop from the peak to zero. The peak

concentration decreases with increasing downwind distance, and the

time needed for the passage of the dust plume increases with increasing

downwind distance. In addition, model values for normalized concen-

tration (ck/Qk)mod as a function of downwind distance (as shown by

Figure 5.5) demonstrate that at a given downwind location, time aver-

age concentration tends to be higher on the sheltered transect.

The goodness of fit of the modeled results to observation (or the

fidelity of LS model) can be quantified by calculating the correlation

coefficient (R2) and the fraction of the modeled concentrations lying

within a factor of two around the corresponding observations (FAC2)

based on the working hypothesis that θ̂ = θ should be satisfied in an

ideal situation, where θ stands for observation in the field, and θ̂ is the

same quantity obtained by simulation. Finally, the relative closeness of

modeled results to observation can be justified by calculating the sum

of squared residuals (SSR). Statistical justification of the LS model

(i.e. R2, scores of FAC2 and SSR) suggests that the modeled results

fit measured results significantly better at the lower level (z/H = 0.2),

and modeled results are relatively closer to the measured results for

particles of higher concentration in the field.
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Chapter 6

Conclusion

The objective of this project has been to study the effects of a

natural windbreak of aspect ratio (W/H = 0.5) on dust particle dis-

persion in the neutral surface layer, an undertaking which required

integrating knowledge of atmospheric dispersion with windbreak aero-

dynamics. Concentration of airborne particulates depends on many

factors; observation location relative to the source, particulate source

strength, particulate settling velocity, and, the statistics of the ambient

wind field are among the most important factors that can affect particle

concentration. In general, a windbreak can influence particle concen-

tration in two ways: (1) by filtering particles as they pass through the

windbreak, and (2) by disturbing the wind field. In my thesis I have

focused my analysis on the case that the atmospheric surface layer is

neutrally stratified, and the mean wind direction is perpendicular to

the windbreak (and dust source). The complications attending the ef-

fects of atmospheric buoyancy and/or a wind striking the windbreak
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at an oblique angle are considered beyond the reasonable scope of this

M.Sc. project.

6.1 Findings

Comparing measurements with simulation, we see that in general

time average concentration decreases along the downwind direction for

a given source strength. In a horizontally-homogenous wind field, this

decrease is caused by spreading of particles induced by turbulence,

along with gravitational settling out of the flow (Bouvet et al. 2007).

The situation becomes more complicated in the lee of a natural wind-

break because both the disturbance to the wind field and the direct

action of the foliage in filtering the airstream (i.e. entrapment) can in-

fluence the patterns of concentration and deposition of particles. Fur-

thermore the influence of these effects on small particles (D ≤ 20µm)

differs from that on large particles (D ≥ 50µm). Perhaps counter-

intuitively, according to the results given in this thesis the time aver-

age concentration at a downwind location along the sheltered transect

tends to be higher than its counterpart along the unsheltered transect.

The modeled results (i.e. concentration normalized by source strength)

show that the increase is more obvious for the time average concentra-

tion of small particles (diameters less than 20µm) at the higher level

(z = 12m) than that at the lower level (z = 2m), as indicated by

Figures (4.6 - 4.9). The observations also show that measured time
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average concentration increases in the sheltered area (see Figures 2.20

and 2.21), although the magnitude of the increment is not as evident

as that shown in the modeled results. The LS model suggests that con-

centration for large particles (diameters D ≥ 50µm) doesn’t increase

(or even tends to decrease) in the sheltered area. This cannot be veri-

fied by field observations, since we didn’t obtain enough data for large

particles during the field experiment.

Field observations combined with modeled results suggest that the

wind reduction zone in the lee of a windbreak would cause more dust

particles to accumulate in the ‘quiet zone’, because reduced wind speed

and turbulence reduce the intensity of mixing of dust particles with

ambient air. As a result, concentration is higher in the wind reduction

zone compared to the matching locations along the reference transect.

Small particles are more likely to be influenced by the disturbed wind

field, and the effect on them of windbreak entrapment is trivial — both

the model and the observations show that time average concentration

of small particles in the sheltered area tends to be higher than at the

matching location in the unsheltered area. On the other hand, the LS

model indicates that larger particles are more likely to be deposited to

windbreak elements because probability of entrapment increases along

with particle size. Since larger particles are prone to be deposited onto

ground instead of lingering in the air, windbreak entrapment causes

more reduction in deposition rate than in aerial concentration of large

particles in the lee of the windbreak.
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Both modeled ensemble average concentration transients and Casella

measurements (see Figure 5.3) indicate that dust plumes dwell longer

in the sheltered area, whereas they pass quickly by locations in the un-

sheltered area, resulting in a shorter duration of dusty conditions. The

model results suggest that all particles, regardless of their size, travel

at a similar speed downwind. Specifically, the modeled ensemble mean

concentration transients (Figures 4.10 and 4.11) indicate that the peak

concentration occurs at a similar time for both small and large par-

ticles; in addition, the size distribution of time average concentration

( see Figure 5.2) indicates that the relative proportion of dust parti-

cles of different sizes within a dust plume doesn’t vary with increasing

downwind distance.

6.2 Validity of the results

It is difficult to thoroughly justify the validity of the modeled data

based on the field experiment in Indian Head, for two reasons. First,

the measured data are not sufficient to give a complete picture of the

spatial distribution of concentration. Second, one should be aware of

the assumptions and simplifications adopted to process experimental

data and simulate dust dispersion using the LS model. The LS model

developed for this project uses some simple but effective approaches

to simulate particle trajectories. First, the LS model follows Thomp-

son’s well-mixed condition based on the assumption that the probabil-
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ity density function of velocity statistics is Gaussian, which is generally

regarded as a reasonable approximation for weakly-stratified surface

layer winds. The approach of parameterizing windbreak entrapment

may be oversimplified in that the model assumes impaction conduc-

tance is uniform within the natural windbreak; in reality, entrapment

efficiency may vary spatially within the windbreak. Zhou et al. (2004)

suggest that the internal structures of a windbreak, i.e. vegetative sur-

face area for leaves, branches, trunks and the geometric shape of the

individual vegetative elements are all important factors to determine

the flow near the windbreak, which may have effects on particle depo-

sition to windbreak elements. However, Asman (2005) pointed that it

is not clear at the moment how to parameterize the internal structure

of the windbreak using those factors. For the LS model developed for

this project, the frontal area density of vegetation elements (specified

as α = 0.5m2m−3) and the characteristic length scale of vegetation

elements (specified as de = 0.05m) are the parameters characterizing

the windbreak’s internal structure, and their values were obtained not

by measurement, but by adopting what seemed a plausible assump-

tion for a natural windbreak. The effects of gravitational settling are

treated simply by adding a constant settling velocity to the vertical

velocity component and reducing the autocorrelation timescale along

the heavy particle trajectory, which is an effective approach to account

for trajectories of heavy particles demonstrated by Wilson (2000). The

wind statistics used to drive the LS model matched the measured wind
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speed at (−3, 0.2) along the unsheltered transect; still, there is no way

to prove the accuracy of the input wind speed. As stated by Bouvet

et al. (2006), who adopted an LS model to study heavy particle depo-

sition in a windbreak flow, the modeled wind speed and turbulence in

the sheltered area could be subject to errors as serious as 100%.

With so many assumptions and simplifications adopted by the LS

model, it is not surprising that the quantitative agreement of the mod-

eled results with the measured results is mediocre. About 69% of in-

ferred concentrations (including both heights: z/H = 0.2 and z/H =

1.2 in the unsheltered area and shletred area for Jul 27th and Aug 23)

lie within a factor of two (FAC2) of the corresponding measured con-

centrations (see Fig. 5.4). The FAC2 score is significantly higher for

measurements along the lower (z/H = 0.2) transect at which higher

concentration is expected because of the proximity to source level. In

addition, the closeness of modeled results to measurements judged by

computing the sum of squared residuals (SSR) indicates that modeled

results demonstrate higher accuracy for particle species (in terms of

size) with higher concentration detected in the field. This suggests

that the LS model is more useful in modeling higher concentration in

terms of quantitative quality. Qualitatively, the results are encourag-

ing. Both measured and modeled results indicate that time average

concentration of small particles of diameters less than 20µm tends to

increase in the wind reduction zone in the lee of the natural windbreak

where the duration of the dust plume is prolonged. In short, the results
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of this research suggest the LS model is a useful tool in terms of giving

a reasonable approximation of the dust dispersion pattern observed in

the field during the Indian Head experiments.

The question raised in Chapter 1 was — can a shelterbelt mit-

igate the downwind concentration of road dust? The answer,

based on this preliminary research, is that a natural windbreak is not

effective in reducing the concentration of small airborne particles (diam-

eter D ≤ 20µm); indeed, conversely, the reduced wind speed and tur-

bulence in the near lee of the windbreak can increase the time average

concentration of small particles and prolong the dwell time of a tran-

sient dust plume. And although windbreak entrapment appears to be

a significant mechanism for scrubbing large dust particles (D ≥ 50µm)

from the air, enhancing the action of gravitational deposition, the fact

that the observed dust plumes at Indian Head were composed mostly

of small particles implies that, at least as regards its immediate lee, a

shelterbelt with aspect ratio W/H = 0.5 does not mitigate the

concentration of road dust.

It is natural to wonder whether there might be an optimal design

for roadside shelterbelts that is most conducive to mitigation of dust.

Might it be possible to improve the efficiency of entrapment of small

particles (PM10), which account for more than 90% of the number of

particles in dust plumes detected in the field? Windbreak entrapment is

governed by Equation 3.20, which can be integrated along a trajectory
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to yield (Raupach et al. 2001)

C1

C0

= exp

(
−gpαSb

U

)
, (6.1)

where C0 is the upwind particle concentration and C1 is the particle

concentration measured at the downwind edge of the windbreak, i.e.

concentration in the air which has passed through the windbreak. In

Eq. 6.1 α is the frontal area density of the windbreak, gp is the total

conductance for particle deposition (see Section 1.3.2), U is the ambi-

ent wind speed, and Sb is the total distance the dust-laden air traverses

while passing through the windbreak. Sb must exceed the width W of

the windbreak due to turbulence; typically Sb/W = 1.2, according to

Raupach et al. (2001). Assuming Brownian diffusion can be ignored,

gp/U can be replaced by the impaction efficiency gpi/U and parameter-

ized in terms of the Stokes number (Equations 1.20 and 1.21).

Equation 6.1 suggests that the probability for particles to pass

through the windbreak without impaction onto foliage decreases as

gpi/U , α and/or Sb increases. Sb can be increased by increasing the

width of the windbreak and/or increasing the ambient turbulence in

order to increase the amplitude of the meandering trajectories of air-

borne particles. Therefore, two methods to improve the efficiency of

windbreak entrapment suggest themselves:

(1) increase the width of the windbreak by planting more rows of

trees;
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(2) select tree species which optimize the efficiency of entrapment of

target particles, for instance, PM10.

The first method of improving control of dust off roads would appear

straightforward, and be easy to achieve. The practicality of the sec-

ond approach remains questionable, and further research is warranted.

From the perspective of Equation 6.1, one should select trees producing

a large frontal area density α, i.e. frontal area of foliage elements per

unit volume (dense vegetation). Equations 1.20 and 1.21 show that for

a given particle size and ambient wind velocity, the impaction efficiency

depends on the characteristic length scale of vegetation elements. Fig-

ure 6.1 shows that for a windy day (U = 10m s−1) the impaction effi-

ciency at given particle size approaches a maximum value as the length

scale of the vegetation elements approaches zero (which obviously is not

feasible). The curves for small particles are concave downwards, and

the curvature increases as particle size decreases; therefore, it might be

possible to improve impaction efficiency and thus the effectiveness of

a shelterbelt for scrubbing dusty air by selecting trees of a type that

features very fine foliage. Figure 6.1 shows that if the target particles

are PM10, then a foliage dimension in the range 0.5 to 1 cm may be a

good choice.

To conclude, it appears possible that one could improve the effi-

ciency of a shelterbelt in scubbing fine particlates from rural road dust.

Whether or not the above specific suggestions might be useful in prac-
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Figure 6.1: Impaction efficiency vs length scale of vegetation element for
several particle sizes for the ambient wind speed of 10m s−1 as measured
in the field under neutral stratification.
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tice is a subject for future researchers.
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Appendix A

Count particles on Rotorods

Image pro plus 7.0 was used to count and classify the number of

particles on pictures of sampling areas from a Rotorod spore counter.

After properly calibrating the image software with Rotorods’ dimen-

sions, for each picture of Rotorods as shown in Figure 2.7, first make

it grayscale (see Figure A.1), and then quantify the pixel values of the

image to highlight the trapped dust particles (Figure A.2).

Areas of low pixel values can be regarded as dust particles. How-

ever, the problem is how to distinguish dust particles from shadows.

Generally, all dark areas (pixel value ∈ [0, 70]) are dust particles, but

other areas with low pixel values may represent either dust particles or

shadows. One method is to use ‘hole ratio’ to distinguish them. Hole

ratio defines the ratio of object area excluding holes to the total area

of the object. Suppose each dust particle is a round sphere, its hole

ratio should approach 1; on the other hand, shadows usually surround

dust particles, and their pixel values are also low on the grayscale pic-
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Figure A.1: A grayscale picture of a sampling area from a Rotorod

Figure A.2: Quantify the pixel values of the grayscale picture of a
sampling area from a Rotorod
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ture . Dust particles are selected according to the order, pixel value ∈

[0, 70], pixel value ∈ [71, 110] and pixel value ∈ [111, 127] with hole

ratios larger than 0.95. Another restriction for selection is the shape

of a selected area must not deviate too much from a round object

with a uniform radius; specifically, the radius ratio (i.e. ratio between

maximum radius and minimum radius) and the roundness defined as

(perimeter2)/(4 π area) must be smaller than a threshold value. 5 is

chosen arbitrarily for this project. Finally, the diameters of all se-

lected particles are classified into designated size bins from D = 1µm

to 100µm with equal bin width of 1µm. A histogram can show how

the number of selected particles is distributed into each size bin. One

example is shown in Figure A.3

Systematic errors of Rotorods’ counting One way to estimate

the systematic error of the number of particles of size k (Nk) counted

by Image pro plus for one Rotorod counter is to assume that Nk is a

Possion random variable with parameter λ = Nk. A particle released

into the air at the source will either be trapped by the Rotorod or

escape the entrapment, which can be regarded as a binomial process.

The binomial variable can be regarded as a Poisson variable with λ =

np when the number of trials is large (n → ∞), the probability of

success is small (p → 0), and the average number of successes remains

a fixed quantity of moderate value (Ghahramani, 2005). For the field

experiment, it is reasonable to assume that each Rotorod only captured
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Figure A.3: Distribution of the number of selected particles from a
sampling area into size bins.

a small number of dust particles (Nk) comparing to the total number

of dust particles(Ntot) released at the source, and the probability of

success can be approximated by

p =
Nk

Ntot

;

therefore, by the definition of λ = np, where n can be regarded as Ntot,

λ can be approximated by Nk. The standard deviation for a Poisson

random variable is
√
λ, which is

√
Nk in this case. As a result, the

number of dust particles belonging to a size class k can be estimated as
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Nk ±
√
Nk from counting a Rotorod sample at a measurement location.

The error of number of particles for each size calss k captured by the

Rotord will be propgated to measured size segregated time average

concentration ck at that location as shown by Equation 2.4. I usually

omit showing the systematic errors of measurement data in Chapter

2 for simplicity. However, all Rotorod measurements with systematic

errors for field days Jul 27th and Aug 23rd are summarized in Figures

A.4 and A.5 which show that the number of particles estimated by

Image Pro plus for each size bin is converted to number of particles per

unit volume (i.e. concentration) by Equation 2.4.
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Figure A.5: Aug 23rd: Size distribution of concentration (number m−3)
with systematic errors for various measurement locations at z/H = 0.2


