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Abstract 
 

Despite their unmatched soft-tissue contrast, Magnetic Resonance (MR) images 

suffer from wide-ranging image distortions; this has raised questions about their 

suitability as an imaging modality upon which to base conformal radiation therapy 

treatment plans.  This thesis addresses image distortion as it relates to the 

implementation of MR-based radiation therapy treatment planning (MR-RTP).  A  

grid phantom was imaged at 3T to determine the 3D distortion field using in-

house software. Using multiple images, both machine- and object-related sources 

of distortion were separated such that individual evaluation of distortion sources is 

possible.  Over the imaging volume, nonlinearities in the gradients led to peak-to-

peak image distortions of up to 11 mm.  For in-vivo distortion quantification, the 

method was augmented with a modified gradient echo sequence which measures 

the phase evolution due to underlying field inhomogeneities.  The amount of 

distortion measured using this technique is dependent upon both patient anatomy 

and sequence parameters, but was found to contribute 5.7 mm at maximum.  The 

methods presented can be combined to provide comprehensive distortion 

rectification such that mean residual image distortion is reduced to well below the 

pixel resolution.  Finally, distortion quantification and correction methods were 

applied to a clinical MR-RTP study of prostate patients.  The dosimetric 

consequences of distortion correction were investigated by comparing 3D 

conformal and intensity modulated radiation therapy plans developed based on 

both uncorrected and corrected MRI data sets.  Total image distortions 

and those directly affecting the prostate and organs at risk (OARs) were 

assessed and target doses, OAR doses, and dose volume histograms were 

compared.  Maximum distortion (from all sources) was 7.8 mm.  With the 

exception of two patients, changes in plan dosimetry were insignificant (<2% / 

<1Gy).  Two patients who were poorly position suffered larger distortions in the 

target region which led to dosimetric differences of up to 4.2%.   
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1. Chapter 1: Introduction 
 

1.1. Overview of the Thesis 

Magnetic Resonance Imaging based Radiotherapy Treatment Planning (MRI-

RTP) has evolved naturally both from the increased availability and quality of 

medical imaging and from an ever-expanding ability to refine radiation delivery 

procedures.   Indeed, modern day cancer therapy relies heavily on a variety of 

imaging modalities through all stages of diagnosis, planning, delivery and 

evaluation, and Magnetic Resonance Imaging (MRI) finds itself playing an 

increasingly important support role to these processes.  This thesis seeks to 

investigate one of the fundamental problems associated with incorporating MRI 

into the practice of radiotherapy - namely, image distortion.  The sources and 

characteristics of the distortion problem are identified, solutions are introduced, 

and finally, distortion rectified images are applied to the practice of MRI-RTP.  

 

The structure of the thesis is as follows: Chapter 1 reviews modern radiotherapy 

techniques and the role of medical imaging at various stages of the radiotherapy 

process; in doing so, it provides important context for the remainder of the thesis.  

Chapter 2 introduces the concepts relevant to nuclear magnetic resonance, image 

formation, and image distortion.  The development of the materials and methods 

for characterising machine-related sources of MR distortion are covered in 

Chapter 3 and have been published, in somewhat modified form, in Medical 
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Physics.2  The materials and techniques introduced in Chapter 3 were adapted and 

extended to evaluate machine related distortions over a larger, more clinically 

relevant field of view.  As well, methods were added to measure and correct for 

patient-related image distortions.  These topics are covered in Chapter 4 and form 

the basis of a second Medical Physics publication.3  Chapter 5 describes work 

carried out on phantoms to refine one particular aspect of the distortion correction 

scheme, namely the residual chemical shift artifact.  The contents of Chapter 5 

have been published as part of the 2010 ISMRM conference proceedings.4  

Chapter 6 includes the result of a clinical investigation which applied the 

distortion measurement and correction methods developed in earlier chapters to a 

prostate radiotherapy treatment planning study.  An abbreviated version of 

Chapter 6 is currently under review with the International Journal of Radiation 

Oncology Biology and Physics.  Finally, Chapter 7 is a brief concluding chapter to 

the thesis. 

 

1.2. External Beam Radiation Therapy 

The treatment of cancer is generally achieved through three methods: surgery, 

chemotherapy and radiation therapy.  These treatments may be delivered 

individually or in combination in order to achieve the optimum result.  Radiation 

therapy is used in approximately half of all treatments5 and can be delivered using 

unsealed sources, sealed sources (brachytherapy), or with external beam therapy.  

External beam radiotherapy is the most widely used delivery method and is the 

focus of the following sections. 
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The overarching objective of radiation therapy, including external beam 

radiotherapy, is to deliver a lethal dose to the tumour volume in order to eradicate 

the cancerous tissue, while simultaneously limiting the dose to surrounding 

normal tissues and critical structures in order to prevent unnecessary treatment 

side effects.  In practice, some dose is always delivered to normal structures.  For 

clinical purposes, the gross tumour volume (GTV)6 is defined as the visible 

tumour extent.  To this volume a margin is added to account for microscopic 

disease invasion and the resultant region is known as the clinical tumour volume 

(CTV).  It is assumed that no tumour cells exist beyond the CTV.  Finally, the 

planning target volume (PTV) is identified as the CTV plus a suitable margin to 

account for potential inter- and intra-fraction motion of both the patient and the 

tumour. These concepts are illustrated in Figure  1-1.  The PTV inevitably includes 

some amount of normal tissue, but it is this volume to which the dose is 

prescribed and radiation is delivered.6,7  The treated and irradiated volumes 

indicate regions receiving the minimum target dose and a “significant” dose (i.e. ≥ 

50% of the target dose), respectively; these volumes are both dependent on the 

particular treatment technique.   

 

The therapeutic success of a radiation treatment is governed by the balance 

between tumour control probability (TCP) and normal tissue complication 

probability (NTCP).  Indeed, much of radiation research is focussed towards 

improving the TCP-NTCP balance.  By decreasing the margins added to the GTV, 
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the amount of normal tissue - and hence restrictions on the NTCP - can be 

reduced.  Similarly, without the same constraints on the NTCP, the dose to the 

tumour can, in theory, be elevated and TCP improved.  The techniques of modern 

external beam radiotherapy are discussed in the following sections.   

 

1.2.1.  Conformal Radiotherapy 

Three dimensional conformal radiotherapy (3D-CRT) refers to treatments that are 

based on 3D anatomical information and generate dose distributions that tightly 

 

 

 

Figure 1-1 

A schematic illustration of ICRU volumes.  Note: the GTV may 

appear differently on images from different modalities. 

 



 5

conform to the target volume whilst depositing minimal dose to normal tissue.8  

The major obstacle to achieving this objective is accurate knowledge of the 

tumour extent.  If the GTV cannot be fully discerned - as is often the case - the 

concept of conformality holds little meaning.  Moreover, in terms of optimizing 

local control, the correct placement of the target volumes becomes more critical 

than for techniques which use wide beams and simple beam arrangements.  As 

discussed above, margins are added to account for uncertainties in tumour extent, 

patient motion, etc. 

 

1.2.2.  Intensity Modulated Radiotherapy 

The primary difference between conventional radiation therapy (including 3D-

CRT) and Intensity Modulated Radiotherpy (IMRT) is that IMRT provides an 

extra degree of freedom - that of intensity modulation - towards achieving dose 

conformality.  Intensity modulation has been widely adopted for clinical use over 

the last decade and is defined for beams that deliver "more than two intensity 

levels for a single beam direction and a single position in space".9  The definition 

of IMRT does not take into account whether treatments are forward- or inverse-

planned, or how the intensity modulation is performed (i.e. multi-leaf collimators 

(MLCs) vs. compensators; or step-and-shoot vs. dynamic delivery).  IMRT is 

capable of generating concave dose distributions and sharp dose gradients; it is 

ideally suited to treating head and neck cancers, which can be found in close 

proximity to many organs at risk (OARs) and to prostate cancer, which requires 

conformal avoidance of structures such as the rectum and small bowel.  In fact, 
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barring slight radiobiological differences, IMRT can create dose distributions that 

compete well with the much more costly treatments produced by proton beam 

therapy.10 

 

It must be recognized, however, that the nearly unlimited control of dose shaping 

provided by techniques such as 3D-CRT and IMRT can be a double-edged sword: 

an increase in dose conformality brings with it an increase in the risk for target 

miss.  Technical prowess in planning does not necessarily translate to improved 

clinical outcomes.  To ensure the effective use of the tightly sculpted dose 

distributions offered by techniques such as 3D-CRT and IMRT, high quality 3D 

images of the irradiated anatomy are required at all stages throughout 

radiotherapy planning and delivery. 

 

1.3. The role of imaging in radiotherapy 

The ability to painlessly and non-invasively visualize the internal structure of the 

living body transformed the practice of medicine in the 20th century more than any 

other innovation.  Unsurprisingly, medical imaging has revolutionized the practice 

of radiation therapy into the 21st century and now guides many of the future 

directions of the field.  The inclusion of imaging at all stages of radiation therapy 

- from planning to delivering to verifying treatments - has been an important 

factor in improving both the clinical TCP-NTCP balance and patient survival and 

quality of life.  Advances in imaging allow the gross tumour to be more accurately 

defined, can add valuable information about the margins required for microscopic 
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disease spread, and can eliminate some of the guess-work inherent in establishing 

limits of tumour motion.  Reducing margins can have drastic effects: for example, 

a spherical tumour with a 5 cm diameter and an additional 2 cm margin represents 

an irradiated volume of 382 cm3.  Halving the margins from 2 cm to 1 cm, 

reduces the irradiated volume to 179 cm3 - less than half the original volume.  

Indeed, advances in imaging have led to safer, more effective delivery of radiation 

therapy, improved local control11,12 and better quality of life due to a reduction in 

normal tissue irradiation.13,14  A variety of imaging modalities are available, 

including ultrasound (US), positron emission tomography (PET), single photon 

emission computed tomography (SPECT), computed tomography (CT), and 

magnetic resonance imaging (MRI).  Each modality has unique advantages and 

limitations with regard to their application in (1) target localisation and treatment 

planning, (2) patient set-up verification, and (3) dose calculation and treatment 

adaptation. 

1.3.1.  Target Localization and Treatment Planning 

Target localization is the first of many important steps in the radiotherapy process.  

As mentioned, highly conformal delivery techniques require accurate and precise 

determination of the tumour volume.  If the tumour extent cannot be clearly 

identified, no amount of beam shaping, modulation, or dose conformality can 

produce a superior clinical outcome.  Indeed, outcomes can be damaged by 

shaping the dose to an incorrect volume.  Tumour volumes are typically outlined 

on CT because CT images provide excellent geometric fidelity, can resolve boney 

anatomy clearly (useful for verifying treatment set-up – see §1.3.2), and provide 
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electron density information necessary for the dose calculations carried out by 

computerized treatment planning systems. 

 

Unfortunately, the soft-tissue contrast of CT imaging is limited by the similarity 

of linear attenuation coefficients in the kilovoltage range for tissues of interest.  

For this reason, it has become increasingly commonplace to use multimodality 

imaging (i.e. CT + PET/SPECT/MRI etc.) which can enable more precise 

delineation of the CTV.15-18  Imaging modalities such as PET, SPECT and MRS 

can provide important spatial information about biologically relevant tumour 

characteristics, e.g. regions of hypoxia, or high cell proliferation or density.19,20  

This information can be combined with CT to reduce uncertainties associated with 

establishing margins for biological tumour infiltration18 or can be used to evaluate 

treatment response and recurrence at later stages in the radiotherapy process.  

Images are typically fused via rigid or deformable registration of either boney 

anatomy or user-defined control points. 

 

Because of the primary importance of soft-tissue contrast for accurate localisation, 

MRI stands out as the preferred imaging modality for a wide range of cancer sites, 

including prostate, head and neck, central nervous system (CNS) and sarcomas.  

One area of particular promise for both improved anatomical and biological target 

definition is combined MRI and magnetic resonance spectroscopy (MRS).  MRI 

provides high contrast soft-tissue images that reflect tumour physiology, while 

MRS Imaging (MRSI) provides information about metabolic changes that may 
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precede physiological indicators of disease.  The two imaging modalities have 

been used together to provide complimentary treatment planning information 

without the need for inter-modality image fusion.21,22    

 

Of the aforementioned imaging modalities, CT and MRI represent the principle 

modalities used in a radiation therapy setting.  A very brief discussion of each of 

the techniques is therefore included in the subsections that follow. 

1.3.1.1. Computed Tomography 

Computed Tomography images are widely used in the field of radiation oncology 

for treatment planning, patient positioning and dose monitoring .  In its simplest 

form, the x-ray source and detector are scanned across the object; at each position, 

the detector measures the transmitted beam intensity which can be converted to 

the integral attenuation of the beam by the structures in its path.  Following a 

single scan, a 1D attenuation profile of the image is created.  The source-detector 

combination is then rotated around the patient in order to collect many 1D 

projections at many different angles.  The collected projections can then be used 

to reconstruct a single 2D image of the object where each pixel represents the 

relative linear attenuation coefficient at that point.  Attenuation values, μ, are 

expressed in a shifted, normalized fashion as a CT number, in Hounsfield Units: 

1000×
−

=
water

watertissueHU
μ

μμ
 Eq. 1-1 

Thus, water = 0 HU.  By calibrating the CT scanner using phantoms with various 

tissue substitutes, a relationship between pixel value (in Hounsfield units) and 
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tissue density can be established.  This is a particularly useful feature since it 

allows the CT image to be used for pixel-by-pixel tissue inhomogeneity 

corrections within the treatment planning system.  Although inhomogeneity 

corrections are not always carried out (alternatively, the assumption can be made 

that all tissue = water), they are useful for improving the accuracy of dose 

calculations.  Linear attenuation, μ, is directly related to absorbed dose, D, 

through the following equation: 

ZE

D
,








⋅Ψ=
ρ
μ

  Eq. 1-2 

where Ψ is the energy fluence for photons of energy E, and μ/ρ is the mass 

energy-absorption coefficient for photons of energy E in material of atomic 

number Z. 

 

 

Figure  1-2 illustrates the variety of materials that can be imaged with CT along 

with their corresponding CT numbers.  Although CT is widely used in radiation 

therapy treatment planning (RTTP), its major drawback is that many relevant soft-

tissues have very similar CT numbers.  In other words, the soft tissue 

discrimination of CT is limited. 
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CT imaging can also be useful in later stages of the radiotherapy process, such as 

during patient positioning (1.3.2).  Provided the CT image is acquired using the 

same conditions as used during treatment (i.e. flat bed, laser alignment, identical 

patient positioning), the planning CT image can be used to create a 2D projection 

 

Figure 1-2 

CT values, given in Hounsfield Units (H), characterize the linear 

attenuation coefficient, μ, of the tissue in each image voxel relative 

to the μ-value of water.  The CT values of different tissues are 

therefore defined to be independent of the particular CT scanner.  

The range of soft tissue CT values is very narrow.  Figure adapted 

from Kalendar.1 
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image called a digitally reconstructed radiograph (DRR).  The DRR can be 

compared against a quick daily image of the patient made using megavoltage CT 

(MVCT) or an on-board imager such as an electronic portal imaging device 

(EPID) to guide patient positioning.  

1.3.1.2. Magnetic Resonance Imaging 

This section serves as a very general introduction to MRI.  More details, including 

the principles and specifics of MRI are discussed in Chapter 2.   

 

While CT image contrast depends on the attenuation of x-rays by tissue – a 

function of both atomic number and electron density, MRI image intensity is 

primarily a function of proton density and tissue relaxation constants.  Tissues can 

be characterized by two fundamental parameters, which describe the response of 

the MR signal: the spin-lattice relaxation (T1) and the spin-spin relaxation (T2) 

(see § 2.1.3).  Differences in these two tissue-specific parameters are the major 

source of image contrast for most MRIs.  The MR image is generated by applying 

a series of one or more radiofrequency (RF) pulses along with magnetic field 

gradients, and the nature of the signal created depends on the particular timing of 

the pulses and gradients.  Because the arrangement of the pulses and various other 

parameters can be infinitely varied, so too can the spin response and the resulting 

image contrast.  This allows many different aspects of the tissue properties to be 

analysed through a single imaging modality. A common scanning protocol 

includes both a T1-weighted spin echo sequence for good anatomical delineation 

and a T2-weighted spin echo image to differentiate pathological and normal 
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tissues.23   Image contrast is not, however, limited to differences in tissue 

relaxation; sequences can be designed to reveal information about vasculature 

(MR angiography), tissue perfusion, blood vessel permeability and local 

diffusion.   

 

The vast array of potential contrast mechanisms available in MRI make it a 

uniquely flexible imaging modality.  Its superb soft-tissue contrast, which can be 

varied by changing a number of sequence parameters, make it useful for 

evaluating the extent and margins of malignancies – particularly for tumours that 

permeate surrounding muscle. While CT reigns superior for imaging boney 

anatomy and for its sensitivity to calcifications, MRI may prove advantageous for 

imaging tumours located very near to boney structures: whereas areas surrounded 

by thick bone can suffer from poor contrast in CT because of the elevated 

absorption of x-rays by bone, the contrast in such areas is unaffected in MR.  

Therefore tumours located near boney prominences or enclosures, or near the base 

of the brainstem are more clearly imaged with MRI.24  Furthermore, the diversity 

of contrast mechanisms in MRI makes it particularly well-suited for imaging CNS 

tumours,25 brain abnormalities and head and neck cancers,26 and for staging soft-

tissue,27 endometrial,28 and pelvic tumours.29,30  Both CT and MR are entirely 

non-invasive imaging modalities; however, MRI is safer for repeated use (e.g. in 

longitudinal studies) because it does not rely on the use of ionizing radiation. 
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Despite MR’s superior soft-tissue contrast and other useful features, its use in the 

realm of oncology is still limited.  The reasons for this are two-fold: 1) the 

geometric accuracy of MR is uncertain; and 2) there is no direct link between 

MRI pixel intensity and electron density which is necessary for inhomogeneity 

correction.  The issue of MR geometric uncertainty is explored in greater length in 

the following chapters and will not, therefore, be discussed in this section.  The 

absence of electron density information in MR images has been explored by a 

number of groups and appears to be a surmountable problem.31-35  One way to 

circumvent this issue is to register MR and CT images such that the MR image 

can be used for structure delineation while the CT data can be used for dose 

calculations and isodose distributions.31,32,34,36  Alternatively, MR images can be 

manually33 or automatically37 segmented such that bulk electron densities can be 

assigned, or if inhomogeneity corrections are not needed, all tissues can be 

assigned an electron density equal to that of water.34   

 

1.3.2.  Image Guided Radiation Therapy 

Improved tumour imaging capabilities have opened the door for advanced 

treatment techniques, including CRT and IMRT.  The dose distributions created 

with CRT and IMRT can include sharp dose gradients between targeted and 

surrounding tissues and are therefore unforgiving of patient misalignment and/or 

motion.  In a circular fashion, improved target delineation has led to margin 

reductions and increasingly conformal dose deliveries; these developments have, 

in turn, led to stiffer requirements regarding tumour localisation and therefore 
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require the inclusion of further image guidance at later stages in the treatment 

process.   The use of frequent imaging in the treatment room to guide the 

radiotherapy process is known as image guided radiation therapy, or IGRT. 

 

It is well-known that there are unavoidable uncertainties involved in delivering 

radiotherapy treatments.  Indeed, patient motion - both inter- and intra-fraction, 

positioning errors, and internal motion are taken into account when designing 

suitable PTV margins.  However, it is important to understand and minimize the 

magnitude of these uncertainties and their effects on the treatment outcome.  

Traditionally, patient set-up was carried out by marking the patient's skin during 

treatment simulation and aligning the skin markings with the treatment beam 

during delivery.  Patient immobilization was employed but conservative margins 

were still used to ensure tumour coverage in the event of residual set-up errors or 

internal motion.  More recently, a variety of technologies have been introduced to 

image the patient during set-up in order to evaluate systematic errors, reduce them 

and therefore minimize the margins required to ensure appropriate dosage to the 

target volume.   

 

In-room diagnostic x-ray imaging has long since been used for set-up 

verification38-40 while EPIDs represent a more recent development for the 

acquisition of daily 2D images using the linac treatment beam.41,42  Such images 

can be used to evaluate set-up errors through comparison of daily images to the 

simulation image (DRR) and adjust patient positioning accordingly.  EPID images 
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can also be used for dose measurements which can provide useful comparisons 

between planned and delivered doses.  In-suite ultrasound imaging has also been 

similarly used;43-47 however, the US probe may cause displacement of the imaged 

volume due to applied pressure.48,49   Helical megavoltage (MV) CT scans are 

routinely used to evaluate and adjust patient set-up on the Tomotherapy system.50-

52   MVCT-based daily imaging also falls short in its soft-tissue imaging 

capabilities; since the tumour volume can rarely be discriminated, surrogate 

structures (bony landmarks or implanted radio-opaque markers) must be relied 

upon to infer target positioning.  Integrated kilovoltage CT / linac systems provide 

better soft-tissue contrast,53,54 however, all x-ray and CT-based imaging 

techniques for patient positioning expose the patient to additional ionising 

radiation.  The potential side effects of daily imaging combined with radiation 

therapy may be difficult to accurately assess, but remain important considerations.   

 

Free of ionising radiation, the gold standard for soft-tissue discrimination remains 

MRI. 55,56  With this consideration in mind, there has been recent interest in 

integrating MR imaging capabilities with radiotherapy units.57-61   No imaging 

modality is perfect, however, and MR-based IGRT offers its own set of 

complications, including 1) the interference of the RF transmission signal with the 

RF fields required for electron acceleration within the linac head,62 and 2) 

alterations in dose deposition due to the presence of a magnetic field.60,63 

 

1.3.3.  Adaptive Radiotherapy 
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Adaptive radiotherapy, or ART, refers to treatments which are altered and adapted 

one or more times based on images acquired over the course of delivery.  

Adaptation can range from a single re-plan based on a second set of images after 

significant weight loss or alteration in tumour shape/position to real-time tumour 

tracking64-66 and automatic gating67-70 during treatment delivery.  Each of these 

methods can effect reductions in tumour margins and may therefore contribute to 

decreased normal tissue toxicity.  Many of the technologies discussed above as 

part of IGRT can be used in ART.  For example, EPID transmission images can 

be used to evaluate differences between planned and delivered doses so that, if 

necessary, changes may be made to the treatment plan.71,72  MVCT images 

acquired on Tomotherapy may be used to similar effect.  Moreover, daily 3D 

MVCT Tomotherapy images can be used to monitor patient position and/or 

changes in tumour shape/size to adapt the treatment plan accordingly.  

Additionally, real-time tumour tracking is available with technologies such as 

Cyberknife; x-ray images are continuously acquired and used to guide the 

placement of the linac's treatment beam which is mounted on a robotic arm with 6 

degrees of freedom.65  Tumour motion can be tracked with implanted fiducials or 

miniature RF transponders,73,74 with infrared reflective markers attached to the 

patient's body,67,75,76 or via motion of a surrogate organ (e.g. diaphragm).77  A 

persistent concern, however, is that tumour motion may not be well-correlated 

with the motion of surrogates, external markers, or fiducials placed near, but not 

within the tumour itself. 
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As with the development of image-based treatment planning and IGRT as 

discussed in Sections 1.3.1 and 1.3.2, the techniques of ART have evolved 

towards the inclusion of MRI because of its unprecedented capacity for multi-

planar and soft-tissue contrast.  Surrogates are not needed for tumour-tracking; 

however, fast imaging techniques - which may be prone to increased geometrical 

error - are required to generate time-resolved MR image series.  Recent work has 

been carried out to develop tumour tracking capabilities on integrated MR/Linac 

systems that would allow real-time beam modification through control of the on-

board multi-leaf collimator (MLC).78      

 

1.4. The future of radiation therapy 

The integration of a variety of imaging modalities at all steps in the radiation 

therapy process - from planning to treatment to evaluation and adaptation - has 

permitted a new level of refinement to the treatment of cancer with radiotherapy.  

The precise location and extent of targets can be more accurately determined, 

margins can be reduced, more normal tissue can be spared, and treatments can be 

verified and adapted, if necessary.  Furthermore, dose verification allows more 

accurate evaluation of radiation therapy protocols such as CRT, IMRT and dose 

escalation which can be used to refine knowledge about population-based dose 

tolerances.  The end result is improved local control and reduced normal tissue 

complications.12-14  
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The increased precision and accuracy of radiotherapy, made possible through 

image guidance, has also opened the door to new fractionation schemes.  

Hypofractionation involves the delivery of higher doses (>2.0 Gy) over fewer 

fractions than the 1.8-2.0 Gy over 25-35 fraction standard.  Hypofractionation was 

previously deemed impractical because the large doses and accelerated schedule 

didn't allow for sufficient repair of sublethal damage on the part of normal tissue 

and inhibited reoxygenation and reassortment of tumour cells; such schemes were 

found to be detrimental to the TCP-NTCP balance.79,80  However, with improved 

imaging, tumour localisation, and delivery methods, hypofractionation schemes 

have reported greater local control in lung cancer and liver metastasis without 

concomitant increases in toxicity.81-83 

 

Interest in expanding the role of MRI at various stages of the radiation therapy 

process abounds.  Although MRI cannot provide density information required for 

treatment planning and, further, suffers from geometric distortions, it remains 

highly regarded for its soft tissue imaging, multi-planar image reconstruction, and 

its ability to probe various aspects of tissue pathology.  Provided its limitations 

can be overcome, the advantages of MRI permit more accurate tumour delineation 

during treatment planning, as well as more relevant monitoring of target and OAR 

positioning during both set-up and treatment.  The following chapter will explore 

in greater detail the fundamentals of MRI formation as well as the limitations 

pertaining to geometric accuracy.  
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2. Chapter 2: MRI basics and the distortion 
problem 

 

 

As described in Chapter 1, MR images have the potential for great impact within 

the realm of image guided radiation therapy.  This potential stems from the array 

of tissue parameters, which contribute to the unique soft-tissue imaging 

capabilities of MRI.  Information provided by MR can be used to guide accurate 

placement of the GTV, to indicate metabolic and functional changes in tissues 

(useful for determining biological target volume), to assist in patient set-up and 

positioning, and to assess treatment response.  The following chapter is concerned 

with the basics of MR image formation, and explores in greater detail the 

limitations of using MR in treatment planning procedures; namely, the issue of 

image distortion is investigated and potential distortion rectification schemes are 

reviewed. 

 

2.1. MRI:  the background 

Magnetic Resonance Imaging is a powerful, non-invasive imaging technique 

based on the principle of nuclear magnetic resonance (NMR).  NMR was 

independently described in 1946 by Bloch1 and Purcell2 and marked a discovery 

for which they were jointly awarded the 1952 Nobel Prize in Physics.  

Bloembergen et al soon carried out studies regarding the T1 and T2 relaxation 

characteristics of various substances3, and in the decades that followed NMR was 
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primarily used to study the chemical structure of various molecules and 

substances through NMR spectroscopy.  In the early 1970s, two discoveries 

helped to open wide the door for applications of NMR to the study of cancers: 

first, Damadian showed that T1 and T2 relaxation times could be used to 

distinguish between malignant and normal tissues4, then, two years later, 

Lauterbur described the method by which he was able to harness the NMR signal 

from two water-filled test tubes to create an image5 based on projection 

reconstruction. The latter development was the first of many proposed imaging 

schemes that were investigated in the following decades.6-10   

 

2.1.1. General Description of NMR 

2.1.1.1. The nuclear magnetic moment in a static magnetic field 

Any atomic nucleus with an odd number of protons and/or neutrons has a 

magnetic moment and can interact with a magnetic field.  The NMR phenomenon 

arises from the interaction of such a nuclei with two fields: 1) a static magnetic 

field, Β0, and 2) a rotating magnetic field B1(t).  In the absence of any external 

fields, the nuclear magnetic moments or “spins” – represented as μ – are randomly 

oriented (Figure  2-1A).  With the introduction of the B0 field, two energy states 

are created, one in which spins are parallel to B0 and one in which they are anti-

parallel (Figure  2-1B).  The energy difference between the two states is the so-

called Zeeman splitting energy, Ez, and is given as 

0BEz ⋅−= μ   Eq.  2-1 
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As suggested by the minus sign, the spins are aligned parallel to the field in the 

lower energy state (Figure  2-1C).  At finite temperature, T, both parallel and anti-

parallel states are populated and the ratio of their population is given by the 

Boltzman factor: 

kT
Ez

e
n
n −

↑

↓ =   Eq.  2-2 

where k is the Maxwell-Boltzman constant and n↓ and n↑ represent the number of 

spins in the anti-parallel and parallel states, respectively.  At room temperature 

(300K), Eq.  2-2 shows there is only a very, very small excess of spins in the lower 

energy state parallel to Β0, even at field strengths on the order of several Tesla.  

Fortunately, the human body is composed largely of water; as such, it contains 

millions of such spins in the form of the hydrogen nuclei, 1H, on the water 

molecule, H20.  Macroscopically, the quantity of importance becomes the net 

magnetization, M, where =
i

iM μ .  Μ points along the direction of Β0 as 

illustrated in Figure  2-2A.    
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Figure 2-1 

A) In the absence of an external magnetic field, the nuclear 

spins are randomly oriented and net magnetization, M, is 

zero.  B) When a magnetic field is present, nuclear spins 

align themselves both parallel and anti-parallel to the 

external field.  At non-zero temperatures, the net 

magnetization of the sample is small but finite, M≠0.  C) The 

external field creates two distinct energy states; at room 

temperature, a small majority of the spins are found in the 

lower energy state.  The ratio n↓ : n↑ increases as the 

temperature decreases and as the background field strength 

increases. 
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Not only does the external field serve to polarize the spins, resulting in net 

magnetization, M, it also defines the frequency at which the spins exhibit 

resonance.  The resonance or Larmor frequency is defined as: 

00 B⋅= γω   Eq.  2-3 

where γ is the gyromagnetic ratio and is a constant, unique for each type of atom.  

For 1H, γ is 42.58 MHz/T; at 3 T, 1H therefore exhibits resonance in the 

radiofrequency (RF) range at 127.8 MHz. 

 

 

 

 

 

Figure 2-2 

A) The magnetization vector, Μ, is aligned with the external 

field Β0.  B) Μ is tipped away from Β0 and experiences a torque 

which causes it to precess about Β0 at the Larmor frequency 

given by Eq.  2-3. 
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2.1.1.2.Excitation of the magnetization vector 

The net magnetisation vector may be tipped away from its thermal equilibrium 

position based on the principle of magnetic resonance.  A weak, circularly-

polarised, radiofrequency magnetic field, B1(t), can be applied in a direction 

orthogonal to the strong magnetic field and used to tip the magnetization vector to 

an angle, α, away from the Β0  direction.  The amplitude of the circularly polarized 

field is considerably smaller than that of the main field and is ineffective unless 

operated near the resonance frequency, ω0.  Once the magnetization vector has 

been tipped away from equilibrium, it will experience a torque, T, which governs 

its motion in the static field: 

 0BM
dt
MdT





×==  Eq.  2-4 

This torque will cause M to rotate around Β0 at the Larmor frequency as 

illustrated in Figure  2-2B. 

2.1.1.3. Signal acquisition 

So far we have 1) prepared the system by creating a spin excess with net 

magnetization aligned with B0 along the z-axis, and 2) excited the system by 

perturbing the spins away from their equilibrium position and into the transverse 

plane.  To complete the NMR experiment, we must detect the signal created by 

the spins as they precess about B0 at the Larmor frequency, ω0.  This can be done 

by surrounding the system with a receiving coil.  Provided the spins rotate 
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coherently, then as they return to their equilibrium position, their oscillation about 

B0 at frequency ω0 will create a sinusoidally varying signal that can be detected 

and recorded.  Due to both longitudinal and transverse relaxation (see § 2.1.3), the 

signal will decay with an exponential time constant as the spins gradually relax 

back to their equilibrium position (parallel to Β0).  The resulting signal is a 

sinusoid typically modulated by exponential decay and is known as free induction 

decay, or FID.  It is shown in both the time and frequency domains in Figure  2-3 

below.  

 

 

2.1.2. The Rotating Frame and the Bloch Equation 

 

 

Figure 2-3 

A) The time domain signal generated as the magnetization vector 

precesses about the Β0 field at frequency ω0.  B) the corresponding 

frequency-domain signal with a peak at ω0. 
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In the presence of both the static and circularly polarized fields, B0 and B1(t), the 

description of the motion for the magnetization vector is greatly simplified by 

invoking the concept of a rotating reference frame.  The transverse plane of the 

rotating reference frame rotates with the frequency of the B1(t) field, ω0.  The 

coordinates of the rotating frame, ˆ x ρ , ˆ y ρ , ˆ z ρ  are given in terms of the stationary 

frame coordinates, ˆ x , ˆ y , ˆ z  as: 

zz
ytxty
ytxtx

ˆˆ

ˆ)cos(ˆ)sin(ˆ

ˆ)sin(ˆ)cos(ˆ

=
+=

−=

ρ

ρ

ρ

ωω
ωω

  Eq.  2-5 

In the rotating frame, the B0 and B1(t) fields combine to create Beff where 

 ρρ γω zBxBBeff ˆ)/(ˆ 01 ++=


  Eq.  2-6 

The original equation of motion, Eq.  2-4, can thus can be rewritten as 

 effBM
dt
Md 


×= ρ
ρ γ  Eq.  2-7 

In the rotating reference frame, the magnetization vector will precess at frequency 

ωeff along the surface of a cone centered about the direction of effB


.  This is 

illustrated in Figure  2-4. 
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If B1(t) is made to rotate in the negative sense at a frequency matched to the 

Larmor frequency of the spins, then Eq.  2-6 indicates that effB


 points along xρ and 

the cone of precession flattens to a circle in the yρ zρ plane.  The motion of ρM


 

under such conditions is illustrated in both the laboratory frame and the rotating 

frame in Figure  2-5.  The motion of the magnetization vector is clearly simplified 

by using the rotating frame. 

 

 

Figure 2-4 

The motion of the magnetization vector, ρM


, around effB


  

in the rotating frame. 
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The angle between the magnetization vector before and immediately after 

excitation is called the tip angle and is determined by the length of time for which 

B1(t) is applied.  The tip angle is defined as 

 ⋅= dttBt )()( 1γα   Eq.  2-8 

For α=90°, the final ρM


 lies along the yρ axis in the rotating frame, while for 

α=180°, the final ρM


 lies along the -zρ axis. 

 

2.1.3. Relaxation and Contrast Mechanisms 

Although the description of the magnetization vector and its motion has thus far 

implied that precession about B0 will continue without end following RF 

 

Figure 2-5 

Motion of the magnetization vector following RF excitation in the 

A) lab frame, and B) rotating frame. 
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excitation, this is not true.  Instead, the magnetization vector which has been 

perturbed from its position along the z-axis will gradually return to its equilibrium 

state over time.  This occurs due to relaxation and results in both recovery of the 

z-component, Mz, and decay of the transverse component, Mxy.  The related 

mechanisms of longitudinal and transverse relaxation are responsible for the 

richness of the soft-tissue contrast found in MRI and are discussed in the 

following sections. 

2.1.3.1. Longitudinal Relaxation 

After the magnetization vector has been tipped away from the B0 axis and the 

longitudinal magnetization Mz=0, the system will relax back to its thermal 

equilibrium state with Mz=M0.  The recovery of Mz is governed – to a first 

approximation – by the first order rate equation: 

))((
1)(

0
1

tMM
Tdt

tdM
z

z −−=   Eq.  2-9 

where T1  is the longitudinal (or spin-lattice) time constant..  Following 90° 

excitation, the solution to Eq.  2-9 is: 

)1()( 1/
0

Tt
z eMtM −−=   Eq.  2-10 

while following 180° excitation, the solution is: 

)21()( 1/
0

Tt
z eMtM −−=   Eq.  2-11 
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Physically, T1 is governed by the exchange of energy between the nuclear spins 

and the surrounding lattice.  Each of the protons is a magnetic dipole; as such, 

each one is surrounded by millions of other magnetic fields produced by the 

neighbouring dipoles.  These result in randomly fluctuating magnetic fields due to 

the thermal motion of the parent molecules.  The magnetic field fluctuations occur 

at all frequencies, but only those occurring at certain frequencies (ω0 and 2ω0) can 

induce transitions between n↓ and n↑ populations.  Because the resonance 

frequency increases with increasing B0 (Eq.  2-3), the energy needed to induce 

transitions also increases with increasing B0.  Hence, T1 is field strength 

dependent and lengthens at larger B0. 

 

The effect of T1 relaxation on image contrast can be demonstrated by considering 

an initial 180° excitation, i.e. Mz=-M0.  Figure  2-6 illustrates the case when a 

sample consists of two species with different T1 values, T1a>T1b.  Both species 

will relax back to their thermal equilibrium states, but at different rates as 

determined by their intrinsic T1  values.  If a second 90° excitation is applied just 

as one of the species passes through the null point (Mz=0), signal from that tissue 

will be suppressed.  This type of sequence is known as inversion recovery. 
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2.1.3.2.Transverse Relaxation 

The same fluctuations in neighbouring dipole fields due to thermal motion that 

cause T1 relaxation also contribute to irreversible dephasing of the transverse 

magnetization by causing the field at the nucleus to be time dependent. In the 

presence of field fluctuations caused by dipole motion, the total local field can be 

written as 

 

Figure 2-6 

T1 relaxation and loingitudinal magnetization decay.  Two tissues 

– a and b – have different spin-lattice relaxation constants where 

T1a>T1b.  The recovery of the longitudinal magnetization for 

tissues a and b following spin inversion is illustrated.  If a second 

RF excitation pulse is applied when either (Mz)a = 0 or (Mz)b=0, 

signal from tissue a or b, respectively, will be nulled. 

 



 41

),,,(0 tzyxbBB +=   Eq.  2-12 

Thus, the Larmor frequencies of the individual spins are spread amongst the range 

),,,(),,,( 0 tzyxtzyxprecess Ω+= ωω   Eq.  2-13 

where Ω(x,y,z,t) can increase or decrease the resonance frequency, ω0.  The end 

result of these local, microscopic, time-dependent field fluctuations, is dephasing 

of the formerly coherent magnetization vector, Mxy, as shown in Figure  2-7.  The 

decay of the transverse magnetization is similarly described by a first order rate 

equation: 

2

)(

T
M

dt
tdM xyxy −=   Eq.  2-14 

with solution (after 90° excitation and Mxy = M0): 

2/
0)( Tt

xy eMtM −=   Eq.  2-15 

T2  characterizes the decay of Mxy and is known as the spin-spin or transverse 

relaxation time.   
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The local magnetic field fluctuations which contribute to transverse relaxation 

have both time-dependent and static contributions. Variations in local tissue 

susceptibility as well as biological accumulations of paramagnetic centers (e.g. 

iron) may cause static field inhomogeneities.  These static contributions to local 

field inhomogeneities can be represented by φ(x,y,z).  Adding this term to Eq. 

 2-12 yields a total local magnetic field, B(x,y,z,t) expressed as 

),,(),,,(),,,( 0 zyxtzyxbBtzyxB ϕ++=   Eq.  2-16 

 

 

 

Figure 2-7 

A) Immediately following 90° excitation, the magnetization 

vector lies along the yρ axis in the rotating frame and Mxy=M0.  

B) Because of imperfections in the local field, some spins 

precess with either ω > ω0 or ω < ω0.  Over time, this results in 

spin dephasing, net reduction in the value of Mxy, and signal 

decay. 



 43

If the spins are mobile (i.e. through diffusion), these static inhomogeneities may 

be manifest as time-dependent field variations.   Truly static contributions to 

dephasing can be recovered by the application of a 180° refocusing pulse; from 

Figure  2-7, it can be seen that a 180° rotation about either the xρ or yρ axis, will 

result in reversal of the phase dispersion.  In contrast, time-dependent microscopic 

field inhomogeneities lead to irreversible signal loss.  In practice, only the 

irreversible decay of Mxy is indicated by T2 ; reversible decay is indicated by T2′ 

and all mechanisms of decay – both reversible and irreversible – are indicated by 

the relaxation time constant, T2
* where  

1

T2
* = 1

T2

+ 1

T2
'    Eq.  2-17 

Because T2 relaxation is governed not only by the same time-dependent dipole 

fluctuations responsible for T1 relaxation but also static variations in the local 

field strength, T2 relaxation typically occurs more quickly than does T1 relaxation.  

That is, T2 < T1.   

 

The potential for image contrast inherent in tissue T2 values comes from the fact 

that the signal amplitude will decay more quickly for some species than for 

others.  This is illustrated in Figure  2-8 for two tissues with different T2 values 

(where T2a<T2b).  The oscillating transverse magnetization vector, Mxy, is shown 

for tissue a (solid blue line) along with its decay envelope (dashed blue line).  

Tissue b, with its shorter T2 value decays more slowly and, hence, would appear 

more brightly on an image. 
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2.1.3.3.Exogenous contrast agents  

In addition to the vast potential for image contrast stemming from intrinsic 

differences in T1  and T2 relaxation, there are a number of exogenous agents which 

Figure 2-8 

T2 relaxation and transverse magnetization decay.  Two tissues – a and 

b – have different spin-spin relaxation constants where T2a<T2b.  The 

oscillating transverse magnetization signal is given for tissue a (solid 

blue line) along with its decay envelope (dashed blue line) as 

determined by its inherent T2 value.  For tissue b, only the decay 

envelope is illustrated (red dotted line).   
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can be used to further enhance image contrast.  Exogenous contrast agents, such 

as gadolinium, manganese, and superparamagnetic iron oxide (SPIO), can be 

intravenously injected and introduced to specific targeted tissues where they act to 

modify the T1, T2 and T2* characteristics and improve tissue contrast. 

 

2.1.4. Basics of Imaging: from NMR to MRI 

In § 2.1.1, the NMR phenomenon was described as arising from the interaction of 

nuclear spins with two magnetic fields - B0 and B1(t).  NMR, a spatially 

indiscriminate technique, can be extended to provide powerful spatial information 

by allowing the spins to interact with a third type of magnetic field – one whose 

strength varies linearly with position.  We shall discuss the 3D localization of the 

signal in 3 steps: slice selection, frequency encoding, and phase encoding. 

2.1.4.1.Slice Selection 

As previously discussed, excitation of the sample is achieved by introducing the 

spins to a tuned RF pulse which tips the spins into the transverse plane.  If, before 

applying the RF excitation, a linearly varying magnetic field is applied, the 

resonant frequency of the spins becomes dependent upon their position within the 

gradient field and only those spins whose resonance frequency matches that of the 

RF pulse will be affected.  The linearly varying magnetic field and frequency 

spread are given in Eq.  2-18 below. 
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  Eq.  2-18 
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A slice of spins at position z0 with slice width ∆z can be excited by applying a 

modulated RF pulse with a bandwidth of Δω = γGzΔz and a central frequency 

matched to that of the spins at z0.  This is known as selective excitation and is 

illustrated in Figure  2-9. 

 

 

By exciting only spins within a slice of finite width, Δz, the remaining problem of 

spatial localization is reduced to a 2D problem.  The second and third dimensions 

of spatial localization are discussed next. 

 

 

Figure 2-9 

A slice of width ∆z can be selectively excited in the presence of a 

linearly varying magnetic field gradient, Gz.   The bandwidth of the 

pulse is ∆ω = γ Gz ∆z.  To select a rectangular slice profile, a sinc 

pulse is ideally required. 
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2.1.4.2.Frequency Encoding 

Once a collection of spins within a finite slice of the object have been rotated into 

the transverse plane and the slice selection gradient has been turned off, the spins 

will precess about the main magnetic field according to Eq.  2-3.  By introducing a 

second linearly varying magnetic field, i.e. one that is aligned with B0 but varies 

in strength along the x direction, the precise frequency at which the spins precess 

about B0 will vary according to their position along the x axis as in Eq.  2-19 

below: 

)()( 0 xGBx x+= γω    Eq.  2-19 

The detected signal is then composed of many frequencies which can be separated 

and linked back to position of origin through Fourier analysis.  This is 

schematically illustrated in Figure  2-10. 
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Figure 2-10 

A) Three objects at positions –x, 0, +x are subject to a 

linearly-varying magnetic field gradient, Gx.  Their position-

dependent precessional frequencies are given by the 

equations at right.  B) Sinusoidally varying signals from all 

three objects are simultaneously recorded in the time domain.  

Through Fourier analysis and knowledge of the function 

ω(x), the individual frequency components can be separated 

and linked back to their positions or origin.   The amplitude, 

S, of the peaks indicates the relative intensities of the imaged 

objects – i.e. two objects of equal intensity at ± x, and one of 

lesser intensity at x=0. 

 

ω 
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Under the influence of the frequency encoding gradient, Gx, the analog time 

domain signal is composed of many frequencies which must be digitized during 

the data acquisition.  If the extent of the object being imaged is the field of view, 

FOV, then the maximum range of frequencies in the object signal in the presence 

of the frequency encoding gradient is 

FOVGxγω =Δ   Eq.  2-20 

Thus, the maximum frequency is Δω/2.  Since the signal must be digitized at a 

rate of twice the maximum frequency in order to avoid aliasing, the sampling 

bandwidth, BWsam, must satisfy the following condition: 

FOVGBW xsam γ≥   Eq.  2-21 

If a matrix size Nx is desired in the x direction, then the size of each pixel will be 

Δx=FOV/Nx.  Thus Eq.  2-21 can be rewritten as 

xNGBW xxsam Δ≥ γ   Eq.  2-22 

 

2.1.4.3.Phase Encoding 

Phase encoding is used to embed information about the second orthogonal 

direction within the selectively excited slice.  The idea is similar to that of both 

slice selection and frequency encoding, except this time a linearly varying 

magnetic field is applied (i.e. along the y-axis) for a fixed length of time after the 

slice selection gradient but before the frequency encoding gradient and the signal 

acquisition.  Thus, a fixed amount of phase is accumulated by the spins – based 
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upon their position along the y-axis – before their frequency is altered based on 

their position along the x-axis.  After the application of a phase encoding gradient 

for time τ in the y-direction, the position-dependent phase can be written as 

τγφ ⋅⋅+⋅= )()( 0 yGBy y   Eq.  2-23 

Figure  2-11 illustrates how the magnetic field gradient provides spins with 

different amounts of phase according to their position along the y-axis. 

 

 

 

Figure 2-11 

Phase Encoding: a magnetic field aligned with B0 (z direction), 

whose strength varies with position, y, is applied for a fixed 

amount of time, τ.  The phase of the transverse magnetization 

thus encodes for spatial position along the y-axis. 
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In the phase encoding direction, only a single phase encode can be performed 

before each signal acquisition.  Thus, if a matrix size Nx × Ny is desired, the 

sequence of RF excitation, phase encode, and signal acquisition must be repeated 

Ny times with the phase encode gradient strength incremented each time, in linear 

steps of size ΔGy.  Just as Eq.  2-21 describes the conditions required to avoid 

aliasing in the frequency encode direction, a similar constraint must be imposed in 

order to avoid aliasing in the phase encode direction.  Again, adjacent samples 

must have a phase difference of less than π - however, unlike in frequency 

encoding where the samples are taken at time intervals Δt = 1/BWsam, adjacent 

samples in the phase encoding direction are separated by the repetition time and 

with gradient intervals, ΔGy.  Increments in the phase encode gradient, ΔGy, are 

thus given as: 

τγ FOV
Gy

1=Δ   Eq.  2-24 

 

2.1.4.4.  3D Imaging 

A 3D object can be imaged using either ‘3D imaging’ or ‘multi-slice 2D 

imaging’.  The preceding discussion dealt with spatial localization techniques 

used for multi-slice 2D Fourier Transform (FT) imaging, i.e. slice selection 

followed by phase and frequency encoding in the 2 orthogonal directions within 

the slice.  The two approaches differ in the way in which RF excitation is carried 

out.  In 2D or multi-slice imaging, a series of RF pulses in conjunction with a 
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slice select gradient are used to define a series of 2D slices along the third 

dimension.  In 3D imaging, an RF pulse is typically used to excite a much thicker 

slice which is then partitioned into smaller slices using phase encoding (routinely 

referred to as ‘partition encoding’ for this application).  In multi-slice 2D imaging, 

it is often possible to interleave acquisitions (i.e. excite several slices within a 

single TR) in order to speed up the imaging time.  This is not possible in 3DFT 

imaging since the entire volume is excited at once and Nz (number of slices) phase 

encodes must be carried out for partition encoding.  3DFT imaging is thus slower 

than multi-slice imaging, especially when long TRs are used.  Nevertheless, it may 

be an attractive option when thin, high signal to noise ratio (SNR) slices are 

desired and/or when it is desirable to avoid distortions due to field 

inhomogeneities in the slice select direction (see §  2.2.3.2).  Finally, if compared 

to multi-slice 2DFT imaging with short TR (i.e. when slice interleaving is not 

possible), 3DFT imaging may offer no penalties in terms of increased acquisition 

time.  

 

2.1.5. Imaging Sequences 

As discussed, the MR image is formed from an RF signal emitted by the object; 

through application of appropriate gradient fields, the signal can be made to 

contain information about the spatial distribution of the nuclear magnetization 

within the object.  Moreover, by choosing the particular times at which the spins 

are excited and their FID signals are subsequently digitized, the signal can be 

made to contain information about the spin density, or their T1 , T2, or combined 
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relaxation constants.  Two important sequence timing parameters to consider are 

the repetition time, TR, and the echo time, TE.  In terms of encoding the resultant 

signal there are an infinite number of ways to do so.  Each encoding scheme has 

both advantages and disadvantages in terms of the quality and characteristics of 

the image formed, the time required to play out the encoding scheme, the 

procedures used to sample and decode the signal, and as we will later explore, the 

types of geometric distortions that may result.  A few of the most common 

information encoding schemes will be explored next. 

 

2.1.5.1. k-space and the signal equation 

As the magnetization vector rotates in the transverse plane following excitation, it 

creates a time domain FID signal in the receiver coil via Faraday’s Law of 

Induction.  This signal can be expressed as 
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where ρ(

r ) is the spin density and rtrGBtrB  ⋅+= ),(),( 0 .  Considering the 

equation in the rotating frame, then rtrGtrB  ⋅= ),(),( , which represents only the 

spatial encoding magnetic gradient fields.   

 

Collecting this signal, S(t), can be thought of as sampling the object distribution in 

the Fourier spatial frequency domain.  The application of the gradient fields is 

controlled by the sequence parameters and the way in which they are played out 
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determines the points in the spatial frequency domain that are sampled.  With this 

in mind, Eq.  2-25 can be re-written as 

 ⋅⋅−− ⋅=
V

rtkiTt rderetS  
)(2/ )()(

*
2 πγρ   Eq.  2-26 

where 

 ′′=
t

tdtGtk
0

)()( γ


  Eq.  2-27 



k (t)  can be thought of both as the integral of the gradients (the gradient ‘history’) 

and as the vector of the spatial frequency coordinate, and the term “k -space” will 

refer to the conjugate of “r-space”.  Thus Eq.  2-25 can be rewritten once again, 

this time as 

))(()(
*
2/ tketS Tt


ℑ= −   Eq.  2-28 

where ℑ(

k (t)) is the Fourier Transform of the spin density spatial distribution, 

ρ(

r ).  The FID signal can be encoded by sampling across the k-space, where the 

particular trajectory through k-space is determined based on how the time-varying 

gradient fields are applied.  When we consider how an image is acquired, we are 

mainly concerned with the way in which k-space is sampled.  The following 

discussion will focus on three ways to create the time-domain signal, S(t), and 

sample it in k-space. 

 

2.1.5.2.Gradient Echo Imaging 



 55

A Gradient Echo (GE) image is generated by using a magnetic field gradient to 

first dephase the transverse magnetization vector and then to rephrase the vector 

into a “gradient echo” by reversing the gradient field polarity.  The maximum 

signal amplitude (or “echo”) occurs when the net gradient area is nulled; this is 

taken to be the echo time, TE.  In its simplest form, a gradient echo image is 

produced by using a single RF excitation for each line of k-space traversed; a 

typical pulse sequence diagram is shown in Figure  2-12.  A slice selection 

gradient is applied along with an RF pulse to tip the spins into the transverse 

plane; further spatial localization is achieved by first encoding for phase and then 

for frequency.  Maximum signal amplitude coincides with the center of the 

positive FE gradient.  After the repetition time, TR, the entire pulse sequence is 

repeated, but this time with the PE gradient strength incremented.  Although the 

signal dephasing induced by the gradients is reversed when the gradient polarity is 

reversed, loss of signal coherence due to local field inhomogeneities is not 

reversed; thus GE images show a rapid decrease in signal amplitude as the echo 

time is increased.  As a result, GE images are sensitive to differences in T2* as 

opposed to differences in T2.  Lastly, in order to avoid acquiring signal from 

stimulated echoes, some form of spoiling is also typically employed to destroy 

any leftover transverse signal that may otherwise build up over successive RF 

excitations.   
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The corresponding k-space diagram for the GE sequence is shown in Figure  2-13.  

The initial point in k-space is determined by the strength and duration of the phase 

and frequency encode gradients according to Eq.  2-27.  Assuming that frequency 

and phase encoding take place in the x and y directions, respectively, the value of 

ky is determined by the size of the PE lobe (the coloured lobes in Figure  2-12), and 

a single line along the kx–axis is filled during the application of the frequency 

encode gradient; the point at which kx=0 during the readout is taken to be t=TE.  

At a fixed time, TR, the slice is re-excited, the phase encode gradient is 

incremented and the process is repeated as a second line of k-space is filled.   

 

 

Figure 2-12 

Gradient timing for a standard gradient echo image acquisition 
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2.1.5.3.  Spin Echo Imaging 

A spin echo (SE) image is acquired in much the same way as a GE image, with 

the exception that following the initial RF excitation pulse, a second 180° RF 

pulse is applied.  The 180° pulse effectively reverses the positions of the “fast” 

and “slow” spins in the transverse plane, refocusing the spins into a so-called 

“spin echo” at the echo time, TE (see Figure  2-7).  As with the GE sequence, loss 

of phase coherence begins after the initial RF pulse due to intrinsic and extrinsic 

inhomogeneities; however, the refocusing pulse at t = TE/2 allows one to recover 

the portion of the signal lost to static inhomogeneities (i.e. T2′ effects) at t = TE.   

 

Figure 2-13 

k-space traversal for a GE image acquisition.  Assuming FE and 

PE occur in the x and y directions respectively, the value of Gyτ 

determines the position along the ky axis and one line of k-space 

(along kx) is acquired after each RF excitation.  



 58

Thus, SE sequences are insensitive to static field inhomogeneities, but take longer 

to acquire than GE sequences due to the additional time required for the second 

RF pulse.  A simple SE pulse sequence diagram is shown below in Figure  2-14; 

the traversal of k-space for a standard SE image is identical to that shown in 

Figure  2-13 for the GE image. 

 

 

2.1.5.4.  Echo Planar Imaging 

Echo Planar Imaging (EPI) provides a fast alternative to the imaging sequences 

previously presented.  Such images are rapidly acquired following a single RF 

 

 

Figure 2-14 

Pulse sequence timing for a typical spin echo image acquisition 
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excitation by alternating the polarity of the FE gradient, and incrementing the PE 

gradient using “blips” as shown in Figure  2-15.  The corresponding k-space 

trajectory is illustrated in Figure  2-16; the direction of filling along kx depends 

upon the polarity of the FE gradient and the steps between adjacent ky values are 

accomplished with the triangular PE “blips”.  A 2D image slice can be acquired in 

as little as 40-100 ms, which reduces the effects of motion artefacts and allows 

monitoring of dynamic processes through rapid acquisition of successive images.  

EPI was first introduced by Mansfield in 19779, but could not be practically 

implemented until much more recently for a variety of hardware-related reasons.  

The EPI signal intensity will eventually decay to zero due to T2* effects; thus 

effective acquisition of all points in k-space requires large field gradients that are 

very rapidly switched.  It should be noted that a similar technique can be 

implemented using a train of spin echoes.  In this case, the initial RF excitation is 

followed by a series of 180° refocusing pulses with a single signal acquisition 

centered at each successive spin echo.  In the time between each 180° pulse and 

the signal acquisition, the phase encode gradient is applied. 
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Figure 2-15 

Pulse sequence diagram for single shot echo planar imaging 
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2.2. The distortion problem 

At the heart of all NMR experiments is the Larmor equation, Eq.  2-3, which 

relates precessional frequency, ω0, to magnetic field strength, B0.  As discussed in 

§ 2.1.4, the NMR signal can be spatially encoded by introducing a magnetic field 

gradient such that the precessional frequency of the spins is linearly related to 

their position along a certain axis.  During image reconstruction, the known 

relationship between field strength and position is used to link the phase and 

frequency of the sampled FID signal to its position of origin.  A problem arises, 

 

Figure 2-16 

k-space trajectory for single-shot EPI  
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however, when the assumed relationship between position, x, and frequency, ω, 

does not hold true; this results in misplaced signal and, hence, image distortion. 

 

2.2.1. System distortions: gradient non-linearity and B0 

inhomogeneity 

Gradient coils, inserted within the magnet’s bore, generate linearly varying 

magnetic fields.  Depending upon the precise patterning and orientation of the 

windings, the field can be made to vary in any of the three orthogonal directions.  

Unfortunately, it is not possible to construct a coil such that a single component of 

the field varies strictly linearly; there are always higher order field terms, which 

contribute to non-linearity.11  In the presence of an ideal and linear gradient, Gx, a 

spin at position x1 precesses at frequency ω1, as shown in Figure  2-17.  In the 

presence of a non-linear gradient, Gx′, however, the actual precessional frequency 

is ω1′ which is associated with position x1′.  A difference exists in the assumed 

and actual relationship between position and frequency; thus the signal is 

misplaced from x1  to x1′.  
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In addition to highly linear gradient fields, the presence of a homogeneous static 

magnetic field, B0, is fundamentally important to the formation of geometrically 

accurate images.  Unfortunately, the background polarizing field, B0, cannot be 

made perfectly uniform over the volume of the bore due to design constraints, but 

it can be improved through both active and passive shimming.  Passive shimming 

involves the insertion of small pieces of ferromagnetic metal around the magnet’s 

bore, while active shimming is performed with shim coils inserted into the 

 

Figure 2-17 

MR image formation is based on an assumed relationship between 

position and precessional frequency (or phase), i.e. ω = ω(x), 

which is established through the presence of a magnetic field 

gradient Gx.  Any deviations from the assumed relationship will 

result in signal being misplaced from x1 to x1′ .  
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magnet, which generate fields to oppose and cancel out residual magnetic field 

aberrations.  The resultant field homogeneity, ΔB0, is expressed in parts per 

million, or ppm, indicating the deviations in magnetic field strength relative to the 

mean value over a certain volume of interest.  Just as a non-linear gradient results 

in spatial mispositioning due to deviations from the assumed relationship between 

position and precessional frequency, so too do inhomogeneities in the main field. 

A 10 ppm inhomogeneity translates to a 30 μT offset in field strength which (from 

Eq.  2-3) results in a frequency offset of 128 Hz.  The resultant spatial offset, Δx, is 

given as  

feG
Bx Δ=Δ   Eq.  2-29 

where Gfe is the frequency encoding gradient strength.  In the presence of such an 

inhomogeneity, signal would be misplaced by 3 mm. 

 

 

2.2.2. Object distortions: chemical shift  

Just as imperfections in the equipment design can cause aberrations in the 

magnetic field uniformity (or linearity), so too can the object being imaged.  

Object related distortions include both chemical shift and magnetic susceptibility 

effects.  The chemical shift effect arises because protons, depending on their local 

environment, experience small but measurable differences in magnetic shielding. 
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The chemical shift, σ, describes the response of the electronic environment to the 

external field and is defined as 

Bshifted (i) = (1−σ i)B0  Eq.  2-30 

where i refers to the specific chemical compound.  For example, protons bound in 

C-H chains (i.e. in adipose tissue) experience slightly different local magnetic 

fields than do protons originating in water-based tissues; they experience a 

chemical shift of 3.35 ppm,11 which corresponds to a shift in Larmor frequency of 

430 Hz at 3.0 T.   Such a shift in Larmor frequency means that the assumed 

relationship between frequency and space, which is relied upon during image 

construction, does not hold true for signal originating in adipose tissue.  This 

results in a constant offset of the fat-based signal with respect to the water-based 

signal along the frequency encoding direction as illustrated in Figure  2-18.  Just as 

the resultant spatial mispositioning caused by inhomogeneities in the B0 field is 

dependent upon the strength of the frequency encoding gradient strength (Eq. 

 2-29), so too is the spatial mispositioning caused by chemical shift.  The localized 

field inhomogeneities due to chemical shift can be represented as ΔBCS.  Through 

appropriate selection of the gradient strength (i.e. by using high field gradients), 

the extent of the spatial distortion caused by chemical shift effects can be 

minimized. 
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2.2.3. Object distortion: magnetic susceptibility 

In a similar fashion, differences in tissue magnetic susceptibility can alter the 

local magnetic field and lead to distortions.    The magnetic susceptibility, χ, of a 

material quantifies the strength of the magnetization, which results from an 

external magnetic field.  While B is the symbol usually used to represent the 

magnetic field strength in MRI, it more precisely represents the so-called 

 

 

Figure 2-18 

The signal from fat in adipose tissue is displaced along the 

frequency encode direction in an MR image due to chemical shift.  

At 3 T, the fat-water chemical shift results in a difference in 

resonance frequencies of 430 Hz. The spatial displacement caused 

by the chemical shift effect is dependent upon the strength of the 

frequency encoding gradient, (Eq.  2-29). 
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magnetic flux density, while H and M represent the applied field strength and the 

material magnetization respectively.  That is 

)(0 MHB += μ   Eq.  2-31 

where μ0  is the permeability of free space.  For materials whose magnetization 

depends linearly on the applied field, M is expressed as 

HM χ=   Eq.  2-32 

Although most MR-compatible substances have very small magnetic 

susceptibilities (i.e. χ ≈10−5 ), the magnetic flux density, B, is altered by the 

presence and distribution of weakly magnetic tissues and materials.  Paramagnetic 

substances increase the magnetic field while diamagnetic substances decrease the 

magnetic field.  Most tissue in the body is primarily water and therefore has a 

magnetic susceptibility value close to χwater = -9.04 ppm, while air (i.e. in the nasal 

cavities) has χair = 0.36 ppm.  Table 2-1 lists the susceptibility values for a variety 

of MR-relevant materials.   
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Differences in material susceptibility lead to field inhomogeneities which can be 

represented as ΔBχ.  Unfortunately, such field inhomogeneities cannot easily be 

measured or predicted as they depend upon the position, size, shape, orientation 

and susceptibility of each component in the imaged object.12  For an arbitrary 

distribution of magnetic material, numerical methods are generally required to 

determine the solution to a partial differential equation,13,14  while analytic 

solutions can be calculated for very simple geometries.  For example, Schenk 

gives the solution for the inhomogeneous magnetic field generated by a simple 

circular cylinder oriented in two different ways.12  For a circular cylinder (radius 

a) whose axis is transverse to the background field, B0, (i.e. cylindrical axis 

aligned along the y-direction), the field is given as 

Material Susceptibility  (×106) 

Water (37 °C) -9.05 

Human tissues ~(-11.0 to -7.0) 

Whole blood (deoxygenated) -7.90 

Red blood cell (deoxygenated) -6.52 

Air (NTP) 0.36 

Titanium 182 

Stainless steel 3520-6700 

Iron 200,000 

 

Table 2-1 

Susceptibility values for common materials relevant to MRI.12  All 

values are given as dimensionless SI volume susceptibilities.  
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where Δχ represents the susceptibility difference between the cylinder and the 

surrounding material and it is assumed that |χ|<<1.  For a cylinder parallel to B0 

(i.e. cylindrical axis aligned along the z-direction), the field is given as 
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 Eq.  2-34 

More complex susceptibility geometries require numerical solutions in order to 

determine the magnetic field inhomogeneities.13,14  The magnetic field 

perturbations created by the presence of a water/air sample reminiscent of a body 

with an air-filled cavity (i.e. the rectum) were simulated according to the 

numerical methods outlined by Bhagwandien et al.13,14  The results obtained when 

the body and cylindrical air cavity axis are parallel to B0 are illustrated in Figure 

 2-19. 
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As introduced in §  2.2.1, inhomogeneities in the polarizing field, ΔB0, are 

machine-related field distortions which result in spatial distortions in the 

reconstructed image.  Chemical shift and susceptibility effects are object-related 

sources of localized field inhomogeneities.  The total field inhomogeneity at a 

given point in space, ΔB, is therefore made up of both machine- and object-related 

sources; it can therefore be expressed as 

χBBBB CS Δ+Δ+Δ=Δ 0    Eq.  2-35 

 

Geometric image distortion generated by hardware sources – gradient non-

linearities and/or main field inhomogeneities – can be adequately investigated 

 

Figure 2-19 

The air/water susceptibility distribution in A) results in a non-

uniform magnetic field shown in B).  Magnetic field 

inhomogeneities, ΔBχ, are shown in parts per million.  Images 

courtesy of K. Wachowicz. 

 



 71

using phantom methods.  This type of study is detailed in Chapter 3.  In contrast, 

however, distortions arising from the imaged object must be determined for each 

and every individual; phantom methods are therefore insufficient.  Because 

object-specific sources of distortion, ΔBχ and ΔBCS, affect image distortion in the 

same way as does machine-related field inhomogeneity, ΔB0, they can be easily 

measured together; thus image distortion due to gradient non-linearity can be 

derived from phantom experiments while the combination of machine and object 

related field distortions can be measured together using alternative methods.  This 

type of study is the subject of Chapter 4. 

 

 

2.2.4. The effect of magnetic field distortions on imaging 

2.2.4.1.  General Formulation of the Distortion Problem 

In the absence of relaxation and inhomogeneities, the time domain signal given in 

Eq.  2-25 can be re-written for a 1D object in the rotating frame as: 
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where k, the spatial frequency, is the conjugate variable of x and is defined as 
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)(γ .  Eq.  2-37 
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Considering the presence of both local magnetic field inhomogeneities, BΔ (due 

to static field inhomogeneities, as well as susceptibility and chemical shift effects) 

in addition to gradient non-linearities, xdG , Eq.  2-36 becomes:  
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where      

xx

x

G
xB

G
dGxxx )(Δ+⋅+=′   Eq.  2-39 

 

This implies that in the presence of field distortions, the signal will be incorrectly 

assigned to the location x′.  From Eq.  2-39, it is evident that distortions due to ΔB 

are dependent upon gradient strength while distortions due to gradient errors have 

been shown to be independent of gradient strength because dGx scales with 

Gx.
15,16   Furthermore, the way in which the different types of distortion are 

manifest in MR images can be dependent upon the particular imaging sequence 

employed; this is discussed in the following subsection, §  2.2.3.2.   

   

In general, in an MR image suffering from geometric distortion, the location of a 

given feature, r’, is shifted from its true position, r, by an amount, Δr: 

rrr Δ+=′   Eq.  2-40 

and the amount of distortion is equal to the ratio of the magnetic field 

perturbation, ΔB, to the gradient strength, G.  That is: 
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G
Br Δ=Δ .  Eq.  2-41 

 

2.2.4.2. The effect of imaging parameters on distortion 

Gradient non-linearities will result in image distortion along the gradient direction 

while ΔB distortions may affect one or all directions depending on the way in 

which the image is collected. For example, in a slice selected image with 

frequency and phase encoding gradients, Gx and Gy, and field inhomogeneities, 

ΔB, the received signal for a voxel can be expressed as 

dxdydzdtzyxBydttGxdttGizyxtS
t t t
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 Eq.  2-42 

As above, this expression implies that the phase of the detected signal is 

determined both by the gradient history and by the local field inhomogeneities.  In 

a simple gradient echo experiment (see §  2.1.5.2), a line of k-space is traversed 

after each excitation as shown in Figure  2-13.  Thus, the phase evolution between 

two adjacent points in k-space is given as 

[ ]
[ ]τπγφ

πγφ
⋅⋅Δ=Δ

Δ⋅Δ+Δ⋅⋅=Δ
yG

tzyxBtxG

yky

xkx

2

),,(2
  Eq.  2-43 

where tΔ  is the sampling time interval, yGΔ  is the phase encode gradient step 

and τ  is the duration of the phase encode gradient.  Thus, phase evolution in the 

read encode direction is influenced by magnetic field inhomogeneities.  Because 
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phase encoding in the y-direction is always performed at the same time following 

the excitation pulse, phase evolution in the y-direction is not affected by 

inhomogeneities.   

 

Alternatively, in an EPI experiment (§  2.1.5.4) where all of k-space is traversed 

after a single excitation (Figure  2-16), adjacent points in the yk  direction become 

separated in time by the length of time required to complete one full scan along 

the kx direction. The phase evolution between adjacent points in ky-space is given 

as 

[ ])2(),,(2 tNtzyxByG rampyky Δ+⋅Δ+=Δ τπγφ   Eq.  2-44 

where tramp is the ramp time of the switched gradients, and N is the number of 

sampled points in the frequency encode direction.17  For an EPI image, the 

distortion in the phase encode direction can be quite substantial due to the time 

over which ΔB distortions may evolve.  The phase evolution in the frequency 

encode or xk direction remains as it was in the gradient echo example.  Thus both 

image directions are affected by ΔΒ distortions; however, distortion is 

significantly greater in the phase encode direction.  

 

2.3. Correcting image distortions 

The advantages and disadvantages of using MR in RTP were introduced in 

§1.3.1.2 and the sources of errors regarding MR geometric accuracy were 

explored in greater depth in § 2.2.  Image distortion has long been an issue in MRI 
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and has therefore been an active area of research for several decades.  Most 

methods of distortion correction fall into one of three categories: (1) distortion 

avoidance (through phase encode imaging); and (2) indirect or (3) direct field 

mapping, followed by image correction. A summary of the variety of methods for 

coping with MR image distortion follows. 

 

As discussed above in § 2.2.3.2, and as shown by Chang and Fitzpatrick18  and by 

Jezzard and Balaban17, field inhomogeneities (i.e. B0 inhomogeneities, χ and 

chemical shift effects) cause image distortions in the FE direction in standard 

spin-warp imaging, but not in the PE direction.  Therefore, imaging methods 

which rely only on phase encoding have been proposed as a way to avoid the 

problem of inhomogeneity-related image distortion.  Unfortunately, such methods 

must sacrifice the rapid data collection inherent in frequency encoding in favour 

of distortion-insensitive phase encoding; they are therefore prohibitively slow for 

clinical implementation.  Along these lines, Bendel et al suggested echo 

projection imaging which uses an EPI-like sequence in conjunction with a series 

of 180° refocusing pulses19.  However, instead of acquiring signal throughout the 

duration of the readout gradient, only a single data point is collected each time the 

phase dispersion due to extrinsic inhomogeneities is refocused and a spin echo is 

formed.  By repeatedly switching the readout gradient in between successive 180° 

pulses, many spin echoes are generated and many points in k-space can be 

collected.  The direction of the readout gradient is then varied and the process is 

repeated in order to create a projection image free of field inhomogeneity related 
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distortions.  Similar techniques, which rely on a series of 180° refocusing pulses 

played out in conjunction with alternating gradients, were proposed by Miller and 

Garroway18 and by Wong and Rosenfeld20,21; these methods are termed refocused 

gradient imaging and spin inversion imaging, respectively.  Unfortunately, these 

techniques are slow, are limited by high levels of RF energy deposition to the 

patient, and the resulting images still require correction for distortions due to 

gradient non-linearities. 

 

In 1985, O’Donnell and Edelstein22 demonstrated the relative insensitivity of spin-

warp (i.e. SE) imaging to field inhomogeneities as compared to projection 

imaging22.  Although they did not explore methods for determining the underlying 

distortion field, they demonstrated the mathematics necessary for correcting both 

geometric and intensity distortions caused by inhomogeneous fields.  Building on 

the work of O’Donnell and Edelstein22, Schad23,24 investigated ways to indirectly 

measure the field maps through distorted phantom images and to implement the 

previously presented distortion corrections.  For example, by using a phantom 

containing a regular grid of water-filled, signal-producing tubes, the positions of 

the tubes can be measured in the distorted image and compared to their a-priori 

known locations.  By evaluating the distribution of grid points at a certain slice 

position, a correction polynomial can be calculated which may be used to correct 

images for geometric distortion.  The calculation of high order (usually third or 

fourth order) polynomial expressions for field distortion based on grid images has 

been shown to provide excellent correction of phantom images by several 
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groups.23-27  Such methods account for all types of distortion – gradient non-

linearity as well as field inhomogeneities.   

 

A second method of indirectly measuring field inhomogeneities involves the 

acquisition of two images which differ due to either the exchange of the FE and 

PE directions28 or the strength of the FE gradient.29  Because field 

inhomogeneities cause distortions only in the FE encode direction, and because 

such distortions are apparent in opposite directions under FE gradient reversal, 

these methods allow distortions due to inhomogeneities to be determined by 

comparing the locations of discrete image points (i.e. phantom grid points) in the 

two images.  Provided the true locations of the phantom points are also known, 

both the gradient non-linearities and the field inhomogeneities can be calculated.  

Kawanaka et al measured the 2D displacement of phantom grid points in order to 

establish third order polynomial expressions for the distortions due to 

inhomogeneities and gradient non-linearities.  Yamamoto and Kohno used a 

similar approach in which they acquired two images with the same FE and PE 

directions, but altered the strength of the FE gradient in the two images.29  A 

variation of this method is to use the same FE gradient strength for both images, 

but reverse the polarity.  The so-called reverse gradient method has been used by 

several groups to measure and correct distortions caused by both gradient non-

linearities and field inhomogeneities in phantom images.16,30,31  This method is 

discussed in greater detail in Chapter 3. 
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Unfortunately, the previously discussed methods for indirectly measuring the field 

distortion map are based on phantom images and require identification of discrete 

points in both images. Corrections for gradient non-linearities can be applied to 

any image acquired on the system, but since field inhomogeneity maps include 

object-dependent susceptibility (and chemical shift) contributions, they cannot, in 

general, be applied to images of other objects.  Furthermore, the calculated field 

maps cannot be used to correct in-vivo images since any two objects will generate 

distinctly different patterns of field inhomogeneities.  In 1992, Chang and 

Fitzpatrick18 extensively investigated the reverse gradient method and proposed a 

solution to the previous limitation of the method that required the use of phantom 

images.  In order to implement the technique on continuous images (i.e. those 

without multiple obvious corresponding image grid points), it is necessary to find 

a set of boundary points on each image and then solve a differential equation 

relating the intensity profiles of each of the two images.  Chang and Fitzpatrick 

illustrated the technique on phantom images, but did not rely on identifying 

matching grid points.  More recently, the technique has been implemented on in-

vivo images by other groups;30,32,33 nevertheless, the method is limited by the 

assumption that the combined effects of gradient non-linearities and field 

inhomogeneities result in a one-to-one distortion field.   

 

A third way to cope with field inhomogeneities is to directly measure the field 

distortions.  In 1985, Sekihara34 created a field map using a modified spin echo 

sequence.  By offsetting the acquisition of the spin echo relative to the time delay 
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between the 90° and 180° RF pulses, the phase of the acquired image was made 

sensitive to underlying field inhomogeneities.  Wendt35 and Willcott36 proposed 

sequences using two and three 90° excitation pulses, respectively, such that prior 

to image encoding, the spin phases are distributed according to their resonant 

frequencies.  Accordingly, the signal amplitude in each voxel of the resulting 

image is modulated by the local value of the magnetic field inhomogeneities.  

Each of these techniques was used to generate field maps based on images of 

uniform phantoms.  In 1991, Schneider and Glover37 introduced an interleaved 

gradient echo technique which acquired two gradient echoes per phase encode in 

order to calculate field maps from the difference in phase evolution in the two 

images.  The method was used to provide rapid feedback and guide adjustment of 

autoshimming procedures and was later adopted by Jezzard and Balaban17 to 

correct image distortion due to B0 and susceptibility effects in echo planar images. 

 

Of the wide variety of methods proposed for measuring MR image distortion, 

most focus on measurement of the field inhomogeneities as opposed to gradient 

non-linearities.  Nevertheless, full correction for image distortion must take into 

account both sources of geometric inaccuracy.  It is therefore necessary to 

combine methods for measuring the specific field distortions caused by the 

imaged object (based on in-vivo images) through either direct or indirect field 

mapping with methods for measuring gradient non-linearity (based on images of 

grid phantoms).   
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Several phantom designs have been proposed for evaluating image distortion; the 

most basic design involves an array of parallel, water-filled tubes.16,23,24,30  

Unfortunately, such a design only allows distortion measurement in 2 dimensions 

since the control points are continuous along the z-axis; an additional phantom is 

therefore required to assess slice warping effects24.  A 3D refinement to this 

design was introduced by Schubert et al in which a Perspex cube is precision-

drilled with a system of orthogonal, intersecting, water-filled holes26.  The 

intersection of the drillings defines a 3D array of points, but the resulting phantom 

is extremely heavy and the true positions of the grid points are difficult to 

determine (i.e. using CT) due to photon starvation caused by the large volume of 

attenuating Perspex.  Other variations of grid phantoms include water-filled 

spheroids located along parallel Perspex tubes25,38 or 3D rectangular plastic grids 

immersed in a water- or oil-filled phantom.39-42  In each case, the position of the 

control points can be determined by calculating the object’s center of gravity.  

Grid points must be kept as small as possible in order to achieve the best precision 

in grid localization. 

 

Although gradient linearity is sometimes sacrificed for higher switching speeds 

and stronger gradient strengths, other improvements in hardware design have led 

to better static field homogeneity.  This has limited the occurrence of gross image 

degradation due to field inhomogeneities and has, perhaps, reduced current 

interest in MR image distortion and correction.  However, with the development 

of image guided radiotherapy and its stringent requirements for accurate and 
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precise imaging, geometric fidelity in MR imaging remains a pressing issue.  In 

the radiotherapy-related literature, geometric distortion is most commonly cited as 

the primary limitation of MRI.  Image distortion due to gradient non-linearity and 

field inhomogeneities must be investigated on a site-by-site basis and knowledge 

of the extent of image distortion must be quantified. Furthermore, the effect of 

MR image distortion on treatment planning outcomes must be evaluated in order 

to determine whether or not distortion is truly a limiting factor.  If so, distortion 

measurement and correction methods may be developed and standard MR-based 

treatment planning protocols may then be created with confidence.   The purpose 

of this thesis is to undertake a comprehensive study of MR image distortion on a 

3T clinical scanner.  Previous distortion characterization schemes are augmented 

with an improved phantom design (more and smaller control points for more 

detailed evaluation of the distortion field) and two distortion measurement 

techniques are combined in order to easily separate and individually quantify the 

various types of image distortion.  In the event that multiple images are required 

for a given patient, the demonstrated distortion correction process is more 

streamlined and efficient than previous methods.  Finally, the clinical impact of 

distortion correction was evaluated for an MR treatment planning study.  Provided 

that dosimetric changes are insignificant, the somewhat labour intensive process 

of distortion evaluation and correction may be avoided.  On the other hand, 

detailed knowledge of the way in which distortions affect clinical treatment 

planning images will enable either rapid distortion correction and/or tailoring of 

the PTV margins in order to account for systematic distortions. 
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3. Chapter 3: A phantom-based MR distortion 
characterisation scheme 

 

3.1. Introduction 

Magnetic Resonance Imaging (MRI) is an extremely powerful diagnostic tool because of 

its excellent soft-tissue characterization.  One of its many applications includes 

radiotherapy treatment planning (RTP) for cancer, where successful treatment outcomes 

rely on accurate localization of both tumour and surrounding structures.  Delineation of 

soft-tissue tumours has been shown to be much easier when performed on MR than on 

CT.1-6  Specifically, brain tumour gross tumour volumes (GTVs) have been shown to be 

significantly (up to 75%) larger when defined on MR than when defined on CT.1,5,6  

Thus, reliance on CT-defined tumour volumes could lead to significant under-dosing.  In 

contrast, MR-delineated prostate volumes have been shown to be smaller than CT-

delineated volumes,7,8 while nearby critical structures have been shown to be more easily 

contoured and therefore better spared during treatment.  Both prostate and brain studies 

have shown that MRI-based tumour volumes agree better with composite MR/CT 

volumes, show reduced interobserver variability, and are more accurate.2-4,7-9  As 

sophisticated conformal treatments capable of delivering sharp dose gradients around 

target volumes become more commonplace, accurate tumor localization becomes 

paramount.  Unfortunately, the direct use of MR for radiotherapy treatment planning is 

hampered by intrinsic image distortion that prevents the accurate geometric 

representation of anatomical structures.  The work presented in this chapter is motivated 
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by our interest in developing geometrically accurate and precise MR images for use in 

MR-based radiotherapy treatment planning.   

 

Geometric accuracy in MRI is limited by the homogeneity of the background field, the 

linearity of the applied gradients, the magnetic susceptibility of the imaged tissues, and 

chemical shift artifacts.  Reconstruction of the MR image relies on the assumption that 

both a perfectly uniform background field and linearly varying gradient fields are present.  

It may be difficult to achieve this, however, due to a number of design features.  Short, 

wide-bore systems are often preferred as they improve the patient ‘friendliness’ of the 

magnet, but such designs will inevitably compromise B0 homogeneity.  In addition, fast, 

high-performance gradients – especially those employing short coils – often suffer from 

increased gradient non-linearity.10  Differences in the assumed and true magnetic field 

experienced at each point within the magnet’s bore lead to distortions in the images 

generated.  The magnitude and direction of geometric distortion varies for each type of 

imaging protocol and distortions of up to 25 mm over a 24 cm field of view have been 

reported for 1.5 T magnets.10-13  While geometric errors of several millimeters may not be 

problematic for routine diagnostic purposes, an accuracy of 1-2 millimetres is required 

for radiation therapy purposes.11,12,14-16  

 

Currently, there is a push towards using higher field magnets for both imaging and 

spectroscopic purposes.  With respect to spectroscopy, an increase in the magnetic field 

strength increases the sensitivity and resolution of the spectra produced.17  Cancer centers 

will therefore be more likely to invest in 3 T systems for clinical use as interest in 
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biological target definition increases.  Furthermore, the signal-to-noise ratio (SNR) 

increases linearly with B0 field strength.18,19  Therefore, higher field systems can be 

employed to increase image SNR, or alternatively, the SNR can be left unaltered in 

exchange for reduced scanning time; this may be particularly advantageous for severely 

ill patients for whom prolonged immobility is difficult to impossible.  However, 

distortions due to B0 shimming and patient-related effects are also proportional to B0 field 

strength and thus comprehensive knowledge of geometric distortions at higher magnetic 

fields becomes even more important.  In order to reduce the effects of B0 distortions, it is 

often suggested to use the highest read gradient possible14,20; however, this increases the 

bandwidth per pixel and reduces the signal readout time, effectively decreasing the SNR 

and lessening one of the primary benefits of high field imaging.  Clearly, there are both 

advantages and disadvantages to imaging at higher field strengths.  Provided image 

distortions at 3T are not too large as to be reliably detected and corrected, such images 

may find greater use in the radiotherapy treatment planning process.   

 

Routine practice for radiotherapy treatment planning applications includes fusion of both 

MR and CT data sets.  This combines the spatial accuracy of CT with the soft-tissue 

contrast of MR, overcoming not only the problem of inherent MR image distortion but 

also the lack of electron density information.  However, reliance on image fusion 

involves inherent errors and registration based on the locations of external landmarks 

placed on the skin21 will be particularly prone to distortions which generally increase 

with distance from isocenter.20  Even registration based on the locations of bony 

landmarks (which are both more rigid and less prone to distortion errors because of their 
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greater proximity to isocenter than surface landmarks) may involve significant distortion-

related errors when MR images are acquired on magnets with poor field homogeneity or 

gradient non-linearity.  Provided adequate distortion correction can be achieved, the 

reliability of MR/CT image fusion could be greatly improved.  Alternatively, with 

additional provisions for image intensity correction, bulk tissue electron densities may be 

assigned to segmented MR images allowing for treatments to be planned on MR images 

without fusion to CT data.20,22  

 

Characterisation of system-related distortions forms the basis of any distortion correction 

scheme.  Such distortions are inherent to the scanner, can be measured using phantom 

techniques, and corrections can be applied to all images, regardless of the subject.  A 

variety of phantom designs and distortion characterisation schemes were briefly 

discussed in §2.3.  Breeuwer et al used an array of 61 rods (6 mm in diameter) with 

periodically spaced spheres (14 mm in diameter) to evaluate 3D distortion in MRI.11,23,24  

After measuring the positions of phantom objects to obtain an estimation of the distortion 

transformation, a polynomial function was fit to the data.  However, total image 

distortion represents not only system distortions, but also distortions due to the imaged 

object (i.e. susceptibility distortions caused by the phantom itself); therefore, the results 

cannot be applied to images of any other object.  Moreover, because the magnitude of B0 

distortions are influenced by the sequence parameters (i.e. by the k-space trajectory or by 

the gradient strengths), the results cannot be applied to rectify images of the phantom 

under different imaging conditions.  Lastly, the large size of the detected points – the 14 

mm diameter spheres – limits the accuracy with which control point locations can be 
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detected, and their sparse distribution – 793 control points for body-sized phantom – 

limits the sampling of the distortion field.     

 

Tanner et al and Doran et al used a large phantom (440 x 270 x 360 mm3) containing 

three sets of intersecting, orthogonal fluid-filled rods within a rigid frame.12,25  Because 

point objects were not used, however, a single set of images (i.e. transverse or coronal) 

can only provide information about in-plane distortion.  The 3D information about the 

distortion field cannot be directly measured, but must be estimated by rescanning the 

phantom or reformatting and re-analysing the data set in an alternate plane orientation.  

For example, to obtain an estimate of the 3D distortion field, the (x, y) coordinates of 

control points in the transverse images must be matched with the (x, z) coordinates from 

the coronal images and with the (y, z) coordinates in the sagittal images.  This greatly 

increases the work-load and prevents a true 3D measurement of the distortion field. 

 

For full 3D evaluation of the distortion field, Wang et al analysed 1.5 T images of a 3D 

grid-type phantom.  The fluid-filled phantom contained a series of plastic grid sheets 

whose intersection points generated a distribution of 10,830 control points over a 310 x 

310 x 310 mm3 volume.  Compared to the previous methods, this phantom design permits 

a significant increase in the sampling density of the distortion field.   However, 

characterisation of the distortion field implies that the imaged control point locations 

differ from the “true” locations in a precise and known way, and Wang et al make no 

mention of how the “true” positions were determined.  Thus, if there were manufacturing 

discrepancies affecting the grid regularity, distortion field measurements will be in error.  
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Furthermore, object and machine related distortion sources were not separated so the 

distortion data cannot be used to correct images of other objects using different sequence 

implementations. 

 

The work presented in this chapter seeks to overcome the limitations of previous 

phantom designs and distortion characterisation schemes. A 3D grid phantom, similar to 

the design proposed by Wang et al is used to finely sample and precisely determine 3D 

image distortion without the need for combining multiple 2D data sets.  Moreover, the 

phantom is imaged using both MR and CT in order to establish the “true” location of the 

control points.  The reverse gradient technique26 is used to separate image distortions 

caused by gradient non-linearity from other sources of distortion.  By simulating the 

magnetic susceptibility distortions27,28 of the phantom, object-related susceptibility and 

machine-related B0 inhomogeneity distortions are further separated.  This chapter, 

therefore, describes the methods and results of our full characterization of the machine-

related distortions inherent in our 3.0 T Intera MRI scanner (Philips Medical Systems, 

Cleveland, OH).  By individually characterizing the distortions due to background 

inhomogeneities, gradient non-linearities and phantom-related susceptibility artifacts for 

a base set of data, phantom images can be fully corrected when acquired using alternate 

sequence implementations, while images of other objects can be corrected for machine-

related distortions.  Armed with detailed knowledge of spatial distortion, MR images can 

be undistorted and either combined or used individually for new treatment planning 

methods that benefit from the superior soft-tissue information that magnetic resonance 

techniques provide. 
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3.2. Theory 

In an MR image, the location of a given feature, r′, is shifted from its true position, r, by 

an amount, Δr.  That is: 

rrr Δ+=′   Eq.  3-1. 

Furthermore, the amount of distortion is proportional to the ratio of the magnetic field 

perturbation, ΔB, to the gradient strength, G: 

G
Br Δ=Δ  Eq.  3-2. 

 

MR distortion can be determined by comparing the locations of corresponding features in 

both MR and CT data sets.  For phantoms containing easily identifiable point objects, this 

process is very straightforward.  Not only can the total amount of distortion be measured, 

but using more advanced techniques, the distortions due to different effects can also be 

separated.  Spatial distortions due to field inhomogeneities – caused by imperfections in 

the polarizing field as well as object-induced local field distortions – are manifest only 

along frequency encoded directions while spatial distortions due to gradient non-

linearities are apparent in each of the 3 cardinal directions.25  See also §2.2.3.2.  For 

standard (i.e. spin echo and gradient echo) 2D imaging protocols, spatial distortions due 

to field inhomogeneities appear along the read encode and slice select directions while 

the phase encode direction is unaffected by such distortion.  For the ensuing discussion, 

we concern ourselves mainly with 3D MR scans where slice selection is done via an 
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additional phase encoding step and is, therefore, also unaffected by B0-related distortions.  

Such distortions are limited to the read direction and to the initial slab-selection process.  

If the initial slab excitation pulse has an insufficiently broad frequency profile (i.e. if field 

inhomogeneities cause spins within the desired slice to resonate with frequencies not 

included within the excitation bandwidth), the outer extremities of the object may not be 

excited, the slab profile will be distorted and will not correspond to the object profile.  

However, if the slab width is selected to be larger than the true width of the object, the 

frequency profile of the excitation pulse may account for resonant frequencies beyond the 

expected range and all spins within the volume will be excited.  By using a sufficiently 

broad slab width and by further defining the slice direction through phase encoding, field 

distortions – both machine- and object-specific – need only be considered along the 

single frequency encoding direction.  For example, if the read encode gradient is aligned 

with the x-axis and phase encodes are performed along each of the y and z axes for a 3D 

MR scan, the following distortions will be present: 
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where Δx, Δy, Δz are the total amounts of distortion, Gx, Gy, Gz are the gradient strengths 

and dGx, dGy, dGz are the gradient non-linearities in each of the three directions; and ΔB0 , 
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ΔBχ, and ΔBCS are the field distortions due to imperfections in the B0 field, and 

susceptibility and chemical shift effects, respectively.  Thus, distortions due to ΔB0, ΔBχ , 

and ΔBCS can be separated from x-gradient distortions by reversing the polarity of the read 

encode gradient, Gx, since this will reverse the signs of ΔB0/Gx, ΔBχ/Gx, and ΔBCS/Gx, but 

not that of x·dGx/Gx.  This effect is illustrated in Figure  3-1 and Figure  3-2.   
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Figure 3-1 

Illustration of distortions due to gradient non-linearities for reversed gradient 

polarities.  A) the applied gradient is assumed to be linear (dotted line, Gr), 

whereas the actual gradient suffers nonlinearities (solid line, Gr + dGr(r)).  

Thus, a feature at position r1 is misplaced to the left at position r1´. B) when 

the gradient polarity is reversed, the polarity of the non-linearity is also 

reversed.  This means that a feature at position r1 is again misplaced to the 

left at position r1´ - distortions due to gradient non-linearities are not 

sensitive to the gradient polarity. 
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Figure 3-2 

Illustration of spatial distortion due to field inhomogeneities under reversal 

of gradient polarity.  A) the background field is assumed to be constant for 

all r, whereas an inhomogeneous field, B0 + ΔB0(r), is actually present. B) 

when the applied gradient and inhomogeneous background field are 

superimposed, the resulting magnetic field is B´ (solid line).  Thus a feature 

at position r1 is mistakenly placed to the right at position r1´ if the magnetic 

field distribution given by B (dotted line) is assumed. C) when the gradient 

polarity is reversed and is again superimposed with the inhomogeneous  

field, a feature at position r1 is misplaced to the left at position r1´.  The 

direction of the spatial distortions due to field inhomogeneities is reversed 

under gradient polarity reversal whereas distortions due to gradient non-

linearity are not.  It is this difference that permits the separation of 

distortion effects through the ‘reversed gradient method’. 
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Figure  3-1 shows that due to non-linearities in the gradient, a feature at position r1 will be 

mistakenly placed to the left at position r1´ if the non-linearity is not taken into account; 

when the gradient and its associated non-linearity are reversed in polarity, the feature at 

position r1 is again misplaced to the left at position r1´.  In the case of field 

inhomogeneities, a perfectly uniform background field is assumed; however, a non-

uniform background field exists.  When the applied field gradient is superimposed on the 

non-uniform background field, we see the field profile shown in Figure  3-2 and a feature 

at position r1 is misplaced to the right at r1´.  This time when the reversed polarity 

gradient and the inhomogeneous field are superimposed, a feature at position r1 is 

misplaced to the left at r1´.  For example, the x coordinate of a particular feature will be 

found at position x+ in an MR image with a positive read encode gradient and at a 

position x- in an MR image with a negative read encode gradient.  That is, 
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The spatial distortion due to field inhomogeneities can thus be determined by calculating 

the displacement from the average x position: 
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The distortion due to the x gradient non-linearities can be determined by subtracting Eq. 

 3-5 from the total amount of distortion in the x direction, Δx.  For a phantom filled with a 

uniform substance, chemical shift effects will not be an issue; furthermore, for a known 

geometry and substance, susceptibility distortions can be simulated for the phantom and 

subtracted from Eq.  3-5.  The magnetic field distortions caused by an arbitrary magnetic 

susceptibility distribution can be simulated using the explicit finite difference method.28  

The 2D algorithm presented by Bhagwandien et al 28 is easily extended to three 

dimensions.  Thus, in the absence of chemical shift effects and for a known susceptibility 

distribution – as is the case with our phantom – susceptibility-induced distortions can be 

numerically calculated and subtracted from Eq.  3-5 in order to isolate inhomogeneities in 

the polarizing field, ΔB0.   

 

Field distortions due to main field inhomogeneity, chemical shift and susceptibility are 

constant and, therefore, as implied by Eq. 3-2, their related spatial distortions will scale 

inversely according to the strength of the read gradient.  In contrast, field distortions due 

to gradient non-linearities, dGx, will scale in proportion to the gradient strength such that 

the resultant spatial distortions they generate will be constant.  Indeed, distortions due to 

gradient errors have been shown to be independent of gradient strength.14,25  With these 

relationships in mind, it should therefore be possible to use the distortions measured in 

one image to predict distortions in a separate image (i.e. in one acquired using a different 

read gradient strength and/or direction) by appropriately scaling the image distortions 

from ΔB0, ΔBCS , and ΔBχ.  Thus, it may be possible to predict the amount and type of 
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distortion in images of our phantom for a variety of different imaging protocols for which 

detailed 3D distortion data is not acquired.   

 

For objects where susceptibility effects are not a concern, the gradient distortions 

acquired from the data presented in this study could be combined with a scaled version of 

the B0 distortion data to predict clinical image distortions.  In this case, no additional 

scans would be necessary to correct patient images.  In a more realistic situation, 

susceptibility effects would be a concern; these could be modeled according to the 

methods of Bhagwandien et al,28 using information about patient geometry, or the 

combined effects of susceptibility, chemical shift and B0 distortions could be measured 

through phase difference maps according to the methods of Jezzard and Balaban.29  The 

latter method involves acquiring two images with slightly different echo times to create a 

phase difference map.  The difference in phase evolution at each pixel can be used to 

create a detailed field distortion map which can be used to correct all subsequent images 

for that patient.  This procedure is implemented and explored in Chapter 4. 

 

  

3.3. Methods and Materials  

3.3.1. The Phantom 

An ideal phantom contains an array of small, localized control points whose precise 

locations can be determined in all 3 dimensions.  The phantom should be rigid and should 
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provide suitable image contrast in both CT and MR.  The design proposed by Wang et 

al13 was therefore adapted and a similar 3D grid phantom was constructed in-house.  The 

phantom consists of 17 polystyrene grid sheets, evenly spaced within a 30 cm x 30 cm x 

30 cm polymethyl methacrylate case.  Also constructed was an alignment jig into which 

the phantom fit; this was used to reduce alignment errors (particularly in the x and y 

directions) between subsequent data sets and to facilitate registration of MR and CT data. 

The phantom is displayed in Figure  3-3.  Because the dimensions of the phantom are very 

close to the resonant RF wavelength of 1H in water – 26cm at 3 T30 – interference from 

superimposed RF waves has complex effects on RF homogeneity.31  The resonant RF 

wavelength in mineral oil is approximately 160 cm which negates the problem of 

standing waves when the phantom is used at 3 T and the AAPM thus recommends oil 

over water to reduce such artefacts.32 

 

Control points are found where each of the grid intersections is interfaced with the 

mineral oil.  That is, a control point is defined as the intersection of three planes where 

the first two planes are contained by the grid and the third plane is the liquid/grid 

interface.  See Figure  3-4.  Each of the 17 sheets contains 289 grid points per face for a 

total of 9,826 control points (2 x 17 x 289).  Control point spacing is approximately 15.0 

x 15.0 x 7.6 mm in the x, y, and z dimensions respectively.  In the recent study by Wang 

et al using this type of phantom, no mention was made of how the true position of the 

phantom control points was determined.13  The authors quote the grid spacing in each of 

the three dimensions and it is thus assumed that the true control point positions were 

defined using this perfectly regular spacing.  While the grid sheets used in this phantom 
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experiment were also manufactured and purchased commercially, a small amount of 

variability, particularly in the z direction, was noted.  For this reason, the true grid 

positions were determined via a corresponding CT scan.  While the grids are not perfectly 

rigid, they are immobilized as much as possible through positioning pins embedded 

inside the phantom.  

 

 

 

 

Figure 3-3 

The 3D Distortion Characterization Phantom 
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3.3.2. Image Acquisition 

MR images were acquired on a 3.0 T Intera MRI scanner (Philips Medical Systems, 

Cleveland, OH) using the body coil and a standard 3D gradient sequence echo with TE, 

TR, and flip angle of 5.1 ms, 11.1 ms and 28º respectively.  The sequence included phase 

encode spoiling, but no RF spoiling, and a single k-space line was encoded per TR.  A 

 

 

Figure 3-4 

Control points are located on the front and back surfaces of each 

grid sheet, i.e. as indicated by the pink dots for the front surface of 

the illustrated grid sheet.  Grid dimensions are as indicated. 
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370 mm field of view (FOV) was used along with a 512 x 512 imaging matrix and a total 

of 440 contiguous slices were acquired at a spacing of 0.72 mm. The resulting x, y, z 

voxel size was thus 0.72 x 0.72 x 0.72 mm3.  The selected slab volume extended 

approximately 6 cm in the z-direction beyond each end of the volume used in our 

distortion analysis.  B0 distortions were considered in the read encode direction only.  In 

order to separate gradient and B0/susceptibility distortions in the x direction, two 3D 

scans were performed with identical imaging parameters save the reversal of the read 

gradient polarity.  

 

Finally, automatic shims were turned off for all scans to eliminate changes in B0 

homogeneity.  The auto shimming function was found to moderately increase 

homogeneity over the central region of the imaged volume at the slight expense of the 

homogeneity at the volume’s extremities.  Thus, mean distortions were not significantly 

increased without the automatic shimming function.   

 

In order to define the true, undistorted control point positions, a corresponding CT scan 

of the phantom was generated.  CT images were acquired using a Philips Gemini PET/CT 

scanner (Philips Medical Systems, Philadelphia, PA).  Again, a 370 mm FOV was used 

and 600 contiguous slices were acquired with a reduced slice thickness of 0.5 mm due to 

scanner limitations.  Voxel dimensions in the CT data set were thus 0.72 x 0.72 x 0.5 

mm3.   
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3.3.3. Control Point Detection and Data Alignment 

Matlab-based software was developed in order to locate the 3D coordinates of each of the 

control points in the phantom and was based on an algorithm published by Wang et al.13  

For clarity, the method is illustrated in Figure  3-5 and a description of the method 

follows.  Control point detection is based on image edge detection using 3D Prewitt 

Operators followed by first moment calculation in each of the three orthogonal directions.  

Initially, the first derivative of the data set is evaluated along the z direction 

(perpendicular to the plane of the grids), resulting in an increased signal at the grid 

interfaces where the control points are located; this provides an initial estimation of each 

control point’s z coordinate (Figure  3-5B).  Next the interfacial slices are convolved with 

a cross-shaped mask to visually enhance the location of the grid points (Figure  3-5C).  A 

threshold is applied and regions of interest (ROIs) are automatically generated around 

each of the enhanced control points, thus providing additional initial estimates of the x 

and y coordinates (Figure  3-5D).  The final x and y coordinates of the control point are 

determined by calculating the first moment of the magnitude of the derivative evaluated 

along each of the x and y directions over an expanded ROI of a standard size (typically 9 

x 15 pixels) (Figure  3-5E).  The mean x position of the control point on the interfacial 

slice is determined as 
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where fx′ is the derivative evaluated along the x direction, nx and ny correspond to the x 

and y dimensions of the ROI, and i, j, and k are the discretized pixel coordinates in the x, 

y and z directions, respectively.  Because the x and y derivative profiles may not be 

particularly well-defined at the interfacial slice, this calculation is repeated on all slices 

within the grid.  A line is fit to the x and y coordinates on each slice and the final x and y 

coordinates are obtained by extrapolating to the interfacial slice. The mean y coordinate is 

found using an analogous equation.  To determine the final z coordinate, a second ROI is 

centered on the final x and y positions of the control point and the first moment in the z 

direction was found using a similar equation.  In this way, 3D coordinates can be 

determined for each of the 9,826 control points in the phantom (Figure  3-5E).  
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Figure 3-5 

A) a representative slice of the 3D grid phantom; B) image 

derivative evaluated along the z-direction at the same location as 

the slice shown in A; C) the previous slice convolved with a cross-

shaped mask; D) the previous image after binary thresholding; E) 

image A with over-lay of detected control points – note: the 

control points of a single grid sheet may span several slices in 

which case the image slice is incremented until all control points 

are determined; F) a 3D plot of all control points within the grid 

phantom 

Control points may occasionally be obscured by the presence of bubbles within the 

phantom and on average, the positions of approximately 0.5% of control points were 
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missing.  In such an event, the user may view control points plane-by-plane and missing 

control points can be interpolated based on the positions of four nearest neighbors. 

 

Finally, pixel indices were converted to Cartesian coordinates using an origin placed at 

the isocenter of the MR scanner; the information required to perform this transformation 

is easily obtained from the image’s DICOM header file.  In a similar fashion, the 

corresponding Cartesian coordinates of each of the control points was determined from 

both the reversed read gradient MR scan and the CT scan.  The control points in each of 

the three data sets were sorted from top left to bottom right and from front to back such 

that corresponding distorted and undistorted control point coordinates could be compared 

because of their identical positions within the data matrices.  By using a set-up jig, which 

was specially designed to fit both within the MR bore and on top of the PET/CT couch, 

phantom alignment errors in the x and y directions were minimized.  Alignment errors 

may still exist in the z direction and for this reason, it was necessary to determine an 

alignment shift which was applied to the CT data set so that the positions of control 

points near isocenter in both MR and CT data sets coincided.  This alignment was 

achieved by first correcting the MR data for B0 and susceptibility distortions (i.e. by 

taking the mean x, y, z coordinates from the positive and negative read gradient scans for 

each control point).  Next, 31 control points in CT and the corrected MR data were 

manually selected around isocenter (7 along the x and y axes on each of the front and 

back faces of the central grid and a further 7 along the z axis through isocenter).  It should 

be noted that if gradient distortions are present over the region immediately surrounding 

isocenter, this registration procedure would be faulty and would introduce a constant shift 
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into each of the gradient distortion calculations.  However, since imaged anatomy is 

always placed at isocenter, magnets are designed to have minimal distortion over this 

central region.  The previously used assumption that gradient distortions are negligible at 

isocenter,12 is employed here.  It is thus reasonably assumed that gradient distortions 

around isocenter are negligible; other groups have previously used this assumption.12   

 

3.3.4. Simulation of Susceptibility Distortions 

For simple geometries (i.e. cylinders), the field inhomogeneities generated by 

susceptibility variations can be determined analytically (see § 2.2.3), while more complex 

geometries require numerical methods.  The 3D magnetic field distortions created by the 

presence of the phantom were calculated using an explicit finite difference method 

outlined by Bhagwandien et al.28  The method requires knowledge of the geometry, 

susceptibility value(s), and orientation (with respect to B0) of the object in question and 

the solution is derived iteratively by formulating a differential equation based on 

Maxwell’s equations.  For further details, the reader is referred to the literature.28   

 

The magnetic susceptibility of the mineral oil was measured to be (-8.9 ± 0.5) ppm using 

an Evans MSB-1 magnetic susceptibility balance while the susceptibility values for the 

polymethyl methacrylate shell and the polystyrene grids were determined from the 

literature to be -6.744 ppm and -7.419 ppm respectively.33  All susceptibility values refer 

to SI volume susceptibilities, except where noted.  The Evans susceptibility balance 

enables the calculation of material susceptibility by measuring the force exerted on a 
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small pair of suspended permanent magnets upon interaction of their magnetic fields with 

that of the sample material.34  The cgs mass susceptibility (given in cm3g-1) of the sample 

material is calculated as 
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where l is the length of the sample in cm, m is the mass of the sample in grams, C is the 

calibration constant, R is the balance reading with the sample is in place, R0 is the reading 

when the sample is absent, air
Vχ  is the volume susceptibility of air (0.029 × 10-6 cgs) and 

A is the cross sectional area of the sample.34  The SI volume susceptibility can be from 

the cgs mass susceptibility as 

ρπχχ cgs4=  Eq.  3-8 

where χ is the standard SI volume susceptibility and ρ is the sample density. 

 

3.3.5. Distortion Map Creation 

3D distortion maps of x, y and z gradient non-linearities were generated by comparing the 

positions of each of the control points from the MR scans (averaged positions) and the 

CT scan.  Distortions due to B0 and susceptibility effects were calculated using both MR 

data sets according to the reversed gradient method described in the Theory section.    
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3.3.6. Distortion Prediction 

To our knowledge, distortion measurement and correction procedures previously 

presented have only shown correction in images acquired using imaging parameters 

identical to those used for the measurement step.  It would be clinically advantageous, 

however, to be able to correct image distortions for a variety of imaging protocols using a 

base set of distortion characterization data.  We use the base set of distortion data 

acquired using a 3D gradient echo sequence with frequency encoding in the x direction to 

predict distortion in a 2D SE image with frequency encoding in the y direction.  Before 

proceeding with the distortion prediction and correction we first verified that eddy 

currents did not significantly alter expected distortions when different echo times were 

used.   

 

3.3.7. Distortion Correction 

Once the 3D distortion map is known, the geometric fidelity of MR images can be 

restored using simple distortion correction techniques.  The distortion correction 

procedure is similar to procedures used in automatic non-rigid image registration and was 

performed using ITK, an open-source software toolkit (National Library of Medicine 

Insight Segmentation and Registration Toolkit).35  The ITK toolkit provides various 

programming modules useful for image registration purposes.  One such module 

performs inter-modality registration through image warping using an Elastic Body Spline 

(EBS) kernel.36  The EBS is a spline based on a physical model of an elastic body; 

provided with a set of corresponding points in two image sets, it results in a smooth 
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mapping of one image to the other.  Identifying a dense array of corresponding physical 

points in two image sets can be a difficult problem for standard image registration, but is 

easily accomplished using the above mentioned phantom and control point detection 

technique.  Furthermore, because the distortion data is defined over a 3D volume, 

distortion can be corrected in any plane – axial or oblique.  The distortion correction 

procedure used in this study corrects individual 2D image slices; correction for 3D image 

distortion was implemented in later work – see Chapter 4. 

 

3.4. Results  

Corresponding axial slices of the MR and CT phantom data sets are shown in Figure  3-6.  

As can be seen from the MR image, the amount of distortion over the central region of 

the phantom is limited while distortion far from the magnet’s isocenter is more severe.   

 

Commercially available plastic grids were used to construct our phantom and a small 

amount of variability in control point spacing was found.  It was thus deemed necessary 

to calculate the MR distortion by measuring the difference in control point positions in 

MR relative to CT.  For example, while warping of the grid planes was observed in the z 

direction in the MR scan, it was also observed (though to a lesser degree) in the CT scan; 

this is illustrated in Figure  3-7.  Without the baseline CT scan, all of the z warping seen in 

the MR scan would be attributed to slice warp and/or z-gradient non-linearities.  The 

presence of a small amount of warp in the CT data set indicates the imperfect design of 

the grids and should not be mistaken for gradient non-linearity.   
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Figure 3-6 

A representative CT (left) and MR (right) slice of the phantom. 
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The distortion caused by each of the gradients and by inhomogeneities in the main 

magnet was measured and mapped according to Eq.  3-3 - Eq.  3-5 and the distortion due 

to susceptibility effects was modeled.  While these distortions maps are defined over a 

3D volume (dimensions 266 x 266 x 205 mm3), a selection is shown in Figure  3-8 for a 

transverse plane through isocenter.  In this plane, the maximum magnitude of distortion is 

4.5 mm in the top right corner of the phantom at a radial distance of 197 mm from 

isocenter.    Figure  3-9 shows the same types of distortion for a transverse plane 

approximately 8.5 cm from isocenter.  Distortions due to non-linearities in the x, y and z 

 

Figure 3-7 

CT slice of the one of the grid sections showing visible 

mechanical distortion in the z direction (orthogonal to page).  

Without determining the true locations of the control points via a 

CT scan, this warping would be interpreted as z-gradient non-

linearity. 
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gradients are similar both in magnitude and in general form at both locations while 

distortions due to main field inhomogeneities are significantly increased further from 

isocenter.  In this plane, the maximum magnitude of distortion is 5.4 mm and occurs at a 

radial distance of 215 mm from isocenter.  The maximum distortions in our data set 

generally occur at the top corners of the phantom as the phantom was not perfectly 

centered in the magnet; the top corners are thus the points furthest from isocenter.  It 

should be noted that while many vendors apply corrections for gradient non-linearities as 

part of routine post-processing, the Philips 3T Intera magnet does not.  Even if such 

corrections were available, it would still be both prudent and worthwhile to do an 

independent check of gradient non-linearity distortions and verify the efficacy of 

automatic image correction.  

 

The field distortions caused by the susceptibility difference between the polystyrene grids 

and the surrounding oil were modeled as per the discussion in § 3.3.4 and were found to 

be 0.49 ppm at maximum.  For the gradient strength used in this imaging sequence (4.50 

mT/m), this corresponds to a maximum linear displacement of 0.33 mm.  At 

approximately half a pixel width, and on the order of the uncertainty of the method, the 

effect of the grid susceptibility was deemed negligible.  Thus, susceptibility distortions 

were modeled using only the susceptibility distribution of the oil and the polymethyl 

methacrylate case.  Based on the simulations, susceptibility effects result in a maximum 

absolute distortion of 1.73 ppm or 1.15 mm in the x direction. 
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Figure 3-8 

Image distortion in a transverse plane through isocenter. Top row (left 

to right): measured magnitude of spatial distortion, measured spatial 

distortion due to x- and y-gradient non-linearity.  Bottom row (left to 

right): measured spatial distortions due to z-gradient non-linearity, 

simulated distortion due to susceptibility effects, and measured spatial 

distortions due to main field inhomogeneities, ΔB0. 
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The manufacturer’s specifications indicate that the peak-to-peak main field homogeneity 

should be 4.5 ppm for a 40 x 40 x 30 cm3 rectangular volume and 1.3 ppm for a 20 cm 

diameter spherical volume.  For our approximately 27 x 27 x 21 cm3 rectangular volume, 

 

Figure 3-9 

Image distortion in a transverse plane 85 mm from the magnet’s 

isocentre.  Top row (left to right): measured magnitude of spatial 

distortion, measured spatial distortion due to x- and y-gradient non-

linearity.  Bottom row (left to right): measured spatial distortions due 

to z-gradient non-linearity, simulated distortion due to susceptibility 

effects, and measured spatial distortions due to main field 

inhomogeneities, ΔB0. 
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we measured maximum peak-to-peak B0 field inhomogeneity distortions of 8.1 mm in the 

x direction; this corresponds to 12.2 ppm for the given gradient strength of 4.50 mT/m.  

For a 20 cm diameter spherical volume, we measured a maximum peak-to-peak distortion 

of 1.8 mm corresponding to 2.6 ppm.  Despite the fact that measured B0 inhomogeneity 

was larger than that specified by the manufacturer, gradient non-linearity appeared to be 

the main source of image distortions over the majority of the analysed volume.  B0 

inhomogeneities were only responsible for the majority of image distortion in transverse 

planes at the extreme ends of the phantom.   

 

In order to validate the reproducibility of the results, distortions were measured on 3 

different data sets collected over several months.  The phantom was removed from the 

magnet between scans and the set up jig was used in order to improve the set-up 

reproducibility.  Acquisition parameters were identical in each of the 3 data sets.  Unlike 

the reproducibility study performed by Wang et al,13 this type of study allows testing not 

only of the performance of the control point detection software, but also the setup and 

overall distortion reproducibility.  As such, slightly higher reproducibility errors are 

expected.  The mean and standard deviation of reproducibility errors between pairs of 

data sets is graphed in Figure  3-10.  Because the phantom was removed and replaced 

between subsequent scans, distortion measurements are acquired at slightly different 

positions in each of the data sets.  Interpolation of one data set in each of the pairs is thus 

required in order to compare the reproducibility of distortion measurements at the same 

locations.  A trilinear interpolation scheme was used.  The mean and standard deviation 

of reproducibility errors between data sets 1 and 2 was obtained by averaging the 
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reproducibility errors when distortion in data set 1 was interpolated at the positions given 

in data set 2 and vice versa.  The same procedure was followed for comparing data sets 1 

and 3, and data sets 2 and 3. 

 

 

Clearly spatial distortions caused by non-linearities in the y and z gradients are very 

reproducible with mean errors (± standard deviation) ranging from 0.02 ± 0.03 mm to 

 

Figure 3-10 

Mean reproducibility errors (± standard deviation) for different types of 

distortion for 3 data sets.  Measurement of distortions due to gradient non-

linearity is more reproducible than measurement of B0 distortion. 
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0.05 ± 0.11 mm.  These errors are less than ¼ of the pixel dimensions.  Reproducibility 

errors in the x gradient, B0 inhomogeneity and magnitude distortion are somewhat larger 

and range from 0.02 ± 0.10 to 0.15 ± 0.25 mm.  The largest of these errors represents just 

over ½ a pixel dimension.  It should also be noted that interpolation errors contribute to 

these quoted reproducibility errors; by comparing identical data sets, interpolation was 

found to contribute 0.0 ± 0.2 mm of intrinsic error. 

 

The variation in maximum and mean total image distortion versus image volume is 

shown in Figure  3-11.  Maximum and mean distortions were calculated over both cubic 

and spherical volumes of interest around isocenter with cube side length and sphere 

diameters ranging from 40 mm to 300 mm.  As expected, the maximum distortions are 

always greater in the cubic VOI than in the spherical VOI of corresponding size.  For a 

cubic VOI (side length 300 mm), maximum and mean distortions were 6.40 mm and 1.32 

± 0.53 mm, while for a spherical VOI (diameter 300 mm) they were 2.97 mm and 1.21 ± 

0.41 mm.  
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Next, an individual image slice from the 3D data set was corrected using the EBS kernel.  

Distorted control point coordinates as determined from the MR slice and undistorted 

control point coordinates as determined from the corresponding CT slice were used as 

paired landmarks in order to unwarp the MR image geometry to match the correct CT 

image geometry.  The mean (± standard deviation) of spatial distortions for the 289 

control points in the slice before image correction was found to be 2.53 ± 0.94 mm.  The 

residual distortion in the corrected image was determined by locating the 2D control 

 

Figure 3-11 

Maximum and mean (with standard deviation) magnitude of distortions 

(mm) over various cubic and spherical volumes of interest 
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point coordinates in the corrected image (in much the same way that the 3D coordinates 

were found in the original data set) and comparing them to the known x and y coordinates 

of the CT image.  Residual distortions were found to be 0.28 ± 0.15 mm; this represents a 

9 fold reduction in mean image distortion.  The original and corrected images are shown 

in Figure  3-12A and Figure  3-12B while the difference map is shown in Figure  3-12C.  

The distortion maps before and after correction are shown in Figure  3-12D and Figure 

 3-12E, respectively. 
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Because many distortion measurement schemes do not separate the different distortion 

sources, corrections derived from phantom studies cannot be applied to images acquired 

using different sequence parameters and cannot be applied to (partially) correct images of 

 

Figure 3-12 

A) The original transverse MR image of the grid phantom obtained 94 

mm along the z-axis from isocenter; B) Image A corrected using the 

Elastic Body Spline; C) Difference map showing image A – image B 

(Note: distorted grid lines appear black while corrected grid lines appear 

white); D) The original distortion map of image A with mean ± standard 

deviation distortion of 2.53 ± 0.98 mm; E) The residual distortion map 

of image B; distortion is reduced to 0.28 ± 0.15 mm. 
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other objects.  Having separated the various sources of distortions, however, we sought to 

apply corrections to phantom images acquired using a different sequence implementation.  

For our purposes, distortion measurements were made with a 3D data set acquired so 

phase encoding was performed in the slice direction, slice warp was not present, and 

frequency encoding was carried out only in the x direction.  In a more typical multi-slice 

clinical scan, slice warp (B0 effects) would be present due to the additional frequency 

encoding in the slice direction; however, slice warp could easily be predicted and 

accounted for since distortion sources are separated in the initial data set.  Unfortunately, 

Tanner et al showed that eddy currents generated by rapidly pulsed gradients caused 

system distortions to be dependent upon echo times,25 and we therefore began by 

investigating the significance of such eddy currents in our magnet.  To do so, we 

measured the distortion at the four corners of a series of five identical gradient echo 

image acquisitions and compared this to distortion measurements on a series of five 

gradient echo images where the echo time was increased in each successive image.  The 

results of this experiment are shown in Table  3-1.  The average uncertainty (standard 

deviation) in distortion measurement was 0.06 mm for the five identical images and was 

0.24 mm for the five images with TEs ranging from 5 to 50 ms.  A similar experiment 

was carried out with spin echo images and the uncertainty was found to increase from 

0.05 mm to 0.27 mm.  This approximately four-fold increase in the uncertainty in 

distortion measurements could be attributed to differences in remnant eddy currents.  

Despite the increase in uncertainty, distortion was measured at the four corners (where 

distortions are expected to be greatest) to within half a pixel of uncertainty and eddy 

current effects were deemed negligible in such cases.  Indeed, the Philips 3T Intera 
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system is equipped with shielded gradients and eddy currents are compensated using pre-

emphasis calibration; although these measures may not negate all effects of eddy 

currents, the residual effects will not appreciably affect the proposed distortion prediction 

scheme.   

 

 

 

 

Control Point Mean distortion ± standard deviation [mm] 

5 identical acquisitions 5 different echo times (5,10,20,30,50 ms) 

Top Left -0.01 ± 0.05 -0.22 ± 0.30 

Top Right 4.97 ± 0.07 4.91 ± 0.30 

Bottom Left -0.73 ± 0.07 -1.02 ± 0.20 

Bottom Right 1.79 ± 0.04 1.83 ± 0.16 

 

Table 3-1 

Effects of eddy currents on distortion measurements.  Distortion was 

measured in the 4 corners (top left, top right, bottom left, bottom right) of the 

phantom for 5 identical image acquisitions (to estimate noise contributions) 

and for 5 image acquisitions with increasing echo times (to estimate the effect 

of time-varying eddy currents on distortion measurements).  The mean and 

standard deviation was calculated at each corner for each of the two sets of 

measurements.  Measurement uncertainty increased when echo times were 

varied but remained within the range of half a pixel dimension. 
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Distortion prediction was therefore tested on a mulit-slice spin echo (SE) image of the 

phantom with frequency encoding in the y-direction.  Distortions measured from the 3D 

GE sequence were used as the basis from which to predict the distortion in the SE image.  

Gradient non-linearity distortion corrections were directly applied, while the B0 and 

susceptibility distortions were scaled according to the strength of the SE frequency 

encoding gradient and were applied in the appropriate direction (i.e. along the y-axis).  

Figure  3-13A shows a gradient echo image of the phantom at z = 85 mm; the frequency 

encode direction is aligned with the x-axis and a large amount of distortion is thus 

observed in the horizontal direction.  Figure  3-13B shows the SE image acquired at the 

same z location, but with the frequency encoding (and largest amount of distortion) along 

the y direction.  Using the image distortion map created from the GE image in Figure 

 3-13A, the distortion map for the SE image in Figure  3-13B was predicted and the image 

was corrected.  The corrected SE image is shown in Figure  3-13C while a difference map 

(original – corrected) is shown in Figure  3-13D.  By predicting and correcting the spatial 

distortion in the SE image, mean distortion was reduced from 1.63 ± 1.02 mm to 0.29 ± 

0.22 mm.   
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Figure 3-13 

A) a single distorted slice of the 3D GE image from which distortion maps 

were obtained. The most pronounced distortion is visible in the x-direction 

(horizontal); B) a distorted SE.  The most pronounced distortion is visible in 

the y-direction (vertical); C) the SE image following distortion correction 

(the spatial distortion map for the SE image was predicted based on the GE 

distortion map).  The distortion was reduced from 1.63 ± 1.02 mm to 0.29 ± 

0.22 mm; D) a difference map showing Image B – Image C (Note: the 

distorted grid lines appear black while the corrected grid lines appear 

white). 
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In order to verify the accuracy of the distortion prediction, the control point locations for 

the SE image were also automatically measured.  The mean ± standard deviation value 

for the difference in predicted and measured control point locations was 0.27 ± 0.23 mm 

respectively; this represents less than one pixel of discrepancy.  Image correction using 

the automatically measured image distortion yielded a mean residual distortion of 0.14 ± 

0.07 mm.  This result is slightly better than that achieved by the using the predicted 

distortion, 0.29 ± 0.22 mm; however, the ability to predict distortion to within one pixel 

of accuracy allows a variety of different images of the same object to be corrected based 

on one set of distortion data.  That is, distortion maps do not need to be calculated for 

each specific imaging sequence.     

 

3.5. Discussion 

In order to make use of the excellent soft tissue imaging capabilities of MR in the 

radiation treatment planning procedure, inherent image distortions need to be measured 

and removed.  This is most easily done using some type of phantom measurement and the 

previous literature suggests a variety of phantom types. The phantom presented in this 

study and in those by Wang et al 13 has over 12 times as many control points as the 

phantom presented by Breeuwer et al;11,23 this permits a much higher sampling rate of the 

distortion field.   Combined with the much smaller physical size of each control point, 

this allows a more comprehensive and precise characterisation of image distortion.   

Compared to the phantom (linearity test object, LTO) used by Doran et al,12 our grid 

phantom has both advantages and disadvantages.  Because the control points in our 
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phantom occur at well-specified points and are not the extended rod objects of the LTO, 

it is possible to accurately quantify distortions in all three dimensions; our phantom 

allows straightforward through-plane distortion measurement.  Our phantom is, however, 

quite heavy and cumbersome compared to the mostly air-filled LTO.  It is further 

acknowledged that a larger phantom, more representative of the size and shape of a 

human torso, is required to facilitate distortion correction over more clinically relevant 

volumes.  Such design modifications were subsequently undertaken and results using the 

larger phantom are detailed in the following chapter.  Finally, as compared to the control 

point detection scheme used by Doran et al,12 our detection scheme does not require 

manual matching of any control points in MR and CT. 

 

In terms of the method used to quantify distortions, our approach again shows advantages 

over the previously published methods.  In the study by Wang et al using the same type 

of phantom, it appears distortion measurements were made relative to a priori known 

control point locations – it is not, however, mentioned how these control point locations 

were determined.13  It is thus understood by our group that a perfectly regular spacing of 

the control points was assumed and that distortion was measured relative to this assumed 

spacing.  This assumption was avoided in our study as control grid locations were 

directly measured using a corresponding CT scan.  Indeed, Figure  3-7 illustrated the fact 

that MR grids were slightly warped even in CT images.  Having independently measured 

the control point locations using CT, we can be confident that the calculated distortion 

maps account for displacement of control point locations due to imaging effects only.  
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This investigation showed that gradient non-linearities were the main component of 

image distortion near the center of the magnet; this finding is in agreement with that of 

Wang et al for a 1.5 T magnet.13  As such, image distortions on a 3 T MR system will not 

necessarily be larger than those found at 1.5 T (since it is only ΔB0, ΔBCS, and ΔBχ that 

scale with the strength of the polarizing field).  Indeed, Wang et al found maximum 

distortions on their 1.5 T system of 10-25 mm over a 240 x 240 x 240 mm3 volume while 

we found maximum absolute distortions of less than 7 mm over a 266 x 266 x 205 mm3 

volume on our 3 T system.  (Note: software corrections were not applied).  In addition, 

Doran et al report a maximum absolute distortion (due to gradient non-linearities only) of 

9 mm over a volume of 257 x 255 x 257 mm3.12  Although B0 and susceptibility 

distortions have a larger effect at higher field strengths, we report smaller maximum 

distortions at 3 T than previous researchers reported at 1.5 T.  Finally, in agreement with 

the literature, we showed that distortion measurements were very stable when monitored 

over several months.24  Together, these results imply that the Philips 3 T Intera is a well-

shimmed system with excellent gradient linearity and minimal B0 inhomogeneity; as such 

it is a suitable system for moving forward with MR-based radiotherapy applications.  

 

Although it is advantageous to carry out MR-based radiotherapy studies using a system 

which generates minimal image distortion, post-processing techniques can be used to 

further improve the geometric accuracy of MR images.  Through distortion correction, 

mean distortions in our 3T MR system were reduced from 2.43 ± 0.94 mm to 0.28 ± 0.15 

mm in an image from which distortion maps were created.  For an alternative imaging 

sequence, the base set of distortion maps was used to predict and correct the image 
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distortion.  Following the prediction and image correction, distortion was reduced from 

an initial amount of 1.63 ± 1.02 mm to 0.29 ± 0.22 mm (less than one pixel of residual 

distortion).  This illustrates how an accurate initial characterization of magnetic field 

variations and gradient non-linearities can lead to the satisfactory correction of images 

acquired with any number of different imaging protocols; individual time-consuming 

distortion characterization scans are not required for each image. 

 

The fat/water chemical shift has not expressly been dealt with in this study since the 

phantom contained a single molecular compound.  If both fat- and water- based signal 

had been present, all signal arising from fat would be offset with respect to the water 

signal due to the difference in local resonance frequencies.  In order to circumvent this 

problem, there are a number of potential strategies: 1) fat suppression techniques can be 

used; 2) the read gradient can be maximized to reduce the effects of distortion from not 

only ΔBCS, but also ΔB0 and ΔBχ as per Eq. 3-2 – this strategy, however, comes at the cost 

of reduced SNR;20,37 3) an additional image can be acquired to provided information 

about field distortions and this information can be used to correct chemical shift artefacts 

in a post-processing step.  The third method, field mapping, is introduced in Chapter 4. 

 

The results of this study suggest that machine-related distortion in 3T MR images can be 

adequately corrected and that images which meet the stringent requirements of spatial 

accuracy for treatment planning can be produced.  After segmenting MR images and 

applying bulk electron density information, some literature suggests RTTP could be 

carried out with MR images alone – without the need for image registration and without 
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the introduction of errors associated with this process.20,22  Other literature suggests that 

while MRI provides superior soft-tissue contrast and more complete and more consistent 

tumour delineation, the tumour volume information provided by MR is complimentary to 

that provided by CT.  If this is the case, it may be prudent to use both MR and CT images 

to provide a composite co-registered image.1,5  However, fusing CT images to MR when 

the MR image suffers from geometric distortion will only exacerbate the fusion errors by 

forcing registration to a geometrically incorrect volume.  Whether or not MR images are 

used alone or fused with CT, it can only be beneficial to start with images which are free 

of distortions and as spatially accurate as possible.   

 

3.6. Conclusions 

The work described in this chapter was undertaken in an effort to support future 

investigations relating to MR-based radiotherapy treatment planning.  Specifically, we set 

out to 1) construct a 3D phantom that could be used to accurately determine machine-

related geometric image distortion over a reasonable field of view; 2) separate machine 

and object distortions so that machine-related distortion corrections could be applied to 

images of other objects; 3) verify the accuracy of both direct distortion correction and 

indirect distortion correction (i.e. distortion prediction); and 4) investigate the magnitude 

of image distortions at 3T in order to evaluate the usefulness of the Philips 3T Intera 

system for future MR-based radiotherapy treatment planning applications.   
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Geometric distortion due to both inhomogeneities in the background field and non-

linearities in the applied gradients were easily visualized on the MR images of a regularly 

structured 3D grid phantom.  From a CT scan, the locations of just under 10,000 control 

points within the phantom were accurately determined in three dimensions using a 

Matlab-based computer program.  MR distortion was then determined by measuring the 

corresponding locations of the control points when the phantom was imaged using the 

MR scanner.  Using a reversed gradient method, distortions due to gradient non-

linearities were separated from distortions due to inhomogeneities in the background B0 

field.  Because the various sources of machine-related distortions can be individually 

characterized, distortions present in other imaging sequences (for which 3D distortion 

cannot accurately be measured using phantom methods) can be predicted negating the 

need for individual distortion measurement for a variety of other imaging sequences.  

Distortions were found to be primarily caused by gradient non-linearities and maximum 

image distortions were reported to be less than those previously found by other 

researchers at 1.5 T.  Image slices were corrected for distortion in order to provide 

geometrically accurate phantom images and the reliability of the correction procedure 

was validated by comparing distortion-corrected control point locations to true (i.e. as 

determined from CT) control point locations.  The results of this study show that 

geometrically accurate images are possible at 3T despite the linear increase of B0 

inhomogeneities and susceptibility effects.  The use of MRI in radiotherapy treatment 

planning appears to be a feasible clinical option at 3 T due to both the minimal distortions 

observed and the ease and efficacy with which distortions can be corrected.   
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The methods presented here in Chapter 3 are expanded upon in Chapter 4 to include 

characterization of gradient non-linearities over a larger field of view as well as methods 

for correction of all types of image distortions – both machine- and patient-related. 
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4. Chapter 4: Validation of a clinically suitable 
distortion characterisation scheme 

 

4.1. Introduction 

In recent years, considerable interest has been shown in MR for use in radiation 

treatment planning.  This can be attributed to (1) the superior soft tissue contrast 

of MR compared to computed tomography (CT) which results in better structure 

delineation,1,2 and (2) the growing use of conformal dose delivery techniques 

which require greater accuracy in tumor delineation.  Unfortunately, geometric 

distortions hamper the utility of MRI for radiotherapy applications.  In the 

previous chapter, distortions of up to 7 mm were found over a 266 x 266 x 205 

mm3 FOV, while the literature cites larger distortions over smaller fields of view 

(i.e. up to 25 mm over a 240 mm FOV)3-5.  Despite such findings, reports of MR-

based treatment planning and comparisons of tumour volumes delineated on MR 

and CT images far outweigh the reports of detailed distortion measurement and 

correction schemes.  In many cases, distortion correction is based on vendor-

supplied methods6, or patient-related distortions are assumed negligible because 

either low field systems7-10 or small fields of view are used.11-13  While distortions 

may be limited at low field strengths and for small FOVs, these assumptions 

cannot be extended to large FOVs and higher field strengths: many types of 

geometric distortion scale in proportion to the strength of the background field 
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and distortions typically increase for larger FOVs.  Furthermore, much of the MR 

distortion correction literature focuses on gross image distortion observed in echo 

planar images.14-16  The efficacy of these correction methods are qualitatively 

observed, but quantitative measurements of residual distortion are not given for 

the more subtle forms of image warping which may affect typical treatment 

planning images.17-19  Before proceeding to MR-based treatment planning, it is 

our belief that further methods for measuring and correcting MR distortion remain 

to be developed; these corrections should be vendor-independent, comprehensive 

(i.e. accounting for both machine- and patient-related distortions), and verifiable. 

 

Chapter 3 described a method for distortion measurement and correction based on 

images of a cubic phantom containing a regular array of grids.20  By combining 

the reverse gradient method with simulations of the phantom susceptibility 

distortions, both gradient non-linearity and B0 distortions were characterized.  The 

method was shown to be both an accurate and reproducible means of measuring 

and correcting machine-related distortion.  However, because of the small size of 

the original phantom (30 cm x 30 cm x 30 cm), distortions could only be 

characterized over a limited field of view.  Furthermore, patient (or object) related 

distortions were not expressly dealt with.  Chemical shift distortions were not 

present and susceptibility distortions were simulated based on the phantom’s 

known geometry and composition.  Although in-vivo patient susceptibility 

distortions could be simulated,21,22 such a solution is not ideal since neither 
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precise patient geometry nor composition is known without additional scanning 

information (i.e. CT) or atlas-based approximations of patient anatomy.   

 

The current chapter outlines a complete and time-efficient method for distortion 

measurement of both machine- and patient-related distortion sources.  The method 

builds upon the foundations presented in Chapter 3 by acquiring gradient non-

linearity distortion information over an increased and clinically relevant field of 

view; furthermore, it combines the phantom-based measurement of gradient non-

linearity through the reverse gradient method with measurement of field 

distortions caused by B0 inhomogeneity, susceptibility and chemical shift through 

a double echo gradient echo phase mapping scan.19  Where more than one 

imaging sequence may be required for tumor diagnosis and delineation,6 this 

method could save considerable patient scanning time since images from several 

sequences can be corrected based on the same field distortion map which takes 

approximately 2 minutes to acquire.  The comprehensive measurement and 

correction scheme was validated on a variety of phantoms, each designed to 

highlight a different type of distortion; it was then applied to correct images of a 

patient volunteer.  The method minimally increases patient scan time, is robust, 

corrects for both system- and patient-related distortions, is applicable for a variety 

of sequences, and can be applied at any field strength.   
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4.2. Theory 

In the preceding discussion, image distortions were classified as being either 

machine- or patient-related.  For the purposes of the current chapter, however, an 

alternate classification is more appropriate: geometric image distortions are either 

sequence-independent or sequence-dependent.   

4.2.1. Sequence-independent spatial distortions  

Sequence independent spatial distortions are those due to gradient non-linearities.  

Every image acquired on a particular scanner will suffer the same distortions due 

to the inherent non-linearity of the x, y, and z gradient coils.  Being independent of 

sequence parameters, such spatial distortions are not affected by a reversal in read 

gradient polarity (Figure 3-1), while sequence-dependent spatial distortions are 

(Figure 3-2).17,20  Thus, when implemented on an object of known geometry (i.e. a 

grid phantom containing discrete points), the reverse gradient technique outlined 

in Chapter 3 provides an effective way to separate sequence-independent and 

sequence-dependent spatial distortion contributions.19,21  By taking the average 

position of grid locations from both forward and reverse gradient images, and by 

comparing them to the CT grid locations, the sequence-independent spatial 

distortions can be obtained.  Finally, because these distortions arise from gradient 

non-linearities, they are neither object- nor sequence-dependent.  Every image, 

regardless of the sequence implementation, will be formed using some 

combination of the gradient coils.  Once gradient non-linearities have been 
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characterized, corrections can be applied to any object imaged under any 

combination of sequence parameters. 

 

4.2.2. Sequence-dependent spatial distortions 

Sequence-dependent spatial distortions arise from field distortions due to 

inhomogeneities in the main field (ΔB0), differences in susceptibility (ΔBχ), and 

chemical shift (ΔBCS).  Thus, they are comprised of both machine- and object-

dependent field distortion sources.  They will henceforth be collectively referred 

to as field distortions, ΔB, where ΔB = ΔB0 + ΔBχ + ΔBCS.  As illustrated in 

Figure 3-2 and expressed in Eq. 3-4, the spatial distortions resulting from these 

field distortions are reversed in direction under gradient polarity reversal.  Field 

distortions, ΔB, therefore result in sequence-dependent spatial distortions.  In 

order to separate gradient non-linearities from sequence-dependent distortions, the 

reverse gradient method relies on accurate matching of discrete points in both 

forward and reverse gradient images.  While this technique can easily be applied 

to phantom images, it is much more difficult to implement for patient images 

where paired image features are not easily identified.  Chang and Fitzpatrick used 

fourth-order Runge-Kutta integration to solve the problem of matching discrete 

image points17 while Reinsberg et al proposed using mutual-information and 

cross-correlation based registration of the two reversed gradient image sets.23   
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Apart from the reversed gradient method, sequence-dependent distortions can be 

determined and corrected using the double echo gradient echo scheme proposed 

by Jezzard and Balaban.19  This method generates a field distortion map from 

which the spatial distortions can be calculated; it requires a single additional scan 

of interleaved gradient echo images acquired using two different echo times.  For 

standard gradient echo sequences, the phase contributions, φ, at the echo time, 

TE , can be written as: 

{ }TEzyxBTEzyx ⋅Δ⋅= ),,(2),,,( πγφ  Eq.   4-1 

where (x,y,z) gives the spatial location, γ  is the gyromagnetic ratio of hydrogen, 

and ΔB represents the underlying field distortions.  If the phase image is recorded 

at two different echo times such that 12 TETETE −=Δ , then the field distortions 

can be obtained from the unwrapped phase difference map, Δφ.  That is, 

TE
TEzyxzyxB

Δ
ΔΔ=Δ

πγ
φ

2

),,,(
),,(  Eq.   4-2 

The field distortion map, BΔ , can be converted to a sequence-dependent spatial 

distortion map in either pixel shifts or Cartesian coordinate shifts through Eq. 3-2  

and can be added to the sequence-independent spatial distortion map.   

 

4.2.3. Geometric Distortion Correction 

To rectify image distortion, a complete mapping from distorted coordinates (x′, y′, 

z′) to corrected coordinates (x, y, z) is required.  That is, 
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  Eq.   4-3 

where Δx(x,y,z), Δy(x,y,z), and Δz(x,y,z) each contain sequence independent 

contributions (i.e. ΔxSI(x,y,z)) and may contain sequence-dependent contributions 

(i.e. ΔxSD(x,y,z)) depending upon the particular  imaging sequence employed.  

Therefore, to obtain the full distortion map, both sequence-independent and 

sequence-dependent distortions must be known. 

 

As discussed in §2.2.4.2, the way in which field distortions, ΔB, affect image 

distortion depends upon how the image is acquired – hence, the term sequence-

dependent spatial distortions. Eq. 2-42 showed that the effect of field distortions 

could be determined by evaluating the phase evolution in the kx and ky directions 

(i.e. in the frequency encode and phase encode directions, respectively).  

Furthermore, it showed that in the case of basic 3D gradient or spin echo imaging 

where one line of k-space is filled following each excitation, sequence-dependent 

spatial distortions are manifest only in the frequency encoding direction.  Under 

ideal conditions, the phase evolution in the frequency encoding direction, Δφ fe , is 

given as: 

[ ]trG fefe Δ⋅⋅=Δ πγφ 2   Eq.   4-4 

where Gfe  is the frequency encoding gradient strength, r is the generalized 

direction of frequency encoding and Δt  is the time between subsequent 
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digitizations (i.e 1/bandwidth).  However, because of inherent field 

inhomogeneities, ΔB, additional phase is accumulated such that Eq. 4-4 must be 

rewritten as: 

[ ]
[ ]fefefe

fefe

GBrtG
tBtrG

/2

2

Δ+Δ⋅=Δ

ΔΔ+Δ⋅⋅=Δ

πγφ
πγφ

  Eq.   4-5 

It is the last term in Eq.   4-5 that gives rise to the spatial mispositioning in the 

frequency encode direction: 

feSDSD GBrandrrr /Δ=ΔΔ+=′   Eq.   4-6 

 

 

where r′ is the distorted position, r is the true position, and ΔrSD is the sequence-

dependent spatial distortion.  From Eq.  4-6, it can be seen that the sequence 

dependent distortion, ΔrSD, caused by the field distortions, ΔB, scales inversely 

with the strength of the read gradient. If we reintroduce the sequence-independent 

spatial distortions, we can express the total distortion transformation for a 3D SE 

or GE image as 

)..,(

)..,(

)..,(

zeidirectionencodepartitionrrr
yeidirectionencodephaserrr

xeidirectionencodefrequencyrrrr

SI

SI

SISD

Δ+=′
Δ+=′

Δ+Δ+=′
 Eq.   4-7 

where ΔrSD affects only the frequency encode direction, and the terms ΔrSI come 

directly from the phantom-derived gradient non-linearity mapping.  If 2D images 

are acquired instead of a 3D image set, then an equation analogous to the 
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expression for the frequency encode direction can be written for third direction 

(i.e. the z or slice-select direction). 

 

In the case of echo planar imaging (EPI), all of k-space is traversed following a 

single excitation of the sample.  Distortions remain an issue in the frequency 

encoding direction and are calculated from Eq. 4-6; however, because of the very 

large read gradient that is needed in order to fill all of k-space following a single 

excitation, distortions in the frequency encoding direction are minimized.  

Moreover, because only a single excitation is used, phase evolution due to B0 

inhomogeneity, susceptibility and chemical shift also affect the phase encode 

direction.   If the time between subsequent phase encodes is given as 

ramppe ttNt ⋅+Δ⋅=Δ 2 , where N  is the number of samples in the frequency 

encoding direction, Δt is the time between subsequent digitizations (again, 

1/bandwidth), and rampt  is the ramp time for the switched gradients, then an 

equation analogous to Eq.  4-5 can be written for the phase evolution between 

adjacent phase encode steps: 
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  Eq.   4-8 

where ΔGpe is the blipped phase encode gradient step size, τ is the duration of the 

blipped phase encoding gradient, r is the generalized phase encode direction, and 
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( ) ( )ramppepe ttNGG ⋅+Δ⋅Δ= 2/
~ τ

 is the “effective” phase encode gradient in an 

EPI experiment.  Similarly, it is the last term in Eq.  4-8 that gives rise to sequence 

dependent distortions in the phase encode direction.  That is: 

peSDSD GBrwhererrr ~
/Δ=ΔΔ+=′  Eq.   4-9 

Again, r′ is the distorted coordinate, r is the true coordinate, and ΔrSD is the 

sequence-dependent spatial distortion.  As in Eq.  4-6, we have ignored the 

gradient non-linearities.  Including both sequence-independent and sequence-

dependent distortions, the distortion transformation for an EPI sequence is given 

as: 

)(

)(

directionencodephaserrrr
directionencodefrequencyrrrr

SISD

SISD

Δ+Δ+=′
Δ+Δ+=′

  Eq.   4-10 

where ΔrSD is different for the frequency and phase encode directions and is 

determined according to Eq. 4-6 and Eq. 4-9, respectively. 

 

From the above equations, it is evident that knowledge of the k-space trajectory, 

(effective) gradient strengths, and a detailed field distortion map, ΔB, are all 

required for correction of sequence dependent distortions.  In summary, sequence-

dependent distortions scale with the inverse of the gradient strength; they affect 

standard spin echo and gradient echo images in the frequency encoding 

direction(s) only, but affect echo-planar images in both the phase encode and 

frequency encode directions.  Thus, a single field distortion map can be used to 

calculate several sequence-dependent spatial distortion maps and to correct 
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multiple images of the same object or anatomy provided that the k-space 

trajectory and gradient strengths of each imaging sequence are known.  In 

contrast, sequence independent distortions affect each image in the same way.    

When a variety of distortion-corrected images with complementary clinical 

information are required for tumor delineation and treatment planning purposes,6 

the ability to quickly correct all images with the information provided by a single 

additional patient scan, (i.e. the field mapping scan), presents an attractive and 

time-efficient option. 

 

4.2.4. Intensity Correction 

Through the transformation from distorted to corrected coordinates (or vice 

versa), signal intensity arising from a uniform voxel is either compressed or 

stretched to a voxel of a different size, shape, and location.  Therefore images 

suffer from not only geometric distortions, but also intensity distortion4,17.  The 

Jacobian, J, describes the localized magnitude of the volume change under the 

coordinate transformation.  Thus, to recover the true image intensity at the true 

coordinates i(x, y, z) from the apparent image intensity at the distorted coordinates 

i′ (x′, y′, z′), we have    

),,(),,(),,( zyxJzyxizyxi ⋅′′′′=   Eq.   4-11 

where 
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In order to calculate the Jacobian, the complete distortion transformation is 

required (Eq.   4-3), and is obtained through the gradient non-linearity maps, field 

distortion map, and knowledge of the particular sequence implementation.  Partial 

derivatives of the form xx ∂′∂ / , evaluated at the point (xi, yj ,zk), were calculated 

as finite differences, i.e. 
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  Eq.   4-13 

 

4.3. Methods and Materials 

4.3.1. The phantom 

The basic 3D grid phantom used in Chapter 3 and described in §3.4.1 was used 

once again.  However, in order to facilitate large field of view measurements, two 

lateral extensions were built.  The same materials – a polymethylmethacrylate 

case, polystyrene grid sheets, and mineral oil – were used to construct the 

extensions.  With the extensions attached on either side of the basic cubic 

phantom, the large FOV phantom fills the lateral extent of the magnet’s bore – 

578 mm – as shown in Figure 4-1.  An alignment grid was used to ensure 

reproducible set up in the MR bore and on the CT couch.   
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4.3.2. Image Acquisition 

MR images were acquired on the 3.0 T Intera MRI scanner (Philips Medical 

Systems, Cleveland, OH) using the body coil.  To determine gradient distortions, 

the large FOV phantom was scanned using the reverse gradient technique and a 

3D gradient echo (GE) sequence with TE, TR and flip angle of 2.01 ms, 8.60 ms, 

and 28º, respectively.  A single k-space line was encoded per TR.  The image was 

 

 

Figure 4-1 

The large FOV distortion characterization phantom designed 

to fill the lateral extent of the Philips 3T Intera bore.  Details 

of the basic phantom design are given in Chapter 3, §3.4.1.  



 

 

150

acquired using a 530 mm FOV, a 512 x 512 matrix and 440 slices with a slice 

spacing of 0.72 mm.  The x, y, z voxel dimensions were thus 1.04 x 1.04 x 0.72 

mm3.  Two scans were obtained – the first with a positive read gradient polarity 

(20.84 mT/m), and the second with a negative read gradient polarity (-20.84 

mT/m).  In order to define the true, undistorted control point locations, a 

corresponding CT image was acquired using the Philips Brilliance Big Bore CT 

scanner (Philips Medical Systems, Cleveland, OH).  A 600 mm FOV was used 

and images were acquired on a 512 x 512 imaging matrix with 614 spiral slices 

and a reconstructed slice spacing of 0.5 mm.  Voxel dimensions were thus 1.17 x 

1.17 x 0.5 mm3.  By comparing the average control point locations from the 

reverse gradient MR scans to the true locations in the CT scan, the spatial 

distortions due to gradient non-linearities could be separated from those due to the 

combined effects of B0 inhomogeneity, susceptibility and chemical shift.   

 

Field distortions were measured using a double echo gradient echo imaging 

scheme19 and were used to calculate sequence-dependent spatial distortion maps. 

After acquiring the double gradient echo phase difference map, the auto 

shimming, higher order shimming, and resonant frequency (f0) determination 

procedures were disabled.  This ensures identical imaging conditions for the 

distortion mapping and anatomical imaging scans.  While it is not necessary to 

disable these procedures entirely, it is imperative that the shimming and f0 value 

not be re-calculated for scans acquired for different series during the same 

imaging session.   
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For the chemical shift of fat relative to water to be visible in the phase difference 

map, the TEΔ  must be selected such that waterfatfnTE −Δ≠Δ / , where waterfatf −Δ  is 

the difference in the resonance frequencies of fat and water (428 Hz at 3.0 T 24).  

With fat and water not in phase, it is possible to correct for the chemical shift 

displacement in distorted images.  However, when the full distortion map is 

determined – from which the Jacobian-based intensity correction is calculated – 

phase discontinuities at fat/water interfaces which arise when waterfatfnTE −Δ≠Δ / , 

lead to an ill-defined Jacobian.  From Eq. 4-12, the calculation of the Jacobian 

requires evaluation of the derivative of the distorted coordinate (as a function of 

the true coordinate).  If the distortion field is not smooth (i.e. it is discontinuous, 

as it is at fat/water boundaries), the Jacobian is undefined.  Therefore, an in-phase 

map (i.e. waterfatfnTE −Δ=Δ / ) is better suited for the calculation of the Jacobian 

since fat/water phase differences are irrelevant.  Furthermore, B0 and 

susceptibility inhomogeneities lead to distortions that are generally smooth, and 

derivatives are thus well-defined.  Finally, because the chemical shift artifact only 

results in linearly shifted signal (as opposed to stretched or compressed signal), 

the distorted image can be accurately corrected for intensity distortions using the 

Jacobian calculated from the in-phase map.  Phase difference maps were typically 

acquired as a 3D GE sequence with TR/TE/FA = 8.6 ms / 3.3 ms / 28° and an 

echo time difference, 6.0=ΔTE ms (fat and water out of phase) or 3.2=ΔTE ms 

(fat and water in phase).  A phase difference map acquired with the above 
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parameters on a 256 x 256 x 40 imaging grid adds approximately 2 minutes of 

additional scan time. 

 

4.3.3. Image Analysis 

To determine the large FOV gradient non-linearity data, the MR and CT phantom 

images were processed using in-house developed Matlab-based software.  The 

method by which control point coordinates were determined was covered in 

Chapter 3, §3.4.3.   

 

Phase difference maps acquired using the double echo gradient echo imaging 

sequence were used to calculate sequence-dependent spatial distortion maps.  

Differences in precessional frequency – arising from variations in magnetic field 

strength (susceptibility or B0 inhomogeneities) or from differences in Larmor 

frequency (fat and water) – lead to phase evolution over time, as shown by Eq. 

(1).  The phase difference map is phase-wrapped with pixel values in the [ ]ππ ,−  

range.  In order to calculate the field distortions and, hence, the sequence-

dependent spatial distortions, it is therefore necessary to unwrap the phase 

difference map as an initial step.  This was done using in-house developed 

Matlab-based software and a robust unwrapping technique.25  The method 

presented by Cusack et al was extended to operate in 3D – this augmentation 

added considerable processing time, but had the added advantage of increasing 

the robustness of the unwrapping method; unwrapping errors are extremely rare.  
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3D Phase unwrapping can take between 30 minutes and a few hours, but does not 

add to patient scanning time since it is carried out after the imaging session.  The 

resulting 3D unwrapped phase difference map was used to calculate the field 

distortion map, BΔ , using Eq.   4-2. 

 

4.3.4. Distortion Correction 

Because several images of an object or patient may be collected during one 

imaging session, it is advantageous to be able to correct each image for distortion.  

As mentioned, field distortions, ΔB, lead to sequence-dependent spatial distortions 

which depend on both the particular k-space trajectory of the imaging sequence 

and the selected gradient strengths.  Field distortion maps were scaled according 

to Eq. 4-6 and/or Eq. 4-9 to provide as many sequence-dependent spatial 

distortion maps as required.  It should be noted, however, that these distortion 

maps are subject to their own distortions; that is, they are collected in distorted 

image space.  Because of the high read gradient strengths used to acquire the 

phase difference maps, their sequence-dependent spatial distortions are minimal 

(usually less than 1 pixel); nevertheless, both sequence-independent and 

sequence-dependent distortions are first corrected such that the final sequence-

dependent distortion maps are given in undistorted image space.  

 

The mapping of distorted to corrected image coordinates is accomplished by 

combining the phantom-based sequence-independent distortion map with the 
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object- or patient-based sequence-dependent spatial distortion map.  If necessary, 

the two distortion maps are interpolated to the same resolution and orientation as 

the image for which distortion correction is required.  Thus, a pixel-to-pixel 

mapping of distorted and corrected coordinates is produced.  Image correction 

then amounts to the simple task of 3D interpolation which is carried out in 

Matlab.  This method of distortion correction differs from the method used in 

Chapter 3 (image warping with the Elastic Body Spline (EBS) kernel); instead of 

warping the distorted image into the corrected image space through a select 

number of control points (17 x 17 = 289 / per slice using the EBS method in 

Chapter 3), this method allows each pixel to be an effective control point (i.e. 512 

x 512 = 262,144 / per slice).  Thus, much smaller scale image distortions can be 

handled.  As a final step, the image intensities are corrected through calculation 

and application of the Jacobian scaling factor.  This is easily calculated based on 

the final 3D distortion map according to Eq.   4-12. 

 

4.4. Results 

The full distortion correction technique was benchmarked using a variety of 

phantoms, each designed to measure and/or illustrate a particular type of 

distortion.  First, gradient non-linearities were mapped using the large FOV 

phantom based on both MR and CT images of the phantom.  Corresponding MR 

and CT images are shown in Figure 4-2.  Severe distortion is visible near the 

image edges; in fact, the full lateral extent of the phantom could not be imaged in 
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MR due to extreme inhomogeneities near the edge of the bore which result in 

rapid intra-voxel dephasing.  Gradient distortions were mapped over a 440 x 265 

x 87 mm3 region and were observed to increase rapidly with increasing distance 

from the magnet’s isocenter.   Peak-to-peak distortions from gradient non-

linearities in the central portion of the phantom (266 x 266 x 87 mm3) were 5.4 

mm, 5.0 mm, and 1.6 mm (in the x, y, and z gradients respectively).  When 

gradient non-linearities were measured over the large FOV phantom, the values 

nearly doubled – to 10.6 mm, 9.8 mm, and 3.1 mm respectively. 

 

 

 

 

 

Figure 4-2 

A) A transverse CT image of the large FOV grid phantom, and B) 

the corresponding MR image slice.  Imaging FOVs were 600 mm 

and 530 mm, respectively.  
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The sequence-dependent distortion mapping procedure was first tested on a large 

uniformity (flood-field) phantom.  Figure 4-3A shows the wrapped phase 

difference map acquired using the double gradient echo imaging sequence (ΔTE = 

7 ms), while Figure 4-3B shows the field distortion map in parts per million 

calculated from the unwrapped phase difference map.  The field distortion map 

was acquired without any autoshimming and illustrates the good homogeneity of 

the Philips 3T Intera system over a large central region.  The image was acquired 

 

 

Figure 4-3 

(A) A phase difference map for a large (FOV=400mm) 

uniformity phantom as obtained from the double echo gradient 

echo imaging sequence with ΔTE = 7 ms and B0 = 3 T.  Phase 

values are wrapped in the interval [-π, π]; (B) The field 

distortion map obtained from the unwrapped phase difference 

map in accordance with Eq. 4-2.  Field distortion is displayed 

in parts per million. 
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with a 400 mm FOV in a transverse plane through isocenter and peak-to-peak 

field inhomogeneity does not exceed 5 ppm.  The same measurement was 

performed using the large FOV grid phantom (see Figure 4-1) and similar results 

were obtained; however, the larger size of the grid phantom allowed field 

distortion measurements to be taken even further from the isocenter; distortions 

were seen to increase rapidly with increasing distance from isocenter.  Peak-to-

peak field inhomogeneity rose to approximately 20 ppm near the edge of the 500 

mm FOV image.  Previous simulations showed that the difference in grid and oil 

susceptibility was 0.49 ppm (see § 3.4) and therefore the effect of the grid 

susceptibility on the B0 inhomogeneity value of 20 ppm can be considered 

negligible. 

 

Next, the distortion correction technique was tested on a susceptibility phantom as 

shown in Figure 4-4.  The central cylindrical portion (2.8 cm diameter) is open to 

the air while the surrounding volume (8.2 cm diameter) is filled with water.  

Because of the large difference in magnetic susceptibility values for air and water 

– χwater = -9.05 ppm, χair = 0.36 ppm26 – strong magnetic field gradients are 

generated and distortions near air/tissue interfaces often represent a worst case 

scenario in clinical images.  The susceptibility phantom was thus designed to 

simulate these interfaces (as in the sinuses or bowels) and to provide a means of 

evaluating the distortion measurement and correction technique under such 

simplified imaging conditions.   
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Figure 4-4 

An cylindrically symmetric air/water phantom illustrates 

susceptibility artefacts; the background field, B0 is aligned with 

the z direction.  (A) Original distorted image acquired using a 

5.4 mT/m frequency encode gradient.  The central circular tube 

is distorted in the vertical (frequency encode) direction.  (B) The 

field distortion map in ppm.  (C) The corrected image shows 

good restoration of the circular shape.  (D) Edge images for the 

original and corrected phantom images. 
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Coronal images were acquired using a low read gradient strength (5.4 mT/m); a 

single slice is shown in Figure 4-4A.  The field distortion was measured using the 

double gradient echo sequence (ΔTE = 0.6 ms) and a larger read gradient strength 

(20.6 mT/m) and is shown in Figure 4-4B in parts per million.  From the field 

distortion map, sequence-dependent spatial distortions were calculated; distortions 

of up to 7 pixels exist in the frequency encoding direction (vertical) in Figure 4-

4A where the circular shape of the central air tube is distorted into an arrowhead 

shape.  The full spatial distortion map for the image of Figure 4-4A was generated 

by scaling the sequence-dependent spatial distortion map and combining it with 

the sequence-independent distortions (gradient non-linearity maps) obtained from 

the large FOV phantom.   The circular nature of the central air tube is very well 

represented in the corrected image shown in Figure 4-4C.  For improved 

visualization of the effect of the distortion correction procedure, an edge function 

was used to highlight the basic shapes present in the original and corrected 

images; this is shown in Figure 4-4D. 

 

After testing the distortion measurement and correction scheme on the 

susceptibility phantom, it was implemented on a fat/water phantom, as illustrated 

in Figure 4-5.  The main chamber of the phantom contains water on the bottom 

and mineral oil on the top; the central chamber contains oil as well as several 

smaller chambers of water.  The field distortion map obtained from the double 

gradient echo phase difference mapping sequence is shown (in parts per million) 

in Figure 4-5B.  While Jezzard and Balaban19 suggest choosing an echo time 
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difference such that waterfatfnTE −Δ=Δ /  ( 428=Δf Hz at 3T so 34.2⋅=Δ nt  ms)24 

in order to avoid chemical shift artifacts in the field map, we have chosen a 

shorter echo time difference – 6.0=Δt ms – so that fat and water are out of phase.  

Thus, the field distortion map contains information about not only susceptibility 

and B0 distortions, but also chemical shift boundaries, and all three types of 

distortion can be corrected.  Again, the distorted image was corrected by 

combining the sequence-dependent spatial distortions (calculated from the field 

distortion map) with the gradient non-linearity data.  Because the fat/water 

boundaries result in discontinuities in the distortion map, the Jacobian, which is 

based on derivatives, is not well-behaved.  Thus, either a second field distortion 

map can be acquired with fat and water in-phase and used for the Jacobian 

calculation, or the distortion map can be post-processed to remove the constant 

offset chemical shift distortions before the Jacobian is calculated.  In this case, 

two field distortion maps were obtained – the first, with mst 60.0=Δ , was used 

for distortion correction (pixel interpolation), and the second, with mst 34.2=Δ , 

was used for calculating the Jacobian.   As previously mentioned (§ 4.3.2), 

removing chemical shift information from the phase difference map (i.e. by 

choosing mst 34.2=Δ ), does not degrade the efficacy of the Jacobian correction.  

Chemical shift results only in displacement of the fat signal relative to the water 

signal; there is no change in the effective voxel size and thus image intensities are 

not altered  
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Figure 4-5 

(A) A GE image of the fat/water phantom clearly shows the 

chemical shift artifact.  Regions containing fat (mineral oil) are 

shifted to the right with respect to regions containing water.  

The fat shift direction coincides with the direction of 

frequency encoding.  (B) The field distortion map for the 

fat/water phantom in parts per million.  The oil-filled regions 

(top and large central chamber) are visibly demarcated from 

water-filled regions (bottom and small central chambers) by 

the constant offset in ppm.  (C) The distortion-corrected image 

shows better alignment of the oil and water chambers; 

however, distortion cannot be fully corrected where distortion 

mapping was not one-to-one (white arrow).  (D) A difference 

map for the original and corrected image.  
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Original and corrected images are shown in Figure 4-5A and Figure 4-5C 

respectively, and the difference map is shown in Figure 4-5D.  Both the central 

chamber and the oil-filled top section of the phantom are shifted to their correct 

positions in the rectified image. Limitations of the method can be noted, however, 

in the rectified image where the signal voids surrounding the large central oil 

chamber and the small central water chambers are not properly represented as 

signal voids (white arrow).  In these regions, the distortion mapping is not one-to-

one – that is, signal from more than one pixel gets mapped to a single pixel in the 

distorted image.  Such distortions cannot be fully corrected. 

 

To test the accuracy of the distortion correction scheme, a single field distortion 

map was obtained for a grid phantom.  This was followed by the acquisition of 

several images, using a variety of sequence parameters.  Spin echo, gradient echo 

and echo planar images were acquired with the 2XY shims mis-set to 20% of their 

maximal value; imaging parameters are summarized in Table 4-1.  A sequence-

dependent spatial distortion map was calculated for each of the images based on 

the field distortion map and the particular imaging parameters (i.e. the 

combination of the k-space traversal information – GE or SE vs. EPI -  and the 

relevant gradient strengths).  The sequence-dependent spatial distortion maps 

were combined with the sequence-independent distortion map and each of the 

images was corrected.  Rectified images and difference maps are shown in Figure 

4-6. 
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Figure 4-6 

Validation of multi-image distortion correction using a grid phantom 

and a single field distortion map. (A-C) Gradient echo, spin echo, 

and echo planar images of the grid phantom. (D-F) Sequence-

dependent spatial distortion maps for images A-C, shown in 

millimetres. (G-I) Images shown in A-C corrected for both 

sequence-dependent and sequence-independent spatial distortions.  

(J-L) Difference maps for images A/G, B/H, and C/I. 
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The original GE, SE and EPI images are shown in the top row [Figure 4-6A - 

Figure 4-6C].  A single phase difference map was acquired and converted to a 

field distortion map according to Eq. 4-2; field distortions ranged from -1 ppm to 

+1 ppm.  Individual sequence-specific spatial distortion maps were then 

calculated based on Eq. 4-6 and Eq. 4-9; these are shown in Figure 4-6D – Figure 

4-6F.  Total spatial distortions were modest for both the SE and GE images.  The 

locations of the measured control points did not deviate from the true positions by 

more than 4.4 mm and 3.3 mm, respectively.  Mean distortions were about 40% of 

the maximum distortions.  Despite the modest initial distortion, the correction 

scheme greatly improved the accuracy of the control point locations; maximum 

residual distortion was reduced to 0.6 mm and 0.3 mm, respectively.  An 

unrelated zipper artifact is observed in the SE image due to temporary RF 

Image Gfe Gpe

[mT/m] [mT/m]
max mean ± s.d. max mean ± s.d.

GE 0.8 n/a 4.4 1.8 ± 1.2 0.6 0.2 ± 0.1
SE 1.0 n/a 3.3 1.3 ± 0.9 0.3 0.2 ± 0.1
EPI 20.9 0.1 23.7 9.9 ± 6.3 3.4 1.2 ± 0.7

Original Distortion

[mm]

Residual Distortion

[mm]

 

 

Table 4-1 

Imaging parameters and validation data for the distortion 

correction scheme.  Note: shims were slightly miss-set to 

enhance visualization of image distortion.  Following distortion 

correction, maximum and mean distortion were greatly reduced 

for each of the GE, SE and EPI images. 
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interference.  Owing to the very low effective bandwidth in the phase encode 

direction used for the EPI image, spatial distortions were considerably greater.  

Maximum control point distortion was measured at 23.7 mm while the mean 

distortion for control points was 9.9 ± 6.3 mm.  Even larger distortions are present 

at the phantom extremities.  The ghosting visible in both the original and 

corrected EPI images arises from the misalignment between even and odd echoes 

that results from using both polarities of the read gradient to fill the EPI k-space.14  

Visual inspection of the corrected image shows great improvement in geometric 

accuracy; quantitatively, the maximum and mean distortions were reduced to 3.4 

mm and 1.2 ± 0.7 mm, respectively.  Although mean distortion in the corrected 

image is in the range of 1-2 mm, this is still less than the pixel dimensions.  

Moreover, some of this residual error may be attributed to the poorer image 

quality of EPI, the increased blur, and hence, the challenge of accurately defining 

control point locations.  Additionally, even very small errors in the sequence 

dependent distortion map could affect the accuracy of the correction result.  For 

example, an offset of 0.1 ppm could result in a 2 mm offset in the corrected image 

based on the gradient strength used for this particular sequence. 

 

Finally, the full distortion correction technique was applied to both GE and SE 

pelvic images of a male volunteer.  The large field of view phantom was used to 

collect gradient non-linearity data over the extent of the bore to facilitate 

correction of larger image sets (as for pelvic imaging), or for images acquired on 

anatomy near the edge of the bore (as is often the case for sarcomas).  Figure 4-7 



 

 

166

shows the sequence-independent spatial distortions due to x, y and z gradient non-

linearities (Figure 4-7A – Figure 4-7C) as well as sequence-dependent spatial 

distortions, original, and difference images for a GE sequence (Figure 4-7D – 

Figure 4-7F), and for a SE sequence (Figure 4-7G – Figure 4-7I).  The anatomical 

GE and SE images were acquired with a 400 x 250 x 120 mm3 FOV, and an 

acquisition matrix of 256 x 160 x 24 for the GE image and 256 x 154 x 24 for the 

SE image.  The read and slice select gradients for the GE image were 3.3 mT/m 

and 2.5 mT/m, respectively; for the SE image they were 2.0 mT/m and 2.5 mT/m, 

respectively.  The phase difference maps were acquired as 3D GE sequences 

using the same FOV.  An echo time difference of 0.6 ms was used in order to 

provide information about chemical shift artifacts.  The phase unwrapping took 1 

hour and there were no apparent unwrapping errors throughout the imaged 

volume.  Sequence-independent spatial distortions were limited to [-2 mm, 2 mm] 

over the patient volume, while sequence-dependent spatial distortions fell within 

the range [-6 mm, 5 mm] for the GE sequence and [-10 mm, 8 mm] for the SE 

sequence. 



 

 

167

 

4.5. Discussion 

The large FOV phantom provides gradient non-linearity (sequence-independent 

spatial distortion) data over the full imaging extent of the 3 T Intera bore.  It is at 

the edges of large fields of view where distortion correction is most needed and, 

 

 

Figure 4-7 

Distortion correction for GE images (D-E) and SE images (G-I) of a 

male volunteer. (A) x-gradient non-linearity distortions (mm). (B) y-

gradient non-linearity distortions (mm). (C) z-gradient non-linearity 

distortions (mm).  (D) sequence-dependent spatial distortions (mm) 

for the GE sequence. (E) original GE image. (F) difference map 

(corrected – original). (G) sequence-dependent distortions (mm) for 

the SE sequence. (H) original SE image. (I) difference map 

(corrected – original).  
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consequently, where the largest effect of distortion correction techniques will be 

observed.  Although tumor volumes may not be located near the bore’s periphery, 

patient outlines often will be.  For effective dose calculation in the radiation 

treatment planning process, correct patient outlines are imperative.   

 

Phase difference mapping was used to measure field distortions due to B0 

inhomogeneities, susceptibility differences, and chemical shift artifacts.  From the 

field distortion map, sequence-dependent spatial distortions were calculated; they 

were combined with gradient non-linearity data obtained from reverse gradient 

images of the large FOV phantom to provide full 3D distortion correction maps 

for each image.  The technique was implemented on a variety of phantoms, each 

designed to focus on a particular type of distortion.  Although the technique 

cannot fully correct for distortions which are not one-to-one (i.e. where signal 

from 2 distinct locations are mapped to a single voxel), it proved very effective 

under a variety of circumstances including large susceptibility differences, 

inhomogeneous field conditions, and very low gradient strengths.   

 

Phase difference mapping as a means of calculating sequence-specific spatial 

distortions has a number of advantages over the reverse gradient technique.  

Although good results can be obtained using gradient reversal, matching 

corresponding image features in both images is a non-trivial task and is subject to 

propagating errors based on incorrect initialization of image boundaries.17  While 

an additional scan is still required for phase difference mapping, the length of the 
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scan is typically quite short, and the single scan of a few minutes can be used to 

correct a variety of images for the same patient.  It is assumed that no patient 

motion occurs between the acquisition of the phase difference map and the images 

for which distortion correction is required.  It is unlikely that this condition is 

strictly met; however, radiation treatment is typically carried out with the aid of 

treatment shells which may reduce the likelihood of significant movement.  To 

date, much of the MRI distortion correction literature has been devoted to 

correction of EPI distortions arising from B0 inhomogeneities.  Several interesting 

techniques including phase labeling27,28 and phase evolution rewinding15 may 

provide interesting alternatives to the spatial domain correction of sequence-

dependent distortions shown here, but none of these techniques take into 

consideration sequence-independent distortion corrections (gradient non-linearity) 

which remain an issue for treatment planning purposes.  Furthermore, residual 

distortion following image correction is rarely quantified.  In order to use MR 

images for radiation treatment planning, full distortion correction must be carried 

out and minimal residual distortion must be confirmed. 

 

 

4.6. Conclusions 

In summary, a procedure for comprehensive distortion correction of clinical MR 

images has been presented.  Correction combines gradient non-linearity data 

obtained from phantom measurements using the reverse gradient technique with 
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sequence-dependent spatial distortion maps obtained from a single 3D phase 

difference mapping image.  Total patient scan time is typically increased by 

approximately 4 minutes and a variety of distortion corrected images can be 

obtained.  The technique was validated on phantoms and then implemented on 

images of a patient volunteer.  While the amount of distortion present in patient 

images can vary widely, distortion can generally be reduced to within the sub-

pixel range. 
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5.   Chapter 5:  Correction of Non One-to-One 
Distortion: phantom experiments and the fat-shift 

problem 
 

5.1. Introduction 

Magnetic resonance imaging (MRI) is noted not only for its exquisite soft tissue 

contrast, but also for the ease with which this contrast can be manipulated through 

alteration of the timing parameters.  For these reasons, magnetic resonance (MR) 

images have been included in the radiotherapy treatment planning process to 

augment1-3 or replace4-6 information provided by computed tomography (CT) 

images.  Unfortunately, MR images are affected by several types of distortion.  

Contributing to the total distortion field are gradient non-linearities, 

inhomogeneities in the main B0 field, variations in tissue susceptibility, and 

chemical shift differences.7,8  In general, these contributions lead to a smoothly 

varying distortion field.  However, sharp interfaces between water-based and fat-

based tissues lead to discontinuities in the distortion field and hence, non one-to-

one mapping between the true signal location and the imaged signal location.  

Although various techniques for distortion correction have been investigated,9-14 

non one-to-one distortions arising from the chemical shift artifact lead to signal 

overlap which cannot be reversed using conventional distortion correction 

techniques.  Both hyper- and hypo-intense signal regions are visible near fat/water 

interfaces in images where chemical shift artifacts are significant.  Following 

distortion correction using the methods described in the previous chapter, the 



 175

hypo-intense regions are corrected, but the hyper-intense regions become smeared 

out along the fat-shift direction; thus residual fat-shift artifacts remain.  The 

region affected by this artifact increases as the B0 field increases in strength and as 

the read gradient decreases in strength. 

 

Image distortion caused by fat-shift artifacts is very difficult to correct and 

therefore a number of different solutions have been proposed.  Because the 

severity of the artifact increases with increasing magnetic field strength, distortion 

can be reduced by imaging using low field systems.6,15,16  Alternatively, large 

receiver bandwidths have been used to minimize chemical shift artifacts.4  

Unfortunately, both these solutions result in deterioration of the signal to noise 

ratio.  Another approach is to avoid imaging fat-based signal altogether.  This is 

achieved through various fat suppression techniques, including selective 

excitation of the water signal, selective suppression of the fat signal (through pre-

saturation), and inversion recovery.  With no fat-based signal in the image, 

chemical shift distortions are avoided entirely.   

 

In some situations, however, it may be preferable to retain fat-based signal in the 

image and thus the chemical shift artifact is unavoidable.  For example, when 

Zhang et al compared various MRI sequences performed on a 3T magnet for 

accuracy in the diagnosis, staging and planning for rectal carcinoma, they reported 

that lesions were more clearly depicted on sequences without fat suppression than 

on those with fat suppression.17  The high signal intensity of the fatty tissue 
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surrounding the rectum provided better contrast when compared to the low signal 

intensity of the tumour tissue.  Fat suppression techniques should also be avoided 

when imaging a particular type of renal carcinoma, angiomyolipoma.  Such 

tumours are composed of a combination of fat, smooth muscle and blood vessels 

and their diagnosis is dependent upon the detection of macroscopic fat within the 

tumour mass.18,19  In fact, fat-shift artifacts, along with in-phase and opposed-

phase images are often used to assist in diagnosis of these tumours.18-20   

 

The distortion correction technique presented in Chapter 4 requires the acquisition 

of three images: the (distorted) treatment planning image, a phase difference map 

in which fat and water are in phase, and a phase difference map in which they are 

not in phase.  Here we propose a method to remove the residual effects of the non 

one-to-one distortion mapping introduced by the chemical shift artifact; it does 

not require the acquisition of any additional images beyond the three images 

previously described.  Instead, a number of pre-processing steps are introduced 

and carried out prior to the standard distortion correction procedure.  The post-

processing fat-shift correction method is successfully demonstrated on a phantom 

containing abutting fat and water compartments. 

 

5.2. Theory 

Consider the schematic drawing in Figure  5-1 where adjacent pixels contain 

signal from water and fat.  In the absence of a localizing magnetic field gradient, 

adjacent pixels experience different local magnetic fields due to the chemical shift 
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effect.  At 3 T, the difference in resonance frequency, Δffw, is ~428 Hz21. If the 

image is acquired using a readout bandwidth of 428 Hz/pixel, the two leftmost 

pixels experience the same resonance frequency and are thus assigned to the same 

location in space.  In the distorted image, the leftmost pixel, 1′, contains the sum 

of the signal from pixels 1 and 2.  The total signal at pixel 1′ can be expressed as 

st = sf ⋅ e− iΔϕ fw + sw   Eq. 5-1 

where st is the total signal, sf  is the signal arising from the fat, sw is the signal 

arising from the water, and Δφfw is the phase difference between the fat and water 

spins.  If the fat and water signals are in-phase, they will add constructively, 

resulting in a hyper-intense signal at pixel 1′, i.e. st = sf + sw.  However, if the 

signals are at opposed phase, they will add destructively and a signal void will be 

present at pixel 1′, i.e. st = |sf - sw|.   For an in-phase image, pixel 1′ therefore 

appears bright in the distorted image due to the composite fat-water signal, 

whereas pixel 3′ appears as a signal void because no signal is assigned to this 

location.  Using the standard distortion correction procedure, it is not possible to 

separate the signal in pixel 1′ into its original fat and water components.  Thus, 

the summed pixel intensity is assigned to the “corrected” pixel locations 1″ and 

2″.  This leads to the smearing of high signal intensity shown in Figure  5-1 

(bottom schematic). 
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In a typical MR image, the majority of the signal comes from either water- or fat-

based tissues.  As such, one can consider the MR image to be a composite of two 

images: a water image and a fat image.  The fat image is always shifted with 

respect to the water image as a result of the difference in resonance frequencies.  

In order to correct for the smearing out of the high-intensity overlap signal that 

 

Figure 5-1 

A 1D imaging schematic for an image containing both (W)ater- 

and (F)at-based signal. At 3T, Δffw = 428 Hz, and if the readout 

bandwidth = 428Hz/pixel, voxel 1′ contains the combined signal 

from locations 1 and 2.  Standard distortion correction 

procedures cannot resolve the mixed signal at pixel 1′ into its 

muscle and fat contributions.  As a result, the corrected image 

smears the composite muscle/fat signal into pixels 1″ and 2″. 
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results from the non one-to-one distortion mapping near chemical shift interfaces, 

the fat image can first be shifted with respect to the water image.  Furthermore, 

pixels containing overlapped signal can be separated into fat- and water-based 

contributions (as per Eq. 5-1) with only the fat-based contributions being shifted.  

Once the fat image has been shifted, the standard distortion correction procedure 

can be carried out. 

 

5.3. Methods 

5.3.1. Overlap mask determination 

The pixels containing overlapped signal intensities in the distorted image must 

first be identified.   A so-called overlap mask is created by analysing the distortion 

map for the particular imaging sequence in question.  Along with distortions due 

to B0 inhomogeneities and susceptibility effects, the chemical shift artifact is 

always present in the frequency encoding direction for standard Cartesian imaging 

protocols.  As in Chapter 4, phase difference mapping is used to measure the 

sequence-dependent distortions and is acquired with a very high read gradient in 

order to minimize distortion (and non one-to-one mapping.  The phase difference 

map in which fat and water are not in phase is then converted to a distortion map 

(in millimeters), and is added to the previously measured gradient non-linearity 

distortions in the direction corresponding to frequency encoding for the image 

requiring distortion correction.  If, for example, frequency encoding is carried out 

in the x direction, this summed distortion map gives the relationship between the 
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true location, x, and the distorted (imaged) location, x′.  This is also expressed in 

Eq. 3-3 and is illustrated in Figure 5-2 below.  Where the mapping between x and 

x′ is not unique, the distorted image will contain overlapped signal.   

 

 

Figure 5-2 

A) Simulated object with fat and water compartments; B) 

Simulated gradient nonlinearities; C) Simulated sequence-

dependent distortions with fat and water not in phase (i.e. central 

portion) and increasing B0 inhomogeneity near the edges of the 

FOV; D) Simulated image of the object displayed in A.  Both 

hyper- and hypo-intense regions are seen as a result of the fat shift; 

E)Total distortion in the x (FE) direction; F) Coordinate 

transformation obtained using the total distortions at y = 0 in 

image E.  Since x′  = x + dx, x′ can be plotted as a function of x.  

Note the non one-to-one coordinate mapping at x~6. 
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In-house developed, Matlab-based software is used to analyse the distortion map 

and determine locations of discontinuity in order to create an overlap mask, MO.  

As illustrated in Figure 5-3, a horizontal profile through the total distortion map in 

the FE direction (Figure 5-2E) is used to generate a plot relating the true and 

distorted coordinates, x and x′.  A small portion of this plot is enlarged in Figure 

5-3B to better illustrate the locations of non one-to-one mapping.  Because of the 

fat shift distortion, signal imaged at x′ = 6 is comprised of signal located at both x 

= 5 and x = 7.  Likewise, signal imaged at x′ = 7 is comprised of signal located at 

both x = 6 and x = 8.   Thus, pixels x′ = 6 and x′ = 7 contain overlapped signal.  

This process is repeated for each value of y until the full 2D overlap map, MO, is 

created (Figure 5-3C). 
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Next, a portion of the distorted containing fat only is sampled and the mean fat 

signal intensity, sf, is determined.  If fat and water are in-phase in the distorted 

image (i.e. adding constructively when occupying the same voxel), then the total 

signal at the overlapped locations is easily separated into a fat portion and a water 

portion since both the total signal, st, and the fat signal, sf, contributions are 

known and st = sf + sw.  If fat and water are not in phase, their relative phase must 

be determined (where Δφfw = Δffw ·TE) so that the fat and water contributions can 

be determined from Eq. 5-1. 

 

 

 

Figure 5-3 

A) Coordinate transformation (x  x′) obtained using the total 

distortions at y = 0 from Figure 5-2 E; B) An enlarged version of 

image A which better illustrates the non one-to-one mapping 

which results in overlapped signal at x′=6 and x′=7; C) The full 2D 

overlap mask, MO, obtained for the simulated image shown in 

Figure 5-2.   
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5.3.2. Fat mask determination 

To shift the fat portion of the distorted image, all fat-containing image pixels must 

first be identified.  This is accomplished through the creation of a fat mask, MF, 

which can be calculated from both the in-phase and not-in-phase phase difference 

maps acquired for the standard distortion correction procedure.    The not-in-phase 

map contains information about phase evolution during the time, ΔTE, due to 

underlying B0 inhomogeneities, susceptibility contributions and the difference in 

fat and water resonance frequencies.  The in-phase map contains information due 

to B0 and susceptibility effects only since the ΔTE is chosen such that fat and 

water signals are in phase.  When both phase maps are unwrapped and converted 

into magnetic field maps9 (Eq. 4-2), the in-phase map can be subtracted from the 

not-in-phase map such that their difference contains information due to chemical 

shift effects only.  If the difference map is given in ppm, the regions containing no 

fat will be valued at 0 ppm, whereas those containing fat will be valued at 

approximately 3.35 ppm.  A threshold can be applied to create a binary mask in 

which pixels containing ppm values of, for example, ≥3 ppm are labeled with 1 

(for fat) and all others are labeled with 0 (for water).   
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Obtained in this way, the fat mask locates regions containing fat in the undistorted 

space (x, y); therefore, in order to locate regions in containing fat in the distorted 

space (x′, y′), the fat mask must itself be distorted.  This is easily done by applying 

 

Figure 5-4 

A) Sequence-dependent distortion map obtained with fat and water 

not in phase (NIP), i.e. ΔTE = 0.6 ms B) Sequence-dependent 

distortion map obtained with fat and water in phase (IP), i.e. ΔTE 

= 2.34 ms; C) The difference in the two distortion maps highlights 

the area of chemical shift distortions (ΔBfat-water = 3.35 ppm); E) 

the fat mask, MF, obtained by applying a threshold (> 3 ppm) to 

image C.   
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the measured distortion maps in each of the directions to forward distort the fat 

mask.  Once completed, both the overlap mask and fat mask are given in the 

distorted space.  

 

5.3.3. Fat image shifting 

The fat mask identifies the pixels in the distorted image which contain fat while 

the overlap mask identifies all the pixels which contain overlapped signal.  Before 

the standard distortion correction procedure is carried out, the fat portion of the 

distorted image must be shifted to its true location.  The amount of fat shift, in 

pixels, is calculated from information contained in the image header as: 

Δp =
Δf fw

γ⋅ G⋅ Δx
  Eq. 5-2 

where Δp is the fat-shift in pixels, Δffw is the difference in resonance frequency of 

fat and water (428 Hz at 3T), γ is the gyromagnetic ratio for Hydrogen, G is the 

read gradient strength (in mT/m), and Δx is the pixel resolution (in millimeters).  

Thus, all pixels contained in the fat mask, MF , are shifted by the amount, -Δp, 

where the direction of the shift is determined by the direction of the read gradient. 

For those pixels contained in both MF and MO, (i.e. MF ∩ MO), only the fat 

portion, sf, of the overlapped signal intensity is shifted.  This is illustrated in 

Figure 5-5. 
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5.4. Results  

A phantom containing compartments of both mineral oil and water was used to 

illustrate the fat-shift artifact that frequently hinders clinical images.  A distorted 

image of the phantom is shown in Figure  5-A.  The image was acquired with a 

gradient echo sequence, a read gradient strength of 2.97 mT/m (applied in the x 

direction), TE = 9.3 ms (such that Δφfw = 2π·(4) ], a 220 mm FOV, and an image 

resolution of 256 x 256 pixels.  The phantom contains mineral oil in the top third 

of the phantom as well as in the large central chamber; water is contained in the 

bottom two-thirds and in the 6 small, central chambers.  The chemical shift 

artifact is visible along the frequency encoding direction as the fat portion of the 

image is clearly shifted to the right with respect to the water portion of the image.  

Figure  5-B shows the same phantom after the standard distortion correction 

Figure 5-5 

A) Overlap map, MO, in distorted space (x′, y′); B) Fat mask, MF, 

in distorted space; C) Intersection of MF and MO , MF ∩ MO.  
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procedure described in Chapter 4 is carried out; the residual artifact – the high 

signal intensity smear – is indicated by the white arrow. 

 

 

In addition to the distorted image, two additional phase difference maps (fat/water 

in-phase [ΔTE = 2.34 ms, Δφfw = 2π] and fat/water not in phase [ΔTE = 0.60 ms, 

Δφfw = 2π·0.257 ]) were acquired from which magnetic field maps and distortion 

maps were calculated (Eqs. 4-2 and 3-2).  Because frequency encoding was 

carried out in the x direction, the distortion map calculated from the phase 

difference map (fat and water not in phase) was added to the x-gradient non-

 

 

Figure 5-6 

(A) a phantom containing water and mineral oil compartments.  The 

fat-based signal (mineral oil) is clearly shifted to the right with 

respect to the water-based signal.  (B) The image with the standard 

distortion correction procedure applied shows the residual artifact 

due to high signal intensity smearing. 
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linearity distortion map to calculate the total distortions along the x direction 

(Figure  5-).  This map was then analysed to create the overlap mask, MO.  The two 

magnetic field maps derived from the phase difference maps were subtracted and 

a threshold was applied to create the fat mask for the image.  Figure  5- shows the 

distorted phantom image with the fat and overlap masks overlaid; the region 

within the fat mask, MF, is shown in gray, while the intersection of MF and MO is 

shown in white.  The fat signal intensity, sf , was calculated from a 50 x 50 pixel 

region within the top third of the phantom (Figure  5-A) and was determined to be 

546 ± 25.  For in-vivo implementation, a similar procedure would be suitable; 

however, because fat is generally confined to smaller regions in the body than in 

this idealized phantom, a higher uncertainty in the mean fat signal intensity would 

be expected. 
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Figure 5-7 

(A) Total distortions in the x direction for the image shown in 

Figure 5-A; (B) A profile along the black line shown in (A) 

highlights the obvious discontinuities in the distortion field.  

Such profiles are analysed by the Matlab software to label 

pixels which contain overlapped signal in the distorted image. 
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The fat shift, Δp, present within the image was calculated from the relevant 

imaging parameters according to Eq. 5-2 as 3.94 pixels.  Thus, the full signal 

intensity of pixels masked by MF - MO (the gray region of Fig. 3) is shifted to the 

left by 4 pixels, while only a portion of the signal intensity, sf , is shifted for pixels 

masked by MF ∩ MO (white region of Figure  5-).  Once the fat image has been 

shifted to its true location, the standard distortion correction procedure is carried 

out.  Figure  5-A shows a close-up of the central chamber of the distorted 

phantom; Figure  5-B shows the phantom image with only the standard distortion 

correction while, for comparison, Figure  5-C shows the corrected image which 

has been pre-processed according to the methods described above.  The smeared 

out high signal intensity region indicated by the white arrow in Figure  5-B and 

 

Figure 5-8 

Phantom image with the fat mask, MF , and the overlap mask 

MO , overlaid.  MF – MO is shown in gray, while  MF ∩ MO is 

shown in white. 
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again visible in Figure  5-B is not present in Figure  5-C.  The pre-processing steps 

separate the overlapped signal intensity present in the distorted image into its 

constituent fat- and water-based signals.  Only the fat portion of the image was 

shifted prior to correction for the remaining types of distortion (B0, gradient non-

linearity, and susceptibility). 

 

5.5. Discussion  

The image pre-processing steps described here were used in conjunction with the 

field mapping based distortion correction procedure described in Chapter 4.  Full 

image correction therefore requires the following: (1) previously acquired 

gradient non-linearity data (obtained, in our case, using the reverse gradient 

 

 

Figure 5-9 

A close-up of the central phantom region: (A) original, distorted 

image; (B) image following standard distortion correction; (C) 

image with the pre-processing method to reduce residual fat shift 

artifact.  
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method employed on grid phantom images); (2) patient-based methods for 

characterising sequence-dependent distortions - chemical shift effects along with 

B0 and susceptibility distortion - (obtained, in our case, through field maps 

collected both with fat and water in phase and not in phase); and (3) determination 

of the fat mask and overlap mask and application of the pre-processing steps prior 

to the standard distortion correction procedure.   

 

As an alternative to using the field mapping approach for correction of sequence-

dependent distortions, the reverse gradient technique can also be used.  However, 

this method, as proposed by Chang and Fitzpatrick, is limited by the requirement 

for a continuous distortion field;22 thus, like the method we presented in Chapter 

4, it cannot be used to fully correct chemical shift distortions.  Reinsberg et al 

adapted the technique of Chang and Fitzpatrick and found that the continuous 

distortion field requirement could be relaxed somewhat when they used an 

alternative method for pixel pairing in the forward and reverse gradient in-vivo 

images (they used a mutual information based approach).13  However, they noted 

that the technique was only able to cope with chemical shift artifacts when 

distortion occurred in the vicinity of signal void regions (i.e. bright fat in dark 

muscle) and could not be applied to non-conventional imaging techniques (i.e. 

EPI) where the chemical shift artifact is much greater.13  In theory, the pre-

processing method we have proposed can be combined with the field mapping 

technique and should be able to cope with chemical shift artifacts of any size and 

in any type of signal region (bright or dark).   
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Of course, in-vivo implementation is always more complicated than phantom 

implementation.  Successful application for artifact correction in in-vivo images 

depends upon accurately identifying the region of non one-to-one distortion 

mapping, which is characterized by an irregular shape, and is generally only a few 

pixels in width at any given point.  If the patient moves at all between the 

acquisition of the phase difference maps and the treatment planning image, the fat 

and overlap mask may not accurately correspond to the image undergoing artifact 

correction.  Patient immobilization may be used to reduce instances of patient 

motion and would undoubtedly assist in successful application of the method in-

vivo.  Furthermore, the method is likely to be more successfully implemented in 

regions with little to no internal motion - i.e. brain and appendages.    Application 

for pelvic and thoracic imaging could be difficult and may only be possible by 

interleaving phase map and treatment planning image acquisitions.   

 

5.6. Conclusions 

Although several distortion correction techniques have been described in the 

literature, full correction of the chemical shift artifact remains problematic.  

Despite distortion correction, discontinuities in the distortion field prevent 

complete image correction and residual chemical shift artifacts are apparent as a 

high intensity smear.  Chemical shift artifacts can be partially avoided through 

various fat suppression techniques, but these methods are not always fully 

effective and require lengthy acquisition times.  Furthermore, there are certain 
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clinical cases in which inclusion of the fat-based signal is important for diagnosis 

and/or tumour contouring purposes.  Therefore, we have presented a method for 

pre-processing clinical treatment planning images which can be incorporated into 

a standard distortion correction procedure and which prevents the residual fat shift 

artifact.  The technique was successfully demonstrated on a phantom containing 

both fat and mineral oil. 
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6. Chapter 6: An Investigation of the Dosimetric 
Consequences of Distortion Correction on MR-RTP 

 

6.1. Introduction 

Target localization for prostate radiotherapy treatment planning is typically 

carried out on CT images.  However, MRI offers several advantages, including 

improved soft-tissue contrast between the prostate and surrounding structures and 

the ability to acquire images in coronal and saggittal planes for better organ 

visualization.  Furthermore, MR scanners can be used to generate both anatomical 

and biological images which may further enhance the ability to contour relevant 

organ and biological target volumes and to develop targeted radiation therapy 

treatments. As radiation therapy moves towards more conformal treatment 

volumes, accurate tumor delineation becomes increasingly important; the superior 

contrast of MRI offers the potential for improved delineation of soft-tissue 

cancers and MR-based radiotherapy treatment planning is therefore an area of 

great interest.   

 

Much work has been carried out to compare delineation of soft-tissue structures in 

MR and CT for prostate,1-5 brain,6-9 and cervical lesions.10  With respect to 

prostate treatment planning, MRI allows better evaluation of pelvic organ 

boundaries (i.e. prostate, prostatic apex/base, seminal vesicles, rectum, bladder),2,3 
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reduced inter-observer variability in organ delineation,1 and smaller contoured 

prostate volumes than in CT.1,3,4  Better prostate visualization and more accurate 

contoured volumes may facilitate improved dose conformality, reduced toxicity to 

organs at risk, and possible improvements in patient outcomes.  Although MR and 

CT fusion with CT-based dose calculation and MR-guided organ delineation has 

become routine practice,2,11,12 the process of inter-modality registration can 

introduce errors.  Furthermore, changes in bladder and rectal filling can alter 

internal anatomy making image fusion particularly problematic.  Therefore, MR-

based treatment planning is under investigation as an alternative to both CT-based 

and fused CT/MR-based treatment planning.  It would remove errors associated 

with image fusion, reduce healthcare costs associated with redundant CT imaging, 

and eliminate patient exposure to CT dose. 

 

Potential limitations of MR-based treatment planning include the absence of 

electron density information which is required for dose calculation, and inherent 

image distortions which may affect the accuracy of the dose calculation.  With 

respect to the electron density information, image segmentation and bulk density 

assignment appears to be a viable solution.  In 2004, Chen et al compared prostate 

plans calculated on CT images both with and without inhomogeneity corrections;  

they concluded that although doses calculated with homogeneity corrections were 

slightly lower than doses calculated without correction (due to increased bone 

attenuation), the differences were not clinically significant for either 3D-CRT or 

IMRT dose calculations in the pelvic region.13  However, in another paper 
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published by the same research group in the same year in which they carried out 

MRI-based IMRT treatment planning, MR images were fused to CT in order to 

provide full inhomogeneity correction.11  Y. K. Lee et al conducted a similar 

study comparing pelvic CRT plans with both homogeneous geometry assumptions 

and partial heterogeneity corrections (i.e. bone and water) to plans with full 

inhomogeneity correction.14  They found that partial inhomogeneity correction 

was required to achieve dosimetric differences of less than 2%, the acceptable 

limit for radiotherapy treatment planning as stated by ICRU Report 42.15  More 

recently, Kristensen et al performed a study of MR-based treatment planning for 

brain tumors and found that unit density assumptions (i.e. all water) led to dose 

differences at selected high dose points which differed by 1.5 ± 0.3 % on average 

whereas inclusion of bone segmentation led to reduced dose differences of only 

0.5 ± 0.2%.8  Bone segmentation was therefore deemed preferable.  

 

The second limitation of MR-based treatment planning is inherent image 

distortion.  If patient anatomy cannot be correctly defined, dose calculations will 

be in error.  Although many studies have stated the importance of MR distortion 

correction for MR-based treatment planning,5,11,12,16 to our knowledge, there has 

been no systematic study comparing the dosimetric differences of prostate 

treatment plans based on uncorrected and  corrected MR images.   

 

In their study comparing 15 MRI- and CT-based prostate IMRT plans, Chen et al 

found no significant differences in plans calculated using CT-based body contours 
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versus plans calculated using distortion-corrected MR-based body contours.11  

The same internal contours (defined on MR) were used for both plans and 

electron density information for the MR-based plan was derived from the fused 

CT data set.  Thus, there was no evaluation of dosimetric differences before and 

after MR distortion correction.  Based on their work, the Fox Chase Cancer 

Center has clinically implemented MRI-based treatment planning for prostate 

IMRT – but only for patients with maximum lateral dimensions ≤ 38 cm.11  For 

larger patients, they continue to use MRI fusion with CT-based dose calculation 

due to the large residual geometric errors (up to 2.7 cm) which could not be 

corrected with their gradient distortion correction software. 

 

More recent work comparing MR- and CT-based prostate treatment planning was 

carried out by Jackson et al.5  Again, they fused CT and (distortion-corrected) MR 

data sets and used CT-derived electron density information for dose calculations.  

OARs were always defined on MR (and copied to CT for the CT-based plan), 

whereas the PTV was defined separately on MR and CT for each of the plans.  

The same field arrangements, beam weights, wedge angles, etc. were used for the 

paired plans; they differed only in field shape due to the differently defined PTVs.  

Jackson et al confirmed previous findings that MR-defined target volumes were 

smaller than CT-defined target volumes and found that the MRI delineation of the 

prostate resulted in a 4-6% decrease in rectal volumes receiving high doses (45 – 

65 Gy). 
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The superiority of MR soft-tissue contrast has been well established and several 

studies have shown that MR-derived prostate contours differ significantly from 

CT-derived contours.  These differences are seen primarily in the most inferior 

(apical) region of the prostate.17  Prostate volumes have been shown to be 19-40% 

smaller when defined on MR as opposed to when defined on CT.1-3,17-19  Smaller 

MR volumes may enable dose escalation through improved rectal sparing.  

Despite these significant advantages, inherent image distortion is often cited as a 

limitation to treatment planning based on MR images alone.  In this study, we 

therefore consider the dosimetric effects of distortion correction on MR-based 

treatment planning for prostate patients.  Image correction is based on the method 

outlined in Chapter 4.  By comparing treatment planning endpoints calculated on 

both uncorrected and corrected MRI data, the importance of incorporating 

distortion correction schemes into MR-based prostate treatment planning can be 

evaluated.  Provided dosimetric differences are small, the potentially labor 

intensive process of MR distortion correction may not be necessary and MR-

based treatment planning may be streamlined in practice. 

 

6.2. Methods 

6.2.1. MRI Scanning Procedure 

All patients were scanned on the Philips 3.0 T Intera MRI scanner (Philips 

Medical Systems, Cleveland, OH) using the body coil.  Although pelvic coils can 
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be used for improved signal-to-noise ratio (SNR), these generally compress the 

patient anatomy in a way that is not mimicked during treatment sessions and the 

body coil was therefore used.  Total duration for each patient’s imaging session 

was between  15 and 25 minutes, which including time for briefing the patient 

about the protocol, obtaining informed consent, and patient set-up.  Patients were 

to present with full bladder and empty rectum and Buscopan was injected a few 

minutes prior to MRI scanning in order to reduce internal bowel motion.  Set-up 

was carried out according to the standard Cross Cancer Institute (CCI) prostate 

patient protocol: a custom-made flat-top table insert, a rigid knee and ankle 

support, a 10 cm sponge under the head, and arms crossed over the chest.  

 

Four MRI sequences were performed – 2 B0 mapping scans (as described in 

Chapter 4, §4.2.2), requiring 2 minutes 10 seconds each (2:10), as well as 2 

anatomical imaging scans: a 3D BFFE (5:30), and a 3D FLASH sequence (3:40).  

Automatic shimming was performed prior to the acquisition of the BFFE 

sequence and identical shim settings were used for subsequent acquisitions.  

Using a 400-450 mm FOV, axial slices were obtained from the L5 vertebra to the 

ischial tuberosities (approximately 200 mm) to cover all structures relevant to 

dose volume histogram (DVH) calculations (i.e. bladder and rectum).  A slice 

thickness of 3 mm was used for the BFFE and FLASH images, while 5 mm was 

used for the B0 field mapping scans.  In-plane pixel resolution varied according to 

the FOV, but was approximately 0.88 x 0.88 mm2 for the BFFE image and 1.76 x 

1.76 mm2 for all other images.  Read gradient strengths also varied between 
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patients according to the FOV selected; however, gradient strengths of 8.1 - 8.4 

mT/m were used for the BFFE and FLASH sequences. 

 

6.2.2. Structure Delineation and Treatment Planning 

Uncorrected MRIs were transferred to the Varian Eclipse treatment planning 

system (Varian Medical Systems, Palo Alto, CA) where the body and boney 

structures were contoured by a physicist (LB) while the prostate and organs at risk 

were contoured by the oncologist (NP).  Body and bone structures were also 

reviewed by the oncologist and modified, if necessary.  The body, prostate and 

organs at risk were contoured based on the 3D BFFE images.  Bones were 

surrounded by a distinct dark region in the 3D FLASH images and they were 

therefore used in conjunction with the BFFE images in order to contour boney 

structures.  As a result of interpolating from original to corrected coordinate 

systems, the distortion-corrected image set appears slightly smoothed as 

compared to the original image set; for this reason, contouring and treatment 

planning were carried out on the uncorrected image sets.  After the initial plans 

were generated, both images and contours were corrected using the distortion 

correction data.    

  

Although CT images were available for each of the patients, they were not fused 

with the MR data sets due to potential errors associated with rigid image 

registration.  CT images were used in isolation to determine the average image 
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intensity within the CT bone contours.  This intensity, given in Hounsfield Units 

(HU), was then assigned to the bone contours on the MRIs so that the treatment 

plans could be calculated based on the bulk-electron density assigned MR data 

set.  CT-based bone contours (pelvic bones and femurs) were obtained by 

thresholding and were exported to Matlab along with the corresponding CT 

images.  The mean CT value within the bone contour was determined to be 325 ± 

270 HU which compares well with the value of 320 HU reported by YK Lee et 

al.14  Thus, a value of 325 HU was uniformly applied to the segmented bone 

structures while all other structures were assumed to be water-equivalent (0 HU).  

The CT images were therefore excluded from further use in this treatment 

planning study. 

 

Based on each patient’s uncorrected 3D BFFE imaging data set, both standard 

3D-CRT and IMRT plans were created using separately defined PTVs: 

PTV_standard (for the 3D-CRT plan) and PTV_IMRT (for the IMRT plan).  The 

PTV_standard was defined using a 5 mm posterior margin, and a 10 mm margin 

in all other directions.  The treatment dose of 78 Gy was planned over 39 fractions 

with 95% isodose coverage to the full PTV_standard.   Constraints published by 

Lawton et al were used for the two organs at risk: (1) the bladder was constrained 

to receive less than 55 Gy to 50% of its volume and less than 70 Gy to 30% of its 

volume; (2) the rectum was constrained to receive less than 55 Gy to 50 % of its 

volume and less than 70 Gy to 30 % of its volume.20     
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The PTV_IMRT was defined using 3 mm posterior and inferior margins and 8 mm 

margins elsewhere.  The 78 Gy treatment dose was similarly planned over 39 

fractions with full dosage to 95 % of the PTV_IMRT.  The same Lawton 

constraints were used for both the bladder and rectum.   

 

6.2.3. Distortion Correction 

Gradient non-linearity maps were previously generated for the Philips 3.0T Intera 

system using the 3D grid phantom.21,22  Maps of the x-, y-, and z-gradient 

nonlinearity distortions are available over a roughly elliptical FOV with maximal 

x, y, and z dimensions of 440 x 265 x 260 mm3.  Sequence-dependent spatial 

distortions were determined from the B0 field distortion maps acquired for each 

patient during the imaging session.  Two B0 mapping scans were acquired for 

each patient: the first, with fat and water signals not in phase, was used to 

calculate sequence-dependent spatial distortions based on the relevant frequency 

encoding gradient strengths used for each the 3D BFFE and 3D FLASH images; 

the second, with fat and water signals in-phase, was used to calculate image 

intensity distortions.  For further details regarding the distortion correction 

method, the reader is referred to Chapter 4, §4.4.  

 

Patient images and contours were exported from Eclipse to a Matlab workstation.  

Full distortion correction maps were generated for each patient using the gradient 

non-linearity data as well as the not in phase B0 mapping scan; 3D geometric 
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distortion correction was carried out for both the images and the contours using 

in-house developed software.  Intensity distortions in the image data sets were 

corrected using the gradient non-linearity data in conjunction with the in-phase B0 

mapping scan.  Once corrected, both the images and contours for each patient 

were transferred back to Eclipse.   

 

6.2.4. Dose Calculation  

The same plans developed on the uncorrected images using the uncorrected 

contours were applied to the corrected images and contours.  The same beam 

arrangements, energies, field sizes, beam modulation, monitor units, calculation 

points, and calculation methods were used.  Strictly speaking, there is no 

difference between the two treatment plans; differences are limited to dosimetric 

changes arising from distortion-related shifts in the location and shape of the 

body, target, and other structures with respect to the radiation fields.    Therefore, 

four plans were calculated for each patient: (1) a 3D-CRT plan based on 

uncorrected image and contour geometry (Standard_u); (2) the same 3D-CRT 

plan based on corrected image and contour geometry (Standard_c); (3) an IMRT 

plan based on uncorrected image and contour geometry (IMRT_u); and (4) the 

same IMRT plan calculated on corrected geometry (IMRT_c).  Once again, plans 

were calculated based on MR images using bulk electron density assignment 

(bone = 325 HU; all else = 0 HU).  Standard_u and Standard_c plans were 

compared to evaluate the effects of distortion correction on 3D-CRT prostate 
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plans, while IMRT_u and IMRT_c plans were compared to evaluate the effects of 

distortion correction on IMRT prostate plans. 

 

6.2.5. Distortion Evaluation and Plan Comparison 

Pixel-by-pixel distortions due to both sequence-independent and sequence-

dependent spatial distortions were calculated for each patient and were 

summarized in terms of maximum and mean patient distortions.  Next, the 

centroids of relevant organs – prostate, bladder, and rectum – were calculated 

both before and after distortion correction to determine positional shifts.  Given a 

2D polygon bounded by a N contour points (xi,yi), the polygon area, A, can be 

calculated as23 
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The 2D centroid was calculated for each slice and weighted by the area of the 

contour at that slice in order to find the 3D centroid (cx ,cy, cz).  The positional shift 

was calculated as 

)(),(),(,, initialzfinalzinitialyfinalyinitialxfinalx cccccczyx −−−=ΔΔΔ  Eq. 6-3 
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Treatment plans were compared based on changes to the clinical acceptance 

criteria employed in our institution.  For the two 3D-CRT plans, Standard_u and 

Standard_c, the minimum, maximum and mean doses to the PTV_standard (as a 

percentage of the prescription dose, 78 Gy) were calculated.  Similar values were 

calculated for the PTV_IMRT for the two IMRT plans, IMRT_u, and IMRT_c.  

Additionally, the percentage of the prescription dose delivered to the 95% target 

volume, V95, was calculated.  For the organs at risk, the D50 and D30 (bladder), 

and D50 and D20 (rectum) values were calculated in Gray for the 4 different plans: 

Standard_u, Standard_c, IMRT_u, IMRT_c.  To compare the effects of distortion 

correction on both 3D-CRT and IMRT plans, differences in these dosimetric 

endpoints were calculated.  For example, the difference in the maximum dose to 

the PTV_standard for Standard_u and Standard_c plans was calculated as  

%100%100
2
max

1
max

max ⋅−⋅=Δ
onprescriptionprescripti D

D
D

DD  Eq. 6-4 

where D1
max and D2

max are the maximum PTV_standard doses for the Standard_u 

and Standard_c plans, respectively, and Dprescription = 78 Gy for all plans.  Finally, 

the plans were qualitatively compared based on visual inspection of isodose lines 

and dose volume histograms (DVHs).   
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6.3. Results  

All patients were able to complete the MRI exams.  Of the 16 patients scanned 

under the protocol, 10 were selected for inclusion in the following analysis.  The 

remaining 6 patients were either too large or were insufficiently positioned within 

the magnet’s bore such that some portion of the pelvic region lay beyond the 

useful imaging volume of the Philips 3T Intera system; thus, full distortion 

correction could not be achieved.  Unfortunately, due to the limited field of view 

of current closed bore MR systems, MRI – and hence MR-RTP – is not a viable 

option for patients with very large abdominal girth.  Larger bore and/or open bore 

designs are better suited for imaging large patients.  Maximum lateral dimensions 

of the patients in this study (i.e. for whom full distortion correction could be 

achieved) ranged from 35.5 cm to 42.1 cm.  

 

Although Khoo et al recommend a 3D FLASH sequence for its ease of prostate 

delineation,2 the radiation oncologist involved in this study preferred to work with 

the 3D BFFE images due to superior image resolution (0.88 x 0.88 mm2 for the 

BFFE images versus 1.76 x 1.76 mm2 for the FLASH images).  Thus, all 

treatment plans were designed using the BFFE images and calculated distortions 

and other MR-based treatment planning results are presented for this sequence 

only.  
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Pixel-by-pixel image distortion was calculated for each of the patients based on 

the B0 field mapping scan and the previously acquired gradient non-linearity data.  

Figure 6-1 shows peak-to-peak distortion, maximum absolute distortion, and 

mean absolute distortion for both sequence-dependent spatial distortions (B0 / 

susceptibility / chemical shift) and sequence-independent spatial distortions 

(gradient non-linearity).  For the sequence implementation employed in this study, 

frequency encoding was carried out in the left-right (x) direction and therefore 

sequence-dependent distortions are manifest in the x direction.  Total distortion in 

the x direction is thus calculated by summing the x-gradient distortions with the 

sequence-dependent distortions.  The total distortion in the x direction, along with 

the magnitude distortion (from all sources), are also shown in Figure 6-1.   

Patients 1 to 10 were sorted according to their maximum lateral dimension (as 

measured from within Eclipse), from smallest to largest; a general increase in the 

magnitude of all types of distortion in Figure 6-1 can be seen as the patient width 

increases. 
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Figure 6-1 

Image distortion summary.  Peak-to-peak distortion, maximum absolute 

distortion, and mean (standard deviation) distortion is shown for 10 

patients.  Distortions were measured within the 3D body contour for 

each patient and were separated into sequence dependent distortions and 

gradient non-linearity (sequence-independent) distortions.   
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 Table 6-1 shows a summary of the mean, maximum and peak-to-peak distortions 

for each of the distortion sources.  Averaged over all patients included in the 

study, the maximum absolute value of sequence-independent spatial distortions 

was 2.4 ± 0.5 mm, 2.5 ± 0.5 mm, and 0.7 ± 0.1 mm from the x-, y-, and z- 

gradients respectively.  Both x- and y- gradients contributed similar amounts of 

distortion whereas distortion in the z (through-plane) direction was smaller by a 

factor of ~3.5.  The x- and y- gradient contributed similar mean distortions as 

well: 0.6 ± 0.4 mm and 0.5 ± 0.4 mm, respectively, while the mean distortion due 

to the z-gradient was only 0.2 ± 0.1 mm.  Sequence-dependent spatial distortions 

were somewhat larger with a maximum and mean absolute values of 5.7 ± 1.1 mm 

and 1.2 ± 0.8 mm, respectively.  It must be remembered, however, that sequence-

dependent distortions are affected by the choice of imaging sequence.  For this 

study, treatment planning was carried out on a 3D BFFE sequence, and distortions 

are therefore reflective of that sequence implementation only.  By selecting a 

smaller or larger read gradient strength, such distortions would increase or 

decrease in magnitude.  Furthermore, by designing the sequence such that 

frequency encoding is carried out in the y- or z-direction, the direction of the 

sequence-dependent distortions can be changed. 
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The distortion values presented thus far reflect distortions occurring over the 

entire patient volume.  Since distortions typically increase as the distance from 

isocenter increases, larger distortions are expected to occur along the body 

contours.  However, the more clinically relevant distortions may be described by 

the shifts affecting both the target and organs and risk.  To evaluate the effect of 

distortion correction on these organs, both the original and distortion-corrected 

structure contours were exported to Matlab and were used to calculate the organ 

centroids according to Eqs. 6-1 and 6-2.  Finally, the centroid shifts were 

calculated by comparing the original and distortion-corrected centroid positions 

according to Eq. 6-3.  These values are summarized in Table 6-2.  Unsurprisingly, 

 
Max. Absolute 

Distortion 
[mm] 

Mean Distortion 
[mm] 

Sequence-
independent 

x-gradient 2.4 ± 0.5 0.6  ± 0.4 

y-gradient 2.5 ± 0.5 0.5 ± 0.4 

z-gradient 0.7 ± 0.1 0.2 ±0.1 

Sequence-
dependent 

x-direction 5.7 ± 1.1 0.8 ± 0.5 

Total image 
distortion 

Δxtotal 5.4 ± 1.2 1.2 ± 0.8 

Δrtotal 5.4 ± 1.2 1.4 ± 0.7 

 

Table 6-1: 

A summary of the mean and maximum absolute distortion 

calculated within the 3D body contour for each patient and 

averaged over all 10 patients included in this study.   
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the largest shifts occur in the x-direction where both sequence-dependent and 

sequence-independent distortions contribute to total organ displacement.  The 

mean shift in prostate position due to distortion correction was 0.6 ± 0.6 mm in 

the x-direction, with a similar value of 0.5 ± 0.6 mm for both the bladder and 

rectum.  Positional shifts in the y- and z-direction for all organs were considerably 

smaller at less than 0.2 mm. 

 

 

 

Such shifts in the organ centroids can result in changes to the target and OAR 

dosimetry.  Figure 6-2 shows the target location and isodose contours for patient 

8, for whom the largest shift in the prostate centroid was observed, (Δx, Δy, Δz) = 

(1.8, -0.1, 0.0) mm.  The original 3D-CRT plan, Standard_u, was designed based 

on the uncorrected patient geometry as shown in Figure 6-2A; the planning 

constraint requiring complete target coverage by the 95% isodose contour is 

 

Mean and Standard Deviation shifts for Various Organ Centroids [mm] 

  Δx Δy Δz Δr 
Prostate 0.6 ± 0.6 -0.1 ± 0.0 0.0 ± 0.0 0.7 ± 0.6 
Bladder 0.5 ± 0.6 -0.2 ± 0.1 0.1 ± 0.1 0.6 ± 0.6 

Rectum 0.5 ± 0.6 0.0 ± 0.1 -0.1 ± 0.2 0.6 ± 0.6 

 

Table 6-2: 

Shifts in organ centroids (mean ± standard deviation) due to 

distortion correction averaged over all 10 patients. 
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achieved.  However, following distortion correction, the PTV_standard is shifted 

by 1.8 mm towards patient left, and 95% isodose coverage is no longer achieved.  

If delivered, this treatment would not meet the original planning constraints; 

however, the mean positional shifts calculated (and indeed, even the maximum 

shift of 1.8 mm) are much less than values for inter- and intra-fraction organ 

motion reported in the literature.  Trichter et al measured intra-fraction prostate 

potion for 16 patients (255 ultrasound measurements) and found mean prostate 

shifts of 0.0 ± 3.2 mm AP, 0.4 ± 4.8 mm SI, and 0.2 ± 2.8 mm RL, and maximum 

shifts of 8.1 mm AP, 20.4 mm SI, and 8.3 mm RL.24  Similarly, Ten Haken et al 

investigated prostate motion as a function of bladder and rectal filling and found 

that the prostate centroid moved, on average, 3.5 ± 0.25 mm, with most of the 

motion occurring in the SI and AP directions.  Evidently, the prostate positional 

uncertainty due to image distortion is, on average, much less than the position 

uncertainty due to organ motion. 
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To further probe the consequences of the distortion correction procedure, a variety 

of dosimetry endpoints were calculated for the plans based on both the original 

 

Figure 6-2 

Isodose plots for plans Standard_u (A) and Standard_c (B).  The 

PTV_standard is shown in light blue. Note the complete 

coverage of PTV_standard by the 95% isodose line (red) in (A), 

compared to incomplete coverage in (B).  The shift in the 

prostate centroid for this patient was (Δx, Δy, Δz) = (1.8, -0.1, 

0.0) mm. 
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and distortion-corrected images.  Changes in the dose to the target volume were 

calculated according to Eq. 6-4 and are shown in Figure 6-3A.  The 3D-CRT 

planning constraint stipulating 95% isodose coverage of the PTV was met for 

each patient’s 3D-CRT plan calculated based on the uncorrected patient geometry 

(i.e. all Standard_u plans).  However, due to distortion correction, the location of 

the target volume was shifted (primarily in the x direction) and this constraint was 

not met for 6/10 Standard_c plans.  Patients 3 and 8 showed marked reduction in 

minimum PTV doses (-2.2% and -1.5%, respectively), while the change in 

minimum PTV dose averaged over all patients was (-0.6 ± 0.7)%.  The change in 

both mean and maximum PTV % dose was (-0.1 ± 0.1)%. 

 

With the exception of Patient 10, all stated dose constraints were met for the 

OARs in the Standard_u plans (the bladder D50 ≤ 70 Gy constraint was not met 

for Patient 10 due to insufficient bladder filling).  Following distortion correction, 

OAR doses for Standard_u and Standard_c were also compared; OAR dose 

differences (DoseStandard_c – DoseStandard_u) are shown in Figure 6-3B.  Averaged 

over all patients, the dose differences at each of the constraint points were: 

Bladder D50, (-0.1 ± 0.2) Gy; Bladder D30, (-0.1 ± 0.3) Gy; Rectum D50, (0.0 ± 0.1) 

Gy; Rectum D20, (0.0 ± 0.2) Gy. 
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Figure 6-3 

The effect of distortion correction on 3D-CRT dosimetry: a 

comparison of (A) the % dose delivered to the PTV, and (B) 

the dose delivered at the OAR constraints for the Standard_u 

and Standard_c treatment plans.  
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Figure 6-4 shows changes in dosimetric endpoints for the IMRT plans.  Figure 6-

4A illustrates the changes in % dose to the PTV_IMRT, while Figure 6-4B 

illustrates changes in the dose delivered to the OAR constraint points following 

distortion correction.  The IMRT clinical acceptance criteria stipulating 95% 

coverage of the PTV_IMRT with 100% of the 78 Gy prescription dose (i.e. V95 = 

100 %) was met for all IMRT_u and IMRT_c plans.  Averaged over all patients, 

the IMRT_c V95 value changed by (0.0 ± 0.2)% with respect to the IMRT_u plans.  

Changes in the PTV % dose values for the IMRT plans were similar in magnitude 

to those seen for the 3D-CRT plans: the minimum, mean and maximum % dose 

values changed by (-0.3 ± 1.8)%, (0.1 ± 0.0)%, and (0.1 ± 0.1)%, respectively.  

Differences to the minimum PTV dose were small, with the exception of patients 

3 and 8, for whom the minimum % dose changed by -4.2 % and -2.7 %, 

respectively, following distortion correction.  Large changes in the 3D-CRT 

minimum PTV doses were also seen for these patients. 

 

Concerning doses to the OAR constraint points, slightly larger differences were 

once again seen for the IMRT plans than for the 3D-CRT plans; these changes are 

illustrated in Figure 6-4B.   Averaged over all patients, the dose differences at 

each of the constraint points for the IMRT_u and IMRT_c plans were: Bladder 

D50, (0.4 ± 0.5) Gy; Bladder D30, (0.1 ± 0.2) Gy; Rectum D50, (0.0 ± 0.4) Gy; 

Rectum D20, (0.1 ± 0.1) Gy. 
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Finally, representative dose volume histograms are shown for the two 3D-CRT 

 

Figure 6-4 

The effect of distortion correction on IMRT dosimetry: a 

comparison of (A) the % dose delivered to the PTV, and (B) the 

dose delivered at the OAR constraints for the IMRT_u and 

IMRT_c treatment plans.  
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plans for patient 8, Standard_u and Standard_c, in Figure 6-5A, while Figure 6-

5B shows DVH plots for the same patient for the two IMRT plans, IMRT_u and 

IMRT_c.  Differences in DVH plots based on the uncorrected and corrected image 

sets are extremely minimal.   

 

 

 

 

Figure 6-5 

Dose Volume Histograms for (A) Standard 3D-CRT plans, Standard_u and 

Standard_c, and (B) IMRT plans, IMRT_u and IMRT_c. 
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6.4. Discussion 

Figure 6-1 showed the peak-to-peak, maximum, and mean distortion for various 

sources of geometric distortion affecting MRIs.  Patients were sorted from 

smallest (Patient 1) to largest (Patient 10), as determined by their maximum 

lateral dimension.  In accordance with expectation, all types of distortion showed 

a general increasing trend as lateral patient dimensions increased.  Distortions did 

not smoothly increase, however, and this may be due to the fact that the widest 

portion of a patient may be found at different locations.  That is, the widest 

portion may be found in line with the prostate near the through-plane isocenter of 

the magnet (where distortions are smallest), or, it may be found in more superior 

or inferior locations (where distortions will be greater).  Moreover, a smaller 

patient may be less well positioned with respect to the magnet’s isocenter (shifted 

either to the left or right) and may therefore suffer greater distortions than a larger 

patient who is better aligned.  Improvements in patient positioning could be 

further achieved by supplying directions for consistent patient set-up to the MR 

technician (i.e. alignment of patient tattoos with isocentric lasers). 

 

Both maximum and mean x- and y-gradient non-linearity were very similar, while 

distortions due to z-gradient non-linearity were considerably smaller, in part due 

to the reduced FOV in that dimension.  Mean distortions arising from x- and y-

gradient non-linearity were similar in magnitude to the mean distortions arising 
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from sequence-dependent spatial distortions; however, maximal sequence-

dependent spatial distortions were considerably greater than maximal gradient 

distortions.  Total magnitude distortion from all sources averaged over all patients 

was 5.4 ± 1.2 mm (maximum) and 1.4 ± 0.7 mm (mean).  These values are similar 

to the phantom-derived distortion estimates quoted by Y.K. Lee et al 

(max/average/std distortion of 3.8/1.30/1.04 mm in a transverse plane through 

isocenter and 6.70/0.94/1.36 mm in a transverse plane 70 mm from isocenter).14  

Compared to the phantom-derived estimates for distortions of up to 8.3 mm 

(220mm FOV) quoted by Wang et al,25 up to 14 mm (300 mm FOV) quoted by 

Krempien et al,17 and up to 16 mm over pelvic imaging volumes quoted by 

Tanner et al,12 our distortion values are quite minimal.  Image distortions are 

clearly dependent upon the imaging system used. 

 

The amount of residual distortion inherent in the distortion-corrected patient 

images could not be measured because ground “truth” is inherently unknown.  

However, the phantom studies outlined in Chapter 4 showed that the distortion 

correction methods employed here can rectify images with up to 4.4 mm of 

distortion (mean original distortion = 1.8 ± 1.2 mm), resulting in maximal residual 

distortions of 0.6 mm (mean residual distortion = 0.2 ± 0.1 mm).21  This is 

sufficiently accurate considering the distortion values shown in Table 6-1 and the 

approximately 0.88 x 0.88 mm2 pixel dimensions of the BFFE sequence.  
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Image distortions could have a variety of effects on patient dosimetry.  On the one 

hand, incorrect positioning of body contours would result in photon beam 

attenuation errors.  On the other hand, incorrect placement of structure contours 

would result in DVH errors for structures that intersect with high dose gradient 

volumes.  For treatment sites nearer the body surface (i.e. breast or sarcoma), 

body contour distortions may have the largest effect on dosimetry, while for 

prostate treatments where the target volume is quite distant from the body 

contour, beam attenuation errors are less likely to be of concern.  Since incorrect 

placement of structure contours may be more significant for prostate RTP, shifts 

in the prostate, bladder and rectum centroids as a result of distortion correction 

were also calculated.  All structures were found shifted to the left in the distortion-

corrected images as compared to the original images; this is due to the polarity of 

the B0 inhomogeneity combined with the polarity of read gradient strength. If the 

read gradient direction and/or polarity were changed, the predominant distortion 

direction would also change.  The mean shift of Δx = 0.6 ± 0.6 mm for the 

prostate would not result in incomplete inclusion of the prostate within the PTV 

given the PTV margins of 8 mm for the IMRT plan.  However, these PTV 

guidelines are meant to include uncertainties in organ motion, patient set-up, etc.; 

they are not meant to include systematic shifts in organ location.  With this in 

mind, provided the same BFFE imaging sequence was always used, the PTV 

guidelines could be altered to include a more generous margin to the left of the 

organ and a more scant margin to the right of the organ.  If a different sequence 

implementation was used (i.e. if the frequency encoding gradient polarity was 
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reversed), the direction of these margin alterations may have to be changed.  Of 

course, armed with distortion data, geometric image correction should be 

implemented to provide the best geometric accuracy and to remove the necessity 

for margin manipulation. 

 

With the exception of patients 3 and 8 for whom the minimum dose to the PTV 

dropped by 2.2% and 1.5% in the 3D-CRT plans (Figure 6-3A) and by 4.2% and 

2.7% in the IMRT plans (Figure 6-4A), changes to the minimum, mean, and 

maximum PTV dose were less than 0.5 %.  The larger magnitude of the changes 

seen in the IMRT plans can be attributed to the increased conformality of the dose 

distribution.  Although neither patient 3 nor 8 suffered from considerably greater 

mean or maximum distortions over the full imaging volume, both showed much 

larger than average shifts in the prostate centroid (1.7 mm and 1.8 mm compared 

to the mean Δx shift of 0.6 ± 0.6 mm).  This is likely due to the fact that both 

patients were poorly positioned on the couch with respect to the magnet’s 

isocenter.  That is, the patient (and hence, the centrally located prostate) was 

shifted approximately 20 mm to the right of the magnet’s isocenter, whereas all 

other patients were either shifted to the left or not shifted at all. This result 

underscores the importance of proper alignment of the patient.  Slight deviations 

away from the homogeneous center of the magnet can result in larger image 

distortions and larger changes in treatment dosimetry. 
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Compared to minimum PTV doses, the mean and maximum PTV doses change 

very little as a result of distortion correction.  A small shift in the PTV with 

respect to the beam central axis will change the dosimetry near the PTV 

periphery, but when averaged over the whole PTV, this change will be reduced.  

Moreover, since the maximum dose is likely to occur centrally, a small shift in 

PTV location is unlikely to move the maximum dose outside the PTV.  In 

contrast, the minimum PTV dose is likely to occur near the PTV periphery and is 

therefore more sensitive to small contour changes.  This is reflected in that mean 

and maximum PTV doses both change by (-0.1± 0.1)% in the standard plans and 

by (0.1± 0.0)% and (0.0± 0.2)%, respectively, for the IMRT plans whereas the 

minimum dose changes by (-0.6± 0.6 0.7)% (Standard) and (-0.3± 1.8)%  (IMRT). 

 

Figures 6-3B and 6-4B showed that OAR dose differences were less than 0.8 Gy 

for all patients.  Considering that all initial plans (Standard_u and IMRT_u) met 

the OAR constraints (with the exception of the Standard_u plan for patient 8), 

these small changes to D50, D30, and D20 points can be considered insignificant.  

Indeed, there were no plans which met OAR constraints initially, but which did 

not meet OAR constraints following distortion correction.  Thus, distortion 

correction did not significantly alter the dose to the organs at risk for the patients 

studied. 

 

The results of this study indicate that spatial distortions in MRI are fairly minimal 

for the combination of the imaging system and sequence implementation used.  
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Accounting for the small distortion-related alterations in the position and/or 

volume of the body and internal organs does not greatly alter the mean and 

maximum doses received by the PTV for either standard 3D-CRT or IMRT 

treatments.  Indeed, these changes are not likely to be considered clinically 

significant.  However, two patients received lower than expected minimum PTV 

doses once changes in patient geometry as a result of image distortion were 

accounted for.  The larger (and potentially clinically significant) alterations in 

minimum PTV dose for patients 3 and 8 were both attributed to poor set-up 

positioning which led to the increased distortion near the prostate.  Differences in 

minimum target doses were larger for IMRT treatments than for 3D-CRT 

treatments.  For properly positioned prostate patients, the target is located near the 

magnet’s isocenter and does not appear to suffer from much distortion.  

Therefore, changes in target dosimetry were generally very minimal.  However, 

treatment volumes located more peripherally, i.e. sarcomas, may show greater 

sensitivity to distortion correction, since distortions would be larger near the edge 

of the magnet bore. 

 

As a matter of course, measures for quantifying and correcting MR-related spatial 

distortions must be available.  If changes in target dosimetry are not deemed to 

adversely affect the clinical outcomes, the somewhat labor intensive process of 

distortion correction may not be necessary for MRI-based treatment planning.  

However, it must be stressed that distortions – and thus the effects on dosimetry 

endpoints – will vary for different systems and sequence implementations.   
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Regardless of whether or not distortion correction is clinically necessary, a 

number of complications related to implementing MR-based radiotherapy 

treatment planning remain.  For some of the patients imaged in this study, the 

body contour was difficult to define on the most superior slices due to image 

artifacts caused by breathing motion.  Incorrect definition of the body contour 

could have implications on the accuracy of dose calculations in the most superior, 

artifact-ridden slices; avoidance of this problem requires respiratory gating which 

is time-consuming, but effective.   A further issue regarding contouring is the 

amount of time it requires.  Bones can be automatically contoured through image 

thresholding on CT images; however, this is not a viable method in MR and bones 

must be manually contoured if they are to be segmented and assigned a bulk 

electron density.  Bone contouring was the most time-intensive aspect of the 

treatment planning process in this study and it therefore represents an increase in 

the work load over CT- and CT/MR-based treatment planning.  Automatic 

segmentation of the prostate and surrounding organs has been investigated by a 

number of groups.26-28  Although none of these studies have looked at automatic 

segmentation of bone structures in MR images, Pasquier et al report successful 

use of a seeded region growing technique for high contrast structures including 

bladder and rectum.27  Similar methods may be suitable for applications involving 

MR bone delineation and could ease the contouring burden considerably. 
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6.5. Conclusions 

MR treatment planning images were collected for 10 patients and images were 

corrected for both machine- and patient-related distortions.  Total image distortion 

was quantified in terms of mean and maximum absolute distortion over patient 

volumes and the effect of distortion correction on the target and OARs was 

evaluated by calculating the shift in organ centroids.  3D-CRT and IMRT 

treatment plans were developed for both distorted and corrected patient geometry; 

MRIs were assigned bone and water bulk electron densities and plans were 

calculated based on MRIs only.  Finally, the dosimetric effects of distortion 

correction were evaluated by comparing minimum, maximum and mean target 

doses as well as doses to the OARs.  To our knowledge, this represents the first 

investigation of the dosimetric effects of full distortion correction for prostate 

MR-RTP.  Mean and maximum target doses were not significantly altered as a 

result of distortion correction; differences in minimum target doses were also 

small, with the exception of two patients for whom minimum target doses 

dropped by as much as 4.7%.  The clinical significance of the reduction in 

minimum target dose for these patients remains uncertain.  Distortion correction 

did not result in any clinically significant changes in the doses delivered to the 

OARs (bladder and rectum), and DVHs for plans based on distorted and corrected 

patient geometry did not show marked differences.  Provided patients are 

optimally positioned within a magnet with good homogeneity and gradient 
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linearity, the results suggest that distortion correction may not be required for 

prostate MR-RTP.   
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7. Chapter 7: Conclusions 
 

This thesis addressed image distortions in MRI, one of the main issues preventing MR-

based radiotherapy treatment planning from being incorporated into mainstream clinical 

practice.  Namely, the following concerns were covered: 1) measurement of system-

related distortions, 2) measurement of patient-related distortions, 3) methods to correct 

both types of distortion in a variety of clinical images, 4) implementation of MR-RT 

using distortion rectified images, and 5) evaluation of the clinical benefits of distortion 

correction for prostate MR-RTP.   

 

In order to provide context for MR-RTP, Chapter 1 reviewed various issues concerning 

the use of medical images in radiotherapy.  Chapter 2 followed with background on the 

fundamental principles of both NMR and MRI.  The initial research efforts were included 

in Chapter 3 where the development of the materials and methods required to perform a 

basic assessment of image distortions generated by an MR scanner were described.  

Distortions were measured by analyzing images of a large, oil-filled 3D grid phantom, 

which was designed and built in-house. These efforts were undertaken in an effort to 

evaluate the suitability of the imaging system for MR-based radiotherapy treatment 

planning applications; therefore, it was important to not only evaluate image distortion, 

but also develop methods that could be applied to correct images of arbitrary objects (i.e. 

patients) as well.  Machine-related sources of image distortion were separated from 

phantom-related sources of distortions through the use of both the reverse gradient 

method and simulation of the phantom’s susceptibility distortion field.  Measurements of 
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the machine-related distortions can be used to correct images of any object.  The 

reproducibility of the results was tested and distortion measurements were found to be 

stable over several months. The maximum magnitude of machine-related distortions over 

the entire 266 x 266 x 205 mm3 phantom volume was found to be 6.4 mm, with mean and 

standard deviation values of 1.3 mm and 0.5 mm, respectively.  This was the first study to 

comprehensively analyse image distortions at 3 T; image distortions arising from the 

Philips 3T Intera system were found to be considerably less than those from other, lower 

field systems reported on in the literature.  Mean distortions in a single 2D transverse 

image slice located 94 mm from isocenter were reduced from 2.53 ± 0.94 mm to 0.28 ± 

0.15 mm following distortion correction; this was calculated by measuring the distorted 

and corrected positions of the phantom grid points relative to the true positions.  Finally, 

a preliminary distortion prediction scheme was tested; the phantom was imaged using 

different sequence parameters and the distorted image was corrected based on the 

predicted distorted locations of the grid points.  Using this method, the corrected image 

showed a similar mean residual distortion value of 0.29 ± 0.22 mm.   

 

Unfortunately, phantom-derived corrections cannot adequately compensate for image 

distortions in-vivo.  Thus, once the basic methods and materials for measuring and 

correcting image distortion were in place, the methodology grew to incorporate 

assessment of object- or patient-related distortions.  This was covered in Chapter 4.  

Although the reverse gradient method used to measure machine-related distortions on the 

phantom can be adapted for in-vivo (i.e. patient-related) distortion correction, this method 

is time-consuming and ultimately limited in the amount and type of distortions it can 
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correct.  As an alternative, a phase mapping scheme was implemented and was used to 

measure the field distortions generated by the imaged object.  Furthermore, the 3D grid 

phantom was retro-fitted to allow measurement of the gradient non-linearity distortions 

over a full imaging volume of the scanner.  Maximum system-related distortions were 

much larger when measured over the increased field of view.  Peak-to-peak distortions 

due to x, y, and z gradient non-linearities over this volume (440 x 266 x 87 mm3) were 

10.6, 9.8 and 3.1 mm respectively, while B0 inhomogeneities were approximately 20 ppm 

near the bore’s edge.  Measurement and correction of object-related distortions was 

validated on phantoms and a more comprehensive distortion prediction and correction 

scheme (i.e. accounting for machine- and object-related distortions) was validated on a 

separate cylindrical grid phantom using a variety of imaging sequences.  For a 

moderately distorted gradient echo image, maximum and mean distortion were reduced 

from 4.4 mm and 1.8 ± 1.2 mm to 0.6 mm and 0.2 ± 0.1 mm.  For a more severely 

distorted EPI image, maximum and mean distortion were reduced from 23.7 mm and 9.9 

± 6.3 mm to 3.4 mm and 1.2 ± 0.7 mm.  In all cases, mean residual distortions were less 

than the pixel dimensions.  Finally, the technique was applied to correct in-vivo pelvic 

images for both machine- and patient-related distortions. 

 

The methods of Chapter 4 were used to correct images for all types of distortion – 

gradient non-linearity, B0 inhomogeneities, susceptibility and chemical shift effects.  

However, a residual artifact related to chemical shift was sometimes observed and a 

potential solution to this problem was investigated in Chapter 5.  The method involved 

pre-processing the original image before applying the distortion correction scheme 
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outlined above; success was qualitatively demonstrated on phantom images.  In its 

current state, however, the method is limited in terms of in-vivo applicability due to 

patient motion which prevents accurate image pre-processing.  

 

Chapter 6 covered a clinical protocol in which the methods of Chapter 4 were applied for 

MR-based prostate RTP.  This was the first known study to compare the dosimetric 

consequences of distortion correction.  Images of larger patients typically suffered 

slightly larger distortion; maximum and mean distortion averaged over all patients were 

5. 4 ± 1.2 mm and 1.4 ± 0.7 mm.  Mean distortions due to sequence independent sources 

(gradient non-linearity) were comparable to those due to sequence-dependent sources.  

These distortions were corrected for using the methods of Chapter 4 and both 3D-CRT 

and IMRT treatment plans were developed based on the contours derived from the MR 

data sets.  The effect of distortion on the prostate target (positioned as closely as possible 

to the magnet’s isocenter) was considerably less than the effect of distortions near the 

body contours: following distortion correction, the prostate centroid underwent an 

average shift of 0.7 ± 0.6 mm.  Changes in target and OAR dosimetry were insignificant 

in most cases, with the notable exception of two patients for whom the minimum PTV 

doses dropped by 2.2% and 1.5% (3D-CRT plans) and 4.2% and 2.7 % (IMRT plans).  

This was due to poor patient positioning, which resulted in larger than average distortions 

affecting the target region.  Provided patients were well-positioned, distortion correction 

did not appear to have a large impact on dosimetry for MR-RTP in the prostate region.  

Dose differences between plans prepared on uncorrected and corrected MR images in 

other, more peripheral regions (i.e. sarcomas) are expected to be larger. 
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Future projects related to the work presented in this thesis include: (1) in-vivo 

implementation of the residual fat-shift artifact correction.  This may involve studying 

anatomical regions which are not subject to internal motion and which can be effectively 

immobilized during imaging and/or integration of the phase difference mapping and 

treatment planning image acquisitions. (2) Auto-segmentation of MR structures – 

especially bone – for ease of integration with bulk electron density assignment and dose 

calculation purposes.  (3) Determination of the level of image distortion below which 

dosimetric differences in treatment planning do not warrant the extra effort of distortion 

correction.  Our prostate MR-RTP study showed that distortion correction was 

unnecessary for most patients since target and OAR dosimetry on uncorrected and 

corrected plans differed very minimally; however, other systems and/or anatomic regions 

may generate larger distortions where dose differences would be greater. 

 

Upon the implementation of the CCI MR-Linac system, there will be additional projects 

required to incorporate MR-RTP into the radiotherapy process.  It will be important to 

implement MR-based verification procedures whereby the treatment planning MR 

images (i.e. acquired using a particular imaging sequence at 3T) would be compared 

against and registered with verification images (i.e. acquired using an alternate sequence 

at 0.2T) performed before each treatment fraction.  This would require evaluation of local 

image intensities and determination of relevant reference structures that could be used to 

re-align the patient in the treatment reference frame.  Finally, real-time tumour tracking 

may be incorporated to allow not only image guidance for inter-fraction motion, but also 
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adaptive measures to compensate for intra-fraction motion.  Imaging at all of these stages 

will be subject to distortions of lesser or greater degree; thus, comprehensive knowledge 

regarding distortion measurement and correction will continue to be required in order to 

combine the powerful soft-tissue information that MRI can provide with the geometric 

accuracy demanded by modern, image-guided adaptive radiation therapy programs.  
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