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Abstract

Surgical design and simulation uses Computer Aided Design (CAD)/Computer

Aided Manufacturing (CAM) software to virtually plan for jaw reconstructive

surgery. One part of the process includes the design of a dental prosthesis with

the use of an articulator. The articulator is limited in its ability to recreate

patient specific jaw motion.

This thesis presents a smartphone application to track jaw motion photo-

metrically. The jaw motion was used to virtually recreate a bench-top model of

a patient’s occlusal kinematics and dynamics with biomechanical simulation.

The jaw tracking system uses a 3D printed tracking harness that interfaces

with the surface of the maxillary and mandibular teeth. Each tracking harness

has a dodecahedron attached to it with 12 binary fiducial markers mounted

to its faces. A 3D model of each dodecahedron tracking harness was made to

calculate the position of each binary fiducial marker’s centre and corner points.

The smartphone application detects the visible centre and corner points to

solves a Perspective-n-Point (PnP) problem that estimates the mandible’s

pose relative to the maxilla.

The experimental results showed that the smartphone application was ca-

pable of achieving static position and orientation accuracy of < 1mm and 5�.

The smartphone application repeatably tracked jaw motion along an arced

path with a dynamic accuracy < 1mm up to 20mm of jaw opening. Past

20mm of opening, the reported dynamic accuracy was < 2mm. The smart-

phone application was also capable of tracking a left, right, and protrusive

excursion. The occlusal contact between the teeth was successfully recreated

with biomechanical simulation kinematically (no occlusal forces) and dynam-

ically (occlusal forces).
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Chapter 1

Introduction

Surgical design and simulation is rapidly advancing as CAD and CAM tech-

nologies continue to improve. Restorative prosthodontics combines CAD/CAM

and analog methods to model, design, and evaluate dental prosthesis func-

tion. Being well established, CAD/CAM software is inevitably replacing ana-

log steps of the treatment process[1]–[3].

Rapid prototyping and 3D printing used in conjunction with virtual design

software are important tools for building a dental prosthesis [4]. The benefits

over traditional wax melting and moulding is design freedom, higher accu-

racy prototypes, and faster design cycles [5]. Even though designed virtually,

the dental prosthesis often has to be 3D printed to evaluate function. This

is because current CAD/CAM software used in restorative prosthodontics is

limited in its inability to accurately recreate occlusal dynamics (tooth colli-

sions) virtually [6], [7]. While some do consider occlusal dynamics, most are

based on the mechanical constraints of the articulator, a physical device that

holds the stone casts of oral impressions to reproduce collisions of the teeth

during chewing. The articulator recreates a limited representation of patient

specific jaw mechanics and may negatively impact the function of a patient’s

final dental prosthesis [8].
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Biomechanical modelling, computer vision, and motion tracking is advanc-

ing the ability to recreate and analyse patient specific jaw motion and occlusal

dynamics virtually [9]–[11]. But still, the articulator remains the current clin-

ical standard to evaluate dental prosthesis prototype fit and function. There

are many di↵erent reasons for recreating jaw motion and occlusal dynamics

virtually, but in the context of digital prosthodontics two motivations are:

• to evaluate and predict dental prosthesis prototype function by accu-

rately capturing a person’s specific jaw motion [9], and

• to minimize the material used and time spent on manufacturing and

designing a dental prosthesis prototype [12].

1.1 Objective

The objective of this thesis is to develop a mobile smartphone application to

track mandibular motion and use it to virtually recreate a bench-top repre-

sentation of a patient’s occlusal kinematics and dynamics with biomechanical

simulation.

1.2 Contributions

The contributions of this thesis include: (1) the creation of an all-in-one, widely

available, and low cost optical jaw tracking mobile application solution, (2) the

implementation of a real-time and virtual jaw tracking visualization interface

over WiFi, (3) the development of a low cost, patient specific 3D printed jaw

tracking harness concept, and (4) a demonstration of how the smartphone

application can be used to drive the virtual simulation of occlusal contacts

kinematically (without occlusal forces) and dynamically (with occlusal forces).

2



Smartphone Mandibular Motion Tracking

The smartphone application, invented in the context of this work, estimates

the real-time position and orientation or 6 Degrees of Freedom (DoF) pose of

the mandible and maxilla relative to a camera. More advanced motion capture

systems do exist, however, a smartphone application does not require access

to expensive equipment, specially trained operators, and mandible motion

data can be collected anywhere. In recent years, advancements in Augmented

Reality (AR) technology within smartphones has improved drastically and is

enabling performance similar to commercial multi-capture systems [13]–[15].

Consequently, we implement a 6 DoF object tracking algorithm on the

Apple R� iPhone R� Xs. The application works by detecting binary fiducial

markers mounted to the tracking harness attached to the mandible and the

maxilla, and then their poses are estimated with respect to (w.r.t.) the iPhone’s R�

camera. The poses are estimated by solving a PnP problem that minimizes

the distance between camera observed points on the tracking harness and their

corresponding positions in the 3D world. Solving this problem in real-time,

we are capable of achieving a sub-millimetre accuracy pose of the mandible

w.r.t. the maxilla.

3D Printed Jaw Tracking Harness

We designed a 3D printed tracking harness for the jaw tracking application to

detect and estimate the pose of the mandible w.r.t. the maxilla. The tracking

harness can be customized to fit any person and can be easily adapted to work

with a real restorative dentistry case.

Real-time Jaw Tracking Visualization

We added a real-time jaw tracking visualization module to the open source

biomechanical modelling software platform ArtiSynth [16]. We implement a

3



User Datagram Protocol (UDP) over a local WiFi network to transmit tracking

data from the iPhone R� to the visualization module to update the 6 DoF pose

of 3D maxilla and mandible tooth models.

Virtual Simulation of Occlusal Contact

1. Kinematic Simulation: We adapt an existing module in ArtiSynth

to simulate occlusal contacts kinematically. Poses are recorded with the

jaw tracking visualization module and used to update the pose of the

mandible. Contact patterns are represented by tracing the points at

which the teeth collide. Collisions are modelled by the contours that

mesh interpenetration creates between the maxilla and mandible teeth.

2. Dynamic Simulation: We again use the ArtiSynth module to simulate

occlusal contact, but only the initial and final pose of the mandible are

used to drive the motion. The pose of the mandible is linearly interpo-

lated between its initial and final position. Collisions are modelled with

ArtiSynth collision detection, the maxilla teeth apply reactionary forces

to the mandible teeth as the pose of the mandibular teeth is guided by

the surface of the maxillary teeth with 6 DoF.

1.3 Thesis Organization

The following chapters provide a review of using surgical design and simulation

for the restoration of chewing function after head and neck cancer, of meth-

ods used for dental prosthesis design, of jaw tracking methods, and virtual

recreation of mandibular kinematics and dynamics. Chapter 3 presents the

components of the smartphone application, the methods used to evaluate the

smartphone’s pose estimation accuracy, and a description of how we use the

smartphone data to virtually recreate a benchtop patient’s occlusal kinematics

and dynamics. Chapter 4 presents the results of the smartphone’s static and

4



dynamic pose estimation accuracy and the contact pattern results of a left,

right, and protrusive excursion kinematically and dynamically. Chapter 5 dis-

cusses the results, compares the performance of the smartphone application

to other jaw tracking systems, describes applications in rehabilitation, limita-

tions, and directions for future work. Finally, Chapter 6 summarizes the thesis

contributions and provides further concluding remarks. Appendix A provides

the raw data of the smartphone pose estimation algorithm’s static accuracy,

Appendix B includes an overview of relevant head and neck anatomy, and Ap-

pendix C describes the mathematical notation used to represent position and

orientation within this thesis.
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Chapter 2

Literature Review

This chapter reviews literature related to current tools and methods used in

surgical planning and large dental prosthesis design for jaw reconstruction pa-

tients. The review is divided into 5 sections. First, Section 2.1 reviews the

restoration of chewing function after head and neck cancer, general jaw re-

constructive surgery, and the specifics of occlusion driven jaw reconstruction.

Second, Section 2.2 provides an overview of the mechanical articulator’s his-

tory, the progression to the virtual articulator, and the limitation of recreating

patient specific jaw motions with the articulator for analysis of dental pros-

thesis function. Third, Section 2.3 presents an examination of jaw tracking

systems organized by their basic functional principle. Fourth, Section 2.4 re-

views some low cost alternatives to more established jaw tracking systems.

Finally, Section 2.5 reviews methods used to virtually model and simulation

occlusal kinematics and dynamics.

2.1 Restoration of Chewing Function After
Head & Neck Cancer

In this section, we discuss head and neck cancer, its impact on a person’s oral

function and quality of life, treatment with jaw reconstructive surgery, and

review of a detailed jaw reconstructive surgery technique driven by occlusion.
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2.1.1 Impact on Quality of Life

Head and neck cancers include cancers of the nasoppharynx, oropharynx, hy-

popharynx, larynx, oral cavity, sinuses, and the tongue. More than 4,300

Canadians will develop one of these cancers and 1,610 will die from it in 2020

[17]. The most common type of cancer is squamous cell carcinoma, which de-

velops within the nose, mouth, and throat. The three main treatment options

are radiation, surgery, and chemotherapy. In general, one or a combination of

the treatment options are used based on the clinical scenario. The result can

mean large resections of head and neck tissue and loss of chewing, swallowing,

and speaking ability [18].

When tumours are removed from the head and neck region there can be

devastating impacts on a person’s quality of life. In addition to the losing

varying degrees of physical function, psychological and nutritional factors are

also impacted. Patients may have di�culty maintaining a healthy diet and

they must adjust to their new physical appearance [19]. These are two changes

to a person’s life that can be terribly overwhelming to adjust to and are among

the most challenging lifestyle changes to overcome [20].

2.1.2 Prosthetic Treatment after Jaw Reconstruction

Mirovascularized fibula free flap jaw reconstructive surgery was first introduced

in the late 1980s and is a well established treatment for head and neck cancer

patients [21], [22]. For patients that require the restoration of a functional

dentition, vascularized bones provide better blood supply to surrounding bone

with much less oral contamination compared to non-vascularized bones [23],

[24]. Another advantage of the free fibula flap is that subcutaneous tissue

containing elements of the skin can be left on the bone and integrated better

with the surrounding tissue.
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Finally, the length, shape, and structural properties of the fibular free flap

allow surgeons to tailor reconstructions to the needs of an individual patient

better than in the past [25].

With the solid foundation that the microvascularized fibula provided, more

attention was put on the restoration of chewing function using a dental prosthe-

sis [26]–[28]. From this surgical advancement, Br̊anemark et al . [29] proposed

and demonstrated that titanium screws could be securely implanted into the

vascularized fibula and support a dental prosthesis during mastication. He

demonstrated that titanium could fuse with the bone in a process called os-

seointegration. This development created opportunities for patients that had

undergone jaw reconstructive surgery to receive a stable and functional dental

prosthesis supported by osseointegrated implants [26], [30].

Modern mirovascularized fibula free flap jaw reconstructive surgery now

combines the use of advanced imaging technologies, virtual modelling software,

and rapid manufacturing to virtually plan for surgery and create case specific

surgical tools to carry out the plan within the operating room [31]. Virtual

surgical planning or surgical design and simulation is now routinely used in

fibula free flap jaw reconstruction. Surgical design and simulation has reduced

time in the operating room, increased accuracy of procedures, and improved

both the aesthetic and functional outcomes after treatment for patients [32],

[33].

2.1.3 Virtual and Occlusion Driven Jaw Reconstruction

State-of-the-art jaw reconstruction aims to optimize bone placement by utiliz-

ing occlusal based planning and osseointegrated implants for dental rehabili-

tation [34]–[36]. Surgical design and simulation tools have made it possible to

directly transfer a virtual jaw reconstruction plan to the operating room allow-

ing the use of immediate osseointegrated implants within one procedure called
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the Alberta Reconstructive Technique (ART) [37], [38]. To better understand

the ART procedure and surgical design and simulation in general, we provide

an overview that outlines the steps to image anatomical structure, perform a

Jaw Relation Registration (JRR), carry out virtual surgery, and manufacture

case specific tools used in the operating room to carry out the reconstruction.

Imaging Anatomical Structure

Imaging of the head and neck region is required to build a virtual model. Com-

puter Tomography (CT) uses multiple x-ray images from di↵erent angles to

reconstruct 3D volumetric images. CT machines move along the area being im-

aged to create image slices that usually range from 1-10 millimetres in thickness

and then the image slices are stacked together to build a 3D model of anatomy

using Stereolithography (STL) and Digital Imaging and Communications in

Medicine (DICOM) software such as Geomagics (3D Systems, Rock Hill, SC),

Slicer 3D (Harvard, Cambridge, MA), or OsiriX (Geneva, Switzeralnd). CT is

well suited to image bone because it provides high spatial resolution and the

high frequency x-rays are absorbed well by bone.

For head and neck anatomy, Cone Beam Computer Tomography (CBCT)

is often used because it is relatively low cost and administers a relatively low

dose of potentially harmful radiation [39] [40]. CBCT also has sub-millimetre

accuracy making it well suited for imaging the complex anatomy of the head

and neck region [41].

Jaw Relation Registration, Impressions, and Virtualization

Jaw Relation Registration (JRR), is the spatial relationship between the max-

illa and the mandible. One method to record the JRR in an edentulous (no

teeth) case, is to take impressions of the soft tissue of the maxillary and

mandibular arches and make an occlusal rim to later record maximal Inter-
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cuspal Position (ICP) (Appendix B.5) [42]. Next, a device called a facebow is

used to record the distance and angle of the mandibular condyles to the lower

middle incisor to estimate the occlusal plane (tooth contact plane) [43]. The

impression of the maxillary and mandibular arch are then made into stone

casts and mounted and physically aligned on a semi-adjustable articulator

(Section 2.2).

To digitize the JRR, the maxillary and mandibular casts are laser scanned

individually and then scanned again while mounted on the articulator. Using

STL editing software such as Geomagics (3D Systems, Rock Hill, SC), the

free casts can be aligned virtually with the correct spatial relationship of the

mandible to the maxilla recorded on the articulator.

Virtual Surgery

At this point, a virtual model of the pre-operative anatomy (mandible, max-

illa, hyoid, fibula, and dentition) has been obtained. First, virtual resection

planes of the jaw are established based on clinical judgement [37] and a virtual

resection is performed. In the resection area that impacts the teeth, a virtual

occlusion is designed based on the dentition and then the position of osseoin-

tegrated implants is established based on the virtual occlusion. Finally, the

fibula is virtually cut, positioned to support the osseointegrated implants, and

fit to the dimensions of the planned deficit of the mandible.

3D Printed Surgical Tools

Once the virtual surgery is complete it is then used to reverse engineer the re-

quired surgical design tools for the procedure and are 3D printed into physical

tools. The surgical tools include a resection cutting guide for the jaw and a

fibula implant installation drilling guide. The surgical resection guide is used

to reproduce the resection planes of the jaw in the operating room. The fibula
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implant installation drilling guide includes a fibula cutting guide and transfer

template of the cut fibula. The transfer template is used for positioning the

cutting guide in the correct spatial relationship to the skull.

2.1.4 Surgical Procedure

In phase I of ART, the resection of the fibula is performed with the help of the

resection cutting guide. The fibula is resected (retaining its vascular pedicles)

and the implant drilling guide is used to position the osseointegrated dental

implant fixtures. Next, the fibula is cut with the cutting guide, and abutments

are connected to the fixtures along with the occlusal transfer template to align

the bony segments of the fibula. The fibula along with the transfer template is

positioned in the facial resection area and then placed in the correct spatial re-

lationship. This is done with the help of the implants and the occlusal transfer

jig. Once positioned correctly, the template and abutments are disconnected,

the heads of the implants capped, and skin flap from the fibular flap is used

to cover the reconstruction.

Phase II of ART begins once the wound has healed and the implants are

osseointegrated with the fibula graft. Finally, at phase II the dental implants

in the fibular fixture are exposed, healing abutments are attached, and the

process of fabricating a dental prosthesis is commenced.

2.2 Prosthesis Design

The key to a successful jaw reconstruction is having a fully functional dental

prosthesis [26]. As mentioned in the previous section, surgical design and

simulation has been successful at restoring most of a patient’s chewing function

with advanced methods such as occlusal driven jaw reconstruction. In most

cases, the articulator is the standard device used to assess and model the

chewing function of small and large dental restorations [44]. The articulator
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attempts to reproduce natural sliding and grinding motions of the teeth to

provide feedback to designers about what teeth are colliding too much or

too little during these dynamic movements. This feedback is used to adjust

the position of teeth until the contact between the upper and lower teeth is

optimized for the best chewing performance.

In this section, we review the history of the mechanical articulator, the

progression toward the virtual articulator, and the limitations associated with

both in the context of prosthesis design for occlusal driven jaw reconstruction.

2.2.1 Mechanical Articulator

The first developments of the articulator date back to 1756. Phillip Pfa↵ cre-

ated a plaster extension on the distal portion of a mandibular cast to spatially

relate a maxillary cast to a mandibular cast [45]. The only function of this

articulator was to record the maximal ICP. Since then, the articulator has

become the most commonly used device in medicine and dentistry to recreate

tooth contacts or occlusal dynamics [46], [47].

The understanding of jaw physiology and movement has increased signif-

icantly focusing on accurately reproducing mandibular movement [46]. To

achieve this, engineers and dental scientists focused on developing devices to

measure the mandibular condylar angle, improve cast mounting techniques,

and study the natural path that the mandibular condyles and lower mid-

incisor take during di↵erent mandibular motions [48]. Di↵erent articulators

have been designed to replicate the complex motion of the mandible. Accord-

ing to Weinberg et al . [49], articulators can be classified into four categories:

• Arbitrary (Simple-Hinge): Allows for opening and closing of the

mouth about a transverse axis that passes through each condyle.

• Positional (Fixed Condylar Path): Allows for opening, closing, and
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protrusive movements along the horizontal condylar path.

• Semi-Adjustable: Allows for opening, closing, inclination of condylar

path, Bennett angle, and incisal path (Figure 2.1).

• Fully-Adjustable: Allows for opening, closing, the inclination of the

condylar path, Bennett angle, Fischer angle, incisal path, and inter-

condylar distance.

The semi-adjustable and fully-adjustable articulators can represent mandibu-

lar motion well enough to be used for large dental prosthesis restorations. That

being said, the fully-adjustable articulator is not widely accepted due to is the

complex mounting procedure and high cost. The semi-adjustable articulator

has a less complex mounting procedure, is cheaper, and is partially able to

reproduce occlusal morphology making it the instrument of choice for most

dental restorations [50].

Figure 2.1: Semi-adjustable articulator.
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Semi-adjustable articulators are used di↵erently by clinicians and specific

use for restoration varies based on opinion and application [51]. However,

it is safe to say most professionals in the field of dentistry would agree that

the semi-adjustable articulator is limited in its ability to reproduce Temporo-

mandibular Joint (TMJ) kinematics and that the TMJ plays a prominent role

in mastication and functional occlusion [52].

2.2.2 Virtual Articulator

With the push to virtualize the dental prosthesis design procedure, many pieces

of research have put forth solutions for virtually modelling semi-adjustable

articulator kinematics [12], [53], [54]. Currently, there are two main types

of virtual articulators, completely adjustable and mathematically simulated

articulators [55].

Both the completely adjustable and mathematically simulated virtual ar-

ticulators require a registration step that typically consists of physically cap-

turing and then virtualizing the spatial relationship between the mandible and

maxilla. This is often either done by laser scanning of dental casts mounted

to a semi-adjustable articulator or with an intra-oral scanner that uses optical

imaging to directly create 3D models of the maxilla and mandible teeth [56].

The completely adjustable articulator records and reproduces the exact

movement paths of the mandible with jaw tracking (Section 2.3) [12]. Whereas,

mathematically simulated virtual articulators calculate jaw motion based on

the programmable parameters of the mechanical articulator. Once the motion

is defined the movements of the mandible are animated and the points of

occlusion are visualized on a computer [56].

The clear benefit of completely adjustable articulators over mathemati-

cally simulated ones is that they capture patient specific jaw motion. This can

help provide clinicians individualized information about a patient that could
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influence the options they have for treatment [55]. Additionally, in the vir-

tual environment, it is possible to calculate magnitude, direction, and area of

applied loads. This may provide insight for things such as dental prosthesis

strength, potential failure points, forces on the bone-implant interface, and

predictions about how long the prosthesis is expected to last [9], [57], [58].

2.3 Mandibular Motion Tracking

Many di↵erent methods have been used to track the motion of the mandible

the skull. The motivation for tracking the mandible spans several di↵erent

fields that include studying chewing, speech, swallowing, and human biome-

chanics. In this section, we review mandibular motion tracking techniques

from a virtual prosthesis design perspective.

Photometric

Photometric methods use a single camera or number of cameras to track the

position of markers fixed to the face or jaw. Luce et al . [59] first introduced

the photometric method in 1889. They used one camera and a stationary

photometric plate. Bright silver beads were fastened to a wood pin at the lower

middle incisor and other beads near the condyles. During lateral excursions,

Luce et al . took photos continuously and the light reflected from the beads

would record a line on a photometric plate. This method has developed over

time and several authors have employed variations of the types of markers and

their reflective nature. For example, de Rudd et al . [60] used indicator spheres

coated in fluorescent paints and photographing was carried out in a dark room

with the use of ultraviolet radiation to produce fluorescence.

With the improvement of camera and computer technology, the photomet-

ric method has been able to improve drastically. Cameras such as Kinect R�

(Windows, Microsoft Corp., Bellevue, Washington, USA), Optotrak R� Certus
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(NDI Inc., Canada), GoPro R� (San Mateo, California, USA) all have been used

to accurately track jaw motion. Abdi et al . [61] demonstrated that high ac-

curacy of occlusal contact can be obtained with a precise registration method

between virtual tooth models and their real counterpart. The system uses the

geometric principle, that for any given infinite tetrahedral there only exists one

spatial position for a sphere to rest. Using physics based visualization soft-

ware ArtiSynth (University of British Columbia, Vancouver, British Columbia,

Canada), Abdi demonstrated that with his registration method and the Op-

totrack system he was able to achieve a reported 3D accuracy of 100um.

Tanaka et al . [62], demonstrates the photometric technique with the Kinect R�

V1 camera which was used to collect Red Blue Green (RGB) and depth data

to obtain 28 virtual markers on the facial profile to estimate mandible position

with no physical markers on the face. This demonstrates the advancement of

photometric methods as camera and computer vision technology is now capa-

ble of estimating the 3D position of a point with a depth dimension. Within a

clinical context, markerless tracking is valuable because it does not inhibit the

occlusal surface making it a viable solution for virtual prosthesis design. The

limitation of photometric techniques is that frame processing is computation-

ally expensive, requires camera calibration, and error increases when tracking

a small number of points.

Optoelectronic

Optoelectronic systems consist of a light emitting diode (LED), a position sen-

sor within a camera, and a computer with a camera view interface. Generally,

two cameras are placed perpendicular to each other with one capturing frontal

plane motion and the other capturing sagittal plane motion. LED markers

are positioned on the skull and the teeth. The upper skull markers define

the head frame coordinate system and relative motions of the mandible can
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be calculated. Optoelectronic systems (JAWS-3D, mac reflex) are one of the

preferred methods to study mandibular motion due to their high accuracy and

improving user interfaces for data collection [63].

Ultrasonic

Relatively new, ultrasonic systems utilize ultrasonic collectors attached to a

head coordinate frame and emitters attached to the mandible (JMA from Ze-

bris GmbH). The JMA system determines the mandibles relative position by

calculating the time for ultrasonic pulses sent from emitters to reach collec-

tors. The 3D mandibular motion is then recreated by aligning a triangular

plane between the condyle points and the base pose of the JMA system. This

triangular plane is then is used to set the target position of the mandible. The

reported accuracy of this system is sub-millimeter [64] [24].

Magnetometry

Magnetometry works by utilizing changes within an electromagnetic field that

occur when a small magnet moves relative to a sensor to track mandibular

motion. An advantage of magnetometry systems is that they do not require

line of sight from a camera sensor. They have been used for many years

to track jaw motion because they are self-calibrating, easy to use, do not

interfere with mandibular motion, and reasonably accurate [65] [66] [67]. Using

magnetometry to record mandibular motion can be problematic because the

sensors may fall o↵ during the recording process.

Roentgenographic

Roentgenographic methods synchronize the excitation of radiation with a cam-

era shutter to capture long exposure images. The radiation imaging is only

active when the camera shutter is open to reduce radiation exposure to the

head and neck region. Chen et al . [68] propose a method based on single plane
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fluoroscopy image and low radiation CBCT capable of accuracy of 1.0±1.4mm

for all translation and 0.2 ± 0.7� for all rotations. The method was validated

with roentgenographic analysis at static positions and during open-close move-

ments. The advantage of the roentgenographic method is that it does not rely

on transoral devices, can accurately capture in-vivo mandibular motion, and

may be useful to assess patient with missing or unstable teeth. The disadvan-

tage is, however low dose, radiation may be harmful and thus should be taken

into careful consideration [69].

2.4 Low Cost Mandibluar Tracking Approaches

Low cost alternatives to commercial tracking systems have always been an

area of research in AR, robotic, and computer vision fields. Recently these

methods have been translated to dentistry and medicine because of their low

cost, usability, and portability. Additionally, with the continued improvement

of computing power, the speed of optical tracking algorithms, object detection,

and 6 DoF pose estimation, the development of low cost mandibular tracking

systems has become realistic.

Authors have used planar fiducial markers that can be individually detected

and their pose estimated within the images that a camera captures in real-time.

Planar fiducial markers were first used in AR and robotic applications[70]–

[73] and a number of well established libraries exist [74], [75]. Most of the

libraries output the position of each detected marker’s corners from which

their 6 DoF pose can then solved with PnP algorithm’s making use of the

projection perspective camera model [76].

Some systems fix planar fiducial markers with a custom brace fabricated

or glued directly to the teeth. These systems demonstrate that sub-millimetre

mandibular tracking is attainable and can compete with commercial tracking

systems [10], [77], [78]. The disadvantage of these systems is that some of the
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braces presented inhibit the natural collisions between the teeth, require more

than one camera, and an o✏ine calibration for each camera. Additionally, some

of the data required for tracking involves CBCT, facial scanners, specialized

alignment schemes, and custom designed micro-electronics.

The other approach for using fixed planar fiducial markers is to reconstruct

the known 3D geometry of an object and estimate its pose relative to a cam-

era(s). Notably, Zoss et al . [15] use a 3D printed cube with square fiducial

markers on each face oriented such that one camera can see 2-3 fiducial mark-

ers on the cube. With two cubes fixed to the upper teeth and lower teeth,

32 markers can be synchronized between cameras and their average pose is

calculated to achieve higher precision and robustness.

Other mandibular motion tracking systems do not use markers, and instead

to track the pose of the mandible measure multiple points on the face with

a depth camera or use machine learning approaches. Depth cameras work by

calculating the time to reflect infrared light sent from an emitter to a sensor

[62]. Machine learning approaches work by training a non-linear mapping

from points on the skin to the jaw pose of several people [79]. The other

approach is to fit transformations of the teeth with a 3D non-linear model

that parameterizes the full range of motion of the TMJ [80].

Markerless tracking of mandible motion is valuable for evaluating tooth

collisions because nothing inhibits natural tooth interactions, it does not rely

on a person having teeth, and no specialized equipment is required increasing

its accessibility. The challenges that these systems face are: they require the

completeness of large amounts of training data, which may not always be avail-

able, they rely on deformations of the skin making it di�cult to detect small

mandible movements, and they require high frame rates and depth enabled

camera hardware.
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2.5 Virtual Simulation of Occlusal Interactions

The virtual simulation of occlusal interactions can either be done kinemati-

cally or dynamically. Both methods do require imaging and registration of

the spatial relationship between the maxilla and the mandible. In this sec-

tion, we review how occlusal interactions can be modelled kinematically and

dynamically.

Kinematic Simulation

Kinematic based methods for modelling and simulation of occlusal contact

are dependent on the 3D shape of virtualized tooth models and a target tra-

jectory that is either mathematically derived from a mechanical articulator

or mandibular motion tracking system [53] [81]. If a jaw tracking system is

not used the casts must be virtualized in di↵erent poses to calculate dynamic

movements between these positions. Contact is simulated between the upper

and lower teeth visually by inspecting points that the meshes of the virtual

models interpenetrate or with processing software that can calculate contour

contacts between the two models.

Dynamic Simulation

Dynamic based methods include the mass and inertial properties of virtual-

ized tooth models or in other words their rigid body dynamics. Typically, the

properties of a rigid body can be calculated in a dynamic simulation based on

its surface geometry assuming a constant density. Some sources estimate the

mass and inertia parameters of anatomy and are freely available [82]. The ad-

vantage of rigid body based methods for modelling occlusal dynamics is that

forces can be calculated and applied based on mesh interpenetration. This

helps to more closely represent the dynamics of occlusion and tooth interac-

tions when compared to kinematic simulations.
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Several multi-body physics software platforms are capable of simulating

the interactions of multiple rigid bodies (ex. SolidWorks Rock Hill, South

Carolina, USA, COMSOL Multiphyiscs R� Stockholm, Sweden, OpenSim, Palo

Alto, California, USA, ArtiSynth Vancouver, BC, Canada) of which two have

been increasingly visible to the biomedical community - OpenSim and Ar-

tiSynth. Collision handling in ArtiSynth works by finding the interpenetration

between geometries, determining the nearest point of the opposing geometry,

and then calculating respective reaction forces based on the mass, inertia, and

external forces applied on each body.

Stavness et al . [11], demonstrated the feasibility of combining intra-oral

scanning and rigid body occlusal dynamic simulation with ArtiSynth. A me-

chanical articulator and its casts were laser scanned at a maximal ICP initial

pose and left lateral, right lateral, and protrusive final positions. The pose

of a virtual mandibular dental cast was calculated at its initial and final po-

sitions relative to the virtual maxillary dental cast. In the simulation, the

mandibular dental cast was then translated in a straight line from its initial

pose to each final pose. During the translation, contact between the maxillary

and mandibular casts was calculated, rotating and translating the mandibular

cast as it would in the real world. One version of the simulation incorporated

the condyle programming angles that exist on an articulator and one that

did not. There was a slight deviation between the trajectories and ArtiSynth

was able to accurately reported contact points when compared to its physical

counterpart.

The other notable method for dynamic simulation of occlusal interactions

is the Finite Element Method (FEM). The FEM was originally developed for

structural and mechanical analysis of engineered materials opposed to biologi-

cal tissue. Commercial software packages such as ANSYS R� (Canonsburg, PA,

USA) and COMSOL Multiphyiscs R� (Stockholm, Sweden) are very slow and
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not ideal for modelling dynamic simulations in real-time. However, Benazzi et

al . [83], presented a method for occlusal contact detection between a pair of

upper and lower pre-molars and the simulation results showed the stress pat-

tern on teeth with extremely high accuracy. The FEM is of extreme interest

within the restorative dentistry community because they can model and sim-

ulate forces and stress throughout the teeth and onto supporting structures

such as implants. This is very valuable because more accurate predictions

on the life of dental prostheses can be made by performing cycle loading to

evaluate failure and fatigue. However, the computational cost of the FEM is

extremely high and is not feasible for real-time dynamic simulation.

2.6 Summary

Based on this literature review, there is evidence to support the positive out-

comes of using surgical design and simulation techniques for facial and jaw

reconstructive surgery. Virtually based and occlusion driven jaw reconstruc-

tion is the next step for optimizing chewing function of a dental prosthesis.

However, the current tools used for dental prosthesis design and assessment

are limited in their ability to accurately recreate patient specific jaw motion.

Accessibility to jaw tracking technology and virtual simulation of occlusal in-

teractions provides an opportunity to be combined for patient specific dental

prosthesis design. Therefore, we present the development of a mobile smart-

phone application for mandibular jaw tracking to recreate patient specific oc-

clusal kinematics and dynamics within a virtual environment.
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Chapter 3

Methods

3.1 System Overview

The proposed tracking system in this thesis requires a virtual 3D model of the

upper and lower teeth and an iPhone R� . Due to the computational demands of

this computer vision problem, it is recommended to use an iPhone R� 8 or later.

In this work, an Apple iPhone R� Xs with a 64-bit Central Processing Unit

(CPU) is used to track mandibular motion. On the back, it has a 12MP camera

with a wide-angle lens (f/1.8 aperture) and a telephoto lens (f/2.4 aperture).

On the front it has a 7MP TrueDepth R� (f/2.2) camera. The iPhone R� Xs

wide-angle and telephoto camera on the back is capable of capturing 720p,

1080i, and 4K video at 24, 30, and 60 Frames Per Second (FPS), while the

TrueDepth R� camera on the front is limited to 1080i at 30 FPS.

The second component of the jaw tracking system is a 3D model of the teeth

or oral anatomy. These models can be acquired with an intra-oral scanner or

with tradition wax impression virtualized with a laser scanner. To track the

rotation and position of the teeth relative to the iPhone R� camera a person

specific tracking harness can be designed in CAD/CAM software to match

the geometry of the upper and lower teeth. Each tracking harness has a

dodecahedron mounted to it in any position that must not result in a collision

between the maxilla and mandible dodecahedrons at maximal ICP. Once the
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model has been designed to fit with the teeth virtually, it is 3D printed and

12 unique binary fiducial markers are mounted to each face of the maxilla and

mandible dodecahedrons.

The final component of the jaw tracking system is the iPhone R� application

we have developed. We implement image processing software in the application

to detect the unique binary fiducial markers from real-time camera images.

The software then matches the corners of each tag with the 3D model of

the tracking harness to compute the observed pose of the tracking harnesses

relative to where the camera is in 3D space.
System Overview

1

Components

+

AprilTag Detection on  
Photo of Tracking Harness

• AprilTag detection
• Collection of observed AprilTag 

corners on image plane (u,v)

Image Processing on iPhone

Projection of 3D Model AprilTag 
Points onto Image Plane

• Take 3D model points (Xi,Yi,Zi)
• Project onto image plane with 

camera projection matrix K

Minimize Reproduction Error 
with Levenberg–Marquardt

3D Pose Estimation
• Form of homogenous 

transformation matrix 
relative to the 3D camera 
world frame

Observed AprilTag point
Corresponding model point

iPhone 3D Model

iPhone
Application

Figure 3.1: Jaw tracking system overview.

3.2 Computer Vision Software Package
Selection

Several computer vision software packages were considered to implement the

algorithms required to track the 6 DoF position and orientation of the jaw.
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To determine which software package to select a list of requirements was put

together and evaluated with a weighted decision method [84]. Five require-

ments and respective weights were identified to evaluate potential software

libraries to use for the technical implementation of jaw tracking. Each library

was rated with a score (S) from 0-10 and a value (V) calculated by multiplying

the assigned decision weight.

The justification for the assigned weights and scores in Table 3.1 are listed

below:

1. Cross-platform (0.15): With the future of this development in mind,

it would be ideal if the core software can be easily transferred to run

on other mobile phones or personal computers. A score of 10 indicates

that this library is highly likely to work with almost any modern mobile

phone or computer.

2. Well established (0.2): Several open source computer vision libraries

are continually being updated by collaborators. To avoid issues with

software stability, a well maintained and established library is key for

development. A score of 10 indicates that this library is either commer-

cial or well maintained by a group of developers instead of widespread

collaborators.

3. Modular (0.4): The highest weighted requirement because it is impor-

tant to have a library that can support many computer vision operations

such as image processing, segmentation, 3D mathematics, optimization

schemes, and photometric tracking. A score of 10 indicates that this

library has all of the listed operations and more.

4. Documentation (0.15): A software library with poor documentation

makes it extremely di�cult to use for development. A score of 10 indi-
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cates that this library has exceptionally well maintained documentation,

demo code, tutorials, and examples.

5. Support (0.15) With good documentation there must be support from

the core developers of the library to help solve implementation problems

and provide clarification. A score of 10 indicates that there a great online

support presence and users are encouraged to reach out for help.

Apple VISP OpenCV OpenTL

Requirement Weight S V S V S V S V

1 Cross-platform 0.15 0 0 10 1.5 10 1.5 10 1.5

2 Well established 0.2 10 2 10 2 10 2 7 1.4

3 Modular 0.4 6 2.4 8 3.2 7 2.8 2 0.8

4 Documentation 0.15 10 1.5 10 1.5 8 1.2 5 1

5 Support 0.15 8 1.2 9 1.35 8 1.2 5 0.75

Total value 7.1 9.55 8.7 5.45

Table 3.1: Computer vision software package comparison and ranking.

From the results in Table 3.1, Visual Servoing Platform (VISP) scored first

with a total value of 9.55. VISP is a modular c++ cross-platform library that

allows for prototyping and developing applications using visual tracking and

servoing techniques that are up-to-date with current computer vision research

[85]. It provides a set of visual features that can be tracked using real-time

image processing and computer vision algorithms. It integrates with OpenCV,

one of the more popular open source image processing and computer vision

software packages [86]. This is ideal because, within VISP, OpenCV modules

can be used if a feature does not exist without cumbersome setup.

Apple computer vision and image processing toolkits (ARKit, SceneKit,

Vision, CoreImage, MLKit) have very similar tools when compared to VISP.

Apple’s tools are the obvious choice for simple tracking and AR applications

because the libraries are optimized for Apple hardware. However, it is propri-
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etary software and the inner workings of the algorithms are not public making

it di�cult to customize the software for specific computer vision applications.

OpenTL was an interesting competitor because it is specifically dedicated

to tracking problems. However, it is very new compared to VISP and seems

to be not robust enough to develop the proposed mandibular tracking system.

3.3 iPhone R� Application User Interface

The iPhone R� application we designed provides a user interface for the user to

collect tracking data of the mandible and maxilla in real-time. There are two

main views (Figure 3.2), the first is the camera view and the second is the set-

tings view. In this section, we describe the high level software implementation

of each view and its functionality.

Camera View

The camera view consists of a UIImageView to display images captured by

the camera with Apples AVFoundation framework. Within AVFoundation,

a AVCaptureSession can be configured to include a capture device, image

resolution, pixel bu↵er format, capture speed, and focus mode. In this work,

the following AVCaptureSession parameters in Table 3.2 can be programmed:

Table 3.2: Default configuration for AVCaptureSession.

Capture Device .builtInDualCamera .builtInTrueDepth

Image Resolution .hd1280x720 .hd1920x1080 .hd4K3840x2160

Pixel Bu↵er Format .kCVPixelFormatType 32BGRA

Capture Speed 30 FPS 60 FPS

Focus Mode Manual Auto
Please refer to Apples most recent documentation for configuring an AVCaputreSession

with AVFoundation (https://developer.apple.com/documentation/)

Once the capture session is configured, an event is fired every time that

AVCaptureSession receives an image from the camera in the specified pixel

bu↵er format (Table 3.2). This bu↵er is converted into a UIImage and sent to
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iPhone App Features

1

Settings View

Camera 
Options

AprilTag Detection 
Parameters

WiFi Transmission  
Options

CPU Options

Camera View

Image 
Information

Distance From 
Camera

Camera View

Collection method

Settings, capture, 
camera swap

Figure 3.2: Overview of the iPhone R� application camera and settings view.
The camera view includes: image information, estimated distance of the max-
illa and mandible dodecahedrons to the iPhone’s R� camera, and controls for
recording and transmission. The settings view includes options to: adjust
camera image capture resolution, AprilTag detection parameters, UDP op-
tions, and CPU utilization.

VISP for image processing and pose estimation. Once complete, the detected

AprilTags are rendered on the image and returned to the UIImageView for

display (Figure 3.3).

The camera view also provides debugging information about the number

of AprilTags detected, the time to compute the pose of the dodecahedron on

each tracking harness, and the current FPS. Additionally, the UDP connection

label turns green when the iPhone R� is connected to a computer for data

transmission. The label is only green when connected to a computer and is

transmitting data to a user specified IP address and port.

The iPhone R� application has two capture modes, record and transmit.

The record button will save jaw tracking information locally to the iPhone R�
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Image capture flow

AVCaptureSession Config

• Capture Device 

• Image Resolution 

• Pixel Buffer Format 

• Focus Mode

Capture Output Event

• Get pixelBuffer 

• Conver to UIImage

Image Process

• Covert to Grayscale 

• Detect AprilTags

Estimate Dodecahedron 
Pose

Camera 
Image

Tag Points

Rendered  
UIImage

New pixel 
buffers

Figure 3.3: AVCaputureSession image collection process. First, the AVCap-
tureSession is configured with the parameters in Table 3.2, captured images
trigger an event, the image is sent for image processing, the tag points are
sent to VISP for pose estimation, the UIImage is rendered onto the iPhone R�
screen, and a new pixel bu↵er is captured by the iPhone R� camera to repeat
the process.

within the Files application. When data capture ends, the user is prompted

to enter a name for the data file and it will save the named data file in an

automatically generated folder specific to the tracking application in Files. The

transmit mode sends data over a local WiFi network to a personal computer

that is running a UDP server. The technically inclined user is free to program

their own server to post-process data or can use that real-time mandibular

motion visualization software built for this thesis in ArtiSynth.

Settings View

The settings view allows the user to adjust camera parameters, AprilTag de-

tection parameters, WiFi transmission settings, and the number of CPU cores

that then iPhone R� can allocate to VISP. The camera input can be changed

from the front or back, the resolution set to 720p, 1080i, or 4K, and the cam-
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era focus can be set to manual or auto. In manual mode, a slider appears to

adjust the focal point of the lens.

The AprilTag detection parameters include a hamming limit, quad sigma

value, and decimation value. The hamming limit is a binary detection param-

eter for finding fiducial tags, the quad sigma value is an adjustment parameter

for noisy camera data, and the decimation value is used to tune the accuracy

of AprilTag detection. These parameters are discussed with further detail in

Section 3.7.

3.4 Intra-oral Scanning

One 3D scan of the mandibular teeth and one of the maxillary teeth were

obtained using an iTero R� Element 2 intra-oral scanner (Align Technology Inc.,

Or-Yehuda, Israel) at a resolution of 34.20 pts/mm2. A 3rd and separate

registration scan of the buccal surface of the mandibular and maxillary teeth

was then completed to align the virtual maxillary and mandibular teeth to

the scan of the teeth in their maximal ICP. Each 3D mesh geometry was then

exported to STL format and used to design the tracking harnesses in the STL

editing software Geomagics (3D Systems, Rock Hill, SC). The design of the

tracking harness is not limited to Geomagics and can be completed in any STL

editing software.

3.5 Tracking Harness Design

The design process was based on trial, error, inspiration from previous authors

[13], [15], and guidance from an experienced dental technologist. With this in

mind, the mounting method and marker shape was guided by the following

design constraints:
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Intra-oral scan

Scan 1 Scan 2
Scan 3  

Registered Model

+ =

Figure 3.4: Scan 1 is of the maxillary teeth, scan 2 of the mandibular teeth,
and scan 3 of the maxillary and mandibular teeth in their maximal ICP rela-
tionship.

1. The tracking harness must not interfere with the occlusal surface of the

teeth because the overall aim of this development is to simulate and

ultimately analyse occlusal dynamics.

2. Since the tracking system is limited to a single camera, it must be able

to see as many ApirlTags as possible from a single camera.

3. The size of the marker should be as small as possible to allow for easy

positioning.

Mounting Method

Figure 3.5 shows the progression of the mounting method of the markers to the

teeth surface. For concepts 1, 2, and 3 the idea was to 3D print the tracking

harness and the use a dental grade plastic suck down to generate a negative

(Figure 3.5B). The negative would conform to a person’s oral anatomy and

then be cut out so that there was no material inhibiting the occlusal surface.

The marker structure then could be attached to pin slots with a locating

feature.

The issue with this method was once the centre of the suck down negative

was removed it was incredibly flimsy, which is not ideal for tracking.
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Tracking Harness Design

Concept 1 Concept 2 Concept 3 Concept 4 Final Design

(A)

(B) (C)

Figure 3.5: (A) Tracking harness design progression. (B) A preliminary mount-
ing method with a suck down negative. (C) A closeup view of the suck down
negative and interface to a marker structure concept.

If the harness moves around while in motion a poor estimate of its pose w.r.t.

the camera will result, therefore this mounting method was not ideal.

Ultimately, the chosen concept for mounting the tracking harness to the

teeth was concept 4 (Figure 3.5A). In CAD design software the buccal surface

of the upper and lower teeth was o↵set from their initial maximal ICP pose

and the dodecahedron tracking marker fixed to it. The tracking harness fits

extremely well and almost is fixed without any adhesive. However, to minimize

movement of the tracking harness during chewing, a minimal amount of dental

adhesive can be use or appliance designed with small clasps to hook around

the cusps of the teeth. One strength of this design is that the tracking harness

designer can fit any existing oral anatomy such as an implant or pre-existing

dental prosthesis.

Marker Shape

Typically, cube markers are used in photometric tracking applications, however

with a single camera oftentimes pose ambiguity occurs and makes it di�cult to
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estimate the most likely pose of the marker [13]. To avoid this problem angled

faces that are visible to the camera are helpful, and comparing the shape of

the AprilTag to some di↵erent platonic solids (Figure 3.6A) the face of the

dodecahedron fits a square binary fiducial well because the size of the tag can

be made much bigger, which is key to accurate detection.

Marker Design

Cube Tetrahedron Octahedron Dodecahedron Icosahedron

(A)

(B)

Figure 3.6: Tracking harness marker concepts. (A) platonic solids considered
for the marker shape, and (B) fabricated version of the tracking harness and
marker interfaces.

Figure 3.6B shows two versions of the dodecahedron marker. The one

second from the right has a square locating feature that the AprilTag sits in

to ensure that its position would be consistent from one tracking harness to

another. The AprilTag was printed out as a smaller square and fit inside.

The other (far right) has a flat face that the AprilTag was mounted to. Each

AprilTag was printed out as a pentagon to match the dimensions of the do-

decahedron face. The locating feature was unfortunately di�cult to reproduce

and limited by the 3D printer resolution. Therefore, the flat face was selected

to avoid any bending or folding of the AprilTag.

33



Final Design

The final tracking harness design (Figure 3.7) includes the dodecahedron marker

and 3D printed buccal surface fit. The two dodecahedrons have a side length

of 12.7mm and are positioned so that the camera can see at least 3 tags on

each from any camera view. Each tracking harness was 3D printed with a

Form 2 SLA (formlabs, Somerville, Massachusetts) and 12 unique binary fidu-

cial markers (AprilTag) were laser printed at 600 dpi and die-cut out of an

adhesive and non-reflective paper, with the boarders aligned to the faces of

the dodecahedron. The printed AprilTags were then mounted to the dodeca-

hedron faces. The orientation of the AprilTags was chosen so that the Y-axis

approximately intersected with a vertex on the dodecahedron face and the

X-axis was approximately parallel to one of the edges.

2020-09-24

(Category) | (Technology)

Mandible Maxilla Maxilla and Mandible

Figure 3.7: Tracking harness final design.

3.6 Dodecahedron Registration

To help reduce computational complexity, a coordinate frame attached 3D

virtual model of each dodecahedron was aligned with the pose of the dodec-

ahedron at the end of each tracking harness (Figure 3.8) with an iterative

closest point algorithm programmed in ArtiSynth.
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Only the pose of the dodecahedron w.r.t. the maxilla and mandible virtual

models are required to track mandibular motion.

2020-11-03

ICP Registration of Dodecahedron

Entire Tracking 
Harness Body

Registered 
Dodecahedron

Figure 3.8: Tracking harness registration.

An iterative closest point algorithm automatically identifies corresponding

pairs of points within a source and target geometry (Figure 3.9). Once iden-

tified, the iterative closest point algorithm minimizes the distance between all

of the point pairs within each geometry until the minimum is reached and

convergence is achieved. To execute the iterative closest point registration,

we used ArtiSynth’s built in functionality and prepare an interface to perform

the registration. First, the target and source are loaded into ArtiSynth as

meshes. The target mesh is the position and orientation of the dodecahedron

w.r.t. the tracking harness coordinate system. The initial pose of the source

or separated dodecahedron model was at the world origin of ArtiSynth. Next,

the user performed a drop and drag transform to position the dodecahedron

model as close as possible to the tracking harness’s dodecahedron as an initial

guess for the minimization problem. Otherwise, there is a possibility that the
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iterative closest point registration converges to the wrong transformation and

does not align the vertices of the dodecahedron correctly. Upon convergence,

the respective rotation and translation are recorded and saved to a text file

that is subsequently used in the jaw tracking visualization module.

2020-11-03

ICP Registration of Dodecahedron

Source Target Registered 
Source

Figure 3.9: Dodecahedron iterative closest point registration.

3.7 AprilTag Detection

The AprilTag detection (APRIL Robotics Laboratory, University of Michi-

gan, MI) system has two parts: the tag detector and the coding system [87].

The AprilTag system is used to identify the upper and lower dodecahedrons

(Figure 3.10). There are a number of di↵erent tag families, Tag36h11, Tag-

Standard41h12, TagStandard52h13, TagCircle21h7, TagCircle49h12, and Tag-

Custom48h12. The prefix refers to the number of encoding bits and the su�x

refers to the minimum Hamming distance for each family. In this work, we

use tag family Tag36h11 based on the suggestion of the APRIL Robotics Lab-

oratory (University of Michigan, MI, USA).

36



0 1 2 3 4 5 6 7 8 9 10 11

MAX DODECA

MAND DODECA
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Figure 3.10: Examples of AprilTag 36h11 tag family. Left to right tag 0, tag
1, tag 2, and tag 3.

Coding System

The coding system works based on modified lexicography [88]. In text format,

lexicography is easy to understand because a dictionary is sorted in lexicode

or alphabetical order. The method can be extended to a binary representation

where all of the words in the dictionary can be represented in a binary format.

To find a codeword in a dictionary D each code word has a size n (number of

bits) and a minimum Hamming distance d. Where the dictionary D of tags is

defined as:

D =

2

6664

id = 0, bits = 1010 1111 1
id = 1, bits = 1010 1011 1

...
id = x, bits = 1100 1100 1

3

7775
. (3.1)

Assume that the tag in Figure 3.11 has an 9 bit payload, id = 1 and the

search criteria is a minimum Hamming distance d = 1. To calculate d, a

bitwise XOR comparison is completed against each entry in the dictionary D

to find the closest code words to a tags payload. For example, the bitwise

XOR comparison for tag 0 with tag 1 would be completed as follows:
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1010 1111 1 id = 0
1010 1011 1 id = 1

0000 0100 0 bitwise XOR, where d = 1

(3.2)

The Hamming distance is 1 because there is only one entry in each code that

is di↵erent. If there were two bit position that were not the same the Hamming

distance would increase to 2. This calculation finds potential matches for tag 1

and then the comparison is refined to determine an exact match. This method

is simple, e�cient and is considered to be optimal for this type of search

problem [89].

2020-11-03

Tag Definition

= 1 = 0

id = 1

Figure 3.11: Example of a 9 bit fiducial marker tag with a minimum hamming
distance of 1.

Detection System

The AprilTag detection system works by collecting a camera image and first

converting it into a black and white image. Next, an adaptive threshold tech-

nique [90] is applied to find the minimum and maximum values of the pixels

within a specific region. The specific regions that have high contrast values

are kept and the rest of the image is excluded. A union-find algorithm [91]

then masks the edges of the shapes that make up the AprilTag segmenting the

edges that border the same black and white region. Finally, calculated quads
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(outline of tag) are fit to the image to match the border of the AprilTag and

poor fitting quads are discarded on each camera frame.

The quad decimate parameter is used to specifying the accuracy of tag

detection and in this work we provide the user with an option in the iPhone R�

application to choose from a range of 1 (most accurate) to 4 (least accurate).

The quadSigma parameter sets the level of Gaussian blur and helps interpret

noisy or quickly moving images. More Gaussian blur will blur the image

more, but in a noisy image, this might help with AprilTag detection. A value

of 0 indicates a stationary tag and a value 0.8 applies a blur to the image.

Finally, the Hamming limit (0 or 1) works by setting the goal for the detection

algorithm and is set to 0 to get the most optimal AprilTag detection.

3.8 Tracking Harness Pose Estimation

In this section, we formulate the problem for the tracking harness pose esti-

mation. First, we define the prospective projection model of a camera in this

context, next we define the jaw coordinate system, then the dodecahedron co-

ordinate system, and finally, we describe the implementation used to estimate

the maxilla and mandible dodecahedron pose. The mathematical notation for

describing the position and orientation of a rigid body in space within this

thesis is defined in Appendix C.

Perspective Point and Projection Camera Model

Given a tracking object target Jt in the jaw frame {J}, the goal is to recover the

target(s) 6 DoF rotation and translation parameterization w.r.t. a calibrated

camera coordinate system {C}.
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The 6 DoF pose parameterization of Jt is estimated by obtaining a set of

expected 3D points in the jaw frame {J}, Jxi = [xi, yi, zi]
> where the number

of points n � 3 and a set of the 3D points corresponding camera image points

in IC , Iui = [ui, vi]
> as illustrated within Figure 3.12.

2020-12-14

Perspective Projection Camera Model

Image Plane

Camera Coordinate  
System

Jaw Coordinate  
System

Optical Axis

Principle Point

Figure 3.12: The prospective projection camera model. ({J}, X̂J , ŶJ , ẐJ) is
the jaw coordinate system, ({C}, X̂C , ŶC , ẐC) is the camera coordinate system,
Jxi is a 3D point and Iui is the same point projected onto the image plane of
the camera IC .

The relationship between a point within the jaw frame and its correspond-

ing Cartesian position on an image plane IC is made based on the physical

properties (intrinsic parameters) of a camera lens where, the f is the focal

length and Iup = [up, vp]
>is the principle point. The focal length of the cam-

era is a measure of how strongly a lens converges or diverges light. In the

prospective projection camera model the image plane is placed in front of the

camera to avoid inverted images. Therefore, the focal length is positive be-

cause light converges to the origin of camera frame {C}. The tracking object

(Jt) will appear smaller when light reflects o↵ it in frame {J} and lands on

the image plane. To compute the correct size of the tracking object, a similar
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triangles ratio is solved to compute the intersection with the image plane from

the ray originating at Jxi = [xi, yi, zi]
> and the mapping ends up being:

Jxi = [xi, yi, zi]
> =) Ixi =


f
xi

zi
, f

yi
zi
, f

�>
. (3.3)

To account for the change in dimension (3D to 2D) the z coordinate is

dropped and the mapping is represented in homogeneous coordinates instead

of Cartesian coordinates as shown below:

Jxi = [xi, yi, zi, 1]
> =) Ixi =


f
xi

zi
, f

yi
zi
, 1

�>

then expressed in matrix notation within the homogeneous coordinate system:

2

4
ICxi

ICyi
1

3

5 =

2

4
f 0 0 0
0 f 0 0
0 0 1 0

3

5

2

664

Jxi

Jyi
Jzi
1

3

775 . (3.4)

Changing the coordinate system from Cartesian to homogeneous coordi-

nates is standard in computer vision and AR for modelling the e↵ect of a

camera and representing the image formation process.

Images in a digital camera are formed by the illumination of pixels and the

position of the image in the pixel coordinates system (u, v) is calculated by

relating the ratio between the focal length f , the pixel width lx, and height

ly derived from the resolution of the camera image. The focal length to pixel

width ratios px and py are:

px =
f

lx
and py =

f

ly
, (3.5)
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its corresponding position ICxi in ICui coordinates is:

ui = up + xipx and vi = vp + vipy, (3.6)

and then expressed in matrix notation we arrive at the camera intrinsic pa-

rameters matrix:

K =

2

4
px 0 up

0 py vp
0 0 1

3

5 . (3.7)

Finally, with a known camera position and orientation to convert a point Jxi

in the jaw frame to a point ICxi on the image plane in (u, v) coordinates the

problem is formulated as:

2

4
ui

vi
1

3

5 = K[R | t]

2

664

xi

yi
zi
1

3

775 , (3.8)

where

K =

2

4
px 0 up

0 py vp
0 0 1

3

5 , [R | t] =

2

4
R11 R12 R13 tx
R21 R22 R23 ty
R31 R32 R33 tz

3

5 (3.9)

are the camera intrinsic parameters matrix and the camera extrinsic matrix or

in other words the augmented rotation and translation of the camera in 3D.

Jaw Coordinate System

The jaw coordinate system {J} is set in ArtiSynth to be aligned with max-

illa dodecahedron coordinate frame {DMax}. The centroid of the maxilla

dodecahedron is at the origin of the jaw coordinate system. The mandible

dodecahedron’s centroid is located at the origin of its coordinate system. The

origin of the {Max} and {Mand} coordinate systems are attached to their

centre of masses. The centre of mass was calculated based on the tooth model

geometry and an estimated mass of 100g [11].
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2020-11-03

Detection algorithm

Figure 3.13: Position and orientation of {Max} and {Mand} with respect to
{DMax} and {DMand}. The {DMax} origin is aligned with {J}.

Defining Dodecahedron Model

The dodecahedron model was built by setting ẐDMax and ẐDMand to pass

through the vertex pointing towards the camera. This was done so that the

camera z-axis unit vector (ẐC) is orthogonal to the maxilla and mandible

tracking harness and the camera can see at least 3 faces.

There are 12 faces on each dodecahedron and each face of the model has a

number that is associated with an AprilTag that has the same number. The

maxilla dodecahedron has faces (F0, F1, ..., F11) and the mandible dodecahe-

dron has faces (F12, F13, ..., F23) where F0 = F11 and so on. The dodecahedron

coordinate systems are identical, however, their face and AprilTag numbers

are di↵erent to identify them within the camera image (Figure 3.14).

Obtaining Correlating 3D Points on Image Plane

To get the points in the camera image, the AprilTag detection algorithm (Sec-

tion 3.7) is used by VISP to obtain a list of each tags centre point and respective

corner points in (u, v) coordinates. These points are then converted into the

Cartesian coordinates on the image plane with the intrinsic camera matrix by

solving for xi and yi from Equation 3.10 below:
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Detection algorithm

Maxilla and Mandible Dodecahedron Model

Figure 3.14: The identification of the maxilla and mandible dodecahedron’s.
Each face correlates with the same identification number of AprilTags. Thus,
tag 1 is on face 1 of the maxilla. Tags and faces 0-11 are for the maxilla
dodecahedron and tags and faces 12-23 are for the mandible dodecahedron.

xi =
ui � up

px
, yi =

vi � vp
py

. (3.10)

To get the corresponding corner and centre points within the 3D model,

they are calculated beforehand by utilizing the geometry of the dodecahedron

and the relationship to each face frame coordinate system. The homogeneous

transformation matrix is calculated w.r.t. the dodecahedron coordinate sys-

tem. From here, the homogeneous DxP i : (Xi, Yi, Zi, 1) is extracted from the

translation vector, where x is a place holder for the maxilla and mandible do-

decahedron. The respective AprilTag corner point translation vectors are also

computed to obtain a list of all the AprilTag corners and centre points w.r.t.

the dodecahedron coordinate system. Figure 3.15 shows the AprilTag centre

points for tag and face ids 0, 1, and 5 in the observed camera image (u, v) and

the 3D dodecahedron model {DMax}.
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Figure 3.15: Corresponding image and model points.

Solving Perspective and Point Problem

To estimate the position and orientation of the maxilla and mandible dodeca-

hedrons a PnP problem is solved by minimizing the error between the observed

points on the camera image plane and the 3D points in the {J} frame. The

goal is to adjust the camera pose so that a point projected onto the image

plane is as small as possible. This generates a non-linear least squares prob-

lem and the transform w.r.t. {C} can be optimized based on its re-projection

error. The error function is formulated as:

Er(
C
Jt
T) =

1

n

nX

i=1

�
(ûi � ui)

2 + (v̂i � vi)
2� (3.11)

where ûi = [ûi, v̂i]
> is a list of all the observed points and ui = [ui, vi]

> is a

list of the projected points all on the image plane IC . To solve this non-linear

least squares problem we use the implementation of the Levenberg-Marquadt

method in VISP [85].
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Calculating the Mandible Pose w.r.t. the Maxilla

Once the approximate pose of the mandible and maxilla dodecahedrons is

solved we are left with a estimated C

DMax
T and C

DMand
T. From here we can

calculate the position and orientation of the mandible dodecahedron w.r.t. the

maxilla dodechedron:

DMax

DMand
T = DMax

C
T C

DMand
T , DMax

C
T = C

DMax
T�1. (3.12)

The minimization problem solves for the pose of the maxilla dodecahedron

w.r.t. the camera, therefore to compute the pose of the mandible w.r.t. the

maxilla we need to compute the inverse C

DMax
T�1 which provides the correct

transformation. Since the {Max} and {Mand} coordinate systems are rigidly

attached to {DMax} and {DMand} their position and orientation is updated

based on the dodecahedron poses on every captured camera image. The coor-

dinate frame transformations are illustrated below in Figure 3.16.
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Figure 3.16: Coordinate frame transformation to determine the pose of the
mandible w.r.t. the maxilla.
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3.9 Maximal Intercuspation Calibration Step

Before recording jaw motion with the iPhone R� tracking application we first

perform a maximal ICP calibration step. The adjustment step repositions

the registered mandibular tracking harness dodecahedron pose relative to the

mandible coordinate system {Mand}. The purpose is to make sure potential

error from the dodecahedron pose estimation does not impact the contact

pattern at maximal ICP. A small error in the dodecahedron pose relative to

the camera will result in a larger error of the mandible’s pose and this step

corrects for that.

First, we transmit tracking data from the iPhone R� tracking application to

the real-time visualization module in ArtiSynth. Next, we detach the mandible

dodecahedron from the mandible coordinate system so that it is free to move.

Once the iPhone R� application produces stable AprilTag detection we reattach

the mandible dodecahedron to the mandible coordinate system and visually

verify that mandible posture is the same as the ground truth intra-oral scanned

pose. This is very important because it makes sure that the mandible is the

correct initial pose before recording jaw motion.

3.10 Benchtop Evaluation of Accuracy

3.10.1 Experiment 1

The first goal of experiment 1 is to determine if the camera angle and dis-

tance has an impact on the static accuracy of the iPhone R� application. The

second goal is to identify the angle and distance that the iPhone R� tracking

application produces the best static accuracy. This is important because it

will help craft a recommendation for positioning the iPhone R� to achieve the

best tracking results.
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To determine if camera angle and distance has an impact on the static

accuracy of the iPhone R� application we measured the accuracy at di↵erent

camera angles (0�, 30�, and 60�) and corresponding distances (80mm, 100mm,

and 120mm) while fixed to a tripod. At each angle and distance combination,

we recorded data collected by the iPhone R� to estimate the 3D position and

orientation of the mandible dodecahedron w.r.t. the maxilla dodecahedron.

Measurements from the iPhone R� were collected for 5 seconds at each angle

and each distance. The recording was repeated 5 times at each angle and

distance. Measurements were taken at the 9 positions illustrated in Figure

3.18. Measurements could have been taken on the right side as well but were

not because the dodecahedrons are symmetrical.

2020-11-03
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Figure 3.17: The static error is calculated by parameterizing the regis-
tered virtual model mandible pose (X, Y, Z,�, ✓, ) and the estimated pose
(X 0, Y 0, Z 0,�0, ✓0, 0) in terms of their positions and Euler angles. The error
in the pose is calculated by the di↵erence between registered purple dodec-
ahedron pose and the estimated turquoise dodecahedron pose. The purple
dodecahedron is superimposed onto the turquoise dodecahedron to illustrate
the error between the registered dodecahedron and the estimated one.
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To measure the static accuracy of the iPhone R� tracking application, we

use the pose of the mandible dodecahedron in its registered maximal ICP w.r.t.

the {DMax} coordinate system from the intra-oral scan data as ground truth

(DMax

DMand
T). We then take the di↵erence between the iPhone R� application’s

estimated pose of the mandible dodecahedron w.r.t. the {DMax} coordinate

system (DMax

DMand
T

0
) to calculate the static pose error (Figure 3.17). This error

is a measure of the iPhone R� application’s static accuracy.

More specifically, to calculate the pose error of the mandible dodecahe-

dron w.r.t. the {DMax} coordinate system we paramaterize (DMax

DMand
T) into its

(X, Y, Z) position and (�, ✓, ) orientation representation, and we also param-

terize and (DMax

DMand
T0) into its (X 0, Y 0, Z 0) position and (�0, ✓0, 0) orientation

representation. The angles (�, ✓, ) and (�0, ✓0, 0) are the Euler angles and

the details of the specific parameterization are described in Appendix C. The

angles are small, and therefore it is reasonable to use this parameterization to

represent rotations about (X̂DMand, ŶDMand, ẐDMand) with angles (�, ✓, ) to

measure the registered and iPhone R� estimated orientation of the mandible do-

decahedron without being concerned with an erroneous rotation error. Thus,

the static error measures become:
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The mean and standard deviation position (Xerr, Yerr, Zerr) and orienta-

tion (�err, ✓err, err) error of the mandible dodecahedron was then plotted to

determine the e↵ect of the various angles and distances tested on static accu-

racy.
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3.10.2 Experiment 2

The goal and procedure for measuring the static accuracy of the iPhone R�

application are the same as in experiment 1. The only di↵erence in the pro-

cedure is that we hold the iPhone R� by hand at camera angles (0�, 30�, and

60�) and corresponding distances (80mm, 100mm, and 120mm). The purpose

of this is to introduce noise into the system to see if it changes the best static

accuracy result from experiment 1. By introducing noise into the system we

can better understand how robust the iPhone R� application is at jaw tracking

jaw motion.

1

Experimental Setup

120mm

80 mm

ArticulatorSheet of Paper

100 mm

60 deg

30 deg 0 deg

120mm

80 mm

100 mm
120mm

100 mm
80 mm

Articulator

120mm
80 mm

100 mm

60 deg

30 deg 0 deg

Sheet of Paper

Figure 3.18: Static accuracy experimental setup.

3.10.3 Experiment 3

In experiment 3 we endeavour to determine if the iPhone R� application can re-

peatably and accurately track the path of the mandible and maxilla dodecahe-

drons on a repeatable arced path.To do this, the maxilla and mandible track-

ing harnesses were mounted to the 3D printed casts on the semi-adjustable

articulator we used in this work. The semi-adjustable articulator was used to

complete 30 open-close cycles at distances of 10, 20, 30, and 40mm between

the estimated maxilla and mandible incisor point. The semi-adjustable articu-

lator rotates the maxilla about a fixed transverse axis that passes through the

condyle joints creating a repeatable arced path as illustrated in Figure 3.19.
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The operator manually opened and closed the articulator to each target

opening distance. To notify the operator when the maximum opening distance

was reached we calculate it in ArtiSynth and displayed the real-time values on

a graph visible to the operator. After the 30 open-close cycles were completed,

the arced trajectories were saved and then scatter plotted on the sagittal and

coronal planes.

To measure the trajectory error, a linear regression was completed to fit a

statistical model to the scatter plot points on each plane. With this model,

we report the Pearson correlation coe�cient, the 95% confidence interval of

the regression line, the 95% prediction band of the data points, and the stan-

dard error which is the vertical distance from the regression line to the 95%

prediction band.

We use the standard error as an approximate measure of dynamic accuracy

because it has a distance unit attached to it, making it easier to interpret the

results. Standard error quantifies the average deviation from the trajectory

reflecting the consistency at which the camera can capture the motion as the

maxilla model is repeatedly moving along its trajectory defined by the semi-

adjustable articulator.

3.11 Virtual Simulation of Occlusal
Interactions

To demonstrate how the iPhone R� tracking application can be used to recreate

occlusal interactions virtually, we simulate them kinematically (without oc-

clusal forces) and dynamically (with occlusal forces). Both the kinematic and

dynamic simulation use the mandible trajectory from the iPhone R� applica-

tion to move the mandible from an initial pose to a final pose. In the kinematic

simulation, contact is visualized on the occlusal surface by detecting regions

where the maxillary and mandibular teeth touch. Because of measurement
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Experiment 3 Setup
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Lower Middle Incisor
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Figure 3.19: Dynamic accuracy experimental setup.

noise, the teeth may interpenetrate in the visualization. To prevent this from

happening, a dynamic simulation detects when the opposing teeth collide and

create reactionary forces that adjust the movement trajectories accordingly in

the simulation. The basis for the kinematic and dynamic simulation is adapted

from Stavness et al . [11].

3.11.1 Kinematic Simulation

The goal of simulating occlusal interactions kinematically (without occlusal

forces in ArtiSynth) is to qualitatively analyze the contact patterns of three

typical motions used to design a dental prosthesis. Three typical motions

are performed on the semi-adjustable articulator: a left lateral excursion, a

right lateral excursion, and a protrusive excursion. The initial pose of each

excursion is at maximal ICP and the final pose is at an arbitrary point in the

left lateral, right lateral, and anterior direction.
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First, each excursion motion is captured with the iPhone R� application and

the real-time visualization module in ArtiSynth. Next, the captured excur-

sion from the iPhone R� application, the registered maxillary and mandibular

meshes from the intra-oral scanner, and dodecahedron virtual models created

in ArtiSynth are loaded into the kinematic simulation module in ArtiSynth.

Each recorded excursion is reproduced in ArtiSynth and the kinematic

simulation calculates the region of mesh interpenetration between the teeth at

each updated mandible pose. The kinematic simulation marks the region of

interpenetration with a 3D point as the excursion motion moves to its final

captured pose.

Once all three excursion motions have been completed and their resulting

occlusal contact simulated kinematically in ArtiSynth, we plot the trajectory

of the lower middle incisor on the sagittal, coronal, and superior planes. Ad-

ditionally, we capture an image of the contact pattern of all three excursions

at their final and initial poses. With the plotted trajectories and the contact

patterns, we perform a qualitative analysis of the trajectory that aims to de-

termine the cause for noise in the trajectory and help us to understand how

realistic the created contact patterns are.

3.11.2 Dynamic Simulation

The goal of simulating occlusal interactions dynamically (with occlusal forces)

in ArtiSynth is to determine if there is a di↵erence in the contact patterns

generated kinematically (without occlusal forces). Additionally, we aim to

demonstrate the procedure for completing dynamic tooth contact simulation

in ArtiSynth with the same iPhone R� application tracking data.
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Initially, in ArtiSynth the maxillary and mandibular tooth meshes inter-

penetrate at maximal ICP. For dynamic simulation with collision detection,

the meshes must not interpenetrate for collision detection to work correctly.

We follow the method to adjust for mesh interpenetration of Stavness et al .

[11].

Next, as per Staveness et al . [11] we use the available collision detection

tools in ArtiSynth to adjust the pose of the mandible teeth at maximal ICP.

In the pre-processing step, the collision detection simultaneously accounts

for di↵erent tooth penetration depths and minimizes the displacement of the

mandible teeth relative the maxillary teeth to produce an adjusted pose that

is as close to maximal ICP as possible before dynamic simulation.

Finally, we use the left lateral excursion motion captured from the iPhone R�

tracking application in the previous section. The initial pose of the maxillary

teeth was adjusted with the collision detection method keeping and the final

pose remained the same as in the kinematic simulation. The initial and final

poses were set in the adapted occlusal contact visualization module in Ar-

tiSynth and motion was simulated by translating the mandibular teeth from

its set initial pose at maximal ICP to its final pose. During the motion, the dy-

namic simulation calculates the reactionary forces applied to the mandibular

teeth and they slide along the surface of the maxillary teeth, varying in 6 DoF

instead of having the meshes interpenetrate as in the kinematic simulation.

Once complete, a qualitative comparison of the contact pattern result-

ing from the dynamic and kinematic simulation of occlusal contacts was per-

formed. We aimed to identify similarities and di↵erences between these two

methods used within industry, academia, and clinical situations.
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Chapter 4

Results

4.1 Benchtop Evaluation of Accuracy

The path of the 3D jaw poses were collected with the iPhone R� application and

transmitted to the real-time jaw tracking visualization module in ArtiSynth

for data recording.

Section 4.1.1 presents the means and standard deviations for the iPhone R�

application’s static accuracy at camera angles (0�, 30�, 60�) and distances (80mm,

100mm, and 120mm) when fixed to a tripod. The goal of this experiment

was to determine if the camera angle and distance had an impact on the

iPhone R� tracking application’s static accuracy and to identify what camera

angle and position yielded the best static accuracy. The static accuracy was

measured by taking the di↵erence (Xerr, Yerr, Zerr,�err, ✓err, err) between the

intra-oral scanned mandible’s registered tracking harness dodecahedron and

the iPhone R� application’s estimated pose of the registered tracking harness

dodecahedron.

Section 4.1.2 presents the means and standard deviations of the static ac-

curacy (Xerr, Yerr, Zerr,�err, ✓err, err) at camera angles (0�, 30�, 60�) and dis-

tances (80mm, 100mm, and 120mm) when the iPhone R� was held by hand.

The goal of this experiment was to evaluate if adding noise from the natural

vibrations of the hand would impact accuracy results.
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By introducing noise we can better understand how robust the iPhone R� ap-

plication is at tracking jaw motion.

Section 4.1.3 presents the linear regression models and their correspond-

ing statistical measures of 30 open-close cycles at increasing opening distances

(10, 20, 30, and 40mm). The goal of this experiment was to determine if the

iPhone R� application could repeatably and accurately track the path of the

mandible and maxilla dodecahedrons on a known arced path. The repeata-

bility was determined by the quality of linear regression fit and the dynamic

accuracy is estimated with the standard error.

4.1.1 Experiment 1

2020-11-05

Experiment 1 Result Tripod
iPhone® Static Accuracy Fixed to a Tripod 

Figure 4.1: The mean error and standard deviation pose error (static accu-
racy) of the mandible dodecahedron w.r.t. {DMax} at camera distances 80mm,
100mm, and 120mm and camera angles 0�, 30�, and 60� fixed by a tripod. The
X-axis is along the medio-lateral direction, the Y-axis is along the superior-
inferior direction, and the Z-axis is along the posterior-anterior direction.
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Figure 4.1 shows the mean (M) and standard deviation (SD) error bars of the

iPhone R� static accuracy measures (Xerr, Yerr, Zerr,�err, ✓err, err) at increas-

ing angle and distance when the iPhone R� is fixed with a tripod. The exact

values of the error bars in Figure 4.1 are reported in Tables 4.1,4.2, and 4.3.

At 80, 100, and 120mm theXerr (medio-lateral axis) increases with increas-

ing angle, the Yerr (superior-inferior axis) decreases with increasing angle, and

the Zerr (posterior-anterior axis) decreases with increasing angle. The Xerr,

Yerr, and Zerr are all under 1mm, except at a camera angle of 0� the Yerr

and Zerr is over 1mm. The angles errors (�err, ✓err, err) are < 5�at a camera

angle of 30� compared to camera angles 0� and 60� the errors are > 15�. The

first observation is that the pose error of mandible dodecahedron was heavily

impacted by angle and less by the distance. The second observation is that

the static accuracy is best at a camera angle 30� and distances of 100mm and

120mm.

Table 4.1: iPhone R� static accuracy at a camera angle of 0� (tripod).

Error 80 [mm] 100 [mm] 120 [mm]
M SD M SD M SD

Xerr 0.003 0.007 0.085 0.016 0.083 0.011
Yerr 1.466 0.007 1.364 0.009 1.372 0.014
Zerr 1.899 0.013 1.367 0.018 1.509 0.083
�err 18.294 0.296 18.343 0.390 18.987 0.452
✓err 0.255 0.034 0.617 0.050 0.732 0.068
 err 17.044 0.295 17.107 0.401 17.761 0.446

Table 4.2: iPhone R� static accuracy at a camera angle of 30� (tripod).

Error 80 [mm] 100 [mm] 120 [mm]

M SD M SD M SD

Xerr 0.814 0.011 0.379 0.019 0.275 0.016

Yerr 0.570 0.007 0.410 0.007 0.394 0.006

Zerr 0.888 0.018 0.287 0.024 0.164 0.022

�err 4.198 0.214 3.623 0.260 3.670 0.223

✓err 2.221 0.020 2.123 0.018 2.001 0.025

 err 2.446 0.234 1.932 0.265 2.034 0.226
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Table 4.3: iPhone R� static accuracy at a camera angle of 60� (tripod).

Error 80 [mm] 100 [mm] 120 [mm]

M SD M SD M SD

Xerr 0.085 0.016 0.560 0.051 0.409 0.030

Yerr 1.364 0.009 0.241 0.006 0.227 0.006

Zerr 1.367 0.018 0.706 0.018 0.653 0.010

�err 18.343 0.390 26.302 0.451 26.350 0.590

✓err 0.617 0.050 1.047 0.029 0.916 0.048

 err 17.107 0.401 21.948 0.460 22.194 0.584

4.1.2 Experiment 2

2020-11-05

Experiment 1 Result Hand
iPhone® Static Accuracy Held by Hand 

Figure 4.2: The mean error and standard deviation pose error (static accu-
racy) of the mandible dodecahedron w.r.t. {DMax} at camera distances 80mm,
100mm, and 120mm and camera angles 0�, 30�, and 60� held by a hand. The
X-axis is along the medio-lateral direction, the Y-axis is along the superior-
inferior direction, and the Z-axis is along the posterior-anterior direction.
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Figure 4.2 shows the mean (M) and standard deviation (SD) error bars of the

static accuracy measures (Xerr, Yerr, Zerr,�err, ✓err, err) at increasing angle

and distance when the iPhone R� is held by hand. The exact values of the

error bars in Figure 4.2 are reported in Tables 4.4, 4.5, and 4.6.

At 80, 100, and 120mm the (Xerr, Yerr, Zerr) did increase compared to

when the iPhone R� was fixed to the tripod. For instance the Xerr mean and

standard deviation at 30� and 100mm increased from 0.379 ± 0.019mm to

0.725±0.079mm, the Yerr increased from 0.410±0.007mm to 0.613±0.053mm,

and the Zerr increased from 0.287± 0.024mm to 0.730± 0.069mm. The mean

�err, ✓err, and  err actually decreased from (3.623, 2.123, 1.932)mm to (1.515,

1.547, 0.553)mm and the standard deviations increased from (0.260, 0.018,

0.265)mm to (0.777, 0.153, 0.553)mm. This is an expected result because

the orientation error of the mandible dodecahedron is more sensitive to the

noise created by the natural vibrations of the hand. Overall, the only really

significant di↵erence when the iPhone R� was held by the tripod and when it

was held by hand was the general increase in the means of (Xerr, Yerr, Zerr)

and a noticeable increase of the �err and  err at a camera angle of 60�.

The first observation is that the natural vibrations of holding the iPhone R�

by hand did not drastically change the impact of camera angle and distance on

static accuracy compared to when the iPhone R� was held by the tripod. The

second observation is that the added noise did not change the 30� camera angle

at distances of 100mm and 120mm from yielding the best static accuracy.
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Table 4.4: iPhone R� static accuracy at a camera angle of 0� (hand).

Error 80 [mm] 100 [mm] 120 [mm]

M SD M SD M SD

Xerr 0.139 0.013 0.104 0.024 0.161 0.019

Yerr 1.382 0.021 1.414 0.021 1.385 0.027

Zerr 1.826 0.056 1.712 0.089 1.553 0.132

�err 20.388 0.383 19.990 0.514 20.531 0.543

✓err 0.517 0.058 0.557 0.065 0.694 0.092

 err 19.186 0.380 18.783 0.518 19.355 0.554

Table 4.5: iPhone R� static accuracy at a camera angle of 30� (hand).

Error 80 [mm] 100 [mm] 120 [mm]

M SD M SD M SD

Xerr 0.783 0.055 0.725 0.079 0.419 0.107

Yerr 0.577 0.039 0.613 0.053 0.500 0.057

Zerr 0.804 0.074 0.730 0.069 0.393 0.127

�err 2.592 0.453 1.515 0.777 3.281 0.748

✓err 1.796 0.093 1.547 0.153 1.691 0.055

 err 1.092 0.425 0.553 0.486 1.813 0.718

Table 4.6: iPhone R� static accuracy at a camera angle of 60� (hand).

Error 80 [mm] 100 [mm] 120 [mm]

M SD M SD M SD

Xerr 0.104 0.024 0.750 0.140 0.690 0.064

Yerr 1.414 0.021 0.212 0.024 0.203 0.010

Zerr 1.712 0.089 0.852 0.059 0.874 0.024

�err 19.990 0.514 31.770 0.583 35.190 0.688

✓err 0.557 0.065 0.719 0.066 0.070 0.049

 err 18.783 0.518 27.367 0.566 31.115 0.661
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4.1.3 Experiment 310 mm opening

1

10 [mm] Opening

Figure 4.3: The coronal and sagittal view of the lower middle incisor trajectory
at 10mm of opening during 30 open and close cycles.

20 mm opening

1

20 [mm] Opening

Figure 4.4: The coronal and sagittal view of the lower middle incisor trajectory
at 20mm of opening during 30 open and close cycles.

30 mm opening

3

30 [mm] Opening

Figure 4.5: The coronal and sagittal view of the lower middle incisor trajectory
at 30mm of opening during 30 open and close cycles.
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40 mm opening

4

40 [mm] Opening

Figure 4.6: The coronal and sagittal view of the lower middle incisor trajectory
at 40mm of opening during 30 open and close cycles.

For 10mm of opening, the coe�cient of determination (r2) was 0.98 and 1.00

on the coronal and sagittal planes respectively (Figure 4.3). A quadratic fit

resulted in a high r2 on the coronal plane and the deviation in X (medio-

lateral) was 1.5mm. At 20mm of opening, the r2 values were 0.99 and 1.00

on the coronal and sagittal planes (Figure 4.4). The X deviation of the lower

middle incisor on the coronal plane was within 2mm. At 30mm of opening, the

coronal X deviation increased to approximately 3mm and the r2 on the coronal

plane was 0.96 and 1.00 on the sagittal plane. At 40mm of opening, (Figure

4.5) the X deviation on the coronal plane was again approximately 3mm and

from a Y range (-20mm,-40mm) the trajectory points deviate in the positive X

direction. At 40mm of opening, (Figure 4.6) the r2 values were 0.95 and 1.00

on the coronal and sagittal planes respectively. The X deviation on the coronal

plane is just over 3mm with some outliers at Y < -35mm. Additionally, there

is a significant curve shape that develops over 35mm of opening. The standard

error (SE) at 10, 20, 30, and 40mm of opening are reported in Table 4.7 below.

Table 4.7: The iPhone R� dynamic tracking accuracy (SE) at 10, 20, and 30mm
of jaw opening.

Plane 10 [mm] 20 [mm] 30 [mm] 40 [mm]

Coronal 0.6502 0.5139 2.2365 3.1518

Sagittal 0.3225 0.2870 0.6771 0.9196
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At 10mm and 20mm of opening the standard errors are 0.6502mm and

0.5139mm on the coronal plane, and 0.3225mm and 0.2870mm on the sagittal

plane. At 30mm and 40mm the standard errors are 2.2365mm and 3.1518mm

on the coronal plane, and 0.6771mm and 0.9196mm on the sagittal plane. For

all opening distances, the standard error was lower on the sagittal plane sug-

gesting better dynamic accuracy of the iPhone R� on this plane. The standard

error is < 1mm on the coronal plane at 10mm and 20mm, but > 2mm at

30mm and 40mm.

The key observation from this experiment is that the iPhone R� dynamic

tracking accuracy is approximately 1mm at 10mm and 20mm, and the accu-

racy deteriorates past 30mm of opening.

4.2 Virtual Simulation of Occlusal Interactions

Section 4.2.1 presents the contact pattern results of using the iPhone R� track-

ing application to drive the motion for the simulated left, right, and protrusive

excursions. We show the resulting mandible displacements of each excursion

Figure 4.7 and the regions of tooth contact at their initial pose (maximal ICP)

and final positions in Figures 4.8,4.9, and 4.10. We analyze the characteristics

of the mandible trajectories and use inferences about the characteristics to

help us to understand how realistic the created contact patterns are.

Section 4.2.2 presents the contact pattern trajectories of the left lateral

excursion generated with the kinematic and dynamic simulations. We compare

the initial and final pose contact patterns to determine if the presence of

occlusal contact forces in the dynamic simulation changes the result.
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4.2.1 Kinematic Simulation

2020-11-07

(Category) | (Technology)

Mandible  
Teeth

Figure 4.7: Kinematic (no occlusal forces) based excursion displacements of
the lower middle incisor from maximal ICP to, left, protrusive, and right
movement endpoints.
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2020-11-07

Left excursion
Final Position

Initial Position

11.4μm

Figure 4.8: Left lateral excursion contact patterns on the maxilla virtual teeth
at its initial pose (bottom) and final pose (top).
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2020-11-07

Right excursion

89.3μm

Final Position

Initial Position

Figure 4.9: Right lateral excursion contact patterns on the maxilla virtual
teeth at its initial pose (bottom) and its final pose (top).
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2020-11-07

Protrusive Excursion

108μm

Final Position

Initial Position

Figure 4.10: Protrusive excursion contact patterns on the maxilla virtual teeth
at its initial pose (bottom) and its final pose (top).
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The length of the left lateral excursion was approximately 4mm in the left

lateral direction, in the superior-inferior plane, 4mm lateral and inferior in the

coronal plane, approximately 4.3mm vertically, and 1.8mm posterior as show

in Figure 4.7. The displacement path has some noticeable noise in the sagit-

tal and coronal plane. The noise is considerably noticeable on the transverse

plane. The right lateral excursion shows similar results to the left lateral excur-

sion, but in the opposite direction and the final pose is 6mm medial, 4.3mm

inferior, and 1mm anterior. The most prominent noise in the displacement

plots is on the transverse plane. The protrusive excursion advances anterior

4mm and descends 5.2mm inferior, while deviating slightly medially 0.8mm

from the midline.

The locations of tooth contacts in their initial and final positions are shown

on the maxillary cast for the left, right, and protrusive excursions in Figures

4.8, 4.9, and 4.10. The points represent the centroid of the mesh interpen-

etration regions marked with a blue point. The interpenetration depth can

be measured at each contact region and reported in real-time. An example is

provided in Figures 4.8, 4.9, and 4.10. The initial pose of maximal ICP contact

patterns on the maxillary cast is almost the same indicating that the iPhone R�

tracking application was capable of repeatedly capturing this pose. The final

pose of the left lateral excursion (Figure 4.8) shows contact trajectories that

slide along the left canine in the left lateral direction. The final pose of the

right lateral excursion (Figure 4.9) shows a contact trajectory along the most

anterior incisor in the right lateral excursion. The protrusive excursion shows

a contact trajectory anteriorly on the 4 incisors with slight lateral deviation.
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The first observation from this demonstration is that the plotted trajecto-

ries of each excursion do represent realistic jaw motion. The second observation

is that the noise within the trajectories is prominent, and it may have a sig-

nificant impact on reproducing reliable contact patterns. This is most likely

due to the dynamic tracking error of the iPhone R� application.

4.2.2 Dynamic Simulation

2020-11-07

Contact resolution

Final Position

Initial Position

11.4μm

(A)

Final Position

Initial Position

(B)

11.4μm

Figure 4.11: Left lateral excursion contact pattern on the maxilla virtual teeth
at its initial pose (bottom) and its final pose (top) dynamically (B) and kine-
matically (A).
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Figure 4.11 shows the di↵erence between simulating occlusal contacts dynam-

ically (occlusal forces) in Figure 4.11B, and kinematically (no occlusal forces)

in Figure 4.11A.

The initial pose (maximal ICP) contact patterns are the same in the kine-

matic and dynamic contact simulations. The contact patterns at the final

mandible pose are very similar between the two simulation methods, with the

main di↵erence being the contact trajectory seen for example on the left ca-

nine. In the kinematic simulation, the contact trajectory is close to a straight

line, wherein the dynamic simulation some contact points deviate anterior and

posterior of the contact trajectory. The cause for this is that occlusal forces

applied to the mandibular teeth move it slightly during the excursion in the

dynamic simulation. The final pose is the same in the kinematic and dynamic

simulation indicating that the contact method did not drastically change re-

sulting from the contact pattern.

The key observation from this demonstration is that the dynamic simula-

tion of occlusal contact was able to adjust the mandible’s trajectory to take the

same path as the tracked result in the kinematic simulation while accounting

for the tooth collisions to occur along the way.
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Chapter 5

Discussion

5.1 Benchtop Evaluation Accuracy

In this section, we discuss the results from experiment 1, 2, and 3. The results

are interpreted, the cause for the error is investigated, and a recommendation

for the optimal conditions and settings for the iPhone R� tracking system is

given. Finally, we compare the optimal camera angle and distance tracking

results to other commercial and fiducial marker mandible tracking systems.

5.1.1 Experiment 1

From Figure 4.1 the rotation and translation of the mandible dodecahedron

compared to DMax

DMand
T

0
is significantly impacted by the angle of the camera.

Theoretically, if at least 3 AprilTags were detected at all three angles we would

have expected the static accuracy to be worse. This is because the iPhone R�

tracking application has trouble detecting AprilTags at sharp angles. Addi-

tionally, we would have expected the static accuracy to be worse as a function

of camera distance. At increasing angle and distance, the static accuracy did

not deteriorate. Instead, the static accuracy was best at the specific angle of

30� and distance of 100mm.

The position (Xerr, Yerr, Zerr) and rotation (�err, ✓err, err) are lowest at

30� because the camera was able to identify more AprilTags on the upper and
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lower dodecahedron compared to camera angles 0� and 60�. This trend was

also observed when then the camera was moved further away from the dodec-

ahedrons. At 100mm the most AprilTags were visible to the camera compared

to 80mm and 120mm. For example, 4 AprilTags were visible on the maxillary

dodecahedron and 5 AprilTags were visible on the mandibular dodecahedron

at 30� and 100mm. Whereas, at 30� and 80mm only 3 AprilTags were visible

on the maxillary and mandibular dodecahedrons. Another contributing factor

to the best static accuracy being at 30� and 100mm was that the iPhone R�

camera was within its optimal focus range. When the iPhone R� camera is

too close or far from the dodecahedrons the quality of the captured images is

lower and thus the detection of the AprilTags corners and centre points are

less accurate.

When the same AprilTags were not continuously detected frame to frame,

the standard deviation of the static accuracy increased because the ApriTag

detection was not stable. This is a common problem with photometrically

tracking binary fiducial markers. One way to solve this problem is to use

a multi-camera capture system to ensure that all points on a 3D model are

always visible to the camera. The downside of a multi-capture system is that

it reduces the portability and a↵ordability of the tracking system and increases

the complexity of setup. Several algorithm improvements could be made to

help address the stable tag detection issue and are discussed in Section 5.4.

5.1.2 Experiment 2

In this experiment, noise is added into the system by holding the iPhone R� at

the same angles and distances from experiment 1 (Figure 4.2). The goal was

to evaluate the impact of the noise on the iPhone R� ’s ability to predict the

pose of the mandible w.r.t. to maxilla dodecahedron. The outcome showed a

slight increase in mean and standard deviation on the static accuracy of pose
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estimation. Comparing the error when the camera was fixed to the tripod and

when it was held by hand, the Zerr at 30� and 100mm increased from 0.287±

0.024mm to 0.730±0.069mm (Table 4.2 and 4.5). This is a significant increase

in pose estimation error and suggests that the added noise did have an impact

on static accuracy. In a more realistic scenario, the iPhone R� would most likely

be fixed to a tripod when tracking a person’s jaw motion which would most

likely improve static accuracy. However, with the tracking harnesses fixed

to the maxilla and mandible, some noise would be expected from the natural

vibration of the head. This means that the static accuracy of the system would

most likely fall closer to the results when the camera was held by hand.

From the results in experiment 1 and 2, it is reasonable to claim the tracking

system is capable of achieving a static accuracy of < 1mm and < 5� error. This

holds true when at least 4 AprilTags are detected on each dodecahedron and

all 4 tags are detected frame to frame. Therefore, the recommended angle and

distance to place the iPhone R� to achieve the best static accuracy is at 30�

and 100mm.

5.1.3 Experiment 3

The results from this experiment showed that the iPhone R� jaw tracking ap-

plication is capable of collecting repeatable trajectory data at all 4 opening

distances ( 10, 20, 30, and 40mm). The linear regression of each open-close cy-

cle had a r2 > 0.95 on the coronal and sagittal planes, indicating the motions

were repeatable with 95% confidence. When increasing opening distance, more

variability began to surface. For example, from 20mm to 30mm the standard

error increased more than 4 times from 0.5139mm to 2.2365mm on the coronal

plane (Table 4.7). On the sagittal plane, the standard error more than doubled

from 0.2870mm 0.6771mm. More specifically, the region where the most vari-

ability existed was from 20mm to 30mm of opening. This variability is most
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likely caused by loss of AprilTag detection at points where the camera cannot

see them or another AprilTag is detected in that region influencing the pose

estimation. Past 30mm of opening AprilTag detection becomes stable again

because the camera can see the same AprilTags frame to frame. Therefore,

less error is observed and the pose estimation becomes more consistent.

The dynamic tracking of the iPhone R� system performs best at 10-20mm of

opening, which is within a suitable range for applications in prosthesis design.

The repeatability and error becomes di�cult to trust past 30mm of opening,

most likely due to loss of AprilTag detection frame to frame. Additionally,

during each open-close cycle, any fast movements of the mandible were dif-

ficult for the tracking system to identify and accuracy was most likely lost.

Therefore, during the open-close cycles, the operator attempted to open and

close the articulator with control to achieve stable tag detection. This is a

present limitation of the system in all experiments and should be addressed

for the tracking system to be more robust and reliable.

From the results in this experiment, it reasonable to claim that the iPhone R�

tracking application can repeatably capture motion on an arced path best from

0mm to 20mm with a standard error < 1mm on both coronal and sagittal

planes. Past 30mm of opening the dynamic tracking becomes unreliable and

the error large on both the coronal and sagittal planes.

As an aside, it should be mentioned the jaw trajectories generated in this

experiment do not represent true jaw opening biomechanics past 15-20mm

due to the limitations of the articulator. A person’s jaw ends its rotational

opening phase around 15-20mm, and past this it begins to translate and rotate

about the medio-lateral axis in the inferior direction. However, to evaluate the

repeatability of the jaw tracking system a purely rotational motion was suitable

for performing a linear regression analysis.
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5.1.4 Comparison to Other Tracking System

Mostashiri et al . [78] present a planar fiducial marker system that uses two

generic webcams fixed to a tripod and a custom dental appliance with a dif-

ferent type of binary fiducial marker called ArUco. Each tag is positioned

320mm perpendicular to each webcam. The ArUco tags had retroreflective

markers a�xed to their corners to compare tracking accuracy of their sys-

tem to the commercial motion capture system Vicon (Oxford, United King-

dom). The reported static accuracy and dynamic error of the Vicon system is

0.15± 0.025mm and < 2mm respectively [92]. Mostashiri et al . performed 10

open-close cycles and the (X, Y, Z) position deviated slightly on the order of

microns almost aligning perfectly. Therefore, demonstrating that they could

achieve sub-millimetre static accuracy and < 2mm dynamic error.

Zoss et al . [15] also used ArUco markers, but attach them to the six faces of

a 3D printed cube (similar to our dodecahedron). They fixed two cubes to the

upper and lower surfaces of the teeth with small steel posts. They capture jaw

motion with 8 Xinea CB120MG monochrome machine vision cameras capable

of 4K imagery at 24 FPS. The system reports sub-millimetre accuracy at each

node of a full mandible CT scan and mesh reconstruction over 9000 frames.

They re-target their tracking data to a virtual jaw model that is constrained

by captured motion. This means that from 30 points on each of the 4 cubes

they are capable of estimating mesh vertices on the mandible within 1mm.

The Jaw Motion Analyzer (JMA-Zebris Medizintechnik, Isny/Allgäu, Ger-

many) is specifically designed for tracking jaw motion for dentistry applica-

tions. It uses an ultrasonic method to track the pose of the mandible relative

to the maxilla and is introduced in Section 2.3. The JMA system uses large

headgear on the skull and transmitting probes on the mandible to track jaw

motion.
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It has a reported static and dynamic tracking error of less than 1mm [56], [93],

[94].

Compared to the tracking systems above, the iPhone R� tracking applica-

tion is also able to achieve a static accuracy of < 1mm and < 5�. The dynamic

standard error is < 1mm at 10mm to 20mm of the maximum opening but

does not compete past 30mm of opening. Despite poor accuracy past 30mm

of opening, the iPhone R� tracking application static and dynamic accuracy is

comparable to the other mentioned tracking systems. The iPhone R� tracking

application shows promise and we believe that it has the following advantages:

1. The iPhone R� tracking system does not require multiple cameras to achieve

sub-millimetre accuracy.

2. Other fiducial based systems require a camera calibration to determine

its intrinsics, while the iPhone R� is capable of accessing the camera in-

trinsics directly.

3. The tracking harness design can be customized to di↵erent types of oral

anatomy and the fixation method does not interfere with the teeth during

occlusion.

4. Being built on a mobile platform, the system is accessible to those that

may not be able to a↵ord expensive capture systems or do not have the

equipment to implement other tracking methods.

5. Given the mobile nature of the iPhone R� jaw motion can be captured

anywhere.

Furthermore, the tracking system is not limited to dental applications be-

cause the pose of the dodecahedron w.r.t. the iPhone R� camera is calculated

independently of mandible motion. This means that it could be used as a

proxy for tracking other objects in di↵erent tracking applications.
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5.2 Virtual Simulation of Occlusal Interactions

In this section, we discuss the resulting generated contact patterns created with

kinematic and dynamic simulation in ArtiSynth for a left, right, and protrusive

excursion. We qualitatively evaluate if the tracked jaw motion aligns with the

kinematic contact pattern results, interpret potential causes for noise in the

trajectories, and present potential limitation of kinematic simulation. Finally,

we compare the contact pattern results from the dynamic simulation with the

kinematic one of the left lateral excursion and the advantages that dynamic

simulation may have over the kinematic simulation.

5.2.1 Kinematic Simulation

The results demonstrate that it is feasible to recreate the motion (Figure 4.7)

and contact patterns (Figures 4.8, 4.9, and 4.10) of a semi-adjustable artic-

ulator virtually. The noise presented in Figure 4.7 is most likely a result of

temporal jittering. Temporal jittering is a result of intrinsic noise that comes

from the dodecahedron tracking algorithm. When fewer points are available

to the tracking algorithm more temporal jittering is present. This is a current

limitation of using the iPhone R� tracking application for kinematically simu-

lating occlusal contacts virtually because it may hinder the resulting contact

patterns. However, the resulting displacement traces did represent plausible

mandibular motion and in turn, also created plausible contact patterns for

each simulated excursion. There are methods to reduce temporal jittering and

we discuss them in Section 5.4.

The left lateral excursion (Figure 4.8) contact trajectory pattern shows

distinct canine guidance on the maxillary teeth at their final pose. Canine

guidance disengages the posterior teeth during lateral excursions. The right

lateral excursion (Figure 4.9) contact pattern does not show canine guidance.
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Instead, the posterior teeth are disengaged by the right incisors and is often

referred to as incisal guidance. In this case, the right mandibular canine has

been shaved down by the maxillary incisor allowing it to pass by it during the

right excursion without contact. In this case, if the excursion was more lateral

than anterior we would expect contact to exist on the maxillary canine. The

protrusive excursion in Figure 4.10 shows most contact on the incisors and

the left canine. From the excursion trajectories captured with the iPhone R�

application, we know that the mandibular teeth deviated slightly in the left

lateral direction. This is a likely explanation for why we see contact on the

left canine and incisors.

At maximal ICP, the contact patterns for the left, right, and protrusive

excursions are almost the same. This indicates that iPhone R� jaw tracking

application can accurately and repeatably capture maximal ICP and in turn

allow it to be visualized virtually.

The limitation of the kinematic method is that due to tracking and mea-

surement error occlusal surface of the teeth my interpenetrate too much and

contacts between the teeth will be falsely identified. This becomes a large

problem for prosthesis design because false identification of occlusal contact

could yield a poor function dental prosthesis.

5.2.2 Dynamic Simulation

The dynamic simulation identifies interpenetration between the teeth and cor-

rects the pose of the mandibular teeth by applying virtual forces to it with

ArtiSynth’s collision detection tool. E↵ectively, the dynamic simulation of oc-

clusal contacts was able to reproduce the contact patterns of the left lateral

excursion simulated kinematically. The initial pose (maximal ICP) had almost

the same contact pattern. The only di↵erence is that the dynamic simulation

detected a few more points of contact on the anterior incisors. This most likely
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was because in the kinematic simulation those contact points were too deep

and not identified. Whereas, in the dynamic simulation the mandible pose

was adjusted to correct for the deep interpenetration.

In the kinematic simulation, mandible motion is driven by the jaw motion

captured by the iPhone R� tracking application, while the dynamic simulation

only used the initial and final pose to interpolate the trajectory. The interest-

ing point here is that even though the dynamic simulation had less information

about the exact trajectory between the initial and final pose it almost produced

the same contact patterns. This suggests that the occlusal forces applied to

the mandibular teeth almost produced the same mandibular trajectory. This

of course depends on the patient specific anatomy and degree of deficit or

deformity.

From the qualitative analysis, it is di�cult to state if the dynamic simu-

lation produces better results than the kinematic simulation mainly because

the interpenetration adjustment may deviate from the true mandible trajec-

tory. However, the dynamic simulation more accurately models tooth collision

physics compared to the kinematic simulation. Additionally, the dynamic

simulation may be favoured over the kinematic simulation because only the

initial and final pose of the mandible is required for simulation. Finally, one

advantage of using the iPhone R� to determine the initial and final pose of

the mandible for dynamic simulation is that it records patient specific poses

compared to the semi-adjustable articulator.

5.3 Rehabilitation Applications

There are several applications for an iPhone R� jaw tracking application with

rehabilitation medicine. First, the motivation of this development is geared to-

wards prosthesis planning for jaw reconstruction and more generally prosthodon-

tics. The demonstration of using the jaw tracking application for kinematic
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and dynamic contact simulations shows that both methods may be feasible

to use in virtual prosthesis design. The articulator is limited in its capabil-

ity to capture complex jaw motion and does not support an environment for

integrating the system into a virtual prosthesis design workflow, whereas the

iPhone R� application does.

For example, in the case of a partial mandible restoration and fixed prosthe-

sis treatment, one could collect pre-operative tracking data with the iPhone R�

application. With this data, a virtual prosthesis could be designed and opti-

mized by simulating occlusal contact either kinematically or dynamically with

the use of ArtiSynth. The prosthesis designer would have the flexibility to

make adjustments to tooth position and orientation to refine the contact pat-

terns the prosthesis design generates virtually and thus optimize its function.

Another application of the tracking system would be for functional simula-

tion of jaw biomechanics. A growing field with the advancement of computer

graphics, processing, and machine learning investigation of the mastication

system is important in medical and neuromuscular control research. Software

packages such as ArtiSynth have been used to demonstrate the capability of

simulating the jaw musculoskeletal system with success. The simulations have

even been able to incorporate the contributions of the tongue and skin soft

tissue on oral function [95]–[97]. One method for reproducing dynamic chew-

ing motion involves motion capture, and the iPhone R� tracking application

provides an a↵ordable alternative to more expensive motion capture systems.

This is valuable because it may enable some to investigate and implement

function jaw biomechanical modelling when motion capture systems are not

always considered fundamental equipment. Functional simulation of chewing,

swallowing, and speech is the direction that surgical design and simulation is

headed.
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Therefore, an accurate and a↵ordable jaw tracking system is a valuable con-

tribution to the field and may encourage further research.

Since the tracking system is mobile, this brings forth an interesting oppor-

tunity for home monitoring of chewing, swallowing, and speech rehabilitation

progress. A scenario could be envisioned where a clinician could work with

a patient on specific exercises that would help them regain chewing capabil-

ity. Exercises could be monitored remotely and real-time feedback provided

to patients. The application of home monitoring is of interest to the rehabil-

itation community because quantitative measures of improved function may

help increase patient self confidence and motivation, impact lifestyle choices,

and may positively influence quality of life [98]–[100].

Extending past jaw reconstruction and oral rehabilitation applications, the

tracking system also could be used as an a↵ordable AR and Virtual Reality

(VR) application for tracking real world objects by attaching the dodecahedron

to them. The all in one nature of the iPhone R� application may provide a quick

method of evaluating tracking applications without complicated setup. Mobile

phone AR and tracking applications are emerging quickly, some applications

include, writing and drawing in 2D and 3D [13], human body positioning [101],

and even image based dietary assessment [102]. We feel that the iPhone R�

tracking application is a valuable contribution to AR and VR research because

of its ability to accurately track the complex motion of the mandible as well

other aspects of the anatomy.
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5.4 Limitations and Future Work

We structure the limitations and suggestions for future work in order of impor-

tance based on what we believe will improve the performance and robustness

of the jaw tracking application. Implementing these suggestions for future

would take the iPhone R� one step closer to being used clinically for functional

assessment a dental prosthesis.

Bad Tag Detection

During tracking, there often is noise introduced into the system that will result

in tags to flicker at high frequency. This impacts the accuracy of the tracking

system and should be addressed to improve the reliability of the system. One

approach would be to sample previous frames and detect which ones are de-

tected the most frequently to remove flickering AprilTags. Another approach

would be to measure the Euclidean distance of each AprilTag centre point to

its corresponding corner points. With this measure, points that are too close

to each other could be excluded from the pose estimation algorithm.

The other instance when poor detection directly impacts the stability and

accuracy of tracking is when the AprilTag detection algorithm estimates the

incorrect direction of the Z-axis relative to the camera. This is an issue with

fiducial tag detection and pose estimation [75], [85]. Essentially, an optical

illusion is presented where the camera cannot determine the correct orientation

of the tag. If this happens, the detected corner points will not correspond

with their 3D points and generate an error in the pose estimation. One know

method for solving this ambiguity problem is the use of an RGB-D or depth

camera to correctly determine the orientation of the Z-axis [103]. Another

method is to use a multi-capture system so that the tag can be seen from two

preservatives and the case where the Z-axis is aligned with the 3D model can

be selected.
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Finally, loss of tag detection during fast movements of the object being

tracked is a limitation of the current tracking system and should be addressed

to extend its application. The most notable algorithm used to solve this prob-

lem is called Lucas-Kanade optical flow. It estimates the position of key points

in an image frame by calculating the velocity of the points from previous frames

[104]. This algorithm is common in computer vision applications and it should

be noted that VISP provides software and examples to help implement the

concept [14].

Dodecahedron Calibration

The tracking system does not include any calibration steps which impacts the

performance of the iPhone R� tracking application. The tracking algorithm is

adapted from Wu et al . [13] and they do include a dodecahedron calibration

to account for error of placing the fiducial markers on each face of the do-

decahedron. This improved the accuracy of the tracking substantially. The

calibration requires several images captured from the camera to perform a

bundle adjustment procedure.

Given a set of measured image feature locations and corresponding 3D

world features, the goal of a bundle adjustment is to find the 3D point positions

and camera parameters that minimize the reprojection error similar to the

pose estimation in Section 3.8. The di↵erence is that there is more data and

a better determination of the dodecahedron pose can be calculated. Once

calculated, the pose of one AprilTag is fixed, and the rest of the AprilTags

on the dodecahedron are adjusted until the error between the dodecahedron

pose and each AprilTag is as small as possible. The bundle adjustment would

update the positions of the AprilTags on the 3D model to account for 3D

printer and AprilTag placement error.
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Dense Pose Refinement

The dodecahedron pose detection algorithm works well by solving the PnP

problem. However, there is a visible temporal jitter that exists when the pose of

the mandible is visualized in ArtiSynth. A method for removing this temporal

jitter, is to use the dense information or gray scale values of the observed

AprilTags. The gray scale values of the AprilTag collected by the camera

could be compared to their expected values on the 3D model. For example,

a set of 100 points could be sampled on the 3D model to get their position

relative the the dodecahedron Jxi along with their associated colors ci. With

the 3D points Jxi in the jaw frame {J} and the corresponding projected points

on the image plane {IC}, a non-linear least squares problem is formulated as:

Er(
C
Jt
T) =

X

i

���ci � IC

⇣
Proj

⇣
C
Jt
T̂ · Jxi

⌘⌘���
2

2
(5.1)

where Proj (·) represents the camera projection of the jaw frame {J} points

onto the image plane via the prospective project camera model. The dodecahe-

dron pose then could be refined by minimizing the di↵erence between grayscale

values with the initial pose estimation C
Jt
T̂ from Section 3.8. This method has

been shown to remove most jitter from the pose estimation and would improve

the stability of tracking [13], [15].

Utilizing Mobile Phone Resources

Ideally, to get the best estimation of the AprilTag corners and centre points

the resolution of the camera should be at its highest performance settings. In

this case, the iPhone R� X is capable of 4K resolution at 30 FPS. Unfortunately,

due to the processing power required for AprilTag detection, and solving the

pose estimation problem, the CPU cannot meet these demands. The iPhone R�

did produce very accurate results at 4K resolution, but it could only capture

at about 4 FPS with an AprilTag decimation of 4. This is not feasible for
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tracking jaw motion because the frame rate is too slow and the camera would

not be able to capture the fast motions of the mandible.

To improve the capture precision it is recommended that the capture frames

are cropped to the target to reduce the search region and detection time. Once

the initial pose of the dodecahedron is estimated, its position on the image

plane could be calculated and then the incoming frames cropped to narrow

the search region for AprilTag detection. Once detected, the pose could then

be estimated by solving the PnP problem and rendered onto the iPhone R�

screen.

The second recommendation to increase speed is to do image pre-processing

on the iPhone R� Graphics Processing Unit (GPU) instead of the CPU. Image

processing on the GPU would significantly speed up the frame rate because it

is faster at doing processes such as grayscale conversion, image segmentation,

gradient calculation, and rendering. Image processing on the GPU is faster

because image data is represented as a texture that contains points and lines

that the GPU can apply mathematical operations to simultaneously instead

of pixel by pixel like the CPU.

The last recommendation is to use the TrueDepth R� , camera to get a

better estimation of the AprilTag corner and centre distance from the cam-

era. The TrueDepth R� camera can only be enabled in an ARFaceTracking

configuration and was not used for tag detection. Theoretically possible, the

TrueDepth R� camera was not used because an issue was faced with correctly

processing the frame data into the correct format required by VISP.

Tracking Harness Registration

The tracking harness registration is important for the tracking algorithm to

approximate the pose of the dodecahedrons. Therefore, the tracking harness

must be securely fixed to the mandible and maxilla to get the best results.
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An improvement that could be made would be to use of the iPhone’s R� face

tracking technology and a CT scan of the skull and mandible. With this data,

a relationship between the skull and the dodecahedrons could be made and

the position and orientation of the dodecahedrons adjusted on the 3D model

to more closely align with 3D printed tracking harness.
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Chapter 6

Conclusion

In this thesis, the development of a mobile jaw tracking application is pre-

sented to track the 6 DoF position and orientation of the mandible w.r.t. the

maxilla. In Chapter 1 the motivation for the development of the mobile track-

ing system is identified and its application contextualized with the e↵ort to

change the prosthesis planning workflow to become more digital. In Chapter 2,

the state-of-the-art in the restoration of chewing function after head and neck

cancer is reviewed, the use articulators in restorative dentistry are reviewed,

mandibular motion tracking systems reviewed, and techniques for computation

modelling and simulation of occlusal dynamics reviewed. Next, in Chapter 3

the specifics of the jaw tracking application development are described, the

method for evaluating the static accuracy and dynamic repeatability are de-

fined, and the method used for demonstrating how the jaw tracking application

can be used to simulation occlusal interactions kinematically (without forces)

and dynamically (with forces). Chapter 4 presents the results of the static

accuracy, dynamic repeatability, and the contact patterns of three mandible

tooth excursions. Finally, Chapter 5 interprets the results of the static and

dynamic analysis and of how the dynamic simulation results could be used for

virtual prosthesis design. Rehabilitation applications are discussed and the

limitations of the system are identified with recommendations for future work
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and improvements to the iPhone application. The key contributions of this

thesis are:

• We developed an accurate and low cost mobile mandibular jaw track-

ing application that has the potential to reliably achieve sub-millimetre

tracking accuracy.

• We developed an all in one 6 DoF tracking application that does not

require specialized equipment or expertise to record mandibular motion.

• We developed a real-time mandibular tracking visualization application

that can accept mandible trajectory information over a local WiFi net-

work from the iPhone R� application.

• We developed a low cost, 3D printed, and patient specific mandible and

maxilla tracking harness for tracking mandible pose.

• We demonstrated that the iPhone R� tracking application can be used to

recreate realistic occlusal contacts kinematically and dynamically.

The work in this thesis presents the first developments of a mobile smart-

phone application for tracking mandibular motion that can achieve sub-millimetre

accuracy at a camera angle of 30�. The mobile smartphone tracking application

addresses the issue of recording patient specific mandibular motion and has

the potential to be used by a broader population. In addition, the iPhone R�

application was able to be used for driving kinematic and dynamic simulation

of occlusal interactions virtually. There are still limitations to overcome; (1)

optimization of mobile phone resources, (2) implementation of a dodecahedron

calibration, (3) improvement of tracking harness registration, (4) reduction of

temporal jittering, (5) and identification of bad AprilTag detection. In the fu-

ture, the hope of this development is that it continues and careful assessment
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of how the iPhone R� tracking application and virtual occlusal contact simula-

tion could best assist prosthesis design and potentially more broadly and in

other domains within medicine and rehabilitative science.
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review of methods development. part i,” Stomatologija, vol. 7, no. 3,
pp. 67–71, 2005. 17

[66] P. Tsolka and H. Preiskel, “Kinesiographic and electromyographic as-
sessment of the e↵ects of occlusal adjustment therapy on craniomandibu-
lar disorders by a double-blind method,” The Journal of prosthetic den-
tistry, vol. 69, no. 1, pp. 85–92, 1993. 17

[67] E. Kazazoglu, M. R. Heath, A. M. Ferman, and G. A. Davis, “Recording
mandibular movement: Technical and clinical limitations of the sirog-
nathograph.,” Journal of orofacial pain, vol. 8, no. 2, 1994. 17

[68] C. Chen, C. Lin, Y. Chen, S. Hong, and T. Lu, “A method for measuring
three-dimensional mandibular kinematics in vivo using single-plane flu-
oroscopy,” Dentomaxillofacial Radiology, vol. 42, no. 1, pp. 95 958 184–
95 958 184, 2013. 17

[69] P. Howell, S. Ellis, C. Johnson, I. Watson, and I. Klineberg, “The
recording and analysis of emg and jaw tracking. ii. reproducibility of
jaw tracking,” Journal of Oral Rehabilitation, vol. 20, no. 1, pp. 33–43,
1993. 18

95

https://doi.org/10.3233/978-1-60750-938-7-65


[70] H. Kato and M. Billinghurst, “Marker tracking and hmd calibration for
a video-based augmented reality conferencing system,” in Proceedings
2nd IEEE and ACM International Workshop on Augmented Reality
(IWAR’99), IEEE, 1999, pp. 85–94. 18

[71] M. Fiala, “Artag, a fiducial marker system using digital techniques,”
in 2005 IEEE Computer Society Conference on Computer Vision and
Pattern Recognition (CVPR’05), IEEE, vol. 2, 2005, pp. 590–596. 18

[72] H. Lim and Y. S. Lee, “Real-time single camera slam using fiducial
markers,” in 2009 ICCAS-SICE, IEEE, 2009, pp. 177–182. 18
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Appendix A

Raw Pose and Angle Error
Distribution Results
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A.1 Experiment 1

Figure A.1: Pose estimation error distribution at 80mm and 0� (tripod).
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Figure A.2: Pose estimation error distribution at 80mm and 30� (tripod).
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Figure A.3: Pose estimation error distribution at 80mm and 60� (tripod).
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Figure A.4: Pose estimation error distribution at 100mm and 0� (tripod).
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Figure A.5: Pose estimation error distribution at 100mm and 30� (tripod).
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Figure A.6: Pose estimation error distribution at 100mm and 60� (tripod).
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Figure A.7: Pose estimation error distribution at 120mm and 0� (tripod).
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Figure A.8: Pose estimation error distribution at 120mm and 30� (tripod).
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Figure A.9: Pose estimation error distribution at 120mm and 60� (tripod).
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A.2 Experiment 2

Figure A.10: Pose estimation error distribution at 80mm and 0� (hand).
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Figure A.11: Pose estimation error distribution at 80mm and 30� (hand).
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Figure A.12: Pose estimation error distribution at 80mm and 60� (hand).
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Figure A.13: Pose estimation error distribution at 100mm and 0� (hand).

113



Figure A.14: Pose estimation error distribution at 100mm and 30� (hand).
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Figure A.15: Pose estimation error distribution at 100mm and 60� (hand).
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Figure A.16: Pose estimation error distribution at 1200mm and 0� (hand).
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Figure A.17: Pose estimation error distribution at 120mm and 30� (hand).
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Figure A.18: Pose estimation error distribution at 120mm and 60� (hand).
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Appendix B

Relevant Head & Neck
Anatomy

This appendix provides an overview of relative head and neck anatomy for

the contents of this thesis and we use Netter: Atlas of Human Anatomy, 5th

edition for reference [105].

B.1 Jaw

In humans, the jaw consists of a pair of bones that define the framework of

the oral cavity containing teeth, a movable lower jaw (mandible) and fixed,

relative to the skull, upper jaw (maxilla). The jaws function by moving in

opposition to one another and are used for biting, chewing, speaking, and

swallowing. The lower set of teeth are secured to the mandible and the upper

set of teeth are secured to the maxilla via the periodontal ligament.

To move the lower and upper jaw in opposition to one another four muscles

groups connect the maxilla and cranium to the mandible. These muscles in-

clude; the masseter, temporalis, medial pterygoid, and lateral pterygoid which

are grouped in pairs on either side of the skull. They work in combination

with each other to move the mandible in the medio-lateral, posterior-anterior,

and superior-inferior directions.
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Figure B.1: The mandible articulates with the maxilla through the TMJ. The
TMJ is stabilized by a capsule of ligaments and can rotate and translate in 6
DoF once the mandibular condyle leaves the squamous part of the temporal
bone. To avoid grinding of bones fibrocartilage articulating disc separates
mandibular condyle and squamous part of the temporal bone, it changes shape
to accommodate for the sliding nature of the joint. The temporalis, masseter,
and pterygoid are of the major muscle groups that move the mandible when
contracted and relaxed.

B.2 Hyoid

The hyoid is a U-shaped bone with an anterior body, posterior lesser horns,

and greater horns. The hyoid is located at the root of the tongue, anterior to

the third cervical vertebra, and between the mandible and the thyroid cartilage

of the larynx. The hyoid serves as an attachment point for mastication and

tongue muscles. It helps increase the range of the tongue, pharyngeal and

laryngeal movements to facilitate speech, chewing, and swallowing.

Figure B.2: Hyoid bone anatomy from the anterosuperior view. Adapted from
[105].
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B.3 Mastication Muscles

The mastication muscles provide the forces required to move the mandible

and facilitate chewing. The four major muscles groups are, the masseter,

temporalis, medial pterygoid, and lateral pterygoid. The secondary muscles

associated with mastication are the geniohyoid, mylohyoid, and the digastricus

which is located inferior to the mandible.

The detailed lists of the muscles that follow can be left out since these

details are not crucial to the present thesis. Ideally, you should include every-

thing that a computer scientist would need to know about jaw function and

mastication to be able to follow the thesis (key concepts and definitions). The

images are excellent and communicate the necessary structures.

B.3.1 Primary Mastication Muscles

• Masseter: The main masticatory muscle that actuates mandibular el-

evation, protrusion, and lateral movements. The insertion area is at the

inferior border of the anterior part of the zygomatic arch and its origin

is on the mandibular ramus.

• Temporalis: The temporalis elevates and retrudes the mandible and

assists the pterygoid muscle during lateral motions. Its origin is on the

inferior temporal line and its insertion on the coronoid process of the

mandible.

• Lateral Pterygoid: The lateral pterygoid depresses and protrudes the

mandible and moves it laterally. It also consists of a superior and infe-

rior head originating from the infratemporal crest on the sphenoid bone

and its insertion is on the pterygoid fovea on the condylar neck of the

mandible.
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Figure B.3: Point to point representation of mastication muscle anatomy.
However, in reality, they are constructed of muscle fibres and surrounded by
tissue. The mastication muscles can be separated into jaw elevators and de-
pressors. The jaw depressor group includes the left and right anterior digas-
tricus, geniohyoid, and the superior and inferior mylohyoid. The jaw elevator
group includes, the left and right anterior and posterior temporalis, left and
right superficial and deep masseter, and left and right medial pterygoid and
lateral pterygoid.

• Medial Pterygoid: The medial pterygoid elevates, protrudes and ac-

tuates lateral excursions of the mandible. This muscle has a deep and

superficial head that originates from the medial surface of the pterygoid
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plate. Its insertion is on the pterygoid tubercles on the surface of the

mandibular ramus.

B.3.2 Secondary Mastication Muscles

• Geniohyoid: The geniohyoid is a paired muscle that is part of the

suprahyoid muscle group of the neck. It originates on the inferior men-

tal spine and its insertion is on the body of the hyoid bone. Its main

function is to control movement on the floor of the oral cavity facilitating

swallowing, speech, and mastication.

• Mylohyoid: The mylohyoid is also part of the suprahyoid muscle ground.

It originates on the mylohyoid line of the mandible and inserts on the

mylohyoid raphe on the body of the hyoid. It facilitates speech and deg-

lutition by elevating the floor of the mouth and depressing the mandible.

• Digastricus: The digastricus is the other key muscle in the suprahyoid

muscle group. It originates from the anterior belly of the fossa on the

mandible and the posterior belly of the mastoid notch of the temporal

bone. Its insertion is at the body of the hyoid bone. The digastricus

depresses the mandible and elevates the hyoid bone during chewing and

swallowing.

B.4 Temporomandibular Joint

The TMJ is the joint between the mandible and the temporal bone of the

cranium, its function is to articulate motion between the maxilla and the

mandible. Each TMJ contains two joint spaces that are separated by fibrocar-

tilage articular discs. The TMJ consists of articulations between the surfaces

the mandibular fossa, the squamous part of the temporal bone, and the head

of the mandible. The TMJ is a compound joint that is capable of hinge type
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and sliding motion making it one of the most complex joints in the human

body.

From a biomechanical perspective, the motion of the mandible can be de-

scribed to take place within the R6. There are many methods and devices

used within restorative dentistry that attempt to represent the TMJ and its

complexity [106]. Fundamentally, the ideal goal is to have a patient specific

model that includes the spatial relationship between the mandible and the

maxilla, the position of the maximum intercuspation between the teeth, and

a representative model of occlusal dynamics constrained by their contact and

the TMJ. These key aspects help in diagnosis and treatment planning from

small crowns to large jaw reconstructions.

B.5 Dentition

The dentition is at the core of human chewing function because its main func-

tion is the grind and emulsify food. The upper dental arch is part of the

premaxilla while the lower dental arch is which is fused on the midline of the

mandible in humans. The shape of the dental arch is generally semi-circular

but can vary somewhat from males and females. The upper and lower dentition

is usually described by the upper (maxilla) and lower (mandible) quadrants

and right and left respectively. In a full dentition, these quadrants house 32

teeth and the teeth are separated by each quadrant into groups of 8. Each

group of teeth have a specific function for mastication. There are four di↵er-

ent types of teeth, the molars, the incisors, the canines, and the wisdom teeth.

Their general function within the mastication system are listed below:

• Incisors: There are 8 incisors within the oral cavity and they are lo-

cated at the anterior part of the mandible and maxilla dentition and are

separated at the midline of the mandible. They are used to bite and cut
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food that needs to be torn or broken down before it is ground down.

• Canines: There are 4 canines in the oral cavity and are the sharpest

teeth humans have. There are two on the maxillary arch and two on the

mandibular arch. They are used to tear and pierce food apart.

• Molars: There are 16 molars in the oral cavity and are separated into

premolar and molars. There are 8 on the left and right side of the

maxillary and mandibular arch. They are located posterior of the canines

and are the most anterior teeth that humans have. The function of the

molars is to grind and break down food so that it is small enough to

swallow.

• Wisdom teeth: Adults can anywhere from 0 to 4 wisdom teeth. They

are technically the third type of molar and were used by human ancestors

as additional grinding teeth. Typically they erupt in people’s teens and

twenties and are removed because they create complications within the

oral cavity and are not essential for mastication in humans today.

The teeth are composed of four dental tissues, enamel, dentin, cementum,

and pulp. The enamel, dentin, and cementum are all hard tissue while the

pulp is soft tissue. Enamel cover the tooth and interfaces with food, dentin is

the hard tissue underneath the enamel, cementum covers the root, and pulp

is the chamber inside the tooth that houses nerves and blood vessels. The

periodontal ligament is the sensory information component of the tooth and

separates the alveolar bone (jawbone) from the cementum. It supports the

teeth, guides tooth eruption, and creates a feedback loop to send force infor-

mation to the brain so that bite force and mastication can be controlled. This

feedback is lost with reconstructive surgery, thus increasing the importance of

having well planned restoration that takes into account well distributed forces
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Figure B.4: Occlusal view of a permanent dentition. The upper arch and the
lower arch. Adapted from [105].

on a dental prosthesis during mastication to minimize premature prosthetic

breakdown.

B.6 Occlusion

Occlusion simply means the contact between the opposing jaws that exists

when the teeth are together. The teeth can occlude in many positions, but

when the teeth are making the most contact with each other it is referred to

as maximum intercuspation. Occlusion is measured at maximum intercuspa-

tion when a person is clenching their teeth together. The exact position of
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Figure B.5: Molar tooth located within the gingiva and periodontal ligament.
Adapted from [105].

maximum intercuspation is di↵erent, subjective and specific to a person. This

position is important because it defines the spatial relationship between the

mandible and the maxilla in the superior-inferior, anterior-posterior and lat-

eral direction. It is the only jaw posture that can be reproduced because it is

constrained by the intercuspation of the teeth and is essential for the assess-

ment of mastication and design of a dental prosthesis [107]. In the case of a

partial dentition, it becomes more di�cult to define this posture and requires

the use of a measuring tool, known as a facebow, to record the spatial relation-

ship between the maxilla and the mandible. During mastication, occlusion can

be defined as dynamic and the teeth become dampers when they are grinding

together. This is the core of mastication and dental prosthesis design [108].

Clinicians recreate this condition to evaluate how the teeth interact when they

are moving laterally and in the anterior-posterior direction. They can trace
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the contact that the teeth make and investigate how di↵erent jaw motions

impact the function of chewing.

B.7 Mandibular Kinematics

In this section, we briefly discuss the mandibular motion and use it as a frame-

work to describe mandibular positions and limits. The motion of the mandible

is constrained by the TMJ and actuated by the forces that the masticatory

muscles apply to the mandible to rotate and translate it. In 1952 Ulf Pos-

selt proposed a method to describe the border movements of the mandible

the maxilla called Posselt’s envelope of motion. Posselt discovered the move-

ments of the mandible in sagittal and horizontal planes were characteristic of

an individual but varied person to person. Regardless, the border movement

paths were reproducible for each individual [109] making it a good method

to describe mandibular movements. The envelope creates a 3D boundary by

tracking the position of the lower ICP. Figure B.6 illustrates the envelope in

the sagittal, frontal, and horizontal planes.

The envelope can be characterized regarding the posture and positions de-

fined in Table B.1. The main postural positions of the mandible are centric

relation, maximum intercuspation, rest position, and retruded contact posi-

tion.

• Centric relation is controversial in medicine and dentistry today and

is an evolving topic. It has become confusing because its definition has

changed several times over the past and no consensus has been reached

on its definition [110]. However, generally, most agree that it is a spatial

relationship, clinically determined between the maxilla and the mandible

[111]. The discrepancy in its definition is that most definitions are based

on the positioning of the condyles and it is extremely di�cult to accu-
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Figure B.6: The sagittal, frontal, and horizontal view of Posselet’s envelope of
motion.

rately determine their position.

• Maximum intercuspation is the jaw posture whereby the teeth of the

maxillary and mandibular arch are clenched together and intertwined.

• Rest position is the jaw posture that is determined with no muscle

activation and the force of gravity. Typically this position creates a

2-3mm space in the incisor canine region.

The mandible is typically capable of opening 50-60mm, moving laterally

10-12mm, protruding 8-10mm, and retruding 1mm. The highest point of the

Posselt’s envelop in the sagittal plane is maximum ICP. When the mandible

is retruded to its maximum position it reaches the RCP which is the most

posterior point in the sagittal plane. During the initial phase of opening the

mandible purely rotates and opens 20-25mm to point H. As the mandible

continues to open to point O it reaches a maximum opening of 50-60mm which

is mostly a translational movement. From here, the mandible closes along the
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Point acronym Description

ICP Intercuspal position

RCP Retruded contact position

P Mandible rest position

Pr Maximum protrusion

H Maximal mandibular opening with condyle heads in
retruded position

L Maximal mandibular left lateral position

R Maximal mandibular right lateral position

O Maximum mandibular opening with complete
anterior-inferior translation of condyle heads

Table B.1: Description of the Posselt’s mandibular positions and border move-
ments. Adapted from [112][113].

anterior border of Posselt’s envelope to its most protruded position (Pr). The

mandible protrudes with tooth contact back to the ICP and relaxes at the rest

position P.

On the frontal plane at maximum ICP, the teeth maintain occlusal con-

tact and the mandible can move to its maximum left lateral position (L). On

opening the mandible moves to point O or maximum opening in the centre.

Next, upon closing the mandible moves to a maximum right lateral position

(R) and can slide left, back to maximum ICP.

On the horizontal at maximum ICP, the teeth maintain occlusal contact

and the mandible can be retruded to maximum RCP. Moving to the right the

mandible moves to the maximum right lateral position (R). Moving forward to

point Pr the mandible moves forward to its most protrusive position. Moving

left to point L the mandible moves to its most left lateral position, and finally

can slide back to its maximum ICP.
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Appendix C

Position and Orientation
Representation

This appendix defines the notation used for rigid body transformation in

this thesis and follows the standard notation in Chapter 2 of Introduction

to Robotics: Mechanics and Control, 3/E [114].

C.1 Description of Position

The description of the position and orientation of a non-deformable rigid body

can be contained within the definition of a coordinate reference frame of a more

simple frame. Once a coordinate system of frame {A} is established the 3D

position of any point can be defined by a 3⇥ 1 position vector

AP =

2

4
Px

Py

Pz

3

5 . (C.1)

The components of this vector are the Cartesian coordinates of the point

AP w.r.t. to frame {A}. A translation is a displacement, and in the case of a

rigid body, a translation represents all points on a body from an initial position

to a final position. It should be noted that a rigid body can have points that

are not physically attached to it but are defined to be rigidly attached to its

coordinate frame, such as the virtual dodecahedrons used in this work. The

position of a rigid body can also be defined by a vector APBORG that originates
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from another coordinate system {B} and locates the origin of the bodies own

origin or frame {A} as illustrated in Figure C.1.

2020-11-03

Appendix C

Figure C.1: Locating an object in position and orientation.

C.2 Orientation and Rotation

There are several ways that the orientation and rotation of a rigid body can

be expressed. This section defines the 3 ⇥ 3 rotation matrix and the Z-Y-Z

Euler angle representation of rigid body orientation.

C.2.1 Rotation Matrices

The orientation of a coordinate frame {B} relative to {A} can be determined

by expressing the principle axis unit vector
h
X̂B ŶB ẐB

i
in terms of the basis

vector
h
X̂A ŶA ẐA

i
for frame {A}. Multiplying this forms a 3 ⇥ 3 matrix

known as the rotation matrix

A

B
R =

h
AX̂B

AŶB
AẐB

i
=

2

4
X̂B · X̂A ŶB · X̂A ẐB · X̂A

X̂B · ŶA ŶB · ŶA ẐB · ŶA

X̂B · ẐA ŶB · ẐA ẐB · ẐA

3

5 . (C.2)

Since the vectors of each frames principle axis is a unit vector, their dot
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product is the cosine of the angle between them and are often referred to as

direction cosines. A rotation of frame {A} about the principle axis ẐB through

an angle ✓ is

RZ(✓) =

2

4
cos ✓ � sin ✓ 0
sin ✓ cos ✓ 0
0 0 1

3

5

while the same rotation about the ŶB axis is

RY (✓) =

2

4
cos ✓ 0 sin ✓
0 1 0

� sin ✓ 0 cos ✓

3

5

and about the X̂B axis is

RX(✓) =

2

4
1 0 0
0 cos ✓ � sin ✓
0 sin ✓ cos ✓

3

5

The rotation matrix A

B
R contains 9 elements, but only 3 parameters are re-

quired to define the orientation of a body in space. Since the principle unit

vectors of{A} are written in terms of {B} and the description of frame {B}

relative to frame {A}, is given by the transpose

B

A
R = A

B
RT . (C.3)

This suggests that the inverse of a rotation matrix is equal to its transpose.

To verify, the transpose of A

B
RT multiplied by A

B
R should equal the identity

matrix I3 and in fact, it does as shown below

A

B
RT A

B
R =

2

64

AX̂
T

B

AŶ
T

B

AẐ
T

B

3

75
h
AX̂B

AŶB
AẐB

i
= I3 (C.4)

Therefore,

A

B
R = B

A
R�1 = B

A
RT . (C.5)

133



C.2.2 Euler Angles

For a minimal representation, the orientation of a coordinate frame {B} rela-

tive to {A} can be denoted as a vector of 3 angles [�, ✓, ]. These angles are

known as Euler angles where each angle represents a rotation about a prin-

cipal axis to define a specific orientation. The rotations required to reach an

orientation can be achieved with di↵erent combinations of rotation matrices.

In this work, the Z-Y-Z Euler angle representation is used and other represen-

tations such as X-Y-Z and Z-Y-X can be found in Chapter 2 of Introduction

to Robotics: Mechanics and Control, 3/E [114].

For Z-Y-Z Euler angles the description of frame {B} is assuming that the

frames are coincident with {A}, first rotate around ẐB about an angle �,

followed by a rotation around the current Ŷ 0
B about an angle ✓, and then

finally rotate about the current Ẑ”
B about an angle  . The equivalent rotation

matrix is

A

B
R

Z Y
0
Z

00 (�, ✓, ) = RZ(�) RY
00 (✓) R

Z
00 ( ) (C.6)

=

2

4
c�c✓c � s�s �c�c✓s � s�c c�s✓
s�c✓c + c�s �s�c✓s + c�c s�s✓

�s✓c s✓s c✓

3

5 .

To extract the angle vector [�, ✓, ] from the rotation matrix

A

B
R = A

B
R

Z Y
0
Z

00 (�, ✓, ) =

2

4
r11 r12 r13
r21 r22 r23
r31 r32 r33

3

5 (C.7)

if sin ✓ 6= 0, it then follows that

✓ = Atan 2
⇣p

r231 + r232, r33
⌘

� = Atan 2 (r23/s✓, r13/s✓)
 = Atan 2 (r32/s✓,�r31/s✓) .

(C.8)

In the case where ✓ = 0 or 180�, the solution breaks down and only the sum or

di↵erence of � and  can be computed. One possible convention is to choose
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� = 0 and if ✓ = 0, then

� = 0.0

✓ = 0.0

 = Atan 2 (�r12, r11) .

(C.9)

if ✓ = 180�, then

� = 180.0

✓ = 0.0

 = Atan 2 (r12,�r11) .

(C.10)

C.3 Homogeneous Transformations

To describe the complete position and orientation of rigid body coordinate

frame {B} w.r.t. {A}, the 3 ⇥ 3 rotation matrix A

B
R and 3 ⇥ 1 translation

vector APBORG into a 4⇥ 4 homogeneous transformation matrix

A

B
T =


A

B
R APBORG

0 0 0 1

�
. (C.11)

For this thesis, the 4⇥4 homogeneous transformation can be regarded as a

construction used to compute a rotation and translation of a rigid body with

a single matrix form. This compact representation of the rotation and trans-

lation is incredibly convenient and is used as an arithmetic tool to compound

coordinate frames together.

For example in Figure C.2 we have CP and wish to find AP .
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Appendix C

Figure C.2: Compounding frames with the use of the homogenous matrix.

Assuming frame {C}, {B}, and {A} are known relative to one another we

can transform CP into frame {A} as,

AP = A

B
T B

C
T CP, (C.12)

where

A

C
T = A

B
T B

C
T. (C.13)

Expressed in an homogeneous transformation matrix,

A

C
T =


A

B
R B

C
R A

B
R BPCORG + APBORG

0 0 0 1

�
(C.14)

and

AP = A

C
T CP. (C.15)
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