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: | Abstract

Monitoring the  human electroéastrogrém using
'tra;scutanéous electrodes 1Is preférable to in sltﬁv
techniques for a yariety of reasons, not the 1least of
thch is patient ,domfortn .Unfortunately, the signél
detected at the surface of the abdomen suffers from
distortion from several sources. This distortgon can
change the shape of the waveform or bury it in nolse, thus

obscuring the medical information known to be contained in

the "relative slopes of the rising and falling edges.

Through the proper applicaﬁlon of a digital adaptive

filter, the =electrogastrogram can be reconstructed in

v

sufficlent ﬂetafl to obtain the necessary information.

¢

The filter chosen for this task is a least mean-

squared error (LMS) adaptive filter similar'to the type

~

first published by Bernard Widrow in 1960. ‘This filter is

based on an itéra&ixg‘ algorithm that learns the
T

characteristics of the inpuf\signal and sSuppresses the
noise' while passing the signal components, Since ‘the

filter. acts to remove additive noise, signal components

will not be affected by the s&ppression of noide

components at the same frequencies. Random nolise as well
as signals generated by the heart, lungs, duodenum, and

other organs are removed from the electrogastrogranm.



8

-

A software ‘pacﬁgge' written %n the C p-.gramming
language for IBM-AT and IBM~XT Pers%nal Computers provides
the cipability of filtering patient records that have been
sﬁored in computer data files.  The waveform ,obtalned

using this software can be displayed graphically, and

e

stored In another file for archival purposes.
ISR ‘}iu"

Several improvements iﬁ‘f?ﬁx&?application- g"ﬁmﬁhe

adaptive ' filter to off=~line signal processf{,x'

developed,

/kv?

vi
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1. Introduction . .

The electrogastrogram (EGG) has been shown to 'convey‘

useful medical information about the health of the human

3

*stomach [1]. ,Of particular interest are the frequencies

qQf the signal components, as well as the relative slopes

of the rising and falling edges of the waveforn, whichf

indicate whethef the contractions of "the s&tomach are
travelling {in -the oral orl gbéﬁal‘:direcpigns. It is
possible to monitor this sigﬁéi'by §1ac1ng elecﬁrodes ‘15
the vicinity of the source (fég*it&i;he‘skqmaéh), but this
ﬁrocedure suffers from two'diség§éﬁfages‘£. f1fst,\ it is
udcomfortable for the patfeﬁt;j‘éka sééénd,"in some éases
thed insertion of electrodes  méy‘n6£ be possible for

3
medical reasons. !

»

Monitoring the EGG wusing electrodeé placed on the

skin over the abdomen has two advantages over 1in situ

R
D |
o R

ledure i{s non=

précedures. First,'tﬁis transcutaneous pr
Vinvasive, éo there- is no discomfort to the patient.
Second, there 1s né blockage of the patLent's tﬁroat.
Since the comfort of the patient is of brimary concern,
the surface recovery technique {s preferable to procedures
using internal electrodes.

P

The. signal obtained‘uéing transcutaneous electrodes

consists of a sum of signals generated by a variety of

sources. Included in this potpourri are signals generated

by organs such as the heart (thi electrocardiogram or

i



ECG), 'lungs, duodenum, and stomach, as well as notfse
generated by patient movement, Aelectromagnetic
interference, and the data acquisition process. Some of

these“signals, the electnocardiogram and 60 Hertz hum for

Oy ‘i)}‘ *
ently high frequency that they can -

g N

example, are of sUfTiﬁw

R

be suppressed Uslng simplé low pass filters. The
acquisition process uséd‘bo obtain the patient records
typlcally samples the signal at 2.0 Heﬁtz (120 cycles per
~minute or cpm), and then passes the sig%al through a low-
pass'filter with a cutoff (3 dB) frequngy of 30 cpm. As
aiéesult, only components in the range from dc (0 cpm) to
"30 cpm are normally pregent with significant power 1n' t he
reéords.- |
However, enough extraneous signais remain }n this.
range of frequencies to complicate the task of isolating
the EGG waveform, Fig. 1-1 shows an aetual transcutaneous
signal i; the Tfequency domain., THe graph {3 an "average"
magniﬁude spectrum, which means that the fast Fourler
ﬁransfdrm (FFT) of "each 256 samples *is comp 4 and the
power at each dlscrete frgﬁuency> is. accumul ed. The
final total in each bin is averaged over thé umber of
FFT's that are compuied. This technique 1s wuseful for
detecting the peaks in a signal since the-averaging tends
to reduce tﬁe ﬁagnitude of random fluctuations {n the
signal while emphasizing the periodic comp0qents.

The grébh shows that the patient record contains a

. X
significant amount of random noise. The patient's ECG
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signal was probably quitesgtrong during {Qe"acquISIEIOd
process, because significant power lies in the viciﬁity-or
LW
55 cpm (even after low-pass filtering). A strong slignal
1s also present at about 20 cpm, and is probably due to
respirapion. The largest .peak 1in the spectrum s at
2.%125 cpm, and is caused by the fundamental -frequency
component of the EGG. The first and second harmonics of
. ‘

the EGG are just buried in the background.noise; and 1lie
at approximatély 5.6 and 7.4 cpm, respectively.

This example {llustrates the difflcui%;es involved in
filtering the EGG recovered using | transcutaneous

electrodes,. The required filter must remove the following

components f

al ﬁhé.strong resgiration and ECG signals;' and the
noise at frequencies greater than about 15 cpm;

b) the noise at those.frequencies that lie between
the harmonics of the EQG; and |

c) the»ngise prepent at frequencles coinciding with
the fundamental and hdarmonic frequencies of the EGG.

The first requiqement could be met using an ord{nary
low—pass filter. Aequirement b) would require a bank of
high Q band-pass fiiters, which suffer from prbplems such
, : j
as ringing  and #evere phase distortion. This would
introduce differedk'phése shifts into each harmonic of the
EGG, and hence the waveshape would be changed. This would

cause the medical information carried in the shape of the

waveform would be altered in Some unknown way, and the



filtered signal would be useless. Tne final requirement,
howeverﬂ can not be met by tradiﬁional filters, whicﬁ
perrorﬁ the filtering operation by suppressing a part of
the frequency spectrum and do not éimgly remove _additTve
noise,

Another coﬁsideration is that the fupdamental
frequency ‘of a blological signal 1is ggenerally | not
constant. A bank of band-pass filters with .suffictent“
Bandwidth to pass the entire range of frequencies at which
the components of the EGG might, appear would also pass a

significant amount of noise. Such a systenm would

therefore be incapable‘of satisfying requirements b) and
o :

N

. -
~

c). ¢

-

'In . order for the non-invasive ) transcﬁtaneous
technique to Dbe useful, it is necessary tolimplement a
filter which: will‘ attenuate the pfeviously meﬁtioned
1nterferencé5"while not agding any significant distortion
to the actual'gastric waveform. -
Some  researchers have attempted to recover the
transcutaneous electrogastrogram using a phase~locked-1loop
(PLL) [2,3]. The results obtained using this method are
superior to those yieldedbby fixed digital filters, but
the . publications have dealt only with the reéovery of the
fundamental frequency component of the signal. There
would seem to be a éerious disadvantage in using PLL's to

reconstruct an EGG waveform, because this task requires

the recovery of the relative amplitudes and relative phase



\,o

shifts of the harmonic components of the signal. ‘The PLL
1s capable of tracking a signal componentHwith a time
varying'frequency, .but the device does not allow for the
direct recovery of the amplitude of the inbut signal [4].
Therefore, it does not seem likely that PLL's would be the
best choice for reconstructing a transcutaneous EGG.

A better methed of recovering the can??e EGG has been
published by Kentie et al [5,6]. This technique, which is
the first published application of adaptive flltering to
the EGG, provides significantly better noise suppression
than the PLL method. However, the filter was not testgd
on the human EGG, and again the research was conce&ngd
only with recovery of the fundamehtal.frequency compon%ﬂt
6f the signal. In addition, the published results were
obtaiﬁed using thremely clean signals that did not
require.the special features of an adapflve filter.

These researchers also made {:ﬁV claims 1In thelr
publicatigﬁ\“gpat 'were based upon incorrect assumptlons.
Both of these errors tend to feduce the effectiveness of
the adaptivé filter. Fir‘st,. they clalim that a high (50th)
order filter 1is ﬁécessary to satisfy tﬁe sampling t%éorem@
but there séemé to be no basis for making this statement.
As will be shown in Chapter 2, the tracking error of the
adaptive :filter i3 diaectly proportional to the order of

the filter. Therefore, it is imperative that the order of

the filter be kept as low as possible while satisfying the



other constralnts dictqtgd by the theory of adaptive
filtering.

P The other erroneous assumbtion 1s that the output of
the adaptive filter will become zero after convergence,
In reality, the output of the filter as It Is configured
In this application will become a minimum, but will never
become zero uniess the EGG signal 1;—.1denfically' zero.
‘This fact i1s proven théoreticaily in Chapter 2. This
assumptlion led Kentie et al to disable the;adaptatlon‘ of
the fliiter after a finite'number of 1iterations, which
means that the automapic signal tracking capability of the
adaptive filter was lost. If the fundamental frequency of
the EGG was to drift after the adaptation was stoppéd, or
1f the characteristicsﬂof the interferences distorting the
waveform were to change, the System would become usg}eés.

A technique which represents a sign;ficant
improvement over the Kentie method has been developed that
will allow for the recovery of the fundamental frequency
component of the human EGG as well as several, harmonics.
The adaptive filter described in -this document will
operate satisfactorily on very noisy signals, is of low
order, and operates In a continuously adaptive mode which
allows 1t to automatically track any drift in frequehcy
and- compensate for any changég In the nature of the
distortion present in the transcutaneous signal. Since

t he EGG can be recovered non-invasively with



transcutaneous electrodes, all of the advantages of the

surface~recovery procedure are retaimed.




2. Adaptive Filtering Theory

2.1, The Adaptive Filter

The theory behind adaptive filtering has been
reasonably well developed in the literature. Much of the
information has been published by Bernard‘w1d50w [7~131,
and the development in this chapter generally follows his
publications.

The general form of the adaptive filﬁen {3 shown in
Fig. 2~1, There are two inputs : Xx 1s the actual I1input
slgna;; andld is a training or reference input called the
"desired response." Signal y 1is the output of the
adaptive system W(z). The error signal z 1s formed as the
difference between d and y

z = d - (2.1)

K k Yk
where the subscript k denotes the sample index. Thus, the

érror is zero when dk - yk, or when the output of the

\

adaptive system 18 equal to thé training sighalT‘ In
.practice, this is difficult to achieve because the desired
response {3 usually not avallable,. (If 1t was, the filter
would probably not be necessary in the first place.)
Therefore, the application of this type of filter depends
uan the availabili}y of a suitable training signal.

The block labelled W(z) is shown in more detall in
Fig. 2-2. This configuration s nothing more than a
simple transversal filter.! The coefficients of W(z) are

given the symbol w, and aré assumed to be constant to
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simpl{fy the theoretical development (thls has no eaeffecot
on the generality of the results), From Fig. 2-2, the

output yk of the transversal filter |s glven by

IJ

- 2.2
yk L wlxk')‘l { )

1=0

or {in matrix-vector notation

y -‘!Tgk -~ X W (2.3

k Sk

where the lInput and coefficlient vectors are gliven by

- 2.
Xy SRR SR o Xt ! (2.4)
T
W= lwyow, LPYREE A (2.5)

and L {s the number of untt delays Iin. the transversal
filter.

Substituting (2.3) into (2.1) ylelds

T T
= - - - - - (

2, =d, -y, =d - WX =d - XHW (2.6)
which 1s linear {n W. Squaring both sides of (2.6), we
get

2 2 .7 T T
2z, = d * WX X W - 2dXW (2.7

Equation (2.7) expresses the instantaneous squared error
zi as a function of the input vector Zk' t he céerfioient
vector W, and the training signal dk'
Assuming that Zk’ dk and Ik are statistically
stattonary, we can write the mean of (2.7) as
E(z0) = ECaS] + WELX, X IW - 26(a, x| I (2.8)
where E[n] denotes the statistical mean of n. To simplify

the notation, the following definitions are made

T
R - E[X, X ] (2.9)

12



- . . ’

P = E[d X ] .. (2.10)

R oo B . . . R

The terms pff the main diagonal in R are the c¢ross-~

‘csrrelations of the components of the input vector Ik’

while the terms on the main diagonal are the mean squares

¢

of\ the Input signal components at the sampling instamgs

kK,K=1,...0k~L. The elements of P . are the cross-
correlations of the training signal dk and the elemeﬁts of
the 1nbut vector zk‘

substituting (2:9) and (2.10) into (2.8), we have

E[ZEJ = E[di; + WIRW - 2P W o(2.11)
| / - - - :

ot

_which 1is an expression for the mean-squared error in the

“filter. of Fig. 2-1, This expression is qUadratid with,

respect tolthe coefficient vector W. It can be shownv[13]
that  the error. surface deseribed by (2.11) is a
hyperpéraboloid.with a single, gnique minimum. Thereforé,
with the chofce of a suitable set of [ilte: coefficients
W

’
'aﬁ\wopximal (Wiener) solution where the mean-squared error

s ~.

i

Wwill be minimized.

:‘WHen the gninimum mean—squared error has, been reached,

the gradient of (2.71) will be zero
2 -
BE[zk]

oS

V 5 d—mmm—e « 2RW - 2P = 0 (2.12)

which yields the coefficient weight vector

W =R P ) (2.13)

it -1is theoretically possible to operate the filter at

13
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* R B .
where W denot”sithe welght vector solution of (2.12) that

minimizes - the fiean-squared error given by (2.11),

Theoretically, (2.13) can, be used to directly compute-the

o
%9
&

optimal filter ﬁéolutlonhfor any input signals d landn X

-

However, this approach {s impractical for three reasons.

g

First, R and P may be large matrices, so the computatlions
in (2.9) and (2.10) may be very tlme4bonsum1ngp Second,
(2.13) requires 1¢ computation of 5~1, which {s also a

lengthy task for a 1large matrix. Finally, {n many

filtering applications the 1nput'éignals are not known a.

priori, in which case the computations of (2.9) and.(Z.IO)
and hence (2.13) are 1impossible. Therefore, to take
advantage of thé filter configuration of Fig. 2-1 {t s
necessary to emplay som; sor; of algorithm to attempt to
converge Lterétively to tHe obtimal (Wiener) solution !*
from some initial coefficlient vector Wo-

To accomplish this, the transversal fllter of Fig.

2-2 can be replaced an "adaptive linear combiner"™ (ALC) of

the type shown in Fig. 2-3 [10]. The ALC is in fact a-

type of trarnsversal filter, However, in this case the

14

. filter coefficients are , variables, and are updated .

fteratively at each sampling Instant by an adaptive

algerithm. The variable coefficients !k are referred to
as - "adaptive filter welghts™ or simply "wgights" to
distinguish them from the more common constant

coefficients W.

Fiﬁally, it 1s 1interesting to examine the <c¢cross-
- ¢
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correlation of the érror signal zk

after the adaptive filter has converged to the
. * . ! .
solution W . Multiplying - both sides of the
equation (2.6) by ZkRyields
2 Xy = X 7 Xy
Taking the mean of (2.14), we get
. ) T '
Elz, X, ] .= ECd X 1 - E[X X W
- P - BW,

where use has been made of the definittons (2

*

\',!»‘4' ;
(2.10). When Efzklk] is minimized, W = W .= R

k

(2.15) becomes

_— *
Egzklk] = P - RW
- P - RR P
=P -0
= 0
Therefore, after convergence the error signal
(ideally) uncorrelated with the Input vector X,r
In practice, the minimum of the error sur
usually not preclsely reached for reasons that,
q 9 .
described in a laterﬁ@?ction. However, the wel
approach the minimum, and hence we can expect t

.cross%correlation in (2.15) will be small.

2.,2. The Adaptive Noise Canceller

A slight modification in the way the adaptive

inputs are defined KPGSU1tS in an extremely

conf'iguration called

and the {hput vector zk

~‘obt,lmal

scalar

(2.14)

(2.16)

face is
wiltl be
ghts do

hat t he

filter

useful

the Adaptive Noise Canceller (ANC)

16
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[(10)." This filter, which is shown in Fig. 2-U, uses a -

desired response d consisting of some signal s and

additive. noise n, which 18 uncorrelated with s

d
d = s + n, - ‘(2.17)
The input signal x consists of nx, an estimate of nd
x = n, : (2.18)
We assume that s is uncorrelated with nx, and that nd and

nx are highly correlated. The ALC modifies nx to produce
an output ny

= n (2.19)
which 1s subtracted from d to produce the error signal z.

'This configuratlion differs from the original Widrow

adaptive filter 1in that there I3 noise present at the

desired response input. In this case, the filter will

attempt to minimiie E[zi] by adjusting ny to cancel the
slgnal dsgiven by (2.17). The result of this will be that

the noise ny will cancel n and the signal appearing at

d ’
will be a least mean=squared error estimate of 3.

To show this, we substitute (2.17) and (2.19) into

p———

(2.1) and get : 4

= 3 + (nd - ny) ' (2.20)

The development of the previous section indicates that the
méén—squared error is . the parameter of {nterest.

Therefore, we square both sides of (2.20) to obtain
2 2 2 :
z° = 8 o+ (nd, ny) + 23(nd - ny) (2.21)

Taking the mean of (2.21), we geb



B[22] = E[s°] + E[(n, - n )] + 2E[s(n, -~ n )] (2.22)
d y d y
Since we have assumed that s is uncorrelated with both nd
and o (2.22) reduces to - : L
2 .
E[z%] - E[s°] + E0(n, =~ n)°] (2.23)

which {3 another expression for the error surface of

(2.11), The minimum of this surface {s the point at which
%

the mean-squared error 1Is minimized. Theﬁe agé three

signal  components in the right—-hand side of. (2.23), but

only one (ny) is uqder the control of the filter. 1In

attempting to minimize Etzz] the adaptive filtér can not

affect elther s or nd since they are Input signal
components. The minimum of (2.23) is therefore
2 ' 2 : 2
= ing —
Elz Inin E[s™] + “[(”d ny) ]min (2.24)

This result means that, by minimizing the total output
power, the ANC will minimize the output noise power.
Therefore, the adaptive filter of Fig. 2-4 can recover
the slignal s b}:minimizing the mean~squared difference
between tﬁe nolée signals nd-and nyﬁ The resulting output

signal z will be a least mean-squared error estimate of s,

It {3 lmportant to note that no mention has been made

of bandwidth or cutoff frequencies on obtaining (2.24). .

The adaptive filter works to eliminate additive noise; and

i

can remove nolse components without affectiﬁg any slgnal’

component at'the same frequency as the noise.
Equation (2.20) also reveals another Interesting
aspect of the behavior of the ANC. If the exact same

signal is applied to Soth the d and x inputs, the output z

19
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goes to zero. In other words, the ANC will "shut off" if

1

1t can not decrease the output power.

2.3. The Adaptive EGG Filter
. The first application of an adaptive filter to) the
EGG was published by Kentie et al in 1981, The filter
configuration 1s shown in Fig. 2-5, and i3 seen to be an
ANC of the type shown In Fig. 2-4, The problem of
obtaining a suitable input signal x has been solved by
passing the EGG signal through a fixed band-reject filter
H(z). The EGG is also appiiéd directly to the desired
response input d. Afper removing the fundamental
frequency component of the EGG using H{(z), the signal
applied to the x Input consists (1deaily) of only the
noise components present in the EGG. In reality, of
course, there will be harmonics of the EGG as well as a
(reduced) fundamental component at the output of H(z). 1In

-addition, a portion of the original noise will also be
removed by H(z). The adaptive filter will still operate
according to (2.23), however,

Employing the band-reject filter H(z) neatly
eliminates the problem of deriving appropriate inputs for
the adaptive filher. However, H(z) also limits two of the .
adaptive fllter's valuable properties : application with.
no a pr;ori information, and automatic signal tracking.
The former 1s nullified because the approximate frequency

of the fundamental component of the EGG must be known to



design H(z). The latter becomes a pr(biém if the
fundamental frequency of the EGG moves out of the
rejection band'of H(z). However, the nature of the EGG

is well enough understood to allow the use of the f{ilter
of Fig. 2~-5 with great success, as‘iong as tachygastrlia
does not occdr.

Since the shape of the EGG waveform {s of interest,
the fi{lter used by Kentie must be modified to allow for
the recovery of several harmonics as well as ' the
fundamental frequency component. This is accomplished
quite simply by replaciné H(z) by a cascade of band reject

filters H(z) = H1(Z)H2(z)...Hh(z), where the filter with

theé subscript h removes to the harmonic at h times the

fundamental frequency »f the EGG. Each signal component

removed by the filter bank will appear in the output
signal z. The composite waveform thus obtalned will be a
least meag-squared error estimate of the significant part
of the actual EGG. -

In Chépter 1, it was stated that a bank of digital
filters 1is unsuitable for recovery of the EGG, but the
filter of Fig. 2-5 employs such a*baak to derive the x
input signal. However,‘ the filters H(z) employed by the
author are of low order and narrow bandwidth, so ringlng

/

and phase distortion are insignificant. The ALC will

develop a transfer function that suppresses the signal

components present at the x input, and will also partially

_correct for .the magnitude and phase distortion caused by

22



the fixed digltal filters aé long as the distortion Is
samall. Therefore, {f the filters H(z) are designed such
that the slignal components of the EGG 1lle ;ithin the
appropriate rejection bands, the signal appearing at the
output will be unaffected by the distortion introduced by

H(z).

2.4, The LMS Algorithm

There are se.~ral adaptive algorithms that have been
used for uptdar nx the weight vector !k' Among these are
algorithms pased on the method of steepest deaient and
Newton's méthodu

For t he case of the quadratic performance surface
glven by J@é11), the algorithm based on Newton's me}hod

1 N - W - 2RV, O (2:29)

is particularly appealing because it always converges to
the optimal solution in one iteration [13]! While tﬁis is
an extremely appealing feature at first glance, the
practical performance of a system operating under this
algorithm ié limited by two factors. FirstF the
perforﬁance surface is usually non-stationasry. A
stationary performance surface would require that (2.25)
be evaluated only once. . In practical situations, « the
wetghts must be continuously updated. The second problem
with this technique is that {t is computationally complex.

As (2.25) indicates, a matrix inversion and knowledge of

the EXACT grédient of the performance surface are required

23



at each 1teration. The inversion i@ a tlme—éonsumlng
operation, but more serious {s the raét that the gradient

is not wusually. known. Therefore, the gradient must be
estimated, and the ‘convergeﬁée time of the algorithm
suffers.

The method of steepesﬁ descent does not attempt to
converge in one step. Instead, it proceeds in the
direction g{ven by’the negative of the gradient from some
initial positidn !O to thg unique minimum given by !*

Ek+l = !k + u(~Vk) (2.26)

For thevquadratic performance surface, this equation can
be solved using the gradient glven by (2.12) to ytield

| .!kﬁ = (I - ZuE)!k + 2uRW (2.27)

This equatlon {involves a matrix inversion to ¢compute W,

and contains a set of cross-coupied gquagions (in general,

R is not a diagonal matrix.) Again, 1f the performance

surface 1s stationary the matrix {nversion {3 required

only once. However, in practical situations this equattion

’ *
requires the computation of R and W at each fteration.

The problems associated with these <computations have
already been discussed in Section 2.1.

In 1960, Widrow and Hoff proposed an extremely simple
recursive: algorithm to update the adaptive filter weights
!k that operates according to (2.24). The algorithm has

become known as the Widrow-Hoff Least-Mean-Squares (LMS)

algorithm, and the class of filters of the type shown |n

24



Fig. 2-1 which operate according to this algorlithm are
known as LMS adaptive rilters_[S].

The LMS algorithm ls baséd on the method of 3steepest
descent, and obeys (2.26). 1t differs from that technique
{in that it estimates the gradient of the performance
surface. From (2.,11), the MSE at time k {3 given by

E(z.] - E[d ] + WRN - 2P'¥W N CIREE
For the LMS algorithm, this equation 1s apﬂrOximated by
2 2

E[zk] Sz (2.28)
The validity of this assumption s demonstrated tn [8] and

{13]. The gradient estimate becomes [13]

2
azk 3Zk
Vk . e = 2zk de - m —Ezklk (2 ?9}
oW, L

Using thls estimate, (2.26) becomes
]

W o= W+ 20z X (2.30)

-k + -k ~k

-

where u is a constant that determines the stablility and
convergence rate of the algorithm, and {s known as the
"convergence factor" or the "convergence parameter".
Widrow has shown [8,13] that th& LMS algorithm will
coqverge {if the following conditions are met
4
0 ¢ p € ~=-=-~~ (2.31)
tr{R]
where tr[R] {s the trace of the matrix R in (259), and 1s

given by

25



tr[R] = I «x (2.32)

The convergence time (in {terations or samples) of the [ M3
algorithm {3 approximately “
{L+V)
T ‘ e (2.33)
bytr(R]

Another Important parameter {3 what Widrow R23 named

the "misadjustment™ of the algorithm. The misadjustment M

is defined as the "excess" mean-squared error dlvided by

the minimum mean-squared error glven by (2.,24), and is
approximated by | -

. M Z u trlR] S (2.3W)
.and is expressed as a dimensionless percentage [8,13].

To apply an LMS adaptlive filter, (2.33) and (2.34)
can be used to determine an approximate value of u if
'tr[B] {3 known. In many cases, however, the adaptive
filter i{s applied because {ts abllity to learn the inpug
signal eliminates the need for a prior{ information (which
1s required to compute tr[g]). Thus, (2.33) and (2.34)
are used only i1 off~1line applications, and the selection
kof u for rea£~time filtering 13 reduced to a ktrial and
errbr'ﬁrocedure. .

Finally, it 1s  {mportant to note that extensive

-

comparisons of the three algorithms mentioned {n this

section have Dbeen made. For the quadratic performance

26



Gy
response), .and the adaptive filter tralning curve can be.
. . .- . B [}

e

~
sﬁrface, the LMS algorithm has, been shown in several
publications td converge much faster than either Newton's

method or the metkhod of steepest descent. (These results
S :

"

are discussed 1in\[13].) While the exact difference  in

performance depends on séveralifactors, the LMS algorithm

typically converges at a rate that can easily be hundreds

\ . ’ Q
or thousands of times faster than the otuner two algorithms

when gragient ésfimagion is employed. wﬁen this faq}uis
coupled wifh the computational simpliqity of~(2.30),'1}\13
cleaf»that the LMS algorithm.is far~suberior to the? gther
two techniques in apﬁligations that require an ANC}of the

@

typq shown 1in ﬁig. 2=-1.

Y

2.5. Adaptive Filter Implementation

‘The LMS adaptive EGG filter described in Section 2.3

is ahe.paft‘of a muiti1purpose signiluprocessing package

“called ADF that has been developed by the author for . use

on IBM=XT and IBM~-AT Personal Computers. The package also

contains routines vthat' perfbrm fixed (non-adaptive)..

»

digital filtering, test signal geheration, and disk file
7 > : N , Ny

transfer . operations for reading and writing data files.

" Graphs. of time domain signals, frequency domain magnitude

and phase spectra, cbrrelation functlions, filter transfer

functions (including both the magnitude and  phase

‘plotted eifher on the computer display'or on a Hewle&t



)
Papkard HPT7225B plqtter. ALl of‘thf results containedAin
this document have been obtained Qsing this package. U
The various functions are‘grouped into logical ﬁenus,

and are in . most cases accessed with a single keystroke.

Th% entire ADF package 1s intended to Dbe user~friendly
while retaining maximum flexibility.  As a resulg, the
software Is not limited to use in studying the appy#€ation

’

of the adaptive filter to pr‘océésing~ the human
electrogastrogram, but can be uséd with virtually any type
of input data: | & .
All vof‘ the patlént recoﬁds that have Dbeen, ¢$ed to
,demonstrate the adaptive filter were acquired Sy B. 0.
Familoni during pfeparatfon‘of his-dqcto;ai thesis (1],
and are storéd in computer data files. To analyze and

process these records, the ADE software package reads a

finite, user—-selectable numbe;«of samples directly 1{into

the computer's Random Access Memory (RAM), All filtering

operations are then performed "in memory", resulting in
high—spéed data - ~eg8sing.

Each of the i.ur signals (d',‘x' Y and ;) assocliated
with the adaptive filter of Fig. 3-5 arel‘Storéd in a
unlque doub1e~precisidn'array. This alibws.each“signal to
be 'ekaﬁined graphically, and aiso prov?%esxthe ‘operator
‘with t he capaﬁility of peﬁforming various tests gnd then
comparing the réeults. The computer can also save. the
-value of any one 9f the adaptive filter's weights in

another 'storage array during the flltering operation, and

«

28
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the rqsdltiﬁg "weight training curve™ can be q;spiayed
graphically. Tﬁis feature 1is 1nva1uab1e\1nbana1yzing the"
ﬁenfarmaAce.of the adaptive fllter.

All of the parameters (the number of welghts, the
convergence parameter wu, ahd'the definitlon of‘the input
signals d ‘and x) thatvdetermihe the performance of the‘
adaptive filter are under the con;rol of the J;perator.
Therefore, Ehe filter can be operated in any mbde, and can
be used to process yiftuaLly'any type of.data. ’

The software can also calculate '‘an estimate of the
maximum value éf u that will guarantee convergenée using
(2.31). A dgfault value.of W, which is equal to ten
perceht of fhis méximum, i's used' by the adaptive filte?ing
routlne If .no wvalle lé sﬁecified .by the user. This
defaultv s wusually a good starting point foﬁ 'filtering
signals with Ano a prior;f;nformation. Examination of a
plot vof the welght traiﬁing curves Qill reveal ghether

this value of u is too large or too small since the time

constant T £ given by (2.33) is .inversely proportional to

MS
y and the misadjustmeﬁ} M given by (2.34) 1is directly
pro§ortiona1 td'% :

One importantﬁkaspect, of an adaptive filtering
brocedure is the trade~off between fast convergénce and
small trag%ing error. Reducing the adaptive .t constant
by Increasing p will caQse a phoportional ingrease in the

misadjustmgq&,uwh}ch‘pboduces a nolsier ou(put siénal. Oon,

the other hand, minimizing the misadju&&mgnt‘will result

-
o @
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\ .
\ - .
in A l'arge time constant. Since the output of the filter

{s usually useful only after the filter has converged; a
small time constant is dgsirable.

To allow for both a fast convergence rate and small
tracking error, . the input signal can be filtered using
two (or more) passes. On thé first pass, the welghts are
trained using a large value of u.' The output signal is
discarded. On - the second (final) pass, u Is glven a
smaller value to reduce the misa@justment. However, since
the welght vect®r 1s alreaﬁy close to the optimal solution
!*, t he ﬁime constant requirements are not of any concern.
The output signal obtained on the secondvpass will be the
best LMS approximation' that thé adaptive . filter> can

produce. ADF saves the welght lues after filterlng s

completed to subﬁdrt, this’ method_ of filteriné. The
' %,

A

results presented in Chapter 5 of this document were all
obtained using this technique.

Unfortunately, extension  of the multLple—péés
filtering method to an Qq~lihe system would be difficult
because -of the need for a priori inforqation in
determining the best values.of u in each ypass. ‘However,
for off-line filtering, this method provides the best
means of recovering the'EGG'from the signal obtalned using

transcutaneous electrodes.

30



3. Waveshape Analysis
3.1. Effect of Signal Parameters on Waveshape
1t {s well known that all periodic functions can be
represented mathematically as the sum of an .infinite
nﬁmber of harmonically related sine and cosine waves [14],

Therefore, a perfodic signal with any arblitrary waveshape

can be formed by adding together an infinite number of

sine- and cosine waves., Such a sum.{s called a Fourler
series, Of course, infinite sums are only' useful in

:
adbstract mathematics. For éngineering applications, an

infinite sum can be approximated to a hiéh degree of
accuracy with a finite number of terms.

Any sine (or cosine) wave is compietely "defined by
Specifying thrée parameters:Atﬁe amplitude,zfrequency, and
phase. In a composite waveform, all three parametehs must
~be known for each c;mponent in order for the waveform to
be defined.' If Jjust _one.parameter of one component
changes, the shape ‘ of' the waveform can change
significantly. To i{llustrate ‘this fact, consider the

composite waveform of Fig. 3-1. This signal consists of

two sinusoids (fundamental plus one harmonic) with the

Frequency (cpm) Amplitude (mVpp) Phase (degrees)
3.75 100 0
7.50 50 90

%able 3-1: Signal Parameters for Figf 3-1

.,
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H
parameters shown in Table 3-1. If we now change the phase

of the harmonic by 1800, we obtain the signal of Fig. 3-2.
Comparison of the Two graphs clearly shows the drastic
change 1In the shape‘of the waveform, a change cauéed by
changing *only one parameter of one component of the
waveform,

In medical applications,: there can Se no degree of
uncertainty in the interpretation of rqgults obtalned from
patient records. Therefore, in order to properly recover
the , EGG wusing transcutaneous electrodes {t is of the
utmost importance that the parameters Qf the éignal
components are not altered by the filtering proéess
because the shape.Of thé waveform of interest.

KA

3.2. FFT Analysis of Signal Paramete;s

.'The fast Fourier transform (FFT) is an ‘extremely
useful tool for analyzing the components of a periodic
waveform [15]. Thé FFT provides both magnltude and phase
information about a signal, and hence it 1s ideal for the
study 6f signal parameters. However, practical FFT's must
be bomputed using a finite number of samples. This means
that the signal under cdnsideration must be analyzed in
sections or windows. All f the spectra in this document
have been obtained using 256'point FFT's which have been
prezwindowed using the' half cycle sine function [15].

Since it 1s the EGG waveshape that is of interest,

N

the FFT can be used to examine the signal after flltering

I
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to vdetermine how successful the fllter was iIn recovering
the signal without distorting the waveshape, The spectra
computed using the FFT will report the magnitude and phase
of each component of the waveform. Theée parameters can
be compared with the corresponding parameters éf the input
signal. Any signlficant deviations in one or more of thé
parameters will indiéate that the shape of the EGG
waveform might have been changed by the filtering
operation, and hence the results obtained from the signal
will be of questionable value.

However, this type of comparitive'analysis is nbt
trivial. The results returned by the FFT-are iIncomplete in
the sense that they do not always precisely define the
actual signal. Instead, they describe only that portion
of the signal which lies within the 256 sample window of
the transforma%ion. The asgumption her; i1s that the
signallwithin the window repeats itself with a périodicity
of 256 samples both before and after the window under

-

.consideration.n In practice, this is rarely the case: and

hence the spectra generated wusing the FFT nmust be

interpreted with care,

3.3. Limitations of FFT Analysis
\ - v

There 1s a condition which must be satisfied If a
signal 1s to be completely defined by the FFT. It

concerns the frequencies of the components that make up

the signal, and affects both the magnitude and phase

35



spectra reported by the FFT in a single window.

There i3 'a‘set of discrete frequencles assocliated
with any FFT, and thé spectrum returned by the FFT def{nes
the magnitude and phase a} each frequency in the set;
This set of frequencies is generated hy the following

equation

where fs is-the sampling frequency and N is the number of

 points in the»wFFT. These frequenclies are usually referred

to as "bins"™ in the signal processing literature. For

example, in an 256 point FFT with a sampling frequency of

120 cpm, the frequencies In cpm are given by

120 * 1§ .
f, o= =====o- - 0.46875 * i (3.2)
’ 256
Any sinusoim that exists at one of ‘these discrete
frequencies will fall éxactly into one of the bins, and

héﬁce its magnitude and phase will be accurqﬁely'reported
by . the FFT. ‘ However, any sinusoid at a Fééquency not
included in.this'set will not be accurately defined by the
FFT because it falls between two of the bins. This means
that  the magnréude and phase of the main 1lobe of  the
sinusoid are not reported by the FFT due to the discrete

nature  of the "spectral information generated by t he

transformation. Instead, thé FFT will report magnitudes

and phase ahgles in the two adjacent bins that are some

\ :
£, = T L A T (3.1)
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fraction of the actual maln-lobe values.

To Illustrate this pofnt, constder the FFT of a

simple aYne wave , The signal 13 shown {n the time domatln
in Fig. 3-%, and the magnttude and phase apectra returned
by the FFT are plotted in Figs. 3-4 and 3-5. (For each

FFT presented fn this document, only a portion of the
phase spectrum {s shown. Any spectral component with a
magni tude less than some arblitrary level has fts phaae

angle set to zero,. This level {3 usually set to 51 of the

magnli tude of _the largest spectral component . This

technique ¥ up the phase spectrum by fgnoring the
B ' :
‘&gfslgnificant signal components, and {9
L v

v
phase anglesg

necessary the FFT returns a phase angle even for
bins in which the magnitude (s zero.) The parametoers of
the sine wave are given in Table 3-2. This stine wave

falls exactly into the elghth bin of the 256 point FET

when the sampling frequency is 120 cpm, because from (3.2)

we have f8 = 0.46875 * 8 = 3.7% cpm. Therefore, the FFT
Frequency (cpm) Amplitude (mVpp) Phase (degrees)
3.75 100 0

Ffrequency (cpm) Amplitude (mVpp) Phase (degrees)

Table 3-3: Signal Parameters for Fig. 3-6

4o
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i

reports the exact magnitude and phase of the sinusoid in
the efghth bin of Figs. 3-4 and 3-5; respectively.
However, a sinusoid at 3.0 cpm Fails between bin six
(26 = 2.8125 cpm). énd‘bin seven (f7 = 3.28125 vcpm).
Therefore, the FFT will return misleading results, This
case;;s}iilél}g‘ﬁ\%‘.‘&}ted in Figs. 3-6, 3-7 and 3-8. The
‘ ‘.,‘ﬁ‘ g ' .
paraméteﬁ!“b%ﬁh@é sine wave are listed in Table 3-3. The
magnitude and lphase spéotrauof this sinusoid do not
accurately define the parameters of the actual sinusoid.

" Another aspect of this phenomenon, ‘which is commonly

referred .to in the signal - processing literatureﬁias the

"pickgt—fence effect", becomes important fn 2shape

analysis because it 15' hecessary tg obtain d;tafled
information about the parameters of each ﬁarmonic in a
signall Again, we cons}dev the case of a sinusold that
falls exactly into a bin. If we now add to the sinuso#ﬁ
one of its harmoniecs, (3.1) requires that the frequencyVOf
the harmonis must also fall exactly into one of the bins
(as vlong as 1its f}equency is less thén one half of the
sampling frequency). .Therefore, the FFT will report the
exact magnitude and ﬁhase for each 'component in. the
composite signal.

However, if the frequenby of the fundamental sinusoid
does not satisfy (3.1), then the'frequency-of the harmonic
probably will not fall into one of the bins elther

(although it/could). Let the fundamental frequency be

designated by)the symbol f‘1 and the harmonic frequency at
. ‘//\ .

<

by



1 1

n times f, be gliven the symbol fn. If £, 13 Af Hertz
lower fhigher)“than the nearest bin frequency be

f1 = fb1 t Af \ (3.3)

\
then fn will be nAf Hertz lower (higher) than the ' bin

L

frequenéy'fb = nf

n b1
£ = nf, = n(f .+ ar) -
= nfb1 + nAf
fon t DAT : ' A (3.4)

W
Of course, the FFT can only report the magnitude and phase

at the frequencies given by (3.1). Therefore, we know the

2

and f

b1 bn’ but-not at f1 and fn'

magnitudé and phase at f

In fact, the ratio of the magnitudés of the components at

4

f1 and fé1gW1ll be different than the corresponding ratio

of the components at fn and f

bn
Henée, the conditiqq that must be satisfied if the

AR

FFT is §o yleld accurate‘?esults is that‘ﬁme frequency of
each ’qomponent of the signal under"ponéideration must
satisfy (3.1).  This condition can be met in some cases by
increasing the size of the jFT, but for Hiological slignals

this solution could require a very large (and impract@cal)

window size, In many applications, (3.1) represents an
unnecessarily stringent restriction. To accurately
reconstruct a waveshape, however. it is an important _

consideration. -~

us



3.4, Specfral Coﬁparison‘

Then most obvious method of 'deteémining whethér. a
signal has been distortea by filtering is to coméare “the
spectra of the input and output'signéls. Compariﬁg the
magnitudé spectra (at the same point 1in 'tlme), for
example, will reveal the changes (if any) in the magnitude
of eéch component of a signal, ° Similar comparison of the
phase spectra could also be made.

Unfortunately, this teéhnique {3 not very useful for
wéveshape analysis. The reasoh for this Is _sbmple.

Consider the case of a sine wave distorted by addlitlive

random noise, and assume that at the time under
congsideration a nolse component exists at the same
frequency as the sinusold. If the FFT is now 'computed,

the bin cqrr%sponding'to t he frequency of the sinusold
(andvthe noise).will réport the mégnitude and phase of the
total signal. - ' :

Now assume that the nolse has been completely reﬁoved
by soﬁe ideal filter that does not affect the.éine wave,
The FFT of the output wiil then _report t he 'acﬁual
magnitude and phase of the sinusoid in the same bin.
Comparison of the spectra before and after filtering wili
indicate changes in the magnitude and phase ‘of the sigéal.
Even though the sinusoid wés'unaffected_by the ﬂiltér,
the spectral information could Dbe interpreted és an
indication of Qistortion.

This argument- can be extended ¢to the case of EGG

46



signals. In Chapter 1 {t was shown that the maghitudes of
the third and fdurth harmoni cs caﬁ)be comparabie to the
magnitude of the interference. I£~is easy to see that ﬁhe
sﬁectral' comparlison technique can not be Qsed to analyze
the d;stortion of these components when they are buried in
nolse. Of course, ;his problem 18 even more sefious given
that a 1deal noise*éancelling filter does not exist.

3.5. Apparént Phagé-Shirt J%

There 1is anothér aspect of the picket—fience effect
that becomes i{mportant when analyzgng a signgr; The phase
angle of a signal as reported by the FFT 1s measured
relative to the time at which the FFT window starts. This

14

13 no problem for sinusvids at the frequencies defined by

(3.1), Dbecause each of these f, corresponds to a& period

1
that divides 1nto the FFT window an .integer number of

times (c¢f. Fig. 3-3). Therefore, FFT's computed at winddws

-+

starting + N, 2N, + 3N, ete., will always report
the same magnitude and phase. However, sinusoids at
frequencies not gfven by (3.1) will not divide into the N

sample window an integer number of times (cf. Fig. 3-6).

Therefore, the "FT's aomputed in adjacent windows will
report differer ?Qse spectra for the ﬁignal, even |In
cases where the v phase i3 constant. Since the phése
spectrum 1in this < is somewhat difficult to interpret

anyway (because the frequency does not correspond to a

b7
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bin), the results can be quite misleading. ;
This -éituation 1s fllustrated by comparing the bhasé
spectrum of Fig. 3-8 with that of Fig. 3-9, which shows
the phase of the sinusoid of Fig. ;;6 in the "next"™ 256~
sample window (starting 256 samples after the start of the
first é56—§ampla/w1ndow). Each grapﬁ reports a different
phase épectrum fqr the signal, eVén though the phase angle
of the s{nusoid is actually constant ., The magnitude
spectrum, of cburse.‘ remalns qonstaﬁt since it 1is
independent of the time of obseryation, and will_ alwayé
appear as shown In Fig. 3-7 for this particular signal.
This "apparent phase shift" is a predictable constant

-

in each bin because {t depends only upon the size of the

observation window and the period (and hence the
frequency) of the actual signal. For a signal of constant
frequency, the apparent phase shift can be calculated

using the relation

b6 = T * 360° , (3.5)

where TL is the "lost" portion of a complete period (the
portion of the last cycle that is truncated by the FFT
window). This equation gives the number of degreas

difference between the phase reported by the FFT in any,

Frequency (cpm) Ampl{itude (mVpp) Phase (degrees)
3.0 50 0
6.0 50 0

Table 3-4: Signal Parameters for Table 3?5 s
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two adjacent windows for the frequency component whose
périod is used to find Th' Of course, (3.5) only applies
to stationary periodic signals. -

To Investigate the apparent phase shift phenomenon,

consider a test signal conslisting of two components with

the parameters given in Table 3-U4, In this case, nelther

B

the fundamental nor the harmonic satisfy (3.1).
Therefore, both components should exhibit an apparent
phase shift. The phase angles reported by the FFT in bin

six (f6 = 2,.8125 cpm) and bin twelve ( = 5.625 cpm) are

f‘12

given in Table 3-5. These data are from the first seven

256~-sample windows Iin the data file. In this table, @{

(¢,) 1is the phase of tne sinusoid at 2.8125 (5.625) cpm,

and A¢>1 (A¢2) is the apparent change {n phase of ¢, (¢2)

and 1is calculated as @1 (¢.) In the current window minus

2

¢, (@2) in the previous window.

As expected, the apparent phase shifts A¢1 and

A¢2 are constant since the actual phase angles of the

Sinusoids do not change. The FFT reports a phase shift

because the periods of the sinusoids do not divide evenly

o 8 b2 T h RN e
-72°  ~1uy® ~729

1uu8 -728 ~2168 : 2168 . 722

0 0 216 72

15 4° 72° 216° . 216° 72°

72° 144° 72° 216° L 72°

~72% -1y -72° 216° 722

14 4° -72° -216° 216° - 72

able 3-5: Results of Apparent Phase Shift Test
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fnto the 256~-sample FFT window. Equation (3.5) can be used

to verify the experimental values in Table 3-5. The 3.0

cpm sinusold has a perfod of T, = 20 seconds = 40 samples

1
when fs = 120 cpm. Therefore, 256 / U0 = 6.4 pertods will
fit into the 256-sample window.  The window truncates 60¢%
of the {ncomplete period, so from (3.5) the apparent phase

shift is

A¢1 = 0.6 periods * 3600/per10d - 216° (3.6)

*
which {s the experimental result. The harmonic at £%0 cpnm

has a period of T2 = 10 secoﬂas - 20 samples.’ In this
case, 256 / 20 = 12.8 perfods fit the FFT window. Agaln,
we use (3.5) to cbmpute the apparent phase shift
bo, = 0.2 periods * 36OO/period = 72° (3.7)
which confirms the experimental result.
Similar results were obtalined for a triangle wave
generated as the sﬁm of three sinuspids. The - signal
parameters are given in Table 3-6. As wasg the case for

the previous signal, the apparent phase shifts of the 3.0

cpm and 6.0 cpm sinusoids are 216° and 72° (u32° - 360° +

720), respectively. (The apparent phase shifts are again

measured {n bins si{ix and twelvwe.) However, in this case
the actuai phase angles of the sinusoids are not zero.
More Important 1is th;_}gét that the sinusoids are not 1in
phase. The conclusion drawn from this 1s that the
apparent phase shift 1is lndependent of the actual

(relative) phase angles of the components.

" From Table 3-6, we see that the sinusoid at 9.0 cpm

51
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exhibits an apparefit phase shift of —720. The period of

this component (for fs - 120 cpm) 1|8 T3 2 6.67 seconds

13.13 samples. Therefore, about 19.2 cycles will fh"

-~

into the 256-sample FFT window. From (3.5), the apparent
phase shift is
A¢3 = 0.8 perlods * 3600/period - 2860 (3.8)
and 288° = 360° - 72°, which agrees with Table 3-6.
Another 1interesting aspect _of this {s that the
apparent phase shift of a harmonic at n times the
fundamental frequency Is n times the apparent phase shift
of the fundamental. For example, from Table 3-6 wWwe have
Bo, = 2 % e, = 432° =7360° « 72°.  Also, Boy = 3 *he, -

648° « 720° - 72°.

From these experiments, the following concluslw\ﬁ;an
be made: . ‘ ! n

, ey
a) Windowing a signal prior to computing the FFT
causes an apparent phase shift. This {s due to the
truncation of a portion of the last cycle Iin the window.

b) This apparent phase shift is constant 1In each

window, and 1s independent of the actual relative phase

N

shifts of the harmonics. It depends on the size of the

Frequency (cpm) ~ Amplitude (mVpp) Phase Ad
3.0 100 -1352 2162
6.0 35 1800 720
3.0 12 . 135 ~72

Table 3-6: More Apparent Phase Shift Results



FFT window and the period of the slnusoid under
consideration,

It might seem possaible a%vthis polint to ‘determlne
whether or not a waveform has been distorted' by monitorfhg
the apparent phase shift of each component of a signal
hoth before'and ther filtaring. However, this techni{que
simply does ™Mot work. When a whlte noise signal with
an amplitude of only 10 mVpp {s added to‘ thc‘ signal
def ined fn Table 3~M._ the phase angles reported by t he
FFT can vary dramatically. This 13 due to the fact that a
nolse component with a small magnltude can have large
phase angle. As a result, the apparent phase 13 no longer
constant, and varies in . an unpredictable fashion.

Measuring and analyzing the apparent phase shift in actual

EGG signals turns out to ben"completely useless,.

s,

X

Therefore, this techni ne can not b onsidered ra;iaﬁle

enough to ensure that the FGG uavpﬁorm 4 s notualgﬁred‘ bx o

the filtering process.

N

3.6, Slope ldentification

None of the spectral analgsi g' tec hniques discussed fn

51
é’

this chapter provide a good 3 T thg relative
3 . e

of: the., EGG

slopes of the leading and Qr

waveform. In most cases,;?1p3pectidn of graphs of Ehe

sigmals after  filtering clearly~ showi this
information. Howeveg,'in som cases the amplitudes of the

harmonics are very small, f? ’he filtered EGG can ‘appear

[Gal

f
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almost slnuﬂold%A fn shape. Also, ff the pattent record
ia badly distorted, the output of the filter might not be
clean enough to pr‘ovldé conclusive Information ab:ut the
signal. Therefore, visual {nspection can he difficult.,

A very silmple technlque can be used bto reduce or
eliminate this problem. It tnvolves comparing the number
of sample intervals in which the slope of the waveform 13
positive ("plussea™) to the number of intervals during
which the siope 1s negative ("minuaeam), The magnitude
difference - batween the plusses and minuses (the
"plus/minus  difference™) {s an tndication of which slope
(positive or negative) predominates in the record.
Nividing the pius/minus difference by the total number of
saﬁples glves the percentage of the record {n which t
dominant slope appears (the "plus/minus percentage"”),.

Several m&hm%%es will d;monstrate the usefulneas of
this technli que, ' ?;rst, ndnalder a perfect sine wave, In
exactly one c¢ycle of any sinusold, the plus/minus
percentage must be exactly zero since there are an equal
number of positive slope and negative slope tntervals,

Neit, cons ider the waveforms of Figs, 3I-1 and 3-2.
These graphs show two signals with similar but opposite
slope trends. For the signal of Fig. 3-1, the plus/minus

percentage for 'any number of samples greater than one

cycle of the waveform {s approximately 37.0%. This

i
¢

indicates that for this signal, the magnitude of the slope

of the 1leading (rising) edge 1s less than that of the

i
R
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-

tratiing (falling) edge. Exactly the same conclusion can
,

be drawn by visually examiﬁing the Agraph. Similar

analysis for the signal of Fig. 3-€ yields a plus/minus

_percentage qr'approximately ~-37.0%, which indicates that

the 1leading slope is steeper than the tralling slope.

Again, this 1Is confirmed by visuainihspection of the

corresponding graph. . . ™

Ligd ~

Finally,.- consider a pseudo~white nolse record (this

record. is used 1in several examples 1in Chéptgr 4 to

rd

demonstrate the abplicationé of the ANC). Since the noise
, ' kY

is random, in a large record the.number of. of plusses and

55

PR

minuses should be approximately equal. For this 7697

IS
v

Sample recdrd, the plus/minus percentage 15-0,51%. "This
low valué suggests that there is no real trend in either
tﬁe ileading or | prailing siopes of the signal; as we
expected. ’ ¢ A. | , :.3

This‘technique is“extremély simple, and prbvides oﬁly
an indication of the trend of’the'élopes‘ in a record.
NeVértheless, it is an exﬁremely useful tool in analyzing

4

the human EGG. ‘ :

™ ' § : e

3.7. Relevant Signal Components

Before  the recovery of a waveform can be attempted,

the qdestion of how many signal compohents are relevant in

determining the wéveshape must be addressed. .In .some

~all of the components. However,: insmany cases the major

,situatioﬁs it may be possible or even necessary to recover °



?

features of the‘waveshape are

RN
-

ermined by only a féw of

the largest'components.

For the particular case of the human EGG, 1t has been

found experimentally thétn,only .three ‘components aré

required to accurately cbmpare the relative slopes of ‘the
leading and trailing edges of the waveform. The magnitude
of the fourth harmonic (at if,)  is usually very small
felative to that of the fundameﬁtal, and {if its phase isg
varieq from 0° to 3609 the change in the waveshape s
minor. Another bonsideration is that the frequency of the
fourth harmonic is in the vicinity of 12 cpn. sd ip can be
vfai}ly cldgé to the (usually) much stronger respiration

rd

is

,.

signal. Finally, in many records .the third harmonic

barely visible above the background noise; and the fourth

harmonic is compietely obscured. Therefore, tﬁ% examples
\ .

presented 1in this thesis will deal with the recovery of

q%nly three comporents of the EGG signal (the fundamental

. and the-harmonics at 2f , and 3f ).
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4. Experimental Results

4.1. An Ideal Example of Convergence

.i~»“1h3»\con&ergence of the adaptive filter can bestb be

111ustrat§d"by a trﬁvial(gxample 1nvolVing only sine
N / "

waves. The adaptive filter is configured as an ANC, and

is shownhin.ng. 4o, The training signal d is formed as

the\gum of two sine waves. A single sine wave is applied
as the fnput signal x. ~“Tables 4%1 and 4-2 1{st the data

4
defining the {nput signals d and x respectively. For this

éxample, the filter is conflgured”with eight weights, and
-6
i
to the d and x inputs are shown in Figs. 4-2 and U4-3,

p Is set to 1.25 X 10 The time domain sdgnals’appligd

A

respectively. ' ' I
According to the development of. Section 2.2., we

expeéct ‘the output ¥ to be the least mean-squared errdﬁ

. difference between d fand X. » Therefore, in this example
_________ Z_-‘_A______________,_-“__,__~_~~__,~~_-,________
Frequency (cpm) Amplitude (mpp) . Phase (degrees)

3.75 100 0
50 i 50 90
Table'ld-1: Sighal Parameters for Fig. h-2
*. Frequency (cpm) Amplitude (mVpp) Phase (degrees)
T7.50 100 270

Table 4-2: Signal Parameters for Fig. 4-3
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“perfectm@»

the. outputy signal =z after convergénce should strongly

resemble a 8ine wave with the same parameters as the

fundaﬁental present at the d input. Effectively, the ALC
will converge to an impulse response that will modify the
sine wave applied to the x input such that the harmonic
component at the d input wfll be .cancelled.

The output signal signal is shown in Fig. 4-4, and
ghe correspanding magnitude and$phase spectra are shown in
Figs. 45 and -6, respectively. As expected, the output
signal 1s a 3.75 cpm siné wave with én amplitude of 100

mVpp and zero phase.. Referring to Table U4-1, it is clear

that the adaptive filter has modified the amplitude and

phase of the sine wave applied to the x input such tﬁat
;he harmonic at the d input is cancelled.

In this case, theé cancellati?n i{s exact because the
inputs are perfect sine waves and the noise (the harmonic

at 7.5 'cpm) is completely additive. Alsoe, the signal

applied to the x input ddes not contain a component at the

4] .
frequency -of the signal (3.75 cpm). Therefore, the

slgnals at the 4 and x inputs are uncorrelated and (2.16)

1s exactly satisfjed., Also, the noise combonents at the d

and . x inputs are highly correlated since they differ only

in magnitude and phase, Thus, this example is only useful-

to til@%&iate the convergence of ﬁhe adapv;ve filter

" configured as an- ANC since all of the, g ”grem

Ha \ R N
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u.z.‘n Non-{deal Example of Convefgence

For»a more practical example of convergence, the sine
wave '"nolse signalﬁ can be replaced by random whitdenolse.
Th; configuration remalns the same as . in the preQious
example, Thus, the nofise cancelling operation will
attempt to recover a sine wave distorted by white ﬁoise.

The "white nolse" used 1in thisi experiment was
generated wusing a Servomex Controls Ltd. Random Signal
Geqefator type R.G.77. This unit generates a pseudo-white
ﬁolse' signal suitable for use {n EGG experiments. The
nolse signal was sampled using the same Pnocedure that is
used to acquire patient recordé, and was stored in a data

file 'on the computer, The nolse signal can then be

manipulated *in the same manner as any of the patient

records. It is hoped that using a sampled noise signal
would provide a "whiter" spectrum than wouid computer-
genera;ed random numbers since no artificiai "seeds™ ane
required.

The signal applied to the d input in this example s
formed by adding a sine wave to the white noise record.
The average magnlitude spectrum of this signal is shown 1In

Fig. 4-7, and the sinusoid parameters are given in Table

Frequency (cpm) Amplitude (mVpp) Phase {(degrees)
3.75 25 0

Table 4-3: Signal Parameters for Fig. 4-7
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k~3. The peak In this spectrum corresponds to the sine

Qave, and {s barely visible above the white nolise. The
wﬂqte noise 13 also amplified by 0.5 and applied to the x

fnput. The adap&lve filter is confligured with 8 weights,
. L

and the convergence factor pu is set to b. 368 X 10’,. With

these parameters, the adaptive rilter converges in

approximately 2000 iterations.

Figs. Y-8 and 4-9 shows the (nput‘ and®* output
signals, respectively, after convergence, The output
magnitude and phase sgpectra are shown in Figs. b-10 and
u~11, respectively, AS expected, the output signal (s

g
ag’ approximation of the original sine wave, with a

frequency of 3;75 cpm and a phase shift of zero degrees.

4.3. Adaptive Filter Versus Fixed Filter

The two pbeceding examples tllustrate the performanc%

i

of the ANC with both clean and noisy input signals. It {s
fnteresting at this point to compare the results oﬁzﬂihe

second experiment with the performance of a simple fixed

band~pass filter, The input signal is the same sine wave

plus; additive white noise that is plotted in Figs. 4-7 and

4-8, and is defined in Table 4-3.

RS mm R e et s s e 4 e m o = e e % R e e W e e e e me e mn e Am e e m vm b ok e em s = a4 en B o e m . L .

Order Type Ripple Lower 3dB Cutoff Upper 3dB Cutoff

—-—— - — - e e — - e e e e o e m e e e h e = e e e = . =

Y Band 3 dB 2.0 cpm 5.5 cpm
Pass .

.

Table 4-U: Fixed Filter Parameters For Stationary Test
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: T & . i &
,removing no{se components presen%%ft thié?ame Q;equenqy as

The fixed digital filter 1s based on an analogue low-
pass Chebyshev prototype, and is designed wusing the

bilinear transformation [14]. Table L4-4 11ists the filter

parahetéra, which are experimentally found to provide the

14

"best" results: Ng extensive attempt was made to optimize
the filter begausei this %bmparison\ serves only to
fllustrate the differences between adaptive and fixed

fiiters. The 3dB fredﬁancies are chosen to center the sine
. : . . '

.wave within the passband.

... The resulting output signal is plotted in Fig. -2,

PREL

Combar!%pn of this graph with Fig. 4-9 gfows %hat the ANC

ps I . . . a tv
~produc€5 far guperior';esuﬂts in this application. There
, _ L £ 5 ‘ i .

are gﬁree reasons for‘%his. -First, the ANC is capane*of

ﬂq"é

ranS

the signal, while the fixed filter can not.
fixed filter merely suppresses ‘signall~gom onengs at
L . 3 G’?

frequencies that .f?ll in its rejeqtioh bah‘s, ahﬁ has

0

=
—
Er= 1

little affect on signal chpoﬁentsiat‘frequencies .wﬁQ
{ts passband. Oni the other hand, tﬁe‘ANC (as it is
configuréd' here) has no paés band or -rejecgion band.
Instead,yit acts £o completely remove noise from a sigﬁal.
Finally;‘the Adxed band~pas$ filter isisubjecg to ringing,

whlchgfs caused by étrong'signal components at frequencies
. L

in the vicinity of the 3dB cufoff frequencles. Again;

] . . . . ' . - ' »
this problem dpes not exist in an ANC g cause, the.adaptive

filter does have either a pass band or a rejection band.

w " -

-
3

Secon®, the. "

73
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4.4, Signal Tracking . 4%‘

—

Another advantage of the adaptlve filter over fixed
filters 1s that of automatic signal tracking. ® Ifmw§he
fundamentalirrequency of the signal changes with time (ie.

¥

the 51gn§1 "wanders"), the ANC can adjust 1{ts impul se

response accordingly as 1ong,§.g.. %r‘ate of change of
e -t‘“_n ’*

) . RS g S
frequency is sufficiently s -

xed filter, on the
@%her Wand, has a finite bd}

tigre signél m AF AUt Of the pPBand, the resulting output

fﬁe 3dB frequencies of the filter,
@istor@ion-bo.the output . )

i i ~ N
To 1{llustrate the application of the ANC to a non-

stationary signal,  the frequency of a slinusoid was swept

from 3.75% cpm to 7.5 QG"*_ The resulting signal was added

to 'the same white nolge record that was used in the. two.

pr-eceding examp&ss. Table 4-5 1ists the signal pérameters

\ L
before and after the frequency sweep. The rate of change

of the fr@quenéy‘wés set so that the sweep would occur

over an interval of 4000 samples (2000 seconds). The

adaptive filter was configured with eight weights and y =

1.368%:10 ..

e L R T T e e U S

IY§’:§dency kcpm) . Amplitude (mVpp) Phase (degreeé)
initially 3.75 100 . . - 0
finalby *7.50 , o100 : 0

Tablé 4-5: Signal Parameters for Figs. 4-13"and 4=17

. )
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.and 4-18 show the input a

, . !

Figs. 4-13 and U4-14 show the {nput and output,
respectively, of the ANC at a time after convergence and
before the frequency sweep begins. The output signal is .

the similar to that obtained i{n the second example in this
chapter, because at this point both experiments are
simf{lar. The magnitude and phase sqgctra of 'the output
signal are plotted in Figs. ‘U—IS and 4-16, and show that
the output is a sine wave with a frequency of 3.75 cpm and
zeroi: phase.

ShdPtly after ‘the poi’t in time  that this’' window

represents, the ‘requency sweep Dbegins. Figs. 4-17

t signals, respectively,
after the swgﬁm 1s comple e.
speétra of the oﬁtput signal are plot;eq_}n'E&ggjiu{¢9ﬁand
4-20, respectively. These graphs confirm that the the
output is a sine waveswith a frequency of 7.50 c¢pm anq
zero phase.

| The only way that a fixed f{lter can be used to
recover this signai is by designing a band—pass filter
with sufficlent bandyidth to pass the éignal'through the

entire range of the frequency sweep. To illustrate this

~

approach, a W:nd—pass filter was designed with -thk

Lrder Type Ripple Lower 3dB Cutoff Upper 3d3 Cutoff
Band 3 d8 3.0 cpm ~B.O copm
933.3 T .
Tadle 4-%: Fixed Filter Paramelers For Swoep Tegt

79
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paramete#é glven in Table 4—6. This filéef‘was'designed
using the bilinear transformation bﬁ'a Cﬁebyshgv .g'econd
order low-pass prototype [14]. fhewfiltered signai‘at a

time before the linear sweep‘begins Is plotted in Fig.

4<21, and " should Ye compared -to the outpﬁt of the ANC at

the corresponding time (cf. Fig. u4-14)., Fig. 4-22 shows

the filtered signal after the linear sﬁeep is bbmpleted.‘

N

. \ . .
This graph can be compated to Fig. 4-18, which shows the
outpuf of the ANC at the same time. . " -

~that the ANC vprovides

These comparisons clearly show
: #

fn a ,previous example; the ANC was also shown to be

Superionr. to fixed filters for filtering stationary signals

that are cbrﬁupted by additive noLsef- . These vresults
provide "the motivation for'appl}ing adaptive filtering
techniques to the recovery of the EGG waveform in lieu of

fixed digital filtersu

Both - of the examples performed using white noise in

this chapter are idealized in the sense that the noise

signals used at the d and x.inputs differ by only a scale

faetgn. Therefore, the ALC can Pe replaced vbyv an
amplif@er and thé noise can be dire#&ly sSubtracted from
‘the noisy signalAapplied to the d inpﬁt. These . examples
are intended 35 11lustrate the operation of the 'adaptive
filter.- They‘ are not "real-world" filtering pﬁobléms.
Thé ~example§ in the next sections qf this . chapter deal

with more reélistic situations.

£
, , ’t*
_

84

—~superior results when filtering ﬁon~stationary signals.h
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u.é. Application of the Adaptive EGG Filtér

In this sect.ion, the‘adgptive EGG filtﬁr of Fig. 2~5
wfll be applied to the reco;ery of a sine wave g cérrupted
by additive white nolse (nd).i The signal parameters are

given in Table 4-3, In this example, the noiée signal nx

applied to "the x input {s obtained by band~sfject
filtering the d input signal to suppress the sinusgidal
comﬁoﬁent. The parameters of the filter H(z) are given in
Table U-7. The d input signal is plotted in Fig. U4-3.
Note that the filter is of low order and has a bandwidth
of only 0.6 cpm. .The ANC is configured witﬁ four weighté
and u = 5.572 x 107

In this situation, the signals are no lqnger 1ideal.
The noise signéi n* is only an estimate of the actual
noise nd,xaaﬁd nX qlso contains some of the signal
component S. Both of these complications are caused by
the non-ideal fixed filter H(z).v Therefore, we can expect
the' the results obtained in this example will be wgrse
than those obtained in Section y,2,

‘The resulting output signal is plotted in Fig. 4y-23,

and the corresponding magnitude. and phase spectra are

" plotted in Figs. 4-24 and 4-25, respectively. Comparison

Order Typey Ripple Lower 3dB Cutoff Upper 3dB Cutoff

2 Band 3 dB . 3.45 cpm : 4.05 cpm
Reject

Table 4-7: Filter Parameters for H(z)

81
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of these graphs with Figs. k-9, B-10, and U-11 Indlcates
that the performance of the ANC has suffered hecause of
the non-{deal filter H(z). However, the adaptive EGG'

filter used in this example produces an output that { s

closer to the original éinusold than does the fixed filter

(cf, Filg. U-12) with similar {nput signals.

4.6. Recovering a Stmulated EGG

The ANC of Flg. 2-5 can be used to recover several
components of a waveform by,using several cascaded band-
reject filters for H(z), as';as discussed {n Section—2.3.
To demonstrate this application, the waveform of Fig. 4--6
was generated, The parameters of this signél are glven {n
Table 4-3, These parameters are Intended to create a
signal that closely resembles thel EGGC waveform. The

magnitude and phase spectra are plotted In Figs. L=27 and

.u-es, respectively, —

Frequency (cpm) Amplitude (mVpp) Phase (degrees)
3.75 100 Ths
7.50 30 -5
11.25 4o 5

Table 4-3: Signal Parameters for Fig. 4-26

Frequency (cpm) Amplitude (mVpp) Phase (degrees)

Table 4-9: Signal Parameters for Simulated Respiration
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To simulate the noise distor;ing the transcutaneous
EGG, white noise (représenting random interference) and a
gigusoid (repnesenttng4 the respi{ration signal).with the
parameters given>1n Téble k-9 are added to the signal dr
Fig. 4y~26. The avérage magnitude' spectrpm of the
resulting simulated transcutaneous‘EGG 1Sapi9ttéﬁ in Fig.

. ' ER s .
4-29, This 1is the signal that will be filtered 1in an

attempt to recover . the signal of Fig. U-26.

The ANC used in this example was configured with four

welights and p = 2.067 X 1O~6. Three cascaded Chebyshev

, .
band-reject filters. with the parameters glven in Table
4-10 were used to suppreés hhe desired signal components
- at the x input (cf. Fig. 2-5).

The resulting output ~8lgnal after convergence is

shown {n Fig. 4-320, and the corresponding magntitude and

phase spectra are given in Figs.  U-31 and b-32,
respectively, The output signal Is evidently an
approxihation of the original input signal. Agaln we sece

that the non=ideal filters H(z) cause some slight

distortion of the signal due to the limitations discussed

Order Type Ripple Lower 3dB Cutoff Upper 3dB Cutoff

—— m e —_—— R e,

2 Band 3 dB . . 3.45 cpm .05 cpm
Reject .

2 Band 3 dB 7.20 cpm 7.80 cpm
Reject \/

2 Band 3 dB 10.95 cpm 11.55% copm
Reject

Table U4-10: Filter Parameters for H{(z)
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in the previous section. Howeiér, the graphs clearly show
that the output signal consists of three sinusoids with
parameters approximating those in Table u4-8. Also, Fig.

4-30 confirms that the leadfhg edge of the waveform

exhibits a steeper slope than does the tralling edge..

Thus, the useful informatlon contained in the signal of

Fig. h-26 has ©been recovered even though the [MS.

; ’ .
approximation of the waveform is not exact.

It 1is also ﬁnteresting to examine the plus/minus

percentage of the signals involved in this example. For .

the simulatedvEGG of Fig. 4-26, the plus/minus percentage
is'combuted as -77.1%. This means that the slopé of the
Yeading edge of the waveform 13 much steeper than the
slope of the tralling edgé. This result agrees with the
previous conclusions.

The simulated transcutaneoué EGG of Fig. 4-29 1is

w

distorted by; white nolse, so we can expect that the
, ,
|
plus/minus ﬁeroentage will be much lower than 77.1%. In
fact, this i/s the case: the actual value {s -1.3%. This

low value 1nﬁicates that the noise (s obscurlng-the slope
inférmation/ Visual inspection of this signal, which {s
showh. in #ig. 4-33, does not reveal any significant
1nfokmatio% either. |
Afteﬁs this signal is filtered, the plus/minus
percentage 'S -6.6%. This‘ confirms »the previous

conclusiorn that the slope of the leading edge is in fact

steeperf than the slope of. the traliling edge, and agrees

!
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with the observed characteristics

102

of the actual signal.
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5. Results Obtained From Patient Records

5.1. Patient Record #1

To introduce the application of the adaptive EGG
filter to the recovery of actual human transcutaneous
electrogastrograms, we will use an unusually noise-free
patient .record. The avérage mégnltude spectrum of this
record is shown in Fig. 5-1. This graph shows a strong
fundamental component near bin gix (f, = 2.8125 cpm), as

6

well as harmonics near bins twelve (f‘12 = 5.625 cpm) and
eighteen (f18‘= 8.4375 cpm). A moderate amount of noise
is visible between 10 épm and 20 c¢pm, and the higher
frequency noise is of low power, Since the fundamental
and at least two harmonics are clearly visibleAabove the
background noise, we can,expect the filter to produce a
very good output Signal.
| A window téken from thié record is shown in Eig. 5-2.
The magnitude and phase spectra for this window are given
in Figs. 5-3 and 5-4, respectively. Aithough noise {3
present, Fig. 5-2 <clearly shows that the slope of the
" leading éQge of the waveform is steeper than the slope of
the trailing edge. This chaéacteristic waveshape |{s not:
nbrmally so distinct in a plot of the raw data.

The plus/mihus percentage calculated for this %ecord
ié -3.5%. This result confirms our conclusion arrived at

by visual inspection, and indicates that the stomach

contractions are travelling aborally. -The analysi{s could

~
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now be consgldered complet

information has been obtalne

e because the pertinent

d dlFectly from the original

record. However, the adapfive filter can be used to clean
up- the record, and hence confirm these concluslons.

The adaptive filter {3 agaln configured as shown in

, .

Fig. 2-5. Four welghts are used,. On the two passes, u
{s set to 5.4 X 10“6 and 5.4 X 10‘/, respectively., The
fixed fllter H(z) 13 made up of a rascade of three
Chebyshev band-reject fil}ers with the parameters given In
Table 5-1, The narrow bandwidth of each filter is made
possible bécause the frequencles of the three signal

components of {nterest can be

5-1 and 5-3. Note that all o
EGG are consiidered to be nois

The average magnitude s
{s plotted in Fig. 5-5, C

Fig. 5-1 shows a significan

data. Fig. 5-6 shows a w

record at a time correspondin

the conclusions drawn from
________ e
Order Type Ripple Lower
2 Band 3 dB
Reject
2 Band 3 dB
Reject
2 Band 3 dB
Reject
Table 5-1: H{(z) Paranm

found by inspection of Figs.

ther components of bLhe actual

e by the adaptive filter.

pectrum of.the output signal

omparison of thils graph with

108

t Iincrease in the SNR of the -

indow taken from the ‘output

g to Fig. 5-2. Evidently,

the input signal are correct.

3dB Cutoff Upper 3dB Cutnff
2.5 cpn 51 cpn
5.3 cpm 5.9 cpm
8.1 cpm 8.7 cpm

eters\For EGG

-

Recovery
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However, . Fig. 5~6 provides a hore accurate indication or"
the actual shape of the EGG. The m?gnltuQe and phase

spectra of Fig. 5-6 are plotted in Figs. 5-7 and 5-8,

respectively.

The plus/m’ percentage for the filtered signal is
-13.2%. This a, -es 1n sign with The result obtained for
the original record, and 1is larger in magnitude because
the noise has been_ largely snppressed. Again, the results
*of the initial analysislhave been confirmea.

This example shows that the adaptive filter does not
alter the‘ medical information cont34ned in the EGG.
Instead, it enhances the reliability of the observations
by suppressing the noise that obscures the waveform. 0fr
course, the record used in this example {s not a typical
nolsy signél. " In the two examples that follow, ﬁoisler
records will provide an indication_,of the usefulness of

tne adaptive filter in processing more typical signals.

5.2. Patient Record #2 -

The average magnitude spectrum of another patient

record ié\plotted in Fig. 5-9. Comparisopapf this graph
with Fig. 5-1 shows that this record contains slightly

more power in the dc to 12‘cpm range of frequencles than
did the first. Howeveé, there 13 less power at higher
frequencies in this recqrd than {n the previous .case.
Again, the fundémental appears near bin six, and at least

three harmonics are visible above the backgrdund noise.

i
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A window from the record is shown in Fig,. 5-10, apd
the corresponding mggnitude and phase spectra are plotted
in Figs. 5-11 and 5-12, respectively. No firm conclusions
can be drawn f?oﬁ'Fig. 5-10 about the relative slopes of
the leading and trailyng edges of the signal because of
the significant distortton.

Analysis of this record reveals‘that;the plus/minus
percentage is virtually zero percent. This indicates that
the ratio of the slopes is 1impossible to determine.
Therefore, filtering of the record {s required to extract
the desired tnformation.

The filter configuration {s the same as in the
‘previous exambie, except that the values of  are set to
1.4 X 107 ang 1.4 x 1079, respectively, = on the two
passes, The average magnitude spectrum of the output
signal is plotted in Fig. 5-13. Comparison of this graph
with Fig. 5~9 shows that the filter has_again achieved a

_significaht reduction 1In the noise power in the record
without zffecting the three desired signal components.,

A Wwindow from the output record at a time
corresbonding to Fig. 5-10 1s shown in Fig. 5-14, and the
corresponding magnitude aéﬁ phase spectra are plotted. in
Figs. 5-15 and 5-16, respectively. While this signal {s
much cleaner than the original record, tt 1s still
difficult to visually determine the nature of the

/
waveshape. The plus/minus percentage calculated for this

8lgnal is -3.4%, which 1indicates that the slope of the
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loadlng edge of the waveform s anly slightly steeper than
the slope of the tralling edge. The concluslon {s that
the stomach contractions are travelling nborully'ln this

patient.

5.3. Patient Record #3

As a final example of applying adaptive filtering to
the pranscutnnvous HGGr'_considnr Fig., h-17, Wwhioh showa
the average magnltude apectrum of a third st ient record.
This, the noisiest of the three records discuased in thia
chapter (cf, Figs. 5-1 and %-3), contalng a significant
amount of nolise at all frequencies. There Is A  large
signal present at about 20 cpm whlch may be dun Lo t he
patient's respiration. Also, significant power  {a
present at  higher frequencies (even after the low=-pass
filtering performed during the acquisition process). Most
notable 13 the band of frequencies between about 50 opm
and 60 cpm, which mfght be caused by the patient's E=q,
The fundamental component of the 266 agaln appears in the
vicinity of bin six. However , the two harmonics ol
interest are not clearly visible noévu the bhackground
noise, ‘ "

Fig. 5-18 shoys a window taken from the record. Thi's
graph shows that the s{gnal {s badly distorted by the
nolse. Visual examination of the signal reveals nothing

about the ratio of the slopes. Since there {3 8o much

noise in the record, We¢ can not expect that the plus/minus
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analysls wlill produce accurate results, For the record,
the plus/minus percentagewisb5.1%, which suggests that the
s3lope of the trailing edge i{s steeper than the slope of
the :leading edge . This is in direct contrast to the
results obtained from the first two examples, and suggests

that bﬁé contractions in this patient's stomach are

‘traveliing in the oral direction. However, the severe
distortion in this record renders this result

questionable, so adaptive filtering must be performed in

hopps of recovering the actual EGG waveform.
3.

il

The adaptive filter is again the same conflguration
as was used in the previous two examples. However, in

this case the values of uy~ are set to 8.6 X 10_6 and

8.6 X 10”7 for the two filter passes, respectively. The
" average magnlitude spectrum of the slignal at the output of
the adaptive filter is plotted in Fig. . 5-21, Comparing
this graph with Fig. 5—}7, we see that the adaptive filter
has increased the SNR dramatically. The graphs show
_8lgnificant suppression of nolse at all frequencies,
including Lhose between the signal éomponents.

Fig. 5-22 shows a window taken from the output record
at a_, time corresponding to the window plotted in Fig.
5-18, This waveform, although still noisy compared to thé
output‘ obtalned in the first exahplé in this chapter (cf.
Fig. 5-6), appears to exhibit a steeper rising slope on

the 1leading edge and a shallower falling slope on the

tralling edge. This 1s confirmed by the plus/minus
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percentage, which ls -6.1%. Notice that this ts of

similar' magnitude but opposite sign compared with the

plUs/minus percentage of the original record. This

discrepancy' fndicates that the conclusions made using the
original ’record are fn error, and that the stomach
contracpions. are reélly travelling in the aboral
direction. The magﬁitude spectrum‘of Fig. 5-22 {s plotted
in Fig. 5~23; 5nd the corresponding phase spectruﬁ {s

shown in Fig. 5-24,

-
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6. Conclusions

The [LMS adaptive filter 1s.the best cholice for
recovering the human eiectrogastrogram from the signal
obtained wusing transcutaneous electrodes. The adaptive
filter is capable of learning the characteristics of the
EGG and the various notse components that appear with it
at the surface of the abdomen. It uses this Information
to remove addi{tive nolse from the waveform, and produces a
siggal that ls a least mean-squared error "best fit" to
the actual EGG waveform,.

The relative slopes of the rising and falling edges
of the EGG can then be examined to extract the medical
fnformation therein contained. This can be accomplished
by “elther Iinspection of graphs or application of the
"plus/minus percentage" technique. Since the adaptive
filter acts to suppress the nolse components in the
signal, analysis of the waveform after filtering provides
-1more conclusive I{nformation than does the unfiltered
signal.

Ne{ther the plus/minus percentage nor visual
examination will provide conclusive results in all cases.

However, most signals can be accurately evaluated {f both

=

methods are used. Phié will reduce the chance of drawing
an incorrect conclusion from a noisy record.
Spectral analysis using the FFT is useful in

determining the characteristics of a signal, but does not

134



provide ugeful information when uged for Waveshape
analyslis. The picket-fence effect, apparent~phase shift,
and phase distortion due to random nolse all nhave a
detrimental effect on the phase spectra. These phenomena
must be carefully considered when Interpreting the spectra

obtalned by computing the FFT of any slgnal. -
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