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Abstract— In this paper, we present a novel method for 

synchronizing multiple (more than 2) un-calibrated video 
sequences recording the same event by free-moving full-
perspective cameras. Unlike previous point feature based 
synchronization methods, our method takes advantage of line 
features for their better performance in measuring geometric 
alignment when video frames are synchronized. In particular, the 
tri-ocular geometric constraint of line features, which is 
evaluated by tri-focal transfer, is enforced when building the 
timeline maps for sequences to be synchronized. A hierarchical 
approach is used to reduce the computational complexity. To 
achieve sub-frame synchronization accuracy, a Levenberg-
Marquardt method based optimization is performed to refine the 
synchronization. The experimental results on several synthetic 
and real video datasets demonstrate the effectiveness and 
robustness of our method over previous methods. 
 

Index Terms— geometric alignment, trifocal tensor, sub-frame 
synchronization, video synchronization 
 

1. INTRODUCTION 
s the cost of cameras is reduced, the use of multiple 
cameras has become popular. Unlike using a single 

camera, multiple views of a physical event can provide more 
information of the event. As a result, many novel applications 
have been developed using multiple view videos, e.g. blind-
spot-free video surveillance [22], video based 
metrology/forensics [11], multiple video based rendering 
including the free-viewpoint video [2, 18, 20], video 
mosaic/panorama, image-based rendering [7] and so on. A 
fundamental assumption for these applications to extract 
accurate semantic, geometric or graphic information of the 
captured scene is that all the video sequences must be 
synchronized. Although using hardware to synchronize 
cameras may be feasible in some applications, it is not a 
practical solution for applications where the cameras are 
physically separated or are mobile. To synchronize videos 
manually is tedious and error prone, especially when there are 
more than two sequences. In this paper, a new line feature 
based method is proposed that can synchronize more than 2 
video sequences with minimum manual efforts. 
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The organization of this paper is as follows. The next 
section gives an overview of previous works. In section 3, our 
new line feature based synchronization method is introduced. 
In particular, an overview of our methodology is given first 
and then some implementation details are elaborated. Next in 
section 4, we show the experimental results on various 
synthetic and real video sequences, and the comparison with 
two previous methods. Finally, we conclude the paper in 
section 5. 

2. BACKGROUND 

2.1   Problem Formulation 
Suppose that we are given ( 2)m m ≥ video sequences 

( ) ( [1, ])k k m∈  captured by multiple stationary or free-
moving affine or full-perspective cameras. The sequence 
length (i.e. frame number) of the k-th sequence is denoted by 

( ) ( [1, ])kN k m∈  and the frame-rate by ( ) ( [1, ])kFps k m∈ . Each 
sequence ( )k  that defines a local timeline ( )k  consists of 
discrete samples, each of which corresponds to a captured 
frame ( ) ( )( )

k

k k
t kt ∈ . W.l.o.g., taking (1) as the reference 

sequence, the synchronization problem can be formulated as: 
given a timeline sample 

1

(1) (1)
1( )t t ∈  in (1) , find in the 

other sequence(s) ( )k  the corresponding timeline sample 
( ) ( )( )
k

k k
t kt ∈  that is captured at the exact same instant. 

Namely, a one-to-one timeline map (1) ( )k→
 from (1)  to 

( )k  should be established for synchronization. 
Based on the specific context, various forms of the 

timeline map  can be used. The simplest one is the “offset-
only” form given as (1) ( ) 1:k k kt t

→
+ Δ =  

when (1) ( )kFps Fps= . The more general “1D-Affine” form 
defined as: 

( )

(1) ( ) (1)
( )

1 1:
k

k
Fps k

k k kFps
t t tα

→
+ Δ = + Δ =            (1) 

can be used when (1) ( )kFps Fps≠ . However, if the frame rates 
are constant and known, then only kΔ  is required. In some 
special cases, the dynamic timeline map has to be defined, e.g. 
in [10].  

Given a specific group of timeline maps { }k , the 
“supporting voters,” defined as, the m-frame tuples 

{ }k
Ω that satisfy such mapping relations, must be in 
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synchrony if and only if the sequences are synchronized 
through { }k . 

2.2 Previous Works 
Based on the inter-sequence temporal correlation 

constraint used, current software-based sequence 
synchronization methods can be roughly categorized as: 
feature (trajectory) based, intensity based and camera 
movement based.  

Since the first paper [13] in investigating the sequence 
synchronization problem was published, most synchronization 
methods proposed up to now fall into the feature based 
category [1, 5, 9, 10, 13, 14, 15, 17, 19]. Feature based 
synchronization methods usually require tracking features in 
sequences and optionally matching features across sequences. 
In the literatures, the most used feature is the point. The 
tracked point features in each sequence can be treated locally 
as single points or globally as trajectory curves.  

Such feature based methods are usually based on the fact 
that, for exactly synchronized frames, the corresponding 
dynamic 3D scene features can be regarded as a stationary 
rigid configuration at the corresponding time instant. 
Therefore, some form of multiple view geometric alignment 
constraint(s) must hold for their 2D projections in the 
synchronized frames. By finding the timeline maps { }k that 
best satisfy such constraint(s) for all supporting frame-tuples 

{ }k
∈Ω , the sequence can be synchronized. Commonly 
exploited geometric alignment constraints include the 
binocular epipolar geometry constraint [5, 9, 10], the plane-
induced homography [5, 13], rankness properties arose from 
the special projection model [14, 15] or feature movements 
[19] and so on. 

The intensity based synchronization methods try to 
minimize the sum of squared differences (SSD) between the 
sequences that can be spatially and temporally warped through 
a parametric model. As in the representative work [3], usually 
the homography based spatial transform and the 1D affine 
temporal transform are used. All the pixels can provide 
constraints to such a model, while not just the limited number 
of salient features so that feature tracking and matching can be 
avoided. Moreover, the temporal and spatial information in 
the sequences can be utilized in the unified framework for the 
simultaneous spatial and temporal alignments. 

As an example of camera movement based synchronization 
methods, in [4], the non-overlapping sequences can be aligned 
spatially and temporally under the assumption that the 
cameras are fixed rigidly (sharing a common optical center so 
that they are related by a homography) and move together. 
The synchronization is done by using the homography 
induced constraint between the frame-to-frame 
transformations across the sequences. 

2.3 Recent Progress 
All of the above methods can not handle the general cases 

of free-moving cameras and multiple ( 2)> sequences, for 
which some effort has been made recently.  In [17], a 5-point 
method is proposed for synchronizing 2 video sequences 

captured by affine moving cameras in 3D instead of in 2D by 
evaluating the line-to-line distance of the back-projection lines 
of the matching points as the geometric alignment measure. 
While in [1], with fixed inter-camera epipolar geometry 
recovered using stationary feature points, for each moving 
feature point detected in the reference sequence, if the 
corresponding epipolar line intersects with any tracked feature 
trajectory across consecutive frames in the other sequences, a 
tentative timeline map voter is formed. With enough voters 
collected, a RANSAC procedure is applied to synchronize 
more than 2 sequences with the robust feature matching done 
implicitly. 

As discussed earlier, almost all current video 
synchronization methods have some limitations on the 
captured scene or on the cameras. No general framework has 
been developed for synchronizing sequences captured by 
multiple free-moving full-perspective cameras. Though it is 
more intuitive to regard synchronization as a pairwise 
temporal matching problem, novel methods to explore 
constraints unique to the context of synchronizing more than 2 
sequences are also needed. Furthermore, in all of the previous 
feature-based synchronization methods, point features are 
explored extensively. Not much effort has been made to 
utilize other types of features such as line features, which are 
common in man-made environment and allow more precise 
and robust tracking than points. Therefore, the main goal of 
this paper is to present a new general multiple sequence 
synchronization framework using line features, by which 
uncalibrated video sequences captured by multiple free-
moving full-perspective cameras can be synchronized. 

 

3. LINE FEATURE BASED MULTIPLE VIDEO 
SYNCHRONIZATION 

 
3.1 Overview  

Suppose we want to synchronize three or more sequences 
( ) ( [1, ], 2)k k m m∈ > , whose frame-rates ( ) ( [1, ])kFps k m∈  

might be different but should be constant and known in 
advance. Therefore only the synchronization offsets 

( (1, ])k k mΔ ∈  in timeline map (1) need to be recovered for 
synchronization.   

Our new video synchronization method belongs to the 
feature based category. Therefore we also reformulate the 
video synchronization problem as a geometric alignment 
problem for the set of matching features among multiple video 
sequences. Namely, for each specific frame-tuple, how well 
the frames are synchronized is evaluated as a geometric 
alignment measure of the matched features.  

Instead of deducing such a measure from the binocular 
epipolar constraint of point feature as in many previous 
methods, in this paper, we propose to use the geometric 
incidence constraint of line features. Specifically, as shown in 
Figure 1, for the matched 2D line features ( , , )′ ′′l l l …  on 
exactly synchronized frames ( , , )′ ′′… , their 
corresponding back-projection planes ( , , )′ ′′π π π … must 
intersect in a single 3D line, i.e., forming a sheaf (or pencil) of 
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the back-projection planes. Otherwise, no such plane sheaf 
can be formed in general. Such a constraint works for only 3 
or more views since two back-projection planes always 
intersect, even if they correspond to different 3D lines at the 
same time instant or to the same 3D line at different time 
instants. 

Our new method works as follows. First, the line and/or 
point features are matched across sequences manually or 
automatically and then tracked automatically within each 
sequence. We assume that the features can be tracked 
throughout the whole sequence for simplicity, i.e., no missing 
data. Then with the features matched and tracked, all the 
possible integral synchronization offset combinations are 
evaluated to find the best one that maximizes the line feature 
geometric alignment measure w.r.t all available supporting m-
frame tuples. Specifically, w.r.t. the reference sequence (1) , 
the verifiable integral synchronization offset kΔ  
corresponding to sequence ( )k  is in the range of 

( ) (1) ( )[ 1, 1]k kN N= − + − . That is, two extreme cases of 
potential synchronization between two sequence (1)  and 

( )k  are when the first frame of (1)  is synchronized with the 
last frame of ( )k  or the last frame of (1)  is synchronized 
with the first frame of ( )k . Then for each offset combination 
candidate 2( , , , )k mΔ Δ Δ" "  with integral 
offset ( ) ( (1, ])k

k k mΔ ∈ ∈ , all the available supporting m-
frame tuples 

2( , , , )k mΔ Δ Δ∈Ω " "  , which satisfy the corresponding 
timeline maps defined as in (1), are checked with the 
corresponding line feature geometric alignment measure 
evaluated and stored in an m-dimensional evaluation matrix 
E  as 2( , , , )mi i i+ Δ + ΔE "  with 

( , , , )2 k m
i

Δ Δ Δ
∈ =Ω " "

 
(1) ( ){ | 0 , 0 , (1, ]}k

ki i N i N k m≤ < ≤ + Δ < ∈ .  Hence, for an 
offset combination candidate 2( , , , )k mΔ Δ Δ" " , a 

corresponding number 
( , , , )2 k mΔ Δ ΔΩ " "

(size of the set 

( , , , )2 k mΔ Δ ΔΩ " "
) of geometric alignment evaluations 

2( , , , )mi i i+ Δ + ΔE "  can be collected, whose median 

( )
( , , , )2

2( , , , )
k m

mi
Median i i i

Δ Δ Δ
∈

+ Δ + Δ
Ω

E
" "

"  in turn is used as the 

overall synchronization fitness evaluation of 
2( , , , )k mΔ Δ Δ" " .  Here the median value is used instead of 

the mean value for better robustness.  Also please note that the 
initial value of each entry in the evaluation matrix E is 
initialized to zero. 

 Therefore, after checking all possible integral 
synchronization offset combinations, the best integral 
synchronization offsets 2( , , )mΔ Δ� �"  can be recovered such 
that the synchronization fitness evaluation is maximized, that 

is, ( )
( , , , )2 2

2 2
( , , )

( , , ) arg max ( , , , )
m k m

m mi
Median i i i

Δ Δ Δ
∈Δ Δ

⎛ ⎞
Δ Δ = + Δ + Δ⎜ ⎟

⎝ ⎠Ω

E
" ""

� �" " . 

Then by using the recovered integral synchronization offsets 
as initial values, a post-optimization using the Levenberg-

Marquardt (LM) method could be performed to further 
achieve sub-frame synchronization accuracy.   
     In the following, the implementation details of our method 
are presented. 

 
(a) Synchronized                       (b) Unsynchronized 

Figure 1.  Illustration of the difference between synchronized and 
unsynchronized cases when the lines are back projected. 

 
3.2 Implementation Details 

3.2.1 Issue of computational Complexity 

Synchronization using an exhaustive search strategy has 
poor scalability due to the computation complexity when the 
sequences are very long or when many sequences are to be 
synchronized. To address this problem, the following steps are 
used in our implementation.  

First, instead of processing all the sequences at once, we 
process them in groups of three. A sequence may be present in 
more than one group. Then the synchronization process is 
performed for each group independently. The results are 
integrated together through the common sequences in 
different groups so that a global synchronization can be 
established.  

Even by sub-grouping, the intrinsically cubic computation 
complexity may still be too high to be practical. To further 
speed up the synchronization process, a hierarchical coarse-to-
fine approach is taken. In particular, each sequence in a group 
is first temporally down-sampled appropriately so that the 
total number of possible synchronization offset combinations 
decreases dramatically. After synchronizing the down-
sampled sequences, the result is transformed properly so that 
the sequences at the original frame rates are coarsely 
synchronized.  Then three sub-sequences around the coarsely 
synchronized frames are extracted and further synchronized 
without the temporal down-sampling. For long sequences, 
multiple hierarchies could be used as well. Another advantage 
of processing sequences hierarchically is that, the larger inter-
frame motions make it easier to distinguish off-
synchronization between frames. Moreover, if prior 
knowledge on the possible synchronization range between 
different sequences were available, the synchronization 
process could also be accelerated. As shown in the following 
experimental results section, by sub-grouping and hierarchical 
processing, the efficiency can be improved dramatically. 
 
3.2.2 Geometric alignment of line features 
      As mentioned before, each potential synchronization 
offset combination is evaluated on how well the induced 
timeline maps can synchronize the sequences in question by 
checking all of its supporting frame tuples, each of which in 
turn is evaluated individually by measuring the geometric 
alignment of the matched 2D line features. W.l.o.g., suppose 

π
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′′π

π ′π ′′π
′

′′

′

′′
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′′l
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that we are evaluating a 3-frame tuple ( , , )′ ′′Γ  and the 
matching point and line features (not all stationary or move 
rigidly) are { | 1 , 1 3}i

k Pi n k= =x " "  and 
{ | 1 , 1 3}i

k Li n k= =l " " , respectively. Then our evaluation 
approach is fairly straightforward. First, the tri-focal tensor 

jk
iT of 3 views ( , , )′ ′′ is recovered using the point 

features1. In this paper, the perspective factorization method 
[16] is used. Other methods such as RANSAC based 6-point 
algorithm [8] can be used as well. Then for each matched line 
feature triplet ( , , )′ ′′l l l , the tensor-based line transferring 
( ( , )′ ′′ →l l l , ( , )′′ ′→l l l and ( , )′ ′′→l l l ) distance errors are 
evaluated, from which the corresponding geometric alignment 
measure is deduced for evaluating how well frames ( , , )′ ′′  
are synchronized.   

      Specifically, given the tri-focal tensor jk
iΤ  of 3 views 

( , , )′ ′′ and the matched lines in the 2nd  ( 1 2 3( , , )Tl l l′ ′ ′ ′=l ) 
and 3rd view ( 1 2 3( , , )Tl l l′′ ′′ ′′ ′′=l ), then the corresponding line in 
the first view 1 2 3( , , )Tl l l=l  can be obtained by transferring 
from ′l  and ′′l  through the tensor operation of jk

i j k il l l′ ′′= T . 
Similarly, the above property also holds for the line transfer 
process of ( , )′′ ′→l l l and ( , )′ ′′→l l l  w.r.t. the different 
transferred destination frames (with the trifocal tensors 
calculated accordingly). 

When ( , , )′ ′′  are not synchronized, the estimated 
trifocal tensor in general will be invalid and hence, the 
alignment constraint of the matched line features will be 
violated, which is reflected in the large distance between the 
transferred and the observed line features. Therefore, the line 
transfer distance errors could be used to measure the 
geometric alignment for evaluating the synchronization fitness 
of the three frames. Specifically, for a given 3-frame tuple 

( , , )′ ′′Γ , the corresponding line transfer distance error 
between the i-th line triplet ( , , )′ ′′l l l is calculated as 

( ) 2 2 2 2( , , ) ( , ) ( , ) ( , ) ( , )i
A B A Bd d d dεΓ ⊥ ⊥ ⊥ ⊥′ ′′ ′ ′ ′ ′= + + +l l l x l x l x l x l� � � �   

       2 2( , ) ( , )A Bd d⊥ ⊥′′ ′′ ′′ ′′+ +x l x l� �                           (2) 

where ( , )′ ′′l l l� � � are the transferred lines, ( )A Bx ( ( )A B′x , ( )A B′′x ) are 
two arbitrary (or end) points on line ( , )′ ′′l l l , and 

( , )d⊥ x l denotes the 2D Euclidean distance from point x  to 
line l . Then based on the transfer distance errors of all 
matched line triplets in frames ( , , )′ ′′  of Γ , we define the 
line alignment measure for tuple Γ  as  

( )
01

( ) 3 /( )Ln i
L i

n ε μΓ=
Γ = ⋅ +∑ , where 0μ  is a small positive 

value for avoiding the divide-by-zero problem. In this paper, 
6

0 10μ −= . Therefore, the smaller the sum of the line transfer 
distance errors, the larger the line alignment measure, and in 
turn the better the frames are synchronized. To minimize the 
transfer distance error, it is equivalent to maximize the 
alignment measure.  
 

1 It can be extended to using line features. 

One important remark must be made regarding the 
possible degenerate cases of the trifocal tensor based line 
transfer when two back-projection planes are coplanar. 
Numerically, such degeneracy can be detected by inspecting 
the parameters of the transferred line since all of them will 
become very close to zero in the degenerate cases [8], all of 
which will be excluded in the alignment measure.  
 
3.2.3.  Post-optimization for sub-frame synchronization 
 

With the integral frame synchronization offsets 
{ }2 mΔ Δ"  recovered using the above hierarchical approach, 
we may further perform a post-optimization to obtain sub-
frame synchronization accuracy.  

Specifically, the following cost function 

2

2
2 ( , , , )

1( , , , ) ( )
2 k m

k mf ε
Γ∈ Δ Δ Δ

Δ Δ Δ = Γ∑ Ω " "
" "  is minimized 

w.r.t. { }2 mΔ Δ"  using the LM method. For the case of 

synchronizing three sequences, 2( )ε Γ  is defined as ( )
1

Ln i
i

εΓ=∑ , 
that is, the sum of the transfer distance errors of matched lines 
of frame-tuple Γ . For the general case of synchronizing more 
than three sequences, 2( )ε Γ  can be defined as the sum of 
squares of the re-projection error of all the matching line 
features of frame-tuple Γ .  

Using the integral frame synchronization result as initial 
values, { }2 mΔ Δ"  are updated iteratively by the LM method 
to minimize 2( , , , )k mf Δ Δ Δ" " . In particular, in each 
iteration, { }2 mΔ Δ"  are updated based on the cost function 
value and its partial derivative with respect to each offset 
being optimized. With offsets updated, the corresponding 
supporting frame-tuple set Ω is updated as well with the 
linear frame interpolation done as needed. It is noteworthy 
that we don’t need to interpolate the frame, but only the 
point/line features. On the other hand, since the current state-
of-the-art line trackers can not guarantee that the endpoints of 
the tracked lines are always matched between consecutive 
frames, the line features are interpolated by interpolating the 
normalized line equations instead of the line end points.  

 To optimize the synchronization offsets 
( 2, , )k k mΔ = " for sub-frame accuracy using the LM method, 

the partial derivatives ( 2, , )
k

f k m∂
=

∂Δ
"  of the cost function 

to be minimized with respect to each offset being optimized 
have to be calculated. Since it is very difficult, if not 
impossible, to establish the exact analytic relation between the 
cost function 2( , , , )k mf Δ Δ Δ" "  and the synchronization 
offsets { }2 mΔ Δ" , an approximate method for calculating the 
required partial derivatives is used. In particular, for 

( 2, , )
k

f k m∂
=

∂Δ
" , we evaluate 0 2( , , , )k mf f= Δ Δ Δ" "  and 

2( , , , )k mf fΔ = Δ Δ + Δ Δ" "  respectively with Δ  being a 

small positive value ( 0.002Δ =  in this paper), and then 
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k

f∂
∂Δ

is approximated as 0( ) /f fΔ − Δ . As can be seen from the 

experiments, such approximation is quite accurate.  
 
3.3 Work flow review 

The workflow of our line feature based synchronization 
method can be summarized as follows: 

Step 1: Match and then track point and/or line features 
across and along sequences  

Step 2: Hierarchically recover the best integral 
synchronization offsets by evaluating corresponding 
supporting frame-tuples as done in section 3.2.2. 

Step 3: Optimize the recovered integral synchronized 
offsets using the LM method for sub-frame accuracy as shown 
in section 3.2.3. 

4. EXPERIMENTS 
 

To test the effectiveness of our proposed method, 
extensive experiments using synthetic and real video 
sequences have been done. Additionally, two other pairwise 
synchronization methods, i.e. the 5-point method [17] and the 
affine factorization measurement matrix rank based method 
[14] are also implemented and compared. In the comparison, 
the 5-point method is repeated for different 5-point 
configurations for five times, with the best result selected.  

For simplicity, the following terminology is used to 
describe the experimental details. In particular, "[ : ]"u v  
denotes the sub-sequence frame range starting from frame u to 
frame v and "% "n  denotes the corresponding sequence 
temporally down-sampled with a down-sampling rate n . As an 
example, ( )

[ : ]%
k
u v n  represents a sequence obtained by down-

sampling with a rate n  to the [ : ]u v  sub-sequence of ( )k . 
For a specific group of sequences 

{ }
1 1 1 2 2 2

(1) (2) ( )
[ : ]% [ : ]% [ : ]%, , ,

m m m

m
u v n u v n u v n" , as the corresponding 

synchronization result recovered at the j-th hierarchical level, 
2 3( , , , )

jm LΔ Δ Δ"  means that the corresponding timeline map 

between sequence (1) and ( )k  is 
(1) ( )

( )
1 1: ( )k

k
k k k kt u n t uα→ − + Δ ⋅ = − . Or alternatively 

speaking, all the frame-tuples ( 2)
1 1 1 2 2 2( ) ( )

( , ,t t u n uα − + Δ ⋅ +
Γ   

( )
1 1( ) ( )

, )m
m m mt u n uα − + Δ ⋅ +

"   in the original sequences are in exact 

synchrony. Moreover, the 3D evaluation graph in the 
following illustrations shows the line geometric alignment 
measurements surface ( , )x y  for 3 sequences 

{ }
1 1 1 2 2 2 3 3 3

(1) (2) (3)
[ : ]% [ : ]% [ : ]%, ,u v n u v n u v n being synchronized, where 

( , )z x y  is the median of the line alignment measurements of 
all the frame-tuples supporting the timeline maps based on 
specific synchronization offset relations 2 3( , )x yΔ = Δ =  as 
described above. Therefore, the offsets ( , )x y� � corresponding to 
the highest peak in the 3D evaluation graph is just the offsets 

best synchronize the sequences 

{ }
1 1 1 2 2 2 3 3 3

(1) (2) (3)
[ : ]% [ : ]% [ : ]%, ,u v n u v n u v n in question.  

In the following experiments, the features are matched 
manually across sequences in the first frames and then tracked 
automatically. For point features, the KLT [12] point tracker is 
used. While for line features, a line tracker based on the work 
of [6] is used. Here some remarks should be made on feature 
selection. First the selected features should be as spatially 
distributed as possible in the frames. Second it is better to use 
features whose relative position changes between frames are 
large since otherwise the difference of the recovered geometry 
due to little off-synchronization between frames may not be 
significant enough to incur large geometric alignment error. 
So to some degree, camera movements can sometimes even 
help in the synchronization.  Finally, all the features are 
normalized [8] for better robustness in computing perspective 
factorization and tri-focal tensor transferring. 
 
4.1 Synthetic videos 
 

The synthetic video experiments are done to quantitatively 
evaluate the performance of our new method with known 
ground truth. In particular, the synthesized dynamic scenes are 
constructed and rendered using POV-Ray [21] with the virtual 
cameras moving appropriately. The frame rates are constant 
but not necessarily the same. As an example shown in Figure 
2, 5 sequences are synthesized, each of which starts at a 
different global time instant and spans for a different duration 
(with (1,2,3) 25Fps =  and (4,5) 50Fps = ). Figure 2 depicts the 
global timeline relations between all the five sequences.  

For our line feature based method, the 5 sequences are 
divided into two 3-sequence groups { }(1) (2) (3), ,  and 

{ }(1) (4) (5), , , each of which is synchronized first and then 
the results are integrated together. As for the other two 
methods, the synchronization is done pairwise w.r.t. the 
reference sequence (1) . 

 
 
 
 
 
 
 

Figure 2.    Global timeline relations between 5 synthetic videos. 
 

In Figure 3, one can see that the line based method 
recovers the timeline maps correctly. The corresponding peak 
of the 3D line alignment evaluation is rather dominant and the 
sub-frame synchronization result is quite accurate 

2 3 4 5( 6.503, 2.712, 3.977, 8.030)Δ = − Δ = − Δ = − Δ = −  as 
compared with the ground truth: 2 3( 6.5, 2.75,Δ = − Δ = −  

4 54.0, 8.0)Δ = − Δ = − . In contrast, the other two methods 
incurred fairly large errors. For the 5-point method, the best 
recovered synchronization offsets are 2 3( 8, 9,Δ = − Δ = −  

4 51, 5)Δ = Δ = − and for the rank based method, they 

0.0
0s

Seq. 1 (25 fps) 21 Frames

Seq. 2 (25 fps) 21 Frames

Seq. 3 (25 fps) 21 Frames

Seq. 4 (50 fps) 50 Frames

Seq. 5 (50 fps) 40 Frames

0.0
8s

0.11
s
0.1

6s
0.2

6s

Time

1 2 1 2: 6.5t t→ − =
1 3 1 3: 2.75t t→ − =

1 4 1 4:2 4t t→ − =

1 5 1 5:2 8t t→ − =
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are 2 3 4( 9, 12, 1,Δ = − Δ = − Δ =  5 6)Δ = − . Therefore it can be 
seen that these two affine geometric property based methods 
are not good for synchronizing sequences with large 
perspective distortions. 

 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 

 
Figure 3.   Synchronization result of 5 synthetic videos. 

 
4.2 Real videos 

 

Experiments are also conducted using real video 
sequences captured in the lab and outdoor. 

 
4.2.1  Lab scenes  

In the lab scene, a client-server based multiple camera 
capturing system is used. The CCD firewire cameras and DV 
camcorders are controlled to start streaming video by a server 
PC. In the simultaneous capturing mode, the synchronization 
offsets between the captured sequences are mainly caused by 
the network communication delays and the intrinsic response 
of the controlled cameras, which are usually in a small range 
of a couple of frames. However, to test the performance of our 
method to handle large offsets, in the lab scene experiment, 
we intentionally configure the server to start each camcorder 
asynchronously at relatively large offsets. 

As shown in Figure 4, a lab scene with the electronic 
stopwatch shown on the wall is captured by two stationary and 
one moving DV camcorders. For synchronization, one moving 
line on the pattern board and one stationary line on the wall 
are tracked. Since the sequences are a little long, they are 
synchronized hierarchically for higher efficiency. Specifically, 
the temporally down-sampled sequences (1) (2) (3)

%4 %4 %4{ , , } are 
first synchronized at level 1L  with the result of 

12 3( 5, 5)LΔ = Δ = − , namely 2 3( 20, 20)Δ = Δ = − after 
transforming to the original frame-rate context. Then guided 
by this initial result, 3 sub-sequences 

(1) (2) (3)
[20,45] [40,65] [0,25]{ , , }are extracted and further synchronized 

at level 0L . The resulting synchronization offsets are 

02 3( 3, 4)LΔ = Δ =  which means that all frame tuples 

1 1 1

(1) (2) (3)
23 16( , , )t t t+ −Γ  are synchronized. From the timing 

information transitions of the synchronized frames shown in 
the middle column of Figure 4 and by further considering the 
sub-frame optimization result 2 3( 3.226, 4.127)subΔ = Δ =  
(namely, the sub-frame synchronization offsets for the original 
sequence (1) (2) (3){ , , }  is 2 3( 23.226, 15.873)subΔ = Δ = − ) , 
it can be seen that our result is very accurate. In contrast, for 
the other two compared methods, the 5-point based one gives 
the result of 2 3( 26, 8)Δ = Δ = − while the rank-based one gives 
the result of 2 3( 26, 7)Δ = Δ = − , both of which incur quite 
large errors. 
 
4.2.2  Outdoor scenes  

For the outdoor scenes, only the hand-held camcorders are 
used. The capturing process is triggered manually and 
independently so that the synchronization offsets might be 
fairly large. The sequences are not directly streamed to the 
hard drive but to the tape first and then transferred to the 
computer using video editing software. In the following, we 
present the skating sequence and the ping-pong sequence 
experiments as representative examples.  

As the first example, 3 skating sequences captured in a 
shopping mall shown in Figure 5 are synchronized. This 
experiment is quite challenging in that the 3 DV camcorders 
are all panning (or swinging) and one of them is zooming. 
Furthermore, the features available are very close to the co-
planar degenerate case, which makes accurate tri-focal tensor 
recovery more difficult. However, our synchronization 
method still works pretty well. In particular, 10 point 
features and 2 line features are used and a 2-level sequence 
pyramid is built for the hierarchical synchronization. At the 
top level 1L , the original sequences are temporally down-
sampled by 4, resulting with the sequences (1) (2) (3)

%4 %4 %4{ , , }, 
for which the synchronization result is 

12 3( 5, 0)LΔ = − Δ = , 

namely 2 3( 20, 0)Δ = − Δ = when considered in the original 
frame-rate context. Then going to the lower level 0L  (of 
original frame rate), the sub-sequences 

(1) (2) (3)
[20:50] [0:30] [20:50]{ , , }  are extracted based on the result from 

the upper level 1L and then further synchronized with the 
result of 

02 3( 0, 0)LΔ = Δ = and the corresponding sub-frame 

optimization result of 2 3( 0.122, 0.037)subΔ = Δ = − . That is, 
for the original sequences (1) (2) (3){ , , } , the sub-frame 
synchronization offsets are 2 3( 19.878, 0.037)subΔ = − Δ = − . 
By inspecting the hand-grasping procedure of two skating 
girls shown in the middle column of Figure 6, such a 
synchronization result is very accurate and coincides with the 
manually identified ground truth perfectly. While for the 
other two methods, both get the result of 2 3( 16, 2)Δ = − Δ = , 
incurring synchronization error of 3 ~ 4 frames. 

Shown in Figure 6 is another experiment in which three 
ping-pong sequences captured in a gym using 3 stationary DV 
camcorders are synchronized. In total 10 point features and 2 

Seq.1 Frame 6 Seq.2 Frame 0 Seq.3 Frame 4

Seq.1 Tracks Seq.2 Tracks Seq.3 Tracks 3D graph of evaluations 

Group:
Peak sync offsets : (-6, -2)
Example sync. frames: (6, 0, 4)
Sub-Frame sync offsets: (-6.503, -2.712)

(1) (2) (3){ , , }

Seq.1 Frame 4 Seq.4 Frame 2 Seq.5 Frame 0

Seq.1 Tracks Seq.4 Tracks Seq.5 Tracks

Group:
Peak sync. offsets : (-2, -4)  namely 
     (-4, -8) for original frame rate 
Example sync. frames: (4, 4, 0)
Sub-Frame sync offsets: (-3.977, -8.030)

3D graph of evaluations 

(1) (4) (5)
%2 %2{ , , }
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line features are matched and tracked. Since all the sequences 
are quite short, they are directly synchronized without 
building the hierarchical sequence pyramid. In particular, for 
the sequences (1) (2) (3){ , , } , the integral synchronization 
offsets are recovered as 2 3( 10, 8)Δ = Δ = . Although such 
result is quite close to the ground truth identified manually by 
checking the trajectory of the moving ping-pong ball bounced 
by the person walking from the right to left, the off-
synchronization error is still fairly large. Then by applying 
sub-frame synchronization optimization, more accurate sub-
frame synchronization offsets are obtained, that is, 

2 3( 10.498, 9.830)subΔ = Δ = . By carefully checking the timing 
instant (frame) at when the ping-pong ball hits the pad and its 
corresponding height from the pad in the next instant (frame), 
we can see that the sub-frame synchronization offsets are 
quite accurate. Specifically, the height of the ball from the pad 
in frame (1)

15  of sequence (1)  is obviously higher than that in 
frame (2)

25  and lower than that in frame (2)
26 of sequence (2) . 

Therefore, the synchronization offset 2Δ must be in the range 
of (25 15, 26 15)− − , that is, (10,11) . By further considering 
the kinetics characteristics of the ball movement, we estimate 
that the ground truth of 2Δ  should be very close to 10.5 
which coincides with our result very well. While for 
sequence (3) , we can also see that the inaccurate integral 
result is successfully corrected by the sub-frame optimization. 
While in the comparison, the 5-point and the rank-based 
methods also get quite accurate results of 

2 3 5 int( 10, 8) po−Δ = Δ =  and 2 3( 10, 9)rank basedΔ = Δ =  
respectively, although no corresponding sub-frame 
optimization process can make further refinement.  

 
Many other similar real video experiments have been 

performed with similar performance and accuracy. 
 

5. Conclusions 
 

Our extensive experimental results suggest that our 
proposed method is robust and effective. It provides a general 
framework for synchronizing multiple sequences captured by 
free-moving full-perspective cameras. Unlike previous feature 
based methods, the line features are used for checking the 
synchrony between frames, resulting in improved robustness 
and accuracy in synchronization. Furthermore, our proposed 
method is more adaptive to general scenes with large 
perspective distortions than previous ones. As well, with 
accurate input feature data, very accurate sub-frame 
synchronization can be obtained through a LM based 
optimization.  

As to possible extensions, our future research will be 
focused on the following topics. First, we want to enable 
automatic synchronization by automating the process of 
point/line feature matching across the wide-base-line 
sequences. Second, we plan to improve the efficiency of our 
method by segmenting a long sequence into shorter sub-
sequences and by coarse-to-fine checking instead of 
exhaustive checking all possible synchronization offset 

combinations. Furthermore, the issues on how to synchronize 
variable frame-rate sequences or sequences with more 
complex timeline maps are also interesting topics to explore. 
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Figure 4. Synchronization result of stop-watch sequence experiment. 

 

 

 

 

 

 

 

 

 

Figure 5. Synchronization result of the skating sequence experiment. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Synchronization result of the ping-pong sequence experiment.   

Seq.1

(1) (2) (3)
[20,45] [40,65] [0,25]{ , , }

Seq.2

Seq.3

Frame 0

Frame 0

Frame 0

Frame 141

Frame 168

Frame 139

Seq.3

First frames Last  frames

(1) (2) (3)
%4 %4 %4{ , , }

Hierarchy 0:
Peak sync. offsets: (3, 4)
Subframe sync. offsets (3.226, 4.127)
Example sync. frames: (20, 43, 4)

Hierarchy 1:
Peak sync. offsets: (5, -5)
Example sync. frames: (20, 40, 0)

25 ---> 26 26 ---> 27 27 ---> 28 28 ---> 29 29 ---> 30

48 ---> 49 49 ---> 50 50 ---> 51 51 ---> 52 52 ---> 53

9 ---> 10 10 ---> 11 11 ---> 12 12 ---> 13 13 ---> 14

Seq.2

Seq.1

Synchronized frame transitions 3D graph of evaluations

36 ---> 37 37 ---> 38 38 ---> 39 39 ---> 40Seq.1

(1) (2) (3)
[20,50] [0,30] [20,50]{ , , }

Seq.2

Seq.3

Frame 0

Frame 0

Frame 0

Frame 74

Frame 71

Frame 84

Seq.3

First frames Last  frames

(1) (2) (3)
%4 %4 %4{ , , }

Hierarchy 0:
Peak sync. offsets: (0, 0)
Subframe sync. offsets (0.122, -0.037)
Example sync. frames: (20, 0, 20)

Hierarchy 1:
Peak sync. offsets: (-5, 0)
Example sync. frames: (20, 0, 20)

16 ---> 17 17 ---> 18 18 ---> 19 19 ---> 20 Seq.2

Seq.1

Synchronized frame transitions 3D graph of evaluations

36 ---> 37 37 ---> 38 38 ---> 39 39 ---> 40

12 ---> 13Frame 0

Seq 1

Seq 2

13 ---> 14 14 ---> 15 15 ---> 16

22 ---> 23 23 ---> 24 24 ---> 25 25 ---> 26

22 ---> 23 23 ---> 24 24 ---> 25 25 ---> 26

Frame 0

Frame 0

Seq 3

Frame 37

Frame 45

Frame 43

Sequences:
Peak sync. offsets : (10. 8) 
Sub-frame sync. offsets: (10.498, 9,830) 
Example sync. frames: (0, 10, 10)

(1) (2) (3){ , , }

First frames Synchronized frame-transitions according to the result Last frames 3D graph of evaluations 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


