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Hardware Emulation Building Blocks for Real-Time
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Abstract—This paper proposes digital hardware building block
concept for emulating power system networks on field-pro-
grammable gate arrays (FPGAs) in real time. Basic hardware
emulation building blocks (HEBBs) for machines, transmission
lines, nonlinear elements, and loads are presented to demonstrate
how real-time simulation can be achieved for realistic power
systems. All of the hardware modules were developed using the
VHDL language for portability and extensibility. Employing
multiple FPGAs, a large-scale power system consisting of 1260
three-phase buses is modeled in detail in real time to show both
electromagnetic transients and electromechanical dynamics in
the system. The advantage of HEBB-based modeling is that the
design and development of new technologies can be accelerated by
utilizing massive real-time digital simulators capable of modeling
multiscale and multidomain dynamics.

Index Terms—Field-programmable gate arrays (FPGAs), large-
scale systems, parallel processing, power system simulation, real-
time systems, smart grids.

I. INTRODUCTION

M ODERN electrical power grids are evolving into large
and complex interconnected systems containing myriad

equipment. Historically, power systems were planned and oper-
ated in a monolithic fashion from generation to utilization and
contained only a minimum number of sensors and controllers.
The bulk integration of disparate energy sources at multiple
levels of the grid is creating system complexities and opera-
tional challenges that can only be resolved by the pervasive
use of real-time digital computation, intelligent sensors, and ad-
vanced communication technologies integrated into the smart
grid [1]–[3]. The design and implementation of smart grid tech-
nologies on a wide area requires the development of novel,
real-time, parallel, and reconfigurable low-latency, high-band-
width simulators. In particular, when a new controller, protec-
tive device, smart meter, or a security protocol needs to be tested
and tuned in the hardware-in-the-loop (HIL) scenario before
commissioning in the field, there is no alternative to a real-time
digital simulator [4]–[8]. Transient network analyzers (TNAs)
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were the predecessors of fully digital real-time simulators; how-
ever, realization of large-scale power systems with a high level
of complexity and fidelity using TNAs is practically impossible.
There is a need for massive real-time simulators for the plan-
ning, design, implementation, and testing of smart grid tech-
nologies on a large-scale using detailed simulation models for
grid components. Such simulators need to be able to model the
grid dynamics on a multiscale basis. While the application of
real-time digital simulators spans the entire frequency spectrum
of power system studies, two of the most computationally de-
manding studies for large-scale power grids are the simulation
of electromagnetic transients and electromechanical dynamics.
In both of these studies, the resulting system model is a highly
complex, large-dimension, nonlinear model. The real-time sim-
ulation should be able to seamlessly transition between slow and
fast transients of various grid components.
The inter-operability of power systems, control, and commu-

nication also brings to the fore another challenge: multidomain
simulation where different modeling philosophies, solution
algorithms, and numerical methods coalesce to provide a
high-fidelity simulation of the smart power systems [3], [9].
Existing simulators employing sequential x86 processors or
digital signal processors (DSPs) have limited computational
power, bandwidth, and the simulation algorithms for such
inter-operability to exist. For example, real-time implemen-
tation of advanced multiplexing schemes, coding algorithms,
communication channel emulation, and synchronization
requires very fast signal-processing hardware. Field-pro-
grammable gate arrays (FPGAs) are ideally suited to meet
these challenges in real time. FPGAs are high-density digital
programmable logic devices containing millions of logic ele-
ments, distributed embedded memories, advanced arithmetic
blocks, and high-bandwidth transceivers to emulate almost
any physical system. FPGAs are currently being used for a
wide variety of real-time control and simulation applications
[10]–[20]. Their main advantages are fully parallel hardwired
architecture, reconfigurability, fast clock speed, and sophisti-
cated design tools, among many others. Currently available
FPGAs from Altera and Xilinx can accommodate millions of
logic gates at up to 1-GHz clock frequency allowing large-scale
grid emulation.
Using FPGAs as the core computational engine, this paper

proposes the concept of hardware emulation building blocks
(HEBBs) for the real-time simulation of large-scale power grids.
High-fidelity real-time hardware emulation of the fundamental
power system apparatus such as generator, linear passive el-
ements, transmission lines, transformers, nonlinear elements,
and controls is presented. IEEE 32-bit floating-point precision
is used in the hardware emulation for high accuracy. Multiple
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Fig. 1. FPGA hardware architecture.

FPGAs are employed to realize a detailed simulation of a large-
scale system up to 1260 three-phase buses in real time showing
both the slow and fast dynamics. This paper is organized as fol-
lows. Section II gives an overview of the FPGA design process.
Section III presents the HEBB concept and details about how
to build a large-scale power system using HEBBs. Section IV
presents a detailed real-time case study of a large power system
on a multi-FPGA architecture along with the real-time simu-
lation results and discussion. Finally, conclusions are given in
Section V.

II. FPGA DESIGN PROCEDURE

The generic FPGA is a two-dimensional (2-D) array of pro-
grammable logic cells interconnected by a matrix of wires and
programmable switches. Each logic cell performs a basic logic
function, while the programmable switches control the config-
uration of logic cells and the interconnection of the wires, thus
achieving field programmability. For example, Fig. 1 illustrates
the advanced 28-nm Altera Stratix V FPGA hardware archi-
tecture and its features [21]. The logic cells in this FPGA are
logic array blocks (LABs) which are composed of several adap-
tive logic modules (ALMs). Each ALM contains an eight-input
lookup-table (LUT) which are divided between two adaptive
LUTs (ALUTs), two dedicated embedded adders, and four ded-
icated registers, providing sufficient resources for efficient im-
plementation of logic, arithmetic, and register functions. Beside
the basic logic blocks, modern FPGAs also provide massive em-
bedded memory blocks, and other dedicated circuits such as the
DSP blocks and the phase-locked loop (PLL) blocks. For ex-
ample, the Stratix 5SGSD8 device has up to 1963 DSP blocks
with up to 3926 18 18 bit multipliers for efficient imple-
mentation of high-performance (500MHz) and computationally
intensive signal-processing functions. Furthermore, the device
also provides a unique array of integrated hard intellectual prop-
erty (IP) blocks and serial transceivers (up to 28.05 Gbps).
The FPGA is a space-oriented logic device which enables full

hardwired parallelism to be achieved to the extent permitted by
the implemented user model and algorithm. A large number of

customized parallel processing units can be easily configured.
The integrated massive memory blocks can be partitioned into
many independent types such as RAM, ROM, FIFO, single-
port, or dual-port user memory units through which multiple
data can be accessed simultaneously. Although multiple data
can be processed in parallel in the FPGA, due to resource lim-
itation, it is difficult to achieve the ideal parallelism (one data
component per hardware module). In such cases, the pipelining
technique has to be used. In a pipeline scheme, a function is di-
vided into several stages by inserting registers between stages.
Thus, multiple data can be processed at different stages at once,
allowing a high computational throughput. The FPGA design
procedure involves the design entry step using a hardware de-
scription language such as VHDL and the implementation step
which involves mapping, placing, and routing on the physical
device to generate the downloadable bitstream.

III. HEBB CONCEPT FOR REAL-TIME SIMULATION

TheHEBB is amodular parallel hardwired implementation of
a specific type of power system component on an FPGA using
the principles of parallel processing, deep pipelining, and dis-
tributed memory management. Each HEBB is a fully self-con-
tained standalone digital hardware component with requisite in-
terfaces that can be quickly replicated to be build large systems
with several hundreds or thousands of power system compo-
nents. The HEBB consumes a finite amount of digital hardware
resources in terms of logic blocks, DSP blocks, and memory
space and has a finite input–output latency. Therefore, by ex-
tension, the resource consumption for a large power system and
the overall latency or the simulation time-step can be explicitly
calculated. Depending on the FPGA resources available, and the
required accuracy of the real-time simulation, multiple compo-
nents of the same type can be pipelined through each HEBB.

A. Linear Lumped Passive Element HEBB

The linear lumped R, L, C elements or any combinations of
them are used to represent loads, transformers, and other equiva-
lent impedances in power systems. By applying the Trapezoidal
rule of integration, the continuous-time differential equations
for such elements can be represented by a common discrete-time
model [22], as shown in Fig. 2(a), whose characteristic is
given as

(1)

where is equivalent conductance, and is equiva-
lent history current which is updated at each time-step. The
HEBB is designed for hardware emulation of linear lumped pas-
sive elements, as shown in Fig. 2(b). Themain calculation of this
HEBB is to update the history currents . As can be
seen in this figure, the parameters are stored in various RAMs
and accessed in parallel for processing by the floating-point
multiply-add units. These units are pipelined to
achieve high throughput.

B. Electric Machine HEBB

Rotating machines are modeled using the universal machine
(UM) model [23]. The UM model is a sufficiently generalized
machine model which can accurately represent several types
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Fig. 2. (a) Discrete-time model of lumped linear passive elements. (b)
HEBB.

of rotating machines for electromagnetic transient studies. The
number of windings on the stator and rotor and the mechanical
parts are fully customizable to model any specific machine. In
this paper, an eighth-order UM model is employed to represent
synchronous machines equipped with the exciter power system
stabilizer (PSS) control systems. The discrete-time equation for
the machine electrical side in the synchronously rotating
frame is given as

(2)

where , , , , and are vectors of voltages, cur-
rents, flux linkages, resistances, and speed voltages of the wind-
ings, is the simulation time-step, and is the voltage his-
tory term. The mechanical dynamics for the UM are given as

(3)

where , , , , and are the moment of inertia, damping
coefficient, rotor speed, load torque, and air gap torque, respec-
tively. In the UM, the mechanical part is modeled as an equiv-
alent electric network using lumped RLC elements, as seen in
Fig. 3. The UMmodel is interfaced with the EMT network solu-
tion using the compensation method. As shown in Fig. 3, when
the node voltage without machines is ready, it is transferred
into the frame, and the machine equations are solved. Then,
the machine currents are transferred back into the frame and
superimposed into the network to iteratively solve for the com-
pensated voltage . The iteration process terminates when the
difference between the calculated and predicted is within the
given tolerance.
The HEBB is designed to emulate the UM model in

the FPGA, as shown in Fig. 4. It mainly consists of six func-
tional units. The and unit is responsible for pre-
dicting and calculating rotor speed and rotor angle . The

unit transforms the UMquantities between the and
frames. The unit is used to calculate the machine

current . The flux linkages and torque are solved

Fig. 3. UM model representation.

in the and unit. The unit updates ma-
chine history terms and the history terms of the equiv-
alent mechanical network. Finally, the unit calculates
the complete voltages of the network . Parallelism is used
in the HEBB in all of the functional units, for example, in
the unit, a parallel Gauss–Jordan elimination (GJE)
method is used to eliminate the rows of the matrix concurrently
and then factorize.

C. Transmission-Line HEBB

The transmission lines are modeled using the phase-domain
frequency-dependent universal line model (ULM) [24]. The
ULM is recognized as the most accurate and robust model for
both overhead lines and underground cables under symmetrical
and asymmetrical operating conditions. This model is first
formulated in the frequency domain through the characteristic
admittance matrix and propagation function matrix . In
order to implement the model in the time domain, the elements
of and are approximated using finite-order rational
functions. The element of is expressed as

(4)

where is the number of poles and , , and are the
residues, poles, and proportional terms, respectively.
The element of is expressed as

(5)

where denotes the number of propagation modes, and
are the number of poles and time delays used for fitting

the th mode, and and are residues and poles for
the propagation mode. The resulting time-domain model
of the ULM is shown in Fig. 5(a), where is the equivalent
conductance matrix, and are the history currents at
sending-end “ ” and receiving-end “ ’ of the line, which are
calculated as follows:

(6)

where the symbol denotes the matrix-vector convolution.
The HEBB is designed to emulate the ULM

model in the FPGA, as shown in Fig. 5(b). Depending on the
number of phases of the transmission line and the number of
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Fig. 4. HEBB.

Fig. 5. (a) Discrete-time equivalent of ULM model. (b)
HEBB.

poles of fitted rational functions, the convolution is in general
quite expensive computationally. Parallel computation is essen-
tial to improve the computational efficiency. First, due to the
traveling time delay of the ULM model, the sending and re-
ceiving ends of a transmission line are decoupled. Thus, the cal-
culations at both ends can be conducted fully in parallel. Fur-
thermore, for multiphase transmission lines, the calculation in
each phase can be executed simultaneously.

D. Nonlinear Element HEBB

The commonly occurring nonlinear elements in power sys-
tems are nonlinear inductances and surge arresters [25]. Based
on the different application requirements, the nonlinearity
can be represented using either a piece-wise linear approxi-
mation or direct analytical nonlinear function. In both cases,
Newton–Raphson (NR) method can be used in a piece-wise
manner (PNR) or continuously (CNR) to iteratively arrive at
the solution [15]. The compensation method is also employed
here to solve the linear

(7a)

and nonlinear

(7b)

simultaneously, as shown in Fig. 6(a), where is the node
voltage computed without the nonlinear elements, is the
Thévénin equivalent resistance seen from nonlinear elements’
port, and is the nonlinear function relating and .
Applying the NR method to (7), the current is solved using

(8)

where is the Jacobian matrix and and are the current
vectors at the th and th iterations, respectively. To solve
(8), a parallel GJE method is employed [15]. After the current
has been obtained, it is superimposed on the linear network to
solve for the compensated voltage .
The HEBB is designed to emulate nonlinear elements

in the FPGA, as shown in Fig. 6(b). It consists of four main
hardware submodules: 1) (evaluating nonlinear func-
tion and ; 2) (computing and

); 3) parallel (GJE) for solving (8) for ; and 4)
(computing the compensated node voltage .

E. Circuit Breaker HEBB

The circuit breaker in the power system is modeled as an ideal
time-controlled switch. It opens at time or closes at time ,
as shown in Fig. 7(a).
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Fig. 6. (a) Nonlinear element solution method. (b) HEBB.

Fig. 7. (a) Circuit breaker model. (b) HEBB.

Since the circuit breaker is time-controlled, the core of
HEBB is a real-time clock generator. As shown in Fig. 7(b), the
input system clock frequency (100 MHz) is divided by 1000
to generate a 10- s-period clock signal. This clock signal is
counted and compared with the switch operation time
(integer of 10 s) saved in a RAM. Once the circuit breaker’s

is reached, the corresponding circuit breaker state bit in
register is inverted using 0/1 for circuit breaker open/

closed.
Another important function of this HEBB is to generate the

signal, which indicates the end of the real simulation
time-step . When a simulation step is finished, the
signal is checked. If it is not “1,” the simulation step is finished
within , and thus the real-time simulation is achieved. Oth-

Fig. 8. HEBB for linear network solver.

erwise, the simulation step takes longer time than , and the
real-time constrain is not met.

F. Linear Network Solver HEBB

The admittance matrix of the system is assembled based on
the discrete-time equivalents of all the system functional com-
ponents. Then, the system nodal equation

(9)

is solved at every simulation time-step for the node voltage
vector (without the machines and nonlinear elements). The
current injection vector is assembled from and . Equa-
tion (9) is solved by using a sparse matrix vector multiply of the
inverse system nodal admittance matrix with the current
injections . While in this method the has to be calculated a
priori for all combinations of the circuit-breaker switches, it has
the advantage of reducingmemory utilization and increasing the
calculation efficiency significantly. A formal sparse LU decom-
position and substitution method can also be used to solve (9),
provided there are sufficient hardware resources available.
As shown in Fig. 8, the current vector is first assembled by

an adder. Then, a floating-point multiply-accumulator
unit is used for sparse matrix-vector multiplication for calcu-
lating node voltage .

G. Overall Power System HEBB

To integrate aforementioned HEBBs into a single FPGA, a
power system hardware emulation building block
was built, as shown in Fig. 9. A control module was designed
to coordinate the operation of other HEBBs to fulfill the power
system transient simulation. The finite state machine of the

is shown in Fig. 10. A real-time simulation time-step
involves three stages: solving the network for voltages
without taking into account machines and nonlinear elements

, solving machine equations and nonlinear equations
for compensated voltages and , and finally
updating history terms .
To accommodate large network sizes or reduce the simula-

tion time-step for high-frequency transients, multiple HEBBS
of various component types can be implemented depending on
the available hardware resource of the FPGA. The aim is to im-
plement more parallel HEBBs of the same type to maximize
the resource utilization of the FPGA and minimize hardware
latency. In this design, the Altera Stratix III EP3SL340 FPGA
is used. Table I lists the main logic resources utilized by each
type of HEBB. As can be seen, in one HEBB, two HEBBs
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Fig. 9. Power system HEBB.

Fig. 10. Finite-state machine (FSM) for the power system HEBB.

TABLE I
FPGA RESOURCES UTILIZED BY INDIVIDUAL HEBBS

are implemented for each of the , , and ,
while one HEBB each is implemented for , , and
components. When the utilized resources exceed the available
resources, pipelining can be used to accommodate more compo-
nents at the cost of a higher latency and thus a larger time-step.
A larger FPGA would be able to accommodate more HEBBs of
the same type.
To emulate a large-scale power system network in real time,

hardware parallelism and pipelining need to be exploited on a
large scale, which can be realized by using multiple hardware
functional modules; however, as seen from Table I, this is hard
to achieve on a single FPGA due to the limitations of its logic re-
sources. Multiple FPGAs have to be employed invariably to en-
able massive parallelism and pipelining for large-scale systems.

IV. MULTISCALE REAL-TIME SIMULATION OF A

LARGE POWER GRID

For real-time simulation of large-scale power grids, multiple
HEBBs have to be utilized. Practically, a large power system

can be partitioned into smaller subsystems interconnected using
transmission lines [20]. Due to the inherent travel time delay of
the transmission line, each subnetwork can be simulated in a
HEBB independently. At the end of each simulation time-step,
the node voltages between the neighboring HEBBs have to
be exchanged.
In this design, the multi-FPGA platform as shown in Fig. 11

is populated with ten Altera Stratix III EP3SL340 FPGAs ar-
ranged in a 2 5 matrix. Ten HEBBs are implemented
in these ten FPGAs. As shown in Fig. 11, the dual-port RAM

is designed to send and receive the nodal voltages be-
tween neighboring HEBBs. The results of the real-time emu-
lation were captured on the oscilloscope via a 125-MHz four-
channel 14-bit digital-to-analog converter (DAC) card. To en-
sure fidelity, various verifications based on the behavior, func-
tion, and timing analysis were carried out throughout the design
process.
A large-scale power grid is simulated in real time to validate

the proposed power system HEBB simulator. This system is
built using the modified IEEE New England 39-bus test system,
as shown in Fig. 12. Each HEBB is assigned an equally par-
titioned subnetwork. The number of system components mod-
eled in each subnetwork are shown in Table II. The subnet-
works in neighboring HEBBs are interconnected using two
transmission lines each. Note that the transformers are modeled
using equivalent RLC elements. All transmission lines are mod-
eled using ninth-order rational functions for and , and all
synchronous machines utilize the eighth-order UM model. A
time-step of 45 s was used for the real-time simula-
tion of the large-scale grid. For capturing EM transients of up
to 10 kHz in real time, a time-step of 50 s is accept-
able according to Nyquist criterion. Based on Table II, the total
number of three-phase components emulated in real time within
a 45 s time-step for high-fidelity EM transient simula-
tion include 300 generators, 1170 transmission lines, 990 linear
passive elements, and 90 nonlinear surge arresters. Of course,
on an FPGA with higher resources, either the time-step can be
decreased significantly for a given system size or the number
of emulated components can be scaled up for a fixed time-step.
This choice is primarily determined by the needs of the specific
real-time EM study being carried out, and can be achieved by
emulating multiple parallel HEBBs of each component type on
the FPGA comprising the HEBB.
Fig. 13 shows a sampling of real-time transient results cap-

tured on the oscilloscope side by side with offline simulation
results from EMTP. A three-phase fault is simulated at Bus 2
(Fig. 12. The fault is initialized at 0.5 s and cleared at

0.6 s. Fig. 13(a) shows the three-phase voltages at Bus 3
over a period of 200 ms. The high-frequency electromagnetic
transients can be seen clearly at both and at fault initiation
and fault recovery, respectively. Fig. 13(b) shows the zoomed
view of the voltage transients around fault recovery at time .
As can be seen, the differences between the real-time simula-
tion and offline simulation are minor, and they can be mainly
attributed to the limited resolution (14-bit fixed-point) of the
DACs. When the 32-bit floating-point real-time results were
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Fig. 11. Ten HEBBs emulated on a ten-FPGA hardware architecture.

Fig. 12. Large-scale power system used in the real-time simulation case study.

TABLE II
NUMBER OF COMPONENTS IN EACH SUBNETWORK ( HEBB) IN ONE FPGA

downloaded from the FPGA RAMs and plotted, they were al-
most identical to the offline simulation results. Fig. 13(c) shows
the three-phase fault currents over a period of 200 ms at Bus 2,
with the maximum fault current of 4.3 kA in phases and . The
slower electromechanical dynamics of the synchronous gener-
ators over a period of 500 ms are shown in Fig. 13(d), which
depicts the power angle oscillations of , and . As
can be seen from Fig. 12, is the nearest generator to the fault,
while and are further away from the fault. During the
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Fig. 13. (a) Real-time waveforms for Bus 3 voltages during a three-phase fault at Bus 2. -axis: 1 div 20 ms; -axis: 1 div 60 mV ( 1.8 kV). (b) Zoomed
view of Bus 3 voltages during a three-phase fault at Bus 2. -axis: 1 div 5 ms, -axis: 1 div 60 mV ( 1.8 kV). (c) Real-time waveforms of fault currents
during a three-phase fault at Bus 2. -axis: 1 div 50 ms; -axis: 1 div 60 mV ( 1.2 kA). (d) Real-time results of power angles for generator , ,
and during a three-phase fault at Bus 2. -axis: 1 div 50 ms; -axis: 1 div 30 mV ( 0.0082 rad). (e)–(h) Offline simulation results.
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fault, the oscillations of are more pronounced compared with
those of and .

V. CONCLUSION

Real-time digital simulators can play a key role in modern
power grid projects by enabling rapid testing of new technolo-
gies and analyzing their impact on the system. They must how-
ever be capable of detailed modeling of power grid compo-
nents with a sufficiently small time-step to capture dynamic
events over a wide frequency bandwidth. This paper proposes
the concept of hardware emulation building blocks to emulate
in real-time power system components on FPGAs. The HEBB
architecture for common power system elements such as linear
passive elements, transmission lines, machines, nonlinear ele-
ments, and circuit breakers are presented to show how a realistic
power system network can be modeled in detail on a FPGA. For
emulating large-scale power systems, multiple FPGAs are em-
ployed for digital hardware emulation using the natural travel
time delay of a transmission line to decompose and map the
smaller subsystems to individual FPGAs for transient simula-
tion. Real-time oscilloscope results are provided as a proof-of-
concept to display both slow and fast dynamics in the system.
The HEBB concept is modular and can be extended to emulate
any number of multiphysical and multidomain components to
integrate them into real-time power system simulation.
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