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Abstract

Orthogonal frequency-division multiplexing (OFDM) has been employed in several

current and future 4-th generation (4G) wireless standards. Frequency offsets in OFDM

introduce intercarrier interference (ICI). Channel estimations are also required.

This thesis focuses on the channel and frequency offset estimation for OFDM-

based systems. For cooperative-relay OFDM with frequency offsets, where inter-relay

interference (IRI) exists, channel estimation is developed. Optimal pilot designs are

proposed by minimizing the IRI in the mean square error (MSE) of the least square

(LS) channel estimation. The impact of frequency offset on the channel estimation

accuracy is derived. The pairwise error probability (PEP) with both the frequency

offset and channel estimation errors is evaluated. The power allocation is discussed.

For multiple-input multiple-output (MIMO) OFDM systems, channel and frequency

offset estimation errors are investigated. The signal-to-interference-and-noise ratio

(SINR) is first analyzed given channel and frequency offset estimation errors. The

bit error rate (BER) is then approximated for multiple-antenna reception with maxi-

mal ratio combing (MRC) and equal gain combining (EGC).

For orthogonal frequency-division multiplexing access (OFDMA) systems, the vari-

ance of the frequency offset estimation is derived as a function of SINR and signal-

to-noise ratio (SNR). This variance information is exploited to improve the accuracy

of frequency offset estimators. A successive interference cancelation (SIC)-based fre-

quency offset estimator is also developed.

The accuracy of frequency offset estimation of the OFDMA uplink can also be

improved by using the cooperative relaying. Both conventional amplify-and-forward

(AF) relays and new decode-and-compensate-and-forward (DcF) relays are studied.

The frequency offset estimate is derived from combining different link estimates. In

addition, when CSI is available, a scheme is proposed to adaptively switch between the



cooperative and conventional (no relaying) transmissions to optimize the frequency

offset estimation.
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Chapter 1

Introduction

Wireless communication industry continues to evolve from the 3rd generation (3G)

systems. For example, Long Term Evolution (LTE) [1] has been standardized for

the emerging pre-4th generation (4G) wireless communications. The peak data rate

provided by LTE systems is expected to be more than 100 Mb/s in the downlink,

allowing these systems to provide diversified multimedia services effortlessly. However,

since the radio spectrum is limited, improved physical-layer modulation methods are

required to achieve such high-data rates.

Orthogonal frequency-division multiplexing (OFDM) [2], a special case of multi-

carrier modulation, is a candidate for 4G wireless due to its inherent robustness to

frequency-selective fading and the low-complexity of its receiver. OFDM can be com-

bined with other advanced techniques to boost the performance of the LTE systems.

For example, the LTE downlink employs orthogonal frequency-division multiple ac-

cess (OFDMA) for multi-user access ability. Moreover, multiple-input multiple-output

(MIMO) and OFDM improve the data throughput [3, 4]. Due to these advantages,

OFDM has also been implemented for several other wireless standards, including

IEEE 802.11 wireless local area network (WLAN) standard, IEEE 802.16 metropoli-

tan area network (MAN) standard, and IEEE 802.20 mobile broadband wireless net-

works (MBWA) [5, 6]. OFDM has also been used in a number of other systems, from

voice-band modems such as asymmetric digital subscriber line (ADSL), high-bit-rate

digital subscriber line (HDSL) to broadcast standards including digital video broad-

casting (DVB) [7], digital audio broadcasting (DAB) [8], and high-definition television

(HDTV) [9]. For all OFDM systems, channel and frequency offset estimation are two

1



critical issues of the system design.

1.1 OFDM Systems

OFDM divides a wideband frequency-selective channel to an equivalent set of nar-

rowband frequency-flat subchannels. This division is achieved by splitting the input

high-rate data stream into a number of substreams that are transmitted in paral-

lel over orthogonal subcarriers. The orthogonality between the subcarriers prevents

interference between the closely spaced subcarriers as well as allows the subcarriers

spectra to overlap, making OFDM highly spectrally efficient. Moreover, a cyclic prefix

(CP) added at the transmitter reduces the receiver complexity by allowing discrete

Fourier transform (DFT) demodulation and one-tap frequency-domain equalization

(FEQ) [10].

1.1.1 Wireless Channel

To comprehend the benefits of OFDM, the basic characteristics of the wireless channel

must be understood. The wireless channel is characterized by multipath propagation;

i.e., the transmitted signal arrives at the receiving antenna via different paths. These

paths experience different attenuations and time delays, giving rise to delay spread.

Doppler spread happens when there is a relative motion between the transmitter and

receiver. Key parameters of the channel are the coherence bandwidth and coherence

time, which are inversely proportional to the delay spread and Doppler spread, respec-

tively [11].

Depending on the bandwidth and symbol period of the transmitted signal, the

wireless channel may manifest four different types of fading on the transmitted signal.

When the signal bandwidth is smaller than the coherence bandwidth of the channel, the

channel is frequency-flat or flat fading. Otherwise, the channel is frequency-selective.

2



When the symbol period is smaller than the coherence time of the channel, the chan-

nel is time-invariant. Otherwise, the channel is time-varying [11]. In high-data rate

transmissions, because of the wide bandwidth of the transmitted signal, the channel

becomes frequency-selective [11].

Such a multipath-fading channel can be modeled by the complex impulse response

as [2, 12]

h(τ, t) = L−1∑
l=0

hl(t)δ(t − τl(t)), (1.1)

where h(τ, t) is the baseband equivalent channel response at time t due to an impulse

applied at time t−τ , δ(⋅) is the dirac delta function, and hl(t) and τl(t) are the complex

gain and the propagation delay of the l-th path. The discrete-time equivalent channel

can be expressed as the samples h[l] = h(lTs), where Ts is the sampling period. Thus,

when the sequence of symbols x[n] is directly transmitted over the multipath channel

h[l], the received signal is given by the convolution of the symbol sequence with the

channel impulse response [2],

y[n] = L−1∑
l=0

h[l]x[n − l] +w[n] = h[0]x[n] + L−1∑
l=1

h[l]x[n − l]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ISI

+w[n], (1.2)

where w[n] is an additive noise term and the second term of the right is the inter-symbol

interference (ISI), which needs to be removed to correctly recover the transmitted

sequence. ISI can be eliminated by OFDM, which is described next.

1.1.2 OFDM

The block diagram of an OFDM system is shown in Figure 1.1. The source bit stream

may include source coding, channel coding, and bit interleaving. The transmitter

maps the source bit stream to modulation symbols from a complex constellation such

as phase-shift keying (PSK) or quadrature amplitude modulation (QAM). The differ-

ent constellations maybe be used for different subcarriers, if bit loading algorithms are
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Figure 1.1: Block diagram of an OFDM system.

used [10]. An OFDM symbol is generated by taking the inverse discrete Fourier trans-

form (IDFT) of N modulation symbols, where N is the size of the IDFT. In practice,

the IDFT can be implemented with a computationally efficient inverse fast Fourier

transform (IFFT).

Let {X(0),X(1), . . . ,X(N − 1)} be a block of N data symbols after the serial-to-

parallel conversion. The IDFT of the data block is

sn =
N−1

∑
k=0

X(k)e 2πnk

N , n = 0,1, . . . ,N − 1, (1.3)

where the imaginary unit  =
√−1. These time-domain samples are the time-domain

OFDM symbol {sn, n = 0, . . . ,N − 1}. To mitigate the effects of ISI caused by the

channel delay spread, each time-domain OFDM symbol {sn, n = 0, . . . ,N−1} is preceded

by a CP, which is simply a repetition of the last Ng time samples. The length of the

CP Ng is at least equal to the channel order L to completely mitigate ISI.

Because of the CP, the linear convolution of transmitted symbols with channel (see
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Eq. (1.2)) is transformed to a circular convolution. Then the output of DFT demodula-

tion is the multiplication of the frequency-domain OFDM symbol X = (X(0),X(1), . . . , ,X(N−
1))T and the channel response in the frequency domain [10], i.e.,

r =HX +w, (1.4)

where H = diag{H[0], . . . ,H[N − 1]}, H[n] = L−1
∑
l=0

h(l)e− 2πnl

N is the complex channel

frequency response at subcarrier n, and w is an additive white Gaussian noise (AWGN)

vector. The n-th element of r is then expressed as

r[n] =H[n]X(n) +w[n], 0 ≤ n ≤ N − 1. (1.5)

Eq. (1.5) shows that OFDM transmission over a frequency-selective channel, given by

(1.2), is equivalent to data transmission over N parallel subchannels.

If the gain of the n-th subcarrier H[n] can be estimated as Ĥ[n], X(n) is then

detected by one tap FEQ as

X̂(n) = r[n]
Ĥ[n] = X(n)H[n]

Ĥ[n] + w[n]
Ĥ[n] . (1.6)

Sensitivity to Frequency Offset

The received signal of the n-th subcarrier in Eq. (1.5) is only valid for OFDM sys-

tems without a carrier frequency offset. When there is a frequency offset between the

transmitter carrier frequency and the receiver carrier frequency, the received signals

are expressed as [13]

r[n] =H[n]X(n) sin(πε)
Nsin(πε

N
)e πε(N−1)

N +
N−1

∑
m=0,m≠n

H[m]X(m)sin[π(m − n + ε)]
Nsin[π(m−n+ε)

N
] e

π(m−n+ε)(N−1)
N

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ICI

+w[n],

(1.7)

where ε is the normalized frequency offset, defined as ε = fo/∆f , fo is the frequency

offset, and ∆f is the frequency separation between subcarriers. The first term of the
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(a)

frequency offset

(b)

Figure 1.2: OFDM symbol spectrum with sampling points: only four subcarriers are
shown: (a) no frequency offset, and (b) frequency offset present.

right side of (1.7) is the useful signal part at the desired subcarrier and the second

term represents the inter-carrier interference (ICI) introduced by other subcarriers.

The frequency offset may arise due to two reasons: first, a carrier frequency mis-

match can exist between the transmitter and receiver oscillators; second, a Doppler

shift can arise due to relative motion between the transmitter and the receiver.

In practical systems, the mismatch of the transmitter and the receiver oscillators

embodies the different frequency shifts of the transmit and receive oscillators from the

designated carrier frequency. The causes of the frequency shift are the oscillator insta-

bility, which can be due to aging, humidity, temperature, electromagnetic interference

(EMI), and pressure. The oscillator stability is measured by unit of parts-per-million

(ppm) with 1 ppm = 10−6. For example, the stability of a typical mobile handset

crystal may vary from 2 ppm to 12 ppm [14,15], which translates to a frequency offset

in the range of 2 to 12 kHz at a carrier frequency of 2 GHz.

The relative motion between the transmitter and receiver causes a shift in the

received signal frequency, called the Doppler shift. The Doppler shift depends on the

velocity and direction of the motion of the mobile with respect to the direction of the

arrival of the received multipath wave. The Doppler shift introduced by the mobile

movement is given by fd = fmcosθ, where fm is the maximum Doppler shift and θ is the
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angle of arrival. The maximum Doppler shift fm =
v

c
fc, where v is the mobile speed, c

is the speed of light and fc is the carrier frequency. For a vehicle moving at 100 km/h,

the Doppler shift is about 185 Hz at a carrier frequency of 2 GHz. The Doppler shift

in terrestrial mobile communications may vary from 1 Hz to several hundred of Hz.

With the frequency offset, the receiver cannot sample correctly at the center fre-

quencies of the subcarriers (Figure 1.2 (b)). The signal amplitude of the desired sub-

carrier is then reduced. The nonzero sidelobes of other subcarriers cause ICI. The effect

of frequency offset can be seen in (1.7), with two main effects clearly visible. First,

the desired subcarrier is attenuated because it is no longer sampled at the peak of the

subcarrier, which results in the amplitude
sin(πǫ)

N sin(πǫ
N
) and the phase shift θ = eπε(N−1)/N

factors. Second, adjacent subcarriers cause interference, as they are not sampled at

their zero-crossings. The resulting ICI degrades the system performance. The signal-

to-noise ratio (SNR) degradation caused by the frequency offset is roughly proportional

to the square of the normalized frequency offset [16]. Since the frequency offset intro-

duces interference, signal-to-interference-and-noise ratio (SINR), the ratio of the signal

power to the sum of the interference power and noise power, is a suitable measure of

the sensitivity of OFDM systems to frequency offset (Figure 1.3). In Figure 1.3, SNR

= 12 dB. Clearly, when the frequency offset ε increases, the SINR decreases dramat-

ically. For example, when ε = 0.5, the SINR is only -12 dB. The performance effect

varies strongly with the choice of the signal constellation. Naturally, constellations

with fewer points can tolerate larger frequency errors than larger constellations.

1.1.3 MIMO OFDM

Thus far, the discussion has been limited to single-input single-output (SISO) OFDM,

where one transmit and one receive antenna are employed. MIMO systems employ

multiple antennas at the receiver and/or transmitter [4, 17–19] to improve the perfor-

mance of OFDM systems. By exploiting the spatial dimension, the MIMO approach

significantly increases the spectral efficiency and link reliability without additional
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Figure 1.3: SINR degradation in the presence of frequency offset.

bandwidth or transmit power. By transforming the frequency-selective MIMO channel

to a set of flat-fading MIMO channels, MIMO and OFDM can operate together at

a high-throughput mode, the diversity mode or the combination of both [20]. Such

systems achieve high spectral efficiencies and/or a large coverage area that are critical

for future-generation wireless networks. MIMO OFDM is already included in wireless

communication standards such as IEEE 802.11n, LTE and IEEE 802.16a MAN [1].

MIMO techniques that are developed for single-carrier systems can be readily ex-

tended to MIMO OFDM systems and can enhance the transmission reliability with

spatial diversity by using space-time coding (STC) techniques [21, 22] and boost the

system capacity with spatial multiplexing (SM) by simultaneously transmitting multi-

ple data streams [23, 24].
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Spatial diversity

Spatial diversity techniques mainly aim to improve the reliability of data transmission.

Diversity is achieved by multiple independent spatial channels, which allow the receiver

to combat signal fading and gain spatial diversity [4]. For any diversity technique, the

performance improvement may be measured by the rate at which the error probability

decreases at high SNR. This rate is much bigger than that for systems with no diversity.

At high SNR, the decreasing rate is given by the slope of the plot of the symbol error

rate (SER) against the SNR on a log-log scale. The absolute value of the slope is called

the diversity order, which is strictly defined as [25]

m = − lim
γ→∞

logPSER(γ)
log γ

, (1.8)

where γ is the SNR and PSER(γ) is the SER at γ. A large diversity order is desirable

because the SER is then reduced at a faster rate. In a MIMO system, it is possible

to provide a maximum or full diversity order equal to the product of the number of

transmit antennas and the number of receive antennas, i.e., NT ×NR, where NT and

NR are the number of the transmit and receive antennas respectively [17].

Diversity order is maximized by space-time block codes (STBCs) [26–28], which

rely on coding across transmit antennas. Orthogonal STBC (OSTBC) obtains full

NT ×NR order diversity with low decoding complexity. These codewords consist only

linear combinations of several symbols and their conjugates, and encoding therefore

only requires linear processing. A well-known OSTBC is the Alamouti code for two

transmit antennas, which can achieve full 2NR order diversity and has been adopted

in several 3G cellular standards [29, 30]. The Alamouti code takes two time slot to

transmit two symbols x1 and x2. In the first time slot, x1 and x2 are transmitted from

antenna 1 and 2, respectively, following by −x∗2 and x∗1 transmitted from antenna 1

and 2 respectively during the second time slot. Hence, the Alamouti codeword can be
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represented as

X =
⎛⎜⎝

x1 −x∗2
x2 x∗1

⎞⎟⎠ ,

which satisfies the OSTBC design criterion [17]

XHX = ( U∑
u=1
∣xu∣2)INT

.

Another approach to improve the diversity order is to use receive antenna diversity

techniques, which combine the independent received signals on each receive antenna.

Two popular examples are maximal-ratio combining (MRC) and equal-gain combining

(EGC). MRC and EGC for n receive antennas are shown in Figure 1.4. The channel

between the transmit antenna to the i-th receive antenna is denoted as hi. The received

signal on the i-th receive antenna ri, will be multiplied with ci, and the resulting signals

will be summed up to generate the output. ci = h∗i for MRC case, and ci = h∗i /∣hi∣ for

EGC case. The output of MRC and EGC can be expressed as

rMRC =
n−1

∑
i=0
∣hi∣2 + n−1∑

i=0
h∗i wi,

rEGC =
n−1

∑
i=0
∣hi∣ + n−1∑

i=0
wih

∗
i /∣hi∣.

(1.9)

The SNR of the MRC output is the sum of SNRs on each branch and MRC achieves

full diversity order. EGC performs slightly worse than MRC, and this is the price paid

for the reduced complexity of using equal weight gains.

Spatial Multiplexing

Some MIMO systems are primarily designed to increase the data rate but not the

diversity order. SM is one such MIMO technique, which uses a layered approach to

increase the data rate. The achievable increase is proportional to min(NT ,NR), where

NT and NR are the number of the transmit and receive antennas respectively. One

popular example of such system is the vertical-Bell Laboratories layered space-time

(V-BLAST) suggested by Foschini et al. [18, 31]. These systems do not achieve full

spatial diversity.
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Figure 1.4: Illustration of MRC and EGC.

MIMO OFDM

A MIMO OFDM link (Figure 1.5) has Nt transmit antennas and Nr receive antennas.

The MIMO encoder processes and outputs Nt parallel output symbol steams. Just as in

SISO OFDM, the symbol streams over each transmit antenna are first IDFT modulated

and appended with CPs. At each of the receive antennas, the CP is stripped off and

DFT demodulation is performed.
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Figure 1.5: Block diagram of a MIMO OFDM link.
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As mentioned before, OFDM transforms the frequency-selective channel to a set

of parallel flat-fading channels. Thus in MIMO OFDM, every OFDM subcarrier is

effectively tranmitted over a MIMO flat-fading channel. Single-carrier MIMO tech-

niques can easily be extended to MIMO OFDM systems. For example, space-time

coding can be thus extended to MIMO OFDM systems, resulting in space-frequency

coding. Receive antenna diversity can also be extended to MIMO OFDM by comb-

ing the received signals on the subcarriers. SM and MIMO OFDM can maximize the

data rate by transmitting independent data streams over transmit antennas. Again,

for each subcarrier, the input-output relationship of MIMO OFDM reduces to that for

single-carrier MIMO, and the receiver architecture of MIMO OFDM system for SM is

identical to that for MIMO systems with single-carrier modulation.

MIMO OFDM is also sensitive to frequency offset. Over the {u, v}-th channel

between the u-th receive antenna and the v-th transmit antenna, frequency offset εu,v

may exist. In multiuser OFDM, different users will have distinct values of frequency

offsets. In the most general case, the frequency offset between each transmit-receive

antenna pair may be different, i.e., the maximum possible number of frequency offset

values is Nt ×Nr [32, 33].

1.1.4 Cooperative OFDM

As already mentioned, multiple antennas achieve enhanced spectral efficiency and/or

the improved link reliability. However, the cost increases because each transmit/receive

antenna pair requires a dedicated radio frequency chain. In cellular applications, for

example, packaging multiple antennas to the cellular mobile handset devices may not

be practical due to size and power constraints. Moreover, the propagation environment

might not support MIMO because, for example, there is not enough scattering [34].

The above limitations of MIMO are overcome by cooperative relaying [35–37]. A

virtual multiple-antenna array is created with distributed multiple nodes. The use of

relays may lead to expanded coverage, system wide power saving, and better immunity
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against signal fading [34]. The cost of the system could be significantly reduced, and

the complexity of the packaging multiple antennas in physical size limited terminals

is eliminated. Relay protocols are included in beyond third generation (B3G) and

4G systems [38]. A concise single relay node cooperative communications model is

shown in Figure 1.6. Independent channels between the source and the destination are

generated via the introduction of a relay node. A typical cooperation strategy can be

modeled with two phases.

h RS, h DR,

DS,h

Relay

Source Destination

Figure 1.6: A simplified single relay cooperation model.

In phase 1, the source broadcasts information to the destination and the relay. The

received signals yS,D and yS,R at the destination and the relay, respectively, can be

written as

yS,D =
√

P1hS,Dx + ηS,D, (1.10)

yS,R =
√

P1hS,Rx + ηS,R, (1.11)

where P1 is the transmitted power at the source, x is the transmitted information

symbol, ηS,D and ηS,R are additive noise with variance N0 at the destination and relay,

respectively. In Equations (1.10) and (1.11), hS,D and hS,R are the channel coefficients

from the source to the destination and the relay, respectively.

In phase 2, the relay can help the source by forwarding or retransmitting to the

destination. The relay operation can be amplify-and-forward (AF) or decode-and-

forward (DF). For an AF relay, the relay amplifies the received signal and forwards it
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to the destination with transmitted power P2. In this case, the received signal at the

destination in phase 2 is specified as

yR,D =
√

P2√
P1∣hS,R∣2 +N0

hR,DyS,R + ηR,D =
√

P1P2√
P1∣hS,R∣2 +N0

hR,DhS,Rx + η′R,D, (1.12)

where hR,D is the channel coefficient from the relay to the destination, ηR,D is an

additive noise term, and

η′R,D =
√

P2√
P1∣hS,R∣2 +N0

hR,DηS,R + ηR,D (1.13)

with variance ( P2∣hR,D∣2
P1∣hS,R∣2 +N0

+ 1)N0.

In phase 2, for DF relaying, on the other hand, if the relay is able to decode the

transmitted symbol correctly, then it forwards the decoded symbol with power P2 to

the destination; otherwise, it does not forward. The received signal at the destination

in phase 2 in this case can be modeled as

yR,D =
√

P̃2hR,Dx + ηR,D, (1.14)

where P̃2 = P2 if the relay decodes the transmitted symbol correctly, otherwise P̃2 = 0.

AF relays lead to low complexity relay transceivers and lower power consumption

because it does not decode. Another advantage of AF relays is that they are transparent

to adaptive modulation techniques, which may be employed by the source. However,

as Equation (1.13) shows, AF relaying forwards noise to the destination.

In multiple relay scenarios, since a virtual antenna array is created, the conventional

space-time codes can be used in a distributed fashion. More specifically, the relay’s

antenna is considered as one antenna element in the antenna array. For distributed

STBC operating in an AF mode, Nabar et al. [39,40] derived pairwise error probability

(PEP) expressions. They show that the original design criteria for conventional STBC

still apply for the design of distributed STBC schemes. Many relay studies have focused

on flat-fading channels, where single-carrier systems are of interest.

However, the use of relays in frequency-selective broadband channels is important

as well. Of course, frequency-selective fading is mitigated by OFDM. Coding for such
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channels is space-frequency coding, which can also be employed in a distributed fashion

[41]. The spatial separation of the relays presents multiple frequency offsets, which

proposes design challenges for cooperative OFDM systems. The impact of frequency

offsets on channel estimation for cooperative OFDM networks is investigated in Chapter

2.

1.1.5 OFDMA

OFDMA is a variant of OFDM that is deployed to serve multiple users simultaneously.

Hence, the available subcarriers are divided into several mutually exclusive clusters

that are assigned to distinct users for simultaneous transmission. The orthogonality

among subcarriers guarantees protection against multiple access interference (MAI)

while the adoption of a dynamic subcarrier assignment strategy provides the system

with high flexibility in resource management [42]. Since subcarriers can be shared by

all users, this structure is also called multi-user OFDM.

Three possible methods to distribute 16 subcarriers among 4 users are illustrated

in Figure 1.7. In the subband carrier assignment scheme (CAS), adjacent subcarriers

are allocated to each user. The main drawback of CAS is that a deep fade might hit a

substantial number of subcarriers of a given user. This problem is avoided by adopting

the interleaved CAS (Figure 1.7(b)), where the subcarriers of each user are uniformly

spaced over the signal bandwidth. The generalized CAS, shown in Figure 1.7(c), allows

dynamic resource allocation and provides more flexibility than subband or interleaved

CAS [42].

For an OFDMA system, in the downlink transmission, the base station transmits

signals to multiple users. In the uplink transmission, multiple users transmit data to

the same base station. All these transmissions can be affected by frequency offsets.

OFDMA is thus highly sensitive to frequency offsets, and inaccurate compensation of

the frequeny offset destroys the orthogonality among subcarriers and produces ICI as

well as MAI.
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Figure 1.7: Example of subcarrier allocation schemes: (a) subband CAS, (b) interleaved
CAS, and (c) generalized CAS.

In the downlink transmission, the frequency offset must be estimated for each user

[42]. This can be accomplished by using the same methods available for single-user

OFDM systems. In the uplink transmission, the received signal at the base station is

the sum of signals transmitted by different users, each of which is affected by frequency

offset errors. Accordingly, frequency offset estimation in the OFDMA uplink is a

multiparameter estimation problem. It is investigated in Chapter 4.

1.2 Channel Estimation Techniques

For both SISO OFDM and MIMO OFDM systems, accurate channel state information

(CSI) is needed at the receiver to realize the benefits of OFDM, such as simplified

frequency domain equalization. CSI can be needed in the following circumstances:

• CSI is directly needed for equalization (Eq. (1.6)).

• If CSI is available at the transmitter, OFDM can adaptively allocate transmit

power and load bits to match the channel so that the optimal bit error rate

(BER) and/or ideal water filling capacity of a frequency-selective channel can be

approached [43].
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• CSI is essential in MIMO OFDM systems for diversity combining and interference

suppression [44].

Hence, the quality of CSI greatly influences the overall system performance.

Channel estimation techniques can be categorized as data-aided or non-data-aided

(blind) techniques [45–50]. Data-aided techniques are based on the transmission of pilot

(reference) symbols. Non-data-aided or blind estimation relies only on the received

symbols, such as the presence of CP, virtual carriers (VCs) and the finite alphabet

property of the input data, and thus improves spectrum efficiency. Nevertheless, blind

estimation generally requires long estimation latency, due to the requirement of many

signal samples, and entails high complexity. For these reasons, this thesis focuses on

data-aided channel estimation only.

In data-aided channel estimation, pilot tones may occupy all subcarriers of one

OFDM symbol. This is called a block-type pilot symbol or preamble and has been

developed for slow fading channels. The estimator then uses the least square (LS) or

minimum mean-square error (MMSE) algorithms [51]. In [52], a low-rank approxima-

tion is applied to linear MMSE by using the frequency correlation of the channel to

decrease the complexity of MMSE. In such systems, CSI is estimated prior to data

transmission. When CSI changes significantly, a retaining pilot sequence is transmit-

ted. In a fast time-varying environment, such systems must continually retrain to

re-estimate CSI. Wiener filtering based on a known channel correlation function can

be used to improve the channel estimation [53].

In contrast to block-type pilots, comb-type pilot symbols or scattered pilots are

allocated to several subcarriers of one OFDM symbol. Channel estimation algorithms

then require two steps: first, the channel gains of the pilot subcarriers are estimated

and second, the channel gains of remaining subcarriers are obtained by interpolation.

The number of such pilots is a trade-off between data rate and channel estimation

performance [54, 55].
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In a fast time-varying environment, channel variations cannot be neglected. Pilot

symbols repetition must then be sufficient to track the time-varying channel. This

concept is demonstrated in Figure 1.8, which shows a block of 9 OFDM symbols with

16 subcarriers. The channel is first estimated at the time-frequency locations of the

pilot symbols, and a two-dimensional interpolation estimates the channel at the other

time and frequency locations [10].
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Figure 1.8: Example of pilots in a block of 9 OFDM symbols with 16 subcarriers.

As mentioned before, channel estimation algorithms includes LS and MMSE. The

essential difference between these two is that the channel coefficients are treated as

deterministic but unknown constants in the former, and as random variables of a

stochastic process in the latter. MMSE channel estimation is treated in [52, 53, 56–59]

and has been shown to give better accuracy than LS estimation [52]. This better

performance of MMSE is due to the exploiting of the channel correlation statistics,

which can be frequency-domain correlation for slow fading channels or both time and

frequency domain for fasting fading channels. If channel correlation is unavailable, a

robust channel estimator that is insensitive to the channel statistics is proposed in [59]
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by analyzing the mismatch of the estimator-to-channel statistics. However, without

using any channel statistics, the least mean square (LMS) algorithm can adaptively

estimate the channel [60], which exploits the time and/or frequency domain correlation.

The number of pilots, their values and locations should be carefully selected, so

as to achieve a good estimation performance and to reduce the pilot overhead. For

fast fading channels, more pilots must be multiplexed with data symbols in order to

track channel variations. Pilot design for OFDM systems has therefore received much

attention [61–67]. The literature treats optimizing and analyzing the pilot locations,

the total number of pilots, and the power allocated to the pilots relative to the data

symbols [64].

The design of pilot tones was first proposed in [61], where the placement of the pilots

that minimize the MSE of the LS channel estimate is shown to be equally powered

and equally spaced. Optimal placement of training symbols is considered in [62] for

block-fading channels, with regard to maximizing a lower bound on the training-based

capacity on MMSE channel estimation. For OFDM systems, the optimal placement

of pilot tones is equal spacing in frequency domain. Optimal pilots for OFDM with

regard to the capacity based on MMSE channel estimation is also presented in [63].

Whereas in [64], the optimal pilot design and placement for block-fading channels

are explored for single-carrier systems by minimizing the Cramer-Rao lower bound

(CRLB). The same problem was addressed in [65]. For fast fading channels, the number

and placement of pilots for OFDM systems are presented in [66] based on BER. The

pilot pattern is proposed to cluster two neighboring pilots together so as to increase

the channel estimation accuracy. A new pilot placement is also presented in [67] to

save the number of pilots needed.
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1.3 Frequency Offset Estimation Techniques

Eq.(1.7) shows that the frequency offset introduces the ICI. Even a frequency off-

set that is a small fraction of the subcarrier spacing can lead to serious performance

degradation [10, 16]. This high sensitivity to the frequency offset requires the receiver

to estimate and correct the frequency offset of the received signal to eliminate the ICI.

The frequency offset estimation thus becomes a major task to ensure reliable receiver

operation.

Similar to channel estimation, frequency offset estimation can also be generally

categorized into data-aided methods and non-data-aided (blind) methods. The blind

estimators may exploit the redundancy of CP [68,69], or the orthogonality between VCs

and the information-bearing subcarriers [70–74]. The data-aided methods yield much

better performance than that of blind methods at the cost of bandwidth efficiency.

As for data-aided estimators, the pilots are named preamble when the pilot tones are

allocated to all subcarriers of one OFDM symbol, as to distinguish from the pilots that

are multiplexed with the data in one OFDM symbol.

One typical data-aided frequency offset estimation approach is to employ preambles

composed by some repetitive parts which remain identical after passing through the

transmission channel except for a phase shift produced by the frequency offset [13,75,

76]. The frequency offset is thus estimated by measuring the induced phase shift. This

method was originally employed by Moose in [13], where the phase shift between two

successive identical blocks is measured. More precisely, denote r1[n] and r2[n] as the

DFT output corresponding to the two training OFDM symbols, which are same. Then,

if channel remains constant for two consecutive OFDM symbols, r1[n] and r2[n] can

be written as

r1[n] = H[n]x[n] + η1[n] (1.15)

r2[n] = H[n]x[n]e2πεP /N + η2[n], (1.16)

where H[n] is the channel frequency response at n-th subcarrier, x[n] is n-th element
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of the training signal, which is same over the two OFDM symbols, η1[n] and η2[n]
are noise terms and P = N +Ng is the length of one OFDM symbol. From (1.15) and

(1.16), an estimate of ε can be computed as

ε̂ = 1

2π(P /N)arg{N−1∑
n=0

r2[n]r∗1[n]} . (1.17)

Several improved methods have been proposed to use multiple identical signal parts

in one time domain OFDM symbol [13, 75–77]. For example, two identical halves are

employed in [75] and the estimation range is proportional to the number of identical

signal parts. Optimal periodic training sequences for frequency offset estimation have

been proposed in [78]. These preambles are suitable for initial (coarse) frequency offset

estimation, since the frequency offset estimation can be acquired during a short time

after the start of transmission. Although the estimation range can be increased by

shortening the preamble duration, this is achieved at the cost of decreased estimation

accuracy.

Pilots enable the tracking of the variable frequency offset, which may be generated

by a time-varying channel. The frequency offset can also be tracked by measuring the

phase shift of pilot symbols in two consecutive OFDM symbols by using the similar

way of the estimation with preambles [79, 80]. Since the pilots are multiplexed with

the data steam, data generates the interference on pilots when frequency offset exists.

The two neighbor pilots on each OFDM symbol are grouped and designed in [81]

to decrease the data-interference. One data-pilot-multiplexed scheme is also derived

in [82] to decrease this data-interference, where the two data tones adjacent to pilots are

specially designed. Under the assumption that the channel remains constant during two

consecutive OFDM blocks, this data-interference is eliminated in the method proposed

in [83] by doing exhaustive search of all possible frequency offsets. A consistent estimate

of the frequency offset is obtained in [84] by using distinctive spaced pilot tones and

pilot-design criteria is discussed in [85] to provide both consistency and robustness.
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Typically, channel and frequency offset estimators are developed separately. How-

ever, frequency offset and CSI can be estimated jointly. For example, the joint fre-

quency offset and CSI estimator proposed in [86] utilizes the repetitive signal structure

of preambles. A maximum-likelihood estimator (MLE) is studied in [87] and an adap-

tive MLE algorithm which iterates between estimating the frequency offset and the

channel parameters is also proposed to decrease the complexity of MLE. The pilot

symbols in each OFDM symbol are also exploited in [88] with recursive least-squares

(RLS) estimation and in an iterative manner [89]. Both pilots and VCs are exploited

in [90] by using an approximate MLE procedure.

1.4 Motivation

In the literature, channel and frequency offset estimation have been extensively inves-

tigated for SISO OFDM and MIMO OFDM systems. However, in the environment

of the new cooperative networks, little work has been done for these estimation issues

and extending these approaches from MIMO systems to cooperative networks is not

straightforward. One major reason is that multiple frequency offsets are possible in

distributed cooperative networks due to the different oscillators and Doppler shifts of

spatially separated nodes. Moreover, the channel gain of cascaded source-to-relay and

relay-to-destination links is not complex Gaussian. The channel and frequency offset

estimation in cooperative OFDM systems is thus highly challenging and of interest.

To the best of our knowledge, only a few papers have studied the channel and fre-

quency offset estimation issues for cooperative OFDM systems. Channel estimation

algorithms have been proposed for single-carrier single-AF-relay networks in [91–93]

and for AF OFDM in [94]. However, none of these considered the multiple frequency

offsets in the cooperative networks. In the presence of multiple frequency offsets, simul-

taneous transmission of signals from different relays give rise to inter-relay interference

(IRI) at the destination, which may degrade the performance of the channel estimation.
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So in cooperative OFDM systems, which kind of pilots for channel estimation could

eliminate this IRI and thus increase the channel estimation? In the thesis, the pilots

design will be proposed for both AF and DF relay OFDM networks.

Multiple frequency offsets also present in the received signals at the base station

in OFDMA uplink transmission. Thus frequency offset estimation becomes a multi-

parameter estimation problem, and have been widely researched for OFDMA uplink

with subband CAS [95, 96], interleaved CAS [97], and generalized CAS [97, 98, 98],

respectively. The dynamic allocation strategy of generalized CAS provides the system

with the flexibility and makes the frequency offset estimation task more challenging

than with other two CAS.

These estimators are designed on a case-by-case basis. Is there a general method

that could provide a framework to improve the accuracy of almost all existing esti-

mators? This question is novelly answered with two proposed methods. One method

is to exploit the variance of the frequency offset, the other method is to utilize the

cooperation protocols.

Although high accuracy channel and frequency offset estimators have been proposed

for OFDM-based systems, in practical systems, their estimation are not perfect. The

impact of the frequency offset and channel estimation errors need to be analyzed to

finally judge the performance the frequency offset and the channel estimators on the

system performance. This analysis can also be helpful to choose suitable estimation

methods for the target system performance since there is often a balance between the

complexity and the accuracy. Previously, BER performance has been investigated only

in the presence of frequency offset for SISO OFDM systems. [99,100]. Further research

work should be carried out for other OFDM systems. We did anlysis for MIMO OFDM

systems in the presence of frequency offset estimation errors, as well as the channel

estimation errors. The analysis procedure could be used for the analysis for other

OFDM systems, such as OFDMA and cooperative OFDM systems.
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1.5 Structure and Contributions

This thesis proposes several channel and frequency offset estimation algorithms for co-

operative OFDM and OFDMA systems. The BER is also derived for MIMO OFDM

systems by considering the channel and frequency estimation errors. The main contri-

butions are as follows:

Chapter 2: Channel Estimation for Cooperative OFDM Systems

In cooperative systems, CSI is needed for data detection. Most existing works

assume perfect channel information is available. This assumption is based upon the

common belief that the channel estimation for a relay network could be built upon

by estimating the individual channels sequentially [35, 36]. For example, the relay

first estimates the source-to-relay channel hR,S and then the destination estimates the

relay-to-destination channel hD,R. However, this works only for the DF relays where

phase 1 and phase 2 are conducted independently. For AF relays, as can be seen from

(1.12), hR,S is essential for the destination to estimate hD,R. Thus, the relay need to

inform the destination the estimate of hR,S, which results in the bandwidth and power

efficiency reduction, as well as the delayed processing. As well, the transmission of

channel estimation will introduce further distortions. To overcome these drawbacks,

a channel estimation scheme was proposed in [91] for single-carrier systems, where

the overall channel from the source to the destination hD,RhR,S is estimated at the

destination only.

In this chapter, this idea is generalized to channel estimation for OFDM modu-

lated AF relay networks with multiple relays. The DF case is also investigated. A

two-time slot cooperative channel estimation protocol is proposed. Firstly, pilot de-

signs are derived for both AF and DF relays by minimizing the inter-relay-interference

(IRI), which occurs due to the simultaneous relay retransmissions. Secondly, given

the channel order, the constrained maximum number of AF and DF relays are found

for the proposed channel estimation scheme. Moreover, the pairwise error probability
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(PEP) of cooperative OFDM with orthogonal space-frequency block coding in coop-

erative OFDM due to both the frequency offset and channel estimation errors is also

evaluated. The optimal power allocation ratio between the source and the relays to

minimize the PEP is also derived. The performance comparisons between AF and DF

in terms of the PEP is also provided.

Chapter 3: BER analysis of MIMO OFDM

Although frequency offset and channel estimators are of high accuracy, in practical

systems, they are not perfect. The residual frequency offset and channel estimation

errors therefore impact the BER performance.

Due to this fact, it is important to analyze the BER for MIMO OFDM with fre-

quency offset and channel estimation errors. Our analysis exploits the fact that for

unbiased estimators, both channel estimation errors and frequency offset estimation

errors are zero-mean random variables (RVs) [101]. The statistics of these RVs are

used to derive the degradation in the received SINR, based on the analysis of the

ICI and inter-antenna-interference (IAI). The BER of MIMO OFDM is derived as an

infinite series. The BERs of MIMO OFDM under two receive antenna diversity tech-

niques, MRC and EGC, are also derived. This analysis provides insights on the impact

of frequency offset and channel estimation errors on the system performance.

Chapter 4: OFDMA Uplink Frequency Offset Estimation by Exploiting

the Variance of Frequency Offsets

In this chapter, a frequency offset estimation scheme is proposed to improve the

performance of existing frequency offset algorithms by exploiting the variance of fre-

quency offsets. First, by the analysis of the MAI, which is introduced in OFDMA

systems by frequency offsets, the CRLB for the variance of frequency offset estimation

of each user is derived and further expressed as the function of the SNR. An estimation

of the variance of the frequency offset is then derived as a function of SINR and SNR.

Under the assumption of uniformly distributed frequency offsets, an estimation of the

range of frequency offsets is derived.
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For conventional differential frequency offset estimation algorithms, the accuracy

improvement is validated with simulation. More specifically, the scenario of new users

accessing the base station is studied and the proposed scheme shows a considerable

performance improvement over estimators without the variance knowledge. For the

successive interference cancellation (SIC)-based iterative frequency offset estimator,

the proposed scheme saves several iterations.

Chapter 5: OFDMA Uplink Frequency Offset Estimation via Coopera-

tive Relaying

In this chapter, a frequency offset estimation scheme is proposed for OFDMA uplink

to improve the performance. This scheme exploits cooperation with multiple relays.

Only the relay with the best source to relay channel is selected. The uplink frequency

offset estimation is shown to be improved via cooperative relaying. Conventional AF

relays are investigated, and a new type of relay called decode-and-compensate-and-

forward (DcF) relay is proposed and investigated. The destination node first generates

the frequency offset estimates of the transmission from the source node in the first

time slot and the transmission from the relay node in the second time slot. The two

frequency offset estimates are then combined to minimize the MSE.

When CSI is available at each mobile node, power allocation between the source

and the relays can be adaptively adjusted to optimize the cooperative scheme in terms

of frequency offset estimation error variance. To further improve the frequency offset

estimation, a scheme, where with the knowledge of CSI, the relays adaptively switch

between the cooperative and conventional (no relaying) transmissions, is proposed.

The simulation reveals that the frequency offset estimation accuracy in the DcF mode

is somewhat worse than the AF mode, but, both modes outperform the conventional

transmission.
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Chapter 2

Cooperative OFDM Channel

Estimation

In this chapter, channel estimation has been investigated for OFDM modulated multi-

relay networks. A two-time slot channel estimation protocol is proposed [102]. Pilots

designs for AF and DF relays are derived by minimizing the inter-relay-interference

(IRI) in the mean squared error (MSE) of the channel estimation, which occurs due to

the simultaneous relay retransmissions. The constrained maximum number of AF and

DF relays are found for the proposed channel estimation scheme. Moreover, pairwise

error probability (PEP) with orthogonal space-frequency block coding is evaluated

with frequency offset and channel estimation errors. The optimal power allocation

ratio between the source and the relays to minimize the PEP is also derived for AF

and DF relay networks.

2.1 Introduction

Conventional communication systems require accurate CSI. The same holds for coop-

erative systems. However, a commonly-used assumption is that channel estimation

is available for relay networks by separating estimations of source-to-relay and relay-

to-destination links, which are carried out at the relays and destination, respectively.

Separating the channel estimation in AF has the drawback of reducing the bandwidth

and power efficiency since the relays need to inform the destination the CSI. When

both the transmission of source-to-relay and from relay-to-destination are considered,
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the cascaded AF channel, which is not Gaussian, is analyzed in [103]. Channel estima-

tion algorithms have been proposed for single-carrier AF relay networks [91–93], and

impact of imperfect channel estimation is analyzed in [104]. Channel estimation for

AF OFDM with single relay is investigated in [94], which method achieves the optimal

CRLB. Channel estimation for AF OFDM is also studied in [105]. Using Alamouti-

coded pilot symbols, channel estimation is provided for a cooperative OFDM system

in [106].

Since frequency offset degrades the quality of channel estimation, its impact cannot

be ignored. Several channel estimators have been proposed for MIMO OFDM systems

in the presence or absence of frequency offset [107–109]. For cooperative OFDM channel

estimation, these estimators can not be adapted directly and the effect of frequency

offset has not thoroughly been investigated. Moreover, for AF OFDM, the convolution

of the S → R and R → D channels yields the non-Gaussian S → R → D channel.

Optimal pilot design for cooperative OFDM networks with frequency offsets for AF,

as well as DF relays, is provided here.

2.2 Cooperative OFDM Signal Model

Consider a network with S, k-th relay Rk, k ∈ {1, . . . ,M} and D. In the first time slot,

the S → D and S → Rk transmissions take place. In the second time slot, Rk → D

transmissions take place.

2.2.1 Channel Model

The time-invariant channel impulse response between node a and node b is modelled

as

ha,b(τ) = L−1∑
l=0

ha,b[l]δ (τ − lTs) , (2.1)

where ha,b[l] is the l-th the channel gain, and Ts = 1/B with B representing the to-

tal bandwidth. The delays are {0, Ts,2Ts, . . . , (L − 1)Ts}. L is the channel order, and
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is same for any pair of nodes. For brevity, define h̃a,b = [ha,b(0), ha,b(1),⋯, ha,b(L−1)]T .

The frequency-domain channel coefficient matrix is Ha,b = diag{Ha,b[0],⋯,Ha,b[N − 1]},
where Ha,b[n] = L−1∑

d=0
ha,b(d)e− 2πnd

N is the channel frequency response on the n-th sub-

carrier.

The channel gains ha,b(l) are modeled as complex Gaussian zero-mean random

variables (RVs). Both the S → D and Rk → D channels suffer large-scale fading and

small-scale fading. The distance between S and Rk is much smaller than that between

S and D or that between Rk and D. An identical large-scale fading coefficient Lu is

used for each S → D or Rk → D channel. The large-scale fading coefficient Lu can

be approximated as Lu = d−qD,S/2 (or Lu = d−qD,Rk
/2), where da,b represents the distance

between nodes a and b and 2 ≤ q ≤ 6 [110].

2.2.2 OFDM Signal Model

The node S transmits the symbol vector X̃S = [XS[0],XS[1],⋯,XS[N − 1]], where N

is the number of subcarriers. This signal X̃S can be decomposed as X̃S = X̃d
S + X̃p

S,

where X̃d
S and X̃p

S are N × 1 data and pilot vectors. Data entries of X̃S, PSK or QAM

symbols, are modeled as zero mean and unit-variance RVs. In general, a total of Np
pilots are allocated per symbol. Therefore, X̃p

S is non-zero only at locations (θ1,⋯, θNp
),

where 0 ≤ θ1 < ⋯ < θNp
≤ N − 1.

2.2.3 First Time Slot (Preamble Period)

The received signal samples at the destination D and the k-th relay Rk are given by

yD,1(n) =
√

αP̄

N

N−1

∑
i=0

XS[i]HD,S[i]e 2πn(i+εD,S)
N +wD,1(n), (2.2a)

yRk,1(n) =
√

αP̄

N

N−1

∑
i=0

XS[i]HRk,S[i]e 2πn(i+εRk,S)
N +wRk

(n), (2.2b)

where n = 0,1,⋯,N −1, α is the power allocation ratio between S and the set of relays

Rk (0 ≤ α ≤ 1), P̄ is the average power of each subcarrier. εb,S is the normalized
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frequency offset between nodes S and b (b ∈ {Rk,D}), wD,1(n) and wRk
(n) are AWGN

samples with {wD,1(n),wRk
(n)} ∼ CN (0, σ2

w).
The received samples at D and Rk are yD,1 = [yD,1(0), yD,1(1),⋯, yD,1(N − 1)]T and

yRk,1 = [yRk,1(0), yRk,1(1),⋯, yRk ,1(N − 1)]T . The post-DFT demodulator outputs are

then

rD,1 = FHyD,1 =
√

αNP̄Ecir
D,SX

p
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PD,S (N×L)

h̃D,S +
√

αNP̄Ecir
D,SX

d
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Interference

h̃D,S + FHwD,1´¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¶
ηD,1 (N×1)

,

(2.3a)

rRk,1 = FHyRk ,1 =
√

αNP̄Ecir
Rk,S

Xp
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PRk,S (N×L)

h̃Rk ,S +
√

αNP̄Ecir
Rk,S

Xd
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Interference

h̃Rk,S + FHwRk´¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
ηRk,1 (N×1)

,

(2.3b)

where wD,1 = [wD,1(0),wD,1(1),⋯,wD,1(N − 1)]T , wRk
= [wRk

(0),wRk
(1),⋯,wRk

(N − 1)]T ,

and the IDFT matrix F is defined as [F]nk = (1/√N)e2πnk/N for 0 ≤ (n,k) ≤ N−1. The

frequency-offset dependent matrix Ea,b is defined by Ea,b = diag{1, e 2πεa,b

N ,⋯, e
2πεa,b(N−1)

N }.
Ecir
a,b = FHEa,bF is a circulant matrix that specified by the frequency offset εa,b, F(L) is

the first L rows of F, and XS =Xd
S+Xp

S is an N×N diagonal matrix with Xd
S = diag{X̃d

S}
and Xp

S = diag{X̃p
S}.

2.2.4 Second Time Slot

The relays retransmit the received signal to D. The total power equally allocated to

all the relays is (1 − α)NP̄ .

AF Mode

In this case, each relay simply retransmits the received signal to the destination. The

received symbol at the destination D is yAF
D,2 = ρR

√
(1−α)P̄
M

M∑
k=1

ED,Rk
FHD,Rk

rRk,1+wD,2,

where ρR =
1√

αP̄ + σ2
w

represents the amplifying coefficients at each relay. The received

signal at the destination D can be demodulated as
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rAF
D,2 = FHyAF

D,2

= FHρR

√(1 − α)P̄
M

M

∑
k=1

ED,Rk
FHD,Rk

rRk,1 +FHwD,2

= Q2(α)√
N

M

∑
k=1

FHED,Rk
FHD,Rk

rRk,1 +FHwD,2

= Q1(α) M∑
k=1

=Ecir
D,Rk,S³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

FH ED,Rk
ERk,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=ED,Rk,S

HRk,SHD,Rk
X̃p
S +Q1(α) M∑

k=1
Ecir
D,Rk,S

HRk,SHD,Rk
X̃d
S

+ Q2(α)√
N

M

∑
k=1

Ecir
D,Rk

HD,Rk
FHwRk

+FHwD,2

= Q1(α) M∑
k=1

Ecir
D,Rk,S

(Xd
S +Xp

S)FH
(2L−1) (h̃TRk,S

⊗ h̃TD,Rk
)T

+ Q2(α)√
N

M

∑
k=1

Ecir
D,Rk

HD,Rk
FHwRk

+FHwD,2,

(2.4)

where Q1(α) =
¿ÁÁÀα(1 −α)NP̄ 2

M(αP̄ + σ2
w) , Q2(α) =

¿ÁÁÀ (1 −α)NP̄

M(αP̄ + σ2
w) , Ecir

D,Rk,S
= FHED,Rk

ERk,SF =

Ecir
D,S, h̃D,Rk,S = (h̃TRk ,S

⊗ h̃TD,Rk
)T , and ⊗ denotes convolution. Equation (2.4) can fur-

ther be simplified as

rAF
D,2 =

M

∑
k=1

Q1(α)Ecir
D,Rk,S

Xd
SF

H
(2L−1)h̃D,Rk,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

DAF
D,Rk,S

(N×(2L−1))

+
M

∑
k=1

Q1(α)Ecir
D,Rk,S

Xp
SF

H
(2L−1)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PAF
D,Rk,S

(N×(2L−1))

h̃D,Rk,S +
M

∑
k=1

Q2(α)Ecir
D,Rk

WηF
H
(L)h̃D,Rk

+FHwD,2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ηAF

D,2

,

(2.5)

DF Mode

Each DF relay decodes and re-encodes the received signal. Unlike the AF mode, the DF

mode can eliminate the additive noise and interference that accumulated in the relays.
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It is assumed that m out of M relays can correctly decode, and the received symbol at

node D is yDF
D,2 =

√
(1−α)P̄
m

m

∑
k=1

ED,Rk
FHD,Rk

X̃Rk
+wD,2. The post-DFT output of yDF

D,2

is

rDF
D,2 = FHyDF

D,2

=
m

∑
k=1

√(1 − α)NP̄

m
Ecir
D,Rk

Xd
Rk

FH
(L)h̃D,Rk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

DDF
D,Rk

(N×L)

+
m

∑
k=1

√(1 − α)NP̄

m
Ecir
D,Rk

Xp
Rk

FH
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PDF
D,Rk

(N×L)

h̃D,Rk
+FHwD,2´¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¶

ηDF
D,2

.

(2.6)

A transceiver system model diagram for the proposed cooperative transmission is

illustrated in Figure 2.9, where the cooperation is performed in two time slots, and

transceivers for both AF and DF relaying modes are given out.

2.3 Channel Estimation

Since D receives from S only in the first time slot, conventional LS estimation is

possible. However, in the second time slot, D receives multiple simultaneous relay

transmissions, resulting in inter-relay interference (IRI).

2.3.1 Channel Estimation in the First Time Slot

From Equation (2.3), the LS estimation of the S → D channel response h̃D,S is given

by
ˆ̃
hD,S = P†

D,SrD,1, where P†
D,S = (PH

D,SPD,S)−1 PH
D,S. The MSE of

ˆ̃
hD,S is obtained

as MSE (ˆ̃hD,S) = (1/L)E{∥ˆ̃hD,S − h̃D,S∥2
2
}. Similarly, that for the S → Rk channel

response is MSE( ˆ̃hRk,S) = (1/L)E{∥ˆ̃hRk ,S − h̃Rk ,S∥2
2
}
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(a) Transmitter in AF mode (b) Receiver in AF mode

(c) Transmitter in DF mode (d) Receiver in DF mode

ΠK

X
p
Rk

PD,S

PD,S

Estimate h̃D,S

Estimate h̃D,S

PAF
D,Rk,S

Estimate h̃D,Rk,S

Preamble
Transmission

Preamble
Transmission

Receive
Preamble

Receive
Preamble

Preamble
Re-transmission

Preamble
Re-transmission

Receive
Source Preamble

Receive
Source Preamble

Receive
Relays’ Preambles

Receive
Relays’ Preambles

Silent

Silent

Source

Source

k-th
Relay

k-th
Relay

First Time Slot
First Time Slot

First Time Slot
First Time Slot

Second Time Slot
Second Time Slot

Second Time Slot
Second Time Slot

Demodulate

Modulate Pilot
Subcarr with Xp

Rk

PDF
D,Rk

Estimate h̃D,Rk

Figure 2.9: Transceiver system model of the proposed cooperative transmission.

2.3.2 Pilot Design to Eliminate IRI in the Second Time Slot

Since the identical pilot, i.e., Xp
S, is received at each relay in the first time slot, the

received pilot at the destination D in the second time slot is also Xp
S, if the relays simply

retransmit the received signal without modifying it. In this case, the destination D

does not know where the received pilot comes from, and, therefore, it can not identify

h̃D,Rk,S in the AF mode (or h̃D,Rk
in the DF mode).

With multiple relay transmissions, the IRI must be eliminated to minimize the

MSE. Define PAF
2 = [PAF

D,R1,S
, . . . ,PAF

D,RM ,S], DAF
2 = [DAF

D,R1,S
, . . . ,DAF

D,RM ,S], hDRS =
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[h̃D,R1,S, . . . , h̃D,RM ,S]T , and Equation (2.5) can be rewritten as

rAF
D,2 = PAF

2 hDRS +DAF
2 hDRS + ηAF

D,2, (2.7)

where PAF
2 and DAF

2 are the pilot and data matrices with the frequency offset compo-

nent. By defining the pseudo-inverse of PAF
2 as (PAF

2 )† = ((PAF
2 )HPAF

2 )−1 (PAF
2 )H , the

LS estimation of hDRS is given by

ĥDRS = (PAF
2 )†rAF

D,2 = hDRS + (PAF
2 )†DAF

2 hDRS + (PAF
2 )†ηk. (2.8)

The MSE of the LS estimator ĥDRS can be expressed as

MSE (ĥDRS) = trace{VH ((PAF
2 )HPAF

2 )−2 VΦAF
2 }(2L − 1)M +

σ2
ηAF

D,2

trace{(PH
k Pk)−1}

(2L − 1)M , (2.9)

where ΦAF
2 = E{hDRShHDRS} and V = (PAF

2 )HDAF
2 (V represents the power spread of

DAF
2 to the signal space of PAF

2 ). The interference of the pilots, contributed by the

data subcarriers is noise-like, and it is hard to minimize the first part of MSE (ĥDRS).
Therefore, the optimal pilots should be designed to minimize trace ((PAF

2 )HPAF
2 )−1.

The matrix (PAF
2 )HPAF

2 can be represented as

(PAF
2 )HPAF

2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

G1,1 ⋯ G1,M

⋮ ⋱ ⋮
GM,1 ⋯ GM,M

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

where Gm,n = (PAF
D,Rm,S

)HPAF
D,Rn,S

. Gm,n = GH
n,m represents the IRI. The IRI analysis

of DF mode is in a similar way. The IRI between different relays can be eliminated if

(PAF
D,Rk,S

)H PAF
D,Ri,S

=O(2L−1)×(2L−1) (AF Mode) (2.10a)

(PDF
D,Rk
)H PDF

D,Ri
=OL×L (DF Mode) (2.10b)

is satisfied for each i ≠ k. In DF mode, (2.10) can be easily satisfied by modulating

different pilots in different relays before their retransmission. However, in AF mode,

(2.10) cannot be satisfied unless each relay modifies to its received pilot.
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AF Mode

A modified AF relaying mode is applied in each relay to satisfy (2.10). The k-th relay

Rk multiplies its received signal yRk ,1 by a premodulation matrix Πk and retransmits.

The received signal at D can then be demodulated as

r̃AF
D,2 = FH

M

∑
k=1

ED,Rk
FΠkyRk ,1 (2.11)

and it can further be resolved as

r̃AF
D,2 =

M

∑
k=1

Q1(α)Ecir
D,Rk

ΠkE
cir
Rk,S

Xd
SF

H
(2L−1)h̃D,Rk,S

+
M

∑
k=1

Q1(α)Ecir
D,Rk

ΠkE
cir
Rk,S

Xp
S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=Ecir
D,S

X
p
Rk

FH
(2L−1)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
P̃AF

D,Rk,S

h̃D,Rk,S +
M

∑
k=1

Q2(α)Ecir
D,Rk

ΠkWηF
H
(L)h̃D,Rk

+FHwD,2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
η̃AF

D,2

,

(2.12)

where Xp
Rk

is the retransmitted pilot for the relay Rk. Xp
Rk

is a unique pilot of Rk and

different from Xp
S. (2.12) can be understood as each relay uses a unique premodulation

matrix Πk to do some modification to its pilot subcarriers (how to obtain Πk will

be discussed later). The LS channel estimation is ĥDRS = (PAF
2 )†r̃AF

D,2, where PAF
2 =

[ P̃AF
D,R1,S

⋯ P̃AF
D,RM ,S

], and hDRS = [h̃TD,R1,S
,⋯, h̃TD,RM ,S]T . In this relaying network,

all the pilots are modulated in one symbol, and the pilot subcarriers are shared by all

nodes. The pilots that satisfy (2.10) for the k-th node in the AF mode is resolved as

[Xp
Rk
]
θiθi
= e

2πθi(k−1)(2L−1)
N , k = 1,⋯,M, i = 1,⋯,Np

s.t. (2L − 1)M ≤ Np ≤ N,
N

Np = integer;

θi(k − l)(2L − 1)
N

≠ integer, k ≠ l;

θ2 − θ1 = θ3 − θ2 = ⋯ = θNp
− θNp−1 =

N

Np .

(2.13)
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By using the pilot defined in (2.13), the MSE of ĥDRS is given by

MSE (ĥDRS) = 1(2L − 1)M E{∥ĥDRS −hDRS∥22}

= (N −Np) ⋅ trace{ΦAF
2 }

Np(2L − 1)M +
σ2
w

M

∑
k=1

trace{ΦAF
D,Rk
}

αNp(2L − 1)MP̄
+ M(αP̄ + σ2

w)σ2
w

α(1 − α)NpP̄ 2
,

(2.14)

where ΦAF
2 = E{hDRShHDRS}, and ΦAF

D,Rk
= E{h̃D,Rk

h̃HD,Rk
}.

Now derive Πk to satisfy Ecir
D,Rk

ΠkE
cir
Rk,S

Xp
S = Ecir

D,SX
p
Rk

. Without loss of generality,

we assume that the pilot with m = 1 is allocated to S, and that Xp
Rk

can be represented

as Xp
Rk
= ΛkX

p
S, where Λk is a diagonal matrix with [Λk]θiθi

= e
2πθi(k−1)(2L−1)

N , and

[Λk]ll = 0 for each l ≠ θi. Note that Ecir
D,S = Ecir

D,Rk
Ecir
Rk,S

is satisfied for each k, so the

problem is reduced to finding Πk to make ΠkE
cir
Rk,S
= Ecir

Rk,S
Λk, which is resolved as

Πk = Ecir
Rk,S

Λk(Ecir
Rk,S
)−1 = FHERk,SFΛkF

HE−1Rk,S
F. (2.15)

Since Πk modifies only the pilot subcarriers by performing a phase rotation to the

received pilots at Rk, the data subcarriers remain unaffected.

Note that the pilot given in (2.13) eliminates the IRI only when the number of

relays does not exceed a specified value. The following Lemma provides the maximum

number of relays in the AF mode.

Lemma 1—Maximum Number of Relays in the AF Mode: In AF mode,

to minimize the variance error of the LS estimator for each S → R → D channel, the

maximum number of active relays that simultaneously retransmit is M ≤ ⌊ N

2L − 1
⌋.

Proof: In AF mode, the channel order for all the S → R → D channels is 2L − 1.

From (2.13), the condition of (2L−1)M ≤ Np ≤ N must be satisfied for the pilot design,

and consequently, M ≤ ⌊ N

2L − 1
⌋.

◻

Lemma 1 indicates that the maximum number of active relays is inversely pro-

portional to 2L − 1. Since the achievable cooperative is proportional to the number of
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relays, this condition describe a tradeoff between the channel estimation ability and

the achievable diversity gain.

DF Mode

Each active relay retransmits in the second time slot by modulating the pilot subcar-

riers with its own pilot but without changing the data subcarriers. The LS channel

estimation is then given by ĥDR = (PDF
2 )†rDF

D,2, where PDF
2 = [ PDF

D,R1
⋯ PDF

D,Rm
] and

hDR = [h̃TD,R1
,⋯, h̃TD,Rm

]T .

The optimal pilot for Rk in the DF mode is given by

[Xp
Rk
]
θiθi
= e

2πθi(k−1)L
N , k = 1,⋯,M, i = 1,⋯,Np

s.t. LM ≤ Np ≤ N,
N

Np = integer;

θi(k − l)L
N

≠ integer, k ≠ l;

θ2 − θ1 = θ3 − θ2 = ⋯ = θNp
− θNp−1 =

N

Np .

(2.16)

By using (2.16), the MSE of ĥDR is

MSE (ĥDR) = 1

Lm
E{∥ĥDR − hDR∥22} = N −Np

Np ⋅ trace{ΦDF
2 }

Lm
+ mσ2

w(1 −α)NpP̄ , (2.17)

where ΦDF
2 = E{hDRhHDR}.

As with the AF mode, the maximum number of relays is constrained. The following

Lemma provides this maximum number.

Lemma 2—Maximum Number of Relays in the DF Mode: In DF mode,

to achieve the optimal channel estimation for each S → R →D channel, the maximum

number of active relays that simultaneously retransmit is M ≤ ⌊N/L⌋.
Proof: In DF mode, the channel order for each R → D channel is L. From (2.16),

the condition of LM ≤ Np ≤ N must be satisfied for the optimal pilot design, and we

can easily conclude that M ≤ ⌊N/L⌋.
◻
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2.3.3 Effect of Imperfect Frequency Offset Estimation on Chan-

nel Estimation

Up to now, a perfect frequency offset knowledge is assumed. However, frequency offset

estimation errors do exist in physical applications. Denote ea,b as the estimation error

of εa,b. At node D, ED,z, z = {S,Rk}, can be estimated as

ÊD,z = diag{1, e 2πε̂D,z

N ,⋯, e
2πε̂D,z×(N−1)

N }

≅ ED,z +

∆ED,z³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
eD,z ⋅ diag{0, 2π

N
,⋯,

2π × (N − 1)
N

}´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ω

⋅ED,z .

(2.18)

Using P̂D,S, P̂AF
2 and P̂DF

2 to represent the estimated PD,S, PAF
2 and PDF

2 , respectively,

we have

P̂D,S =
√

αNP̄ Êcir
D,SX

p
SF

H
(L) =

√
αNP̄Ecir

D,SX
p
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PD,S

+
√

αNP̄∆Ecir
D,SX

p
SF

H
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∆PD,S

.
(2.19)

P̂AF
2 = PAF

2 +Q1(α) FH∆ED,SFXp
R1

FH
(2L−1) ⋯ FH∆ED,SFXp

RM
FH
(2L−1)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∆PAF
2

(2.20)

P̂DF
2 = PDF

2 +
√(1 − α)NP̄

m
FH∆DF

2 FH
(L)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∆PDF
2

, (2.21)
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where ∆DF
2 = [∆ED,R1

FXp
R1

. . .∆ED,Rm
FXp

Rm
]. P̂†

D,S can be expressed as

P̂†
D,S = (P̂H

D,SP̂D,S)−1 P̂H
D,S

=
⎛⎜⎜⎜⎝P

H
D,SPD,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=αP̄ INp

+∆PH
D,SPD,S +PH

D,S∆PD,S +∆PH
D,S∆PD,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

BSBH

⎞⎟⎟⎟⎠
−1

(PD,S +∆PD,S)H

= 1

αP̄
(INp

−B (BHB + αP̄S−1)−1 BH) (PD,S +∆PD,S)H
= P†

D,S + (PH
D,SPD,S)−1 ∆PH

D,S − 1

αP̄
B (BHB +αP̄S−1)−1 BH (PD,S +∆PD,S)H´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∆P
†
D,S

,

(2.22)

where S = diag{λ0, λ1,⋯, λN−1}, λi =
4πieD,S

N
sin(2πieD,S

N
) + 4π2i2e2

D,S

N2
, and B =

F(L)X
pH
S FH . We also have

BHB = αP̄

⎡⎢⎢⎢⎢⎢⎣
INp

ONp×(N−Np)

O(N−Np)×Np
O(N−Np)×(N−Np)

⎤⎥⎥⎥⎥⎥⎦
. (2.23)

From (2.22)-(2.23), the matrix (BHB +αP̄S−1)−1 must be a diagonal matrix. Using

λ̃i to represent the i-th eigenvalue of (BHB + αP̄S−1)−1, we have

λ̃i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

λi

αP̄ (λi+1)
, 0 ≤ i ≤ Np − 1,

λi

αP̄
, Np ≤ i ≤ N − 1.

(2.24)

For small frequency offset errors, λi can be approximated as λi ≅
12π2i2e2

D,S

N2
. When

λi ≪ 1, λ̃i ≅ λi for each 0 ≤ i ≤ N − 1.

From (2.22), the first item in ∆P†
D,S is a function of eD,S, but the second item in

∆P†
D,S is a function of e2

D,S. For a small eD,S, the second item is negligible as compared

with the first item, and ∆P†
D,S can be approximated as ∆P†

D,S ≅ (PH
D,SPD,S)−1 ∆PH

D,S

to simplify the analysis. Similarly, (P̂AF
2 )† and (P̂DF

2 )† can also be represented as

(P̂AF
2 )† ≅ (PAF

2 )† + ((PAF
2 )H(PAF

2 ))−1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
∆(P̂AF

2
)
†
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and

(P̂DF
2 )† ≅ (PDF

2 )† +∆ (P̂DF
2 )†

and the LS channel estimation for h̃D,S, h̃Rk ,S, hDRS and hDR are given by ˆ̃hb,S =
P̂†

b,Srb,1, ĥDRS = (P̂AF
2 )† r̃AF

D,2 and ĥDR = (P̂DF
2 )† rDF

D,2, respectively, where b ∈ {D,Rk}.
The MSE of the channel estimation by considering the frequency offset errors can be

derived, respectively, as

MSE(ˆ̃hb,S) = 1

L
E{∥ˆ̃hb,S − h̃b,S∥2

2
}

=
trace{(PH

b,SPb,S)−1 Jb,SΦb,S}
L

⋅ σ2
e + (N −Np) ⋅ trace{Φb,S}

LNp + σ2
w

αNpP̄ ,

(2.25)

MSE (ĥDRS) = 1(2L − 1)M E{∥ˆ̃hDRS − h̃DRS∥2
2
}

=
trace{((PAF

2 )HPAF
2 )−1 JDRSΦAF

2 }(2L − 1)M ⋅ σ2
e + N −Np

Np ⋅ trace{ΦAF
2 }(2L − 1)M

+ σ2
w

αNpP̄ ⋅
M∑
k=1

trace{ΦAF
D,Rk
}

(2L − 1)M + M(αP̄ + σ2
w)σ2

w

α(1 − α)NpP̄ 2
,

(2.26)

MSE (ĥDR) = 1

Lm
E{∥ˆ̃hDR − h̃DR∥2

2
}

=
trace{((PDF

2 )HPDF
2 )−1 JDRΦDF

2 }
Lm

⋅ σ2
e + N −Np

Np ⋅ trace{ΦDF
2 }

Lm
+ mσ2

w(1 − α)NpP̄ ,

(2.27)
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Φb,S = E{h̃b,Sh̃Hb,S} , (2.28a)

JD,S = JRk,S = αNP̄F(L)X
pH
S FHΩ2FXp

SF
H
(L), (2.28b)

JDRS = Q2
1(α) ⋅ diag{T1,⋯,TM} , (2.28c)

JDR =
(1 − α)NP̄

m
⋅ diag{TDF

1 ,⋯,TDF
m } , (2.28d)

TAF
i = F(2L−1)X

pH
Ri

FHΩ2FXp
Ri

FH
(2L−1), (2.28e)

TDF
i = F(L)X

pH
Ri

FHΩ2FXp
Ri

FH
(L). (2.28f)

2.4 Effect of Frequency Offset and Channel Esti-

mation Errors on PEP

Although the BER of conventional (noncooperative) OFDM with frequency offset has

been studied [99, 111], the application of the BER results to a cooperative OFDM

uplink is not straightforward. First, the effective S → R → D channel in the AF

mode is the convolution of S → R and R → D channels. It is proven in [91] that

the S → R → D channel is not Gaussian. Second, in DF mode, the relays retransmit

only if there is no decoding error. Since the OFDM channel is usually a frequency-

selective fading channel, some subcarriers may suffer deep fading. If the subcarriers are

modulated independently, it is very difficult to correctly decode all the subcarriers. In

this section, after the analysis of SINR, the PEP of cooperative OFDM by considering

both frequency offset and channel estimation errors will be derived.
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2.4.1 SINR Analysis

First Time Slot

Without loss of generality, we assume that ˆ̃hD,S = h̃D,S+∆h̃D,S, where ∆h̃D,S represents

the estimation error of h̃D,S. The received vector yD,1 can be demodulated as

rD,1 = FHyD,1 =
√

αNP̄Ecir
D,SXSF

H
(L)h̃D,S +FHwD,1

=
√

αNP̄Ediag
D,SXSF

H
(L)h̃D,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

µD,1

+
√

αNP̄Eoff
D,SXSF

H
(L)h̃D,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

interference

+FHwD,1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξD,1

, (2.29)

where we decompose Ecir
D,S as Ecir

D,S = Ediag
D,S +Eoff

D,S, with Ediag
D,S being a diagonal matrix

that [Ediag
D,S]ii = [Ecir

D,S]ii, and Eoff
D,S comprising all the off-diagonal elements of Ecir

D,S,

µD,1 is the useful signal of rD,1, and ξD,1 represents the interference plus noise of rD,1.

The signal of the n-th tap can be demodulated as

ˆ̃h
∗

D,S[n] ⋅ rD,1[n]
∣ˆ̃hD,S[n]∣2

=
h̃∗D,S[n] ⋅µD,1[n]
∣ˆ̃hD,S[n]∣2

+ ∆h̃∗D,S[n] ⋅µD,1[n]
∣ˆ̃hD,S[n]∣2

+
ˆ̃
h
∗

D,S[n] ⋅ ξD,1[n]
∣ˆ̃hD,S[n]∣2

. (2.30)

The SINR of (2.30) is given by

γ̄DS,n =
E{∣h̃∗D,R,S[n] ⋅µD,1[n]∣2}

E{∣∆h̃∗D,S[n] ⋅µD,1[n]∣2} +E{∣ˆ̃h∗D,S[n] ⋅ ξD,1[n]∣2}
. (2.31)

Equation (2.31) can be simplified as

γ̄DS,n =
αP̄ ⋅ ∣h̃D,S[n]∣2 ⋅ βe

σ2
AF,1 + (αP̄ ⋅ βe + σ2

AF,1

∣h̃D,S[n]∣2) ⋅MSE(ˆ̃hD,S) , (2.32)

where βe = 1 − π2σ2
e

3
+ π4σ4

e

20
and σ2

AF,1 =
Luαπ2σ2

e P̄

3
+ σ2

w.
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Second Time Slot of the AF Mode

The received vector yAF
D,2 can be demodulated as

rAF
D,2 = FHyAF

D,2 =
M

∑
k=1

Q1(α)Ediag
D,Rk,S

XSF
H(2L−1)h̃D,Rk,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

µAF
D,2

+
M

∑
k=1

Q1(α)Eoff
D,Rk,S

XSF
H(2L−1)h̃D,Rk,S´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

interference

+
M

∑
k=1

Q2(α)Ecir
D,Rk

WηF
H(L)h̃D,Rk

+FHwD,2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξAF

D,2

,

(2.33)

where Ecir
D,Rk,S

= Ediag
D,Rk,S

+Eoff
D,Rk,S

. The SINR of (2.33) is given by

γ̄DRS,n =
E

⎧⎪⎪⎨⎪⎪⎩∣(
M∑
k=1

h̃D,Rk,S[n])∗ ⋅µAF
D,2[n]∣

2⎫⎪⎪⎬⎪⎪⎭
E

⎧⎪⎪⎨⎪⎪⎩∣(
M∑
k=1

∆h̃D,Rk ,S[n])∗ ⋅µAF
D,2[n]∣

2⎫⎪⎪⎬⎪⎪⎭ +E

⎧⎪⎪⎨⎪⎪⎩∣(
M∑
k=1

ˆ̃hD,Rk,S[n])∗ ⋅ ξAF
D,2[n]∣2⎫⎪⎪⎬⎪⎪⎭

.

(2.34)

and (2.34) can be simplified as

γ̄DRS,n =
α(1 − α)P̄ 2 ∣M∑

k=1
h̃D,Rk,S[n]∣2 ⋅ βe

Mσ2
AF,2(αP̄ + σ2

w) +M
⎛⎜⎝α(1 −α)P̄ 2 ⋅ βe + Mσ2

AF,2
(αP̄+σ2

w)
∣M

∑
k=1

h̃D,Rk,S[n]∣
2

⎞⎟⎠ ⋅MSE (ĥDRS)
,

(2.35)

where σ2
AF,2 =

2Lu(M2 −M + 1)α(1 − α)π2σ2
e P̄

2

3M(αP̄ + σ2
w) + Luαπ2σ2

e P̄

3
+ Lu(M + 1)(1 − α)P̄ σ2

w

αP̄ + σ2
w

+
σ2
w.
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Second Time Slot of the DF Mode

The received vector yDF
D,2 can be demodulated as

rDF
D,2 =

m

∑
k=1

√(1 − α)NP̄

m
Ediag
D,Rk

XRk
FH(L)h̃D,Rk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

µDF
D,2

+
m

∑
k=1

√(1 − α)NP̄

m
Eoff
D,Rk

XRk
FH(L)h̃D,Rk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

interference

+FHwD,2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξDF

D,2

.

(2.36)

Similarly, the SINR of (2.36) in the n-th tap is given by

γ̄DR,m,n =
E{∣( m∑

k=1
h̃D,Rk

[n])∗ ⋅µDF
D,2[n]∣2}

E{∣( m∑
k=1

∆h̃D,Rk
[n])∗ ⋅µDF

D,2[n]∣2} +E{∣( m∑
k=1

ˆ̃hD,Rk
[n])∗ ⋅ ξDF

D,2[n]∣2}

=
(1 −α)P̄ ⋅ ∣ m∑

k=1
h̃D,Rk

[n]∣2 ⋅ βe
mσ2

DF,2 +m
⎛⎜⎝Lu(1 − α)P̄ ⋅ βe + mσ2

DF,2

∣ m

∑
k=1

h̃D,Rk
[n]∣2
⎞⎟⎠ ⋅MSE (ĥDR)

,

(2.37)

where σ2
DF,2 =

Lu(1 − α)π2σ2
e P̄

3
+ σ2

w.

2.4.2 PEP for the AF Mode

An orthogonal space-time signal matrix X̄S = [X̃S(1), X̃S(2),⋯, X̃S(T )], which is N×T
matrix, is assumed. The probability that X̄S will be mistaken for another code L̄S is

upper bounded by [112]:

PAF
r {X̄S → L̄S ∣0 < α < 1} ≤ ⎛⎝

2L−2

∏
n=0

1

1 + γ̄DRS,nℓn

4

⎞⎠⎛⎝
L−1

∏
n=0

1

1 + γ̄DS,nℓn

4

⎞⎠ , (2.38)

where γ̄DS,n and γ̄DRS,n represent the SINRs of the S → D and S → R → D channels, re-

spectively, in the n-th multipath tap, and ℓn is the n-th eigenvalue of (X̄S − L̄S) (X̄S − L̄S)H .

In the high SINR regim with σ2
e → 0, γ̄DS,n and γ̄DRS,n can be approximated as

lim
σ2

e→0

SNR→∞
γ̄DS,n → αSNR ⋅ ∣h̃D,S[n]∣2
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and

lim
σ2

e→0

SNR→∞
γ̄DRS,n →

α(1 − α)SNR ⋅ ∣M∑
k=1

h̃D,Rk,S[n]∣2
M [Lu(M+1)(1−α)

α
+ 1]

where SNR = P̄ /σ2
w denotes the average SNR, and (2.38) can be rewritten as

lim
σ2

e→0

SNR→∞
PAF

r {X̄S → L̄S ∣0 < α < 1}

≤
⎛⎜⎝

4 [Lu(M+1)(1−α)
α

+ 1]
α(1 − α)SNR

⎞⎟⎠
2L−1

( 4

αSNR
)L

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
multipath diversity gain

×
⎛⎜⎜⎜⎜⎝

2L−2

∏
n=0

M

∣M∑
k=1

h̃D,Rk,S[n]∣2 ℓn

⎞⎟⎟⎟⎟⎠´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
multi-relay diversity gain

⎛⎝
L−1

∏
n=0

1

∣h̃D,S[n]∣2 ℓn

⎞⎠ .

(2.39)

When L is small, the M-order multi-relay diversity dominates the diversity gain in a

high SINR regime, and a larger M implies a smaller PEP.

2.4.3 PEP for the DF Mode

In DF mode, each relay decodes the received signal from S. The relays with decoding

errors will not retransmit. By using Prelay to represent the average probability of

decoding error at each relay, the probability that m out of M relays successfully decode

the received signal is a Binomial distribution, i.e., Prelay,m = (M
m
)(1 − Prelay)mPM−m

relay .

We also use PS→D to represent the probability of the decoding error at D in the first

time slot. Prelay and PS→D are given, respectively, by

Prelay = Pr {X̄S → L̄S ∣0 < α < 1;Rk} ≤ L−1∏
n=0

1

1 + γ̄RkS,nℓn

4

, (2.40a)

PS→D = Pr {X̄S → L̄S ∣0 < α < 1;D} ≤ L−1∏
n=0

1

1 + γ̄DS,nℓn

4

, (2.40b)

where γ̄RkS,n represent the SINR of the S → Rk channel in the n-th tap. From the

SINR analysis of the first time slot, γ̄RkS,n is given by

γ̄RkS,n =
αP̄ ⋅ ∣h̃Rk ,S[n]∣2 ⋅ βe

σ2
DF,1 + (αP̄ ⋅ βe + σ2

DF,1

∣h̃Rk,S[n]∣2) ⋅MSE(ˆ̃hRk,S)
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where σ2
DF,1 =

απ2σ2
e P̄

3
+ σ2

w.

In the second time slot, the m relays with correct decoding will retransmit. The

PEP that X̄S will be mistaken for another codeword L̄S is upper bounded by

PDF
r,m {X̄S → L̄S ∣0 < α < 1} ≤ L−1∏

n=0

1

1 + γ̄DR,m,nℓn

4

, (2.41)

where γ̄DR,m,n represents the SINR of the R → D channel in the n-th multipath tap.

From the derived γ̄DR,m,n in (2.36), the averaged PEP of the DF mode is upper bounded

by

PEPDF ≤ PS→D ⋅
M

∑
m=0

Prelay,mPDF
r,m {X̄S → L̄S ∣0 < α < 1} . (2.42)

In the high SINR regime with σ2
e → 0, (2.41) can be approximated as

lim
σ2

e→0

SNR→∞
PAF

r {X̄S → L̄S ∣0 < α < 1} ≤ ( 4(1 − α)SNR
)L

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
multipath diversity gain

×
⎛⎜⎜⎜⎜⎝
L−1

∏
n=0

m

∣ m∑
k=1

h̃D,Rk
[n]∣2 ℓn

⎞⎟⎟⎟⎟⎠´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
multi-relay diversity gain

.
(2.43)

A comparison of (2.39) and (2.43) shows that for a given M , in a high SINR regime

with σ2
e → 0, the AF mode outperforms the DF mode in terms of diversity gain.

However, in real systems, the DF mode usually outperforms the AF mode because of

the following reasons. First, Lemma 1 and Lemma 2 tell us that for a given L, the

maximum number of active relays used in the DF mode is almost twice that of the AF

mode, and the achievable cooperative diversity gain in the DF mode is much higher

than that obtained in the AF mode. Second, by considering the frequency offset, the

OFDM transmission is usually interference limited, and the diversity gain obtained in

the AF mode may be deteriorated by the interference and noise that accumulated in

the relays. The interference-mitigation capability in DF mode provides a performance

advantage over the AF mode in the low SINR regime. A brief performance comparison

between the AF and DF modes is shown in Table 2.1.
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Table 2.1: Performance Comparison Between AF and DF Modes
Relaying Mode AF DF

Complexity Low High
Channel Estimation Accuracy Low High

Maximum Concatenated Channel Delay 2Lmax − 1 Lmax

Maximum Number of Relays ⌊ N
2Lmax−1⌋ ⌊ N

Lmax
⌋

Capacity to Combat Multipath-fading Low High
Achievable Diversity Gain Low High

PEP High Low

2.5 Numerical Results

The PEP of the proposed channel estimation schemes for systems with frequency offsets

is evaluated. The total power consumption is kept constant, and the PEP as a function

of power allocation ratio α is first evaluated. The performance comparison between

the proposed pilot designs for the AF and DF relaying modes is then performed for

different channel lengths L. After that, the PEP performance as a function of frequency

offset variance, i.e. σ2
ε , is evaluated. Finally, for a given σ2

ε , the PEP performance as

the SNR increases is simulated.

Only uniform power-delay profiles are considered for brevity, i.e., E{∣hRk,S(l)∣2} =
1/L and E{∣hD,Rk

(l)∣2} = E{∣hD,S(l)∣2} = Lu/L, where l = 0,1,2,⋯,L − 1. The number

of subcarriers is N = 128. The SNR of the pilot subcarriers as SNR = P̄ /σ2
w. Identical

average powers are assigned to both pilot and data subcarriers. Independent and

identical distributed (i.i.d.) frequency offset estimation errors are assumed for S → R,

R → D and S → R →D channels with a variance σ2
e .

The normalized MSE for channel estimation is shown as a function of the power

allocation ratio (see Figure 2.10). The MSEs of the S → R and S → D links are

monotonically decreasing functions of α, whereas those for the S → R → D (for the AF

mode) and R → D (for the DF mode) links are monotonically increasing functions of

α. Although the normalized MSE for the R → D link in DF mode is always smaller
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p
 = M× L; 0 < α < 1)

TS1 TS2

DF Mode

Cooperation

Figure 2.10: Normalized MSE of channel estimation in either conventional transmission
(α = 1) or the proposed cooperative transmission (0 < α < 1).

than that for the S → R → D link in AF mode for each α, this result does not mean

that the DF mode always outperforms the AF mode in terms of the channel estimation

error, because the estimation error in the S → R link for the DF mode also contributes

some impairments to the decoding. However, in each relaying mode, an optimal α can

be found to optimize the performance of the relay OFDM system.

The PEP of the proposed cooperative transmission with both frequency offset and

channel estimation errors is illustrated in Figures 2.11 - 2.15. From Section 2.3.3, the

channel estimation MSE is a function of the variance of the frequency offset estimation

error (i.e., σ2
e), so that σ2

e is used as the only parameter of impairment. For Figure 2.11

to Figure 2.13, Lu is set to 10−1. All the eigenvalues of (X̄S − L̄S) (X̄S − L̄S)H are set
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Figure 2.11: PEP of the proposed cooperative transmission with L = 2 and σ2
e = 10−3.

to 1.

The performances of the AF and DF modes are compared for L = 2 and σ2
e = 10−3

in Figure 2.11. Since the DF spatial diversity gain is proportional to the number

of relays M , a larger number of active relays results in a lower PEP. In contrast,

a larger number of AF relays results in a worse PEP performance. This difference

can be explained as follows. In AF mode, interference and noise accumulate in each

relay, and the interference due to frequency offset is not Gaussian when σ2
e is large.

Since this interference cannot be averaged out by using more relays, the diversity gain

will deteriorate by this process of accumulation. However, the DF mode eliminates the

interference and noise. It is this interference-mitigation capability that guarantees that

the DF mode will achieve a better PEP performance with more relays. When M = 16
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and 32, the PEP performances of the AF mode are monotonically decreasing functions

of the power-allocation ratio. That is, the AF mode cannot improve the diversity gain

through cooperative transmission. However, when M ≤ 16, it achieves a diversity gain.

For each M , an optimal α that minimizes the PEP can be found. As compared to the

AF mode, the DF mode can always achieve a diversity gain for each M .

Although the optimal PEP performance improves as the number of relays increases,

increasing too many results in a degradation. This finding can be explained as follows.

For a small number of relays, the performance is noise and/or interference limited,

and the effective SINR of the S → R → D channels can be improved by increasing

the number of relays. As the number of relays increases, the power allocation to each

relay decreases, and the cooperation becomes power limited once the number of relays

is beyond a threshold. The effective SINR of the S → R → D channels becomes lower

in a power-limited environment if more relays are used.

For a fixed σ2
e = 10−3, but the channel order is increasing to 4 and 16, the PEP

performance is shown in Figures 2.12 and 2.13, respectively. When L ≤ 4, the optimal

(M,α) can always be found to make the DF mode outperform the AF mode in terms

of PEP performance. Note that for each relaying mode, a larger channel order results

in a higher interference and noise in the S → R, R → D, S → D and S → R → D

channels. This higher interference and noise degrade the SINR. However, for a given

number of relays, since a (2L − 1)-order multipath diversity gain can be obtained in

the AF mode [see (2.38)], this gain may compensate for the performance loss due to

SINR degradation. When the channel order is not large (e.g., in this simulation, L ≤ 16

is required), the multipath diversity gain dominates the performance of the AF mode,

and the PEP performance may be improved as the channel order increases. If the

channel order continuously increases (e.g., to 16), the cooperation channel becomes

power-limited, and the SINR degradation in each tap will deteriorate the multipath

diversity gain. Increasing the channel order degrades the PEP performance in the DF

mode, because this mode can obtain only a L-order multipath diversity gain, as shown
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Figure 2.12: PEP of the proposed cooperative transmission with L = 4 and σ2
e = 10−3.

by (2.42).

The PEP performance as a function of σ2
e is shown in Figure 2.14, which considers

(L = 4, M = 16) and (L = 8, M = 8). Both AF and DF mode PEPs monotonically

increase with σ2
e . For each number of relays, the DF mode always outperforms the AF

mode for a small σ2
e , although both modes approach the same PEP performance for

large σ2
e (i.e., the system is interference rather than noise limited, and the diversity

gain cannot be improved through cooperation).

The PEP performances as functions of SNR are shown in Figure 2.15 for L = 4,

M = 16, and σ2
e = 10−2 and 10−3. Since the system is noise limited for a small σ2

e

(σ2
e = 10−3), the relays realize the spatial diversity gain. The PEP performance of the

DF mode is about 9 dB better than that of the AF mode at an error rate of 5 × 10−3.
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Figure 2.13: PEP of the proposed cooperative transmission with L = 16 and σ2
e = 10−3.

As σ2
e increases to 10−2, the system becomes interference limited, and an error floor

appears in both the AF and the DF modes. In this environment, the performance

increases to about 11.3 dB ; i.e., the DF mode has a higher interference-mitigation

capability than the AF mode.

2.6 Conclusions

Channel estimation for cooperative AF or DF OFDM systems with frequency offsets

has been considered. A two-time-slot cooperative channel-estimation protocol has been

proposed. For a given channel order L, the maximum number of relays operating in

the AF and the DF modes were shown to be ⌊N/(2L − 1)⌋ and ⌊N/L⌋, respectively.
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Figure 2.14: PEP of the proposed cooperative transmission as a function of σ2
e with

L = 4,8.

As a result, the latter achieves more diversity gain than the former. The PEP per-

formance of an orthogonal block code in the proposed cooperative transmission was

also evaluated by considering both the frequency offset and channel-estimation errors.

The optimal power allocation between the source and a set of relays (AF or DF) was

derived to minimize the PEP. For both relaying modes, a larger channel order results

in increased interference and noise, which degrades the SINR. Since the AF mode can

realize a (2L − 1)-order multipath diversity gain, it performs better as the channel

order increases provided that the channel order is not too large. Unlike AF relays, DF

relays will suffer a PEP performance degradation when the channel order increases,

because the L-order multipath diversity gain can not compensate for the SINR loss.

Interference will increase if more relays are used in the AF mode, which results in
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Figure 2.15: PEP of the proposed cooperative transmission as a function of SNR with
L = 4, M = 16 and σ2

e = 10−2,10−3.

degradation of performance. The interference-mitigation capability of the DF mode

improves performance by allowing the use more relays, and when the channel order is

smaller than 16, they outperforms the AF mode in terms of PEP.
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Chapter 3

BER of MIMO OFDM Systems

with Frequency Offset and Channel

Estimation Errors

The BER of MIMO OFDM systems with frequency offset and channel estimation errors

is analyzed in this chapter [101]. ICI and inter-antenna interference (IAI) due to the

residual frequency offsets are analyzed, and the average SINR is derived. The BER of

MIMO OFDM is derived as an infinite series. Two receiver combining techniques to

improve the BER are MRC and EGC. Their BERs are also derived.

3.1 Introduction

MIMO OFDM faces several technical challenges. First, these systems are highly sen-

sitive to the frequency offset, which introduces ICI and thereby significantly degrades

the system performance. Second, channel estimation becomes increasingly difficult

when the number of antennas increases. For these reasons, many frequency offset and

channel estimators have been proposed for MIMO OFDM systems [113–116]. For SISO

OFDM, several estimators of channel, frequency offset or both have already been devel-

oped [13,52,117]. The frequency offset estimation schemes for MIMO OFDM proposed

in [113,114] use training sequences composed of repeated data. Optimal training signal

design for MIMO OFDM channel estimation has been considered in [115]. A recursive

channel and frequency offset estimator for MIMO OFDM is discussed in [116].
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Previously, the performance degradation due to frequency offset is evaluated in

terms of SINR for SISO OFDM systems [13,16,118]. Although such an SINR analysis

has the merit of being mathematically simple, it is obvious that the BER analysis

characterizes the performance degradation more accurately [99,100,119,120]. The ICI

is approximated to be a Gaussian RV in [119] to obtain an analytical BER expression

for AWGN channels. A more accurate BER expression that exploits the moments of

the ICI distribution has been proposed in [120]. The characteristic functions method

is used in [100] to derive exact BER of systems with frequency offset and AWGN. For

multipath fading channels, the BER is evaluated in [99] also by exploiting the Gaussian

approximation of the ICI. However, [99] assumes that the channel is perfectly known

at the receiver and that the frequency offset estimation error is negligible. For MIMO

OFDM systems, the BER has been analyzed with channel estimation errors in [121].

Although some estimators are highly accurate, their performance ultimately cannot

exceed the CRLB [122]. Both the residual frequency offset and channel estimation

errors after frequency offset correction and channel equalization degrade the system

performance. The BER analysis for MIMO OFDM with both frequency offset and

channel estimation errors is thus motivated. This analysis will use the statistics of the

residual frequency offset and channel estimation errors.

3.2 MIMO OFDM Signal Model

The structure of a MIMO OFDM link with Nt transmit antennas and Nr receive an-

tennas has been shown in Figure 1.5 in Chapter 1. The transmitter maps the source bit

stream to several streams of complex modulation symbols from a complex constellation

such as PSK or QAM. A N × 1 vector xi is used to represent the frequency-domain

symbols sent by the i-th transmit antenna, where i ∈ {1,2,⋯,Nt}. The time-domain

OFDM symbols for the i-th transmit antenna is generated by taking IDFT of xi, i.e.,

mi =
√

Es

Nt

Fxi, where Es is the total transmit power, and F is the N ×N IDFT matrix.
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Each entry of xi is assumed to be i.i.d. RV with mean zero and unit variance; i.e.,

σ2
x = E{∣xi[n]∣2} = 1 for 1 ≤ i ≤ Nt and 0 ≤ n ≤ N − 1. Then, a CP is inserted on each xi

to mitigate ISI. Finally, the data frame is converted to an RF signal for transmission

on each transmit antenna.

The discrete channel response between the k-th receive antenna and i-th trans-

mit antenna is hk,i = [hk,i(0), hk,i(1),⋯, hk,i(Lk,i − 1),0TLmax−Lk,i
]T , where Lk,i is the

maximum delay between the i-th transmit and the k-th receive antennas, and Lmax =
max{Lk,i ∶ 1 ≤ i ≤ Nt,1 ≤ k ≤ Nr}. Uncorrelated taps are assumed for each antenna

pair (k, i); i.e., E{h∗k,i(m)hk,i(n ≠ m)} = 0 when n ≠ m. The corresponding frequency-

domain channel attenuation matrix is given by Hk,i = diag{H(0)
k,i

,H
(1)
k,i

,⋯,H
(N−1)
k,i

} with

H
(n)
k,i =

Lk,i−1

∑
d=0

hk,i(d)e− 2πnd
N representing the channel attenuation at the n-th subcarrier.

The channel power profiles are normalized as
Lk,i−1

∑
d=0
∣hk,i(d)∣2 = 1 for all (k, i). The

covariance of channel frequency response is given by

C
H
(n)
k,i

H
(l)
p,q
=
Lmax−1

∑
d=0

E{h∗k,i(d)hp,q(d)} e− 2πd(l−n)
N 0 ≤ d ≤ Lmax,0 ≤ l, n ≤ N − 1. (3.1)

εk,i is used to represent the normalized frequency offset between the i-th transmit

and k-th receive antenna. The frequency offsets εk,i for all (k, i) are modeled as zero-

mean i.i.d. RVs. By considering the channel gains and frequency offsets, the received

vector can be represented as

y = [yT1 ,yT2 ,⋯,yTNr
]T , (3.2)

where

yk =
√

Es

Nt

Nt

∑
i=1

Ek,iFHk,ixi +wk

with Ek,i = diag{1, e 2πεk,i

N , . . . , e
2πεk,i(N−1)

N }, and wk is a vector of AWGN with wk[n] ∼
CN (0, σ2

w). Note that the channel state information is available at the receiver, but

not at the transmitter. Consequently, the transmit power is equally allocated among

all the transmit antennas.
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3.3 SINR Analysis in MIMO OFDM Systems

Spatial-multiplexing MIMO will be treated, where independent data streams are mapped

to distinct OFDM symbols and are transmitted simultaneously from transmit anten-

nas. The received vector yk at the k-th receive antenna is thus a superposition of the

transmit signals from all the Nt transmit antennas. When demodulating xi, the signals

from the transmit antennas other than the i-th transmit antenna constitute IAI.

Assume that εk,i and Hk,j for each (1 ≤ j ≤ Nt, j ≠ i) have been estimated im-

perfectly; i.e., ε̂k,i = εk,i + ∆εk,i and Ĥk,j = Hk,j + ∆Hk,j, where ∆εk,j and ∆Hk,j =
diag{∆H

(0)
k,j

,⋯,∆H
(N−1)
k,j

} are estimation errors of εk,j and Hk,j (∆H
(n)
k,j
= Ĥ

(n)
k,j
−H

(n)
k,j

represents the estimation error of H
(n)
k,j ). Assume that each xj≠i is demodulated with

negligible error. After estimating εk,i, i.e., ε̂k,i = εk,i +∆εk,i, εk,i can be compensated

for, and xi can be demodulated as

rk,i = FHÊH
k,i

⎛⎝yk −
√

Es

Nt

Nt

∑
j=1,j≠i

Êk,jFĤk,jxj
⎞⎠

=
√

Es

Nt

FHÊH
k,iEk,iFHk,ixi´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

sk,i

+
√

Es

Nt

Nt

∑
j=1,j≠i

FHÊH
k,i (Ek,jFHk,j − Êk,jFĤk,j)xj

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Υk,i

+FHÊH
k,iwk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

w̃k,i

,

(3.3)

where Êk,j is derived from Ek,j by replacing εk,j with ε̂k,j, and Υk,i and w̃k,i are the

residual IAI and AWGN components of rk,i.

3.3.1 SINR Analysis without Receiver Combining

The SINR is derived for the i-th transmit antenna signal at the k-th receive antenna.

The signals transmitted by antennas other than the i-th antenna are interference,

which would be eliminated before demodulating the desired signal of the i-th transmit

antenna. Existing interference cancelation algorithms [123–126], can be applied here.
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Based on (3.3), the n-th subcarrier (0 ≤ n ≤ N −1) of the i-th transmit antenna can

be demodulated as

rk,i[n] =
√

Es

Nt
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=
√
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√
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=
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(n)
k,i + β

(n)
k,i +∆λ

(n)
k,i +∆ξ

(n)
k,i + w̃k,i[n],

(3.4)

where

m
(l)
k,i =

sin[π(l − n −∆εk,i)]
N sin [π(l−n−∆εk,i)

N
] e

π(N−1)(l−n−∆εk,i)
N ,

m
(l)
k,j≠i =

sin[π(l − n + εk,j − ε̂k,i)]
N sin [π(l−n+εk,j−ε̂k,i)

N
] e

π(N−1)(l−n+εk,j−ε̂k,i)
N ,

m̂
(l)
k,j≠i =

sin[π(l − n + ε̂k,j − ε̂k,i)]
N sin [π(l−n+ε̂k,j−ε̂k,i)

N
] e

π(N−1)(l−n+ε̂k,j−ε̂k,i)
N , 0 ≤ l ≤ N − 1.

η
(n)
k,i is decomposed as η

(n)
k,i =H

(n)
k,i α

(n)
k,i +β(n)k,i , which is the ICI contributed by subcarriers

other than the n-th subcarrier of transmit antenna i. We can easily prove that α
(n)
k,i

and β
(n)
k,i are zero-mean RVs subject to the following assumptions.

1. εk,i is an i.i.d. RV with mean zero and variance σ2
ǫ for each (k, i).

2. ∆εk,i is an i.i.d. RV with mean zero and variance σ2
res for each (k, i).

3. H
(n)
k,i ∼ CN (0,1) for each (k, i, n).
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4. ∆H
(n)
k,i is an i.i.d. RV with mean zero and variance σ2

∆H for each (k, i, n).
5. εk,i, ∆εk,i, H

(n)
k,i and ∆H

(n)
k,i are independent of each other for each (k, i).

Given these assumptions, Var{α(n)k,i } and Var{β(n)k,i } are derived, respectively, as
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(3.5)

and

Var{β(n)k,i } = Es

Nt

⋅E{∑
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3Nt

−Var{α(n)k,i } ,

(3.6)

where C
H
(l)
k,i
H
(n)
k,i

is given by (3.1). ∆λ
(n)
k,i = λ

(n)
k,i − λ̂

(n)
k,i is the interference contributed by

the n-th subcarrier of the interfering transmit antennas, i.e., the co-subcarrier inter-

antenna-interference (CSIAI), and ∆ξ
(n)
k,i = ξ

(n)
k,i − ξ̂

(n)
k,i is the ICI contributed by the

subcarriers other than the n-th subcarrier of the interfering transmit antennas, i.e., the

inter-carrier-inter-antenna-interference (ICIAI). The demodulation of xi[n] is degraded

by either η
(n)
k,i

or IAI (CSIAI plus ICIAI). Assume that the integer-part of frequency

offset has been estimated and corrected, and only the fractional-part frequency offset

offset is considered. Considering small frequency offsets, the following requirements

are assumed to be satisfied:

1. ∣εk,j∣≪ 1 for all (k, j).
2. ∣ε̂k,i∣ + ∣εk,j∣ < 1 for all (k, i, j).
3. ∣ε̂k,i∣ + ∣ε̂k,j∣ < 1 for all (k, i, j).
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Condition 1 requires that each frequency offset should be much smaller than 1, and

conditions 2 and 3 require that the sum of any two frequency offsets (or the frequency

offset estimation results) should not exceed 1. The last two conditions are satisfied only

if the estimation error does not exceed 0.5. If all these three conditions are satisfied

simultaneously, we can represent λ
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Therefore, the interference due to the n-th subcarrier of transmit antenna is
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=
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(3.11)
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and

∆ξ
(n)
k,i = ξ

(n)
k,i − ξ̂

(n)
k,i

=
√

Es

Nt
∑
l≠n

Nt

∑
j=1,j≠i

(−1)l−n+1e π(N−1)(l−n)
N

N sin [π(l−n)
N
]

⋅ [π cos(π (εk,j − ε̂k,i + ∆εk,j

2
))H(l)k,j∆εk,j + sin (π (ε̂k,j − ε̂k,i))∆H

(l)
k,j]xj[l]

+ o(∆εk,j,∆Hk,j)
(3.12)

with o(∆εk,j,∆Hk,j) representing the higher order item of ∆εk,j and ∆Hk,j. It is easy

to show that ∆λ
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k,i are zero-mean RVs, and that their variances are given
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After averaging out frequency offset εk,i, frequency offset estimation error ∆εk,i and

channel estimation error ∆H
(n)
k,i for each (k, i), the average SINR of rk,i[n] (parame-

terized by only H
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k,i

) is
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(3.15)

where σ2
m = E{∣m(n)k,i ∣2} = 1 − π2σ2

res

3
+ π4E{∆ε4

k,j
}

36
and ν is independent of (k, i, n).

For signal demodulation in MIMO OFDM, diversity reception can be exploited to

improve the receive SINR. In the following, EGC and MRC are considered.

3.3.2 SINR Analysis with EGC

In order to demodulate the signal transmitted by the i-th transmit antenna, the Nr

receive antennas are co-phased and combined to improve the receiving diversity. There-

fore, the EGC output is given by
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∑
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(3.16)
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where θ
(n)
k,i = arg{m(n)k,i H(n)k,i }. After averaging out εk,i, ∆εk,i and ∆H
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When Nr is large enough, (3.17) can be further simplified as
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3.3.3 SINR Analysis with MRC

In a MIMO OFDM system with Nr receive antennas, based on the channel estimation

Ĥ
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k,i for each (k, i, n), the received signal at all the Nr receive antennas
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(3.19)
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where ωk,i = (Ĥ(n)k,i m
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∆H]´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ν′

+Nr ⋅ ν ⋅ σ2
∆H

=
Es

Nt
⋅ σ2

m ⋅
Nr∑
k=1
∣H(n)k,i ∣2

⎛⎜⎝
Nr∑
k=1
∣H(n)k,i ∣2 − ∑k≠l∣H

(n)
k,i
∣2∣H(n)

l,i
∣2

Nr

∑
k=1
∣H(n)

k,i
∣2
⎞⎟⎠Var{α(n)k,i } + ν′ + Nr ⋅ν⋅σ

2
∆H

Nr

∑
k=1
∣H(n)

k,i
∣2

,

(3.20)

where ν′ = [ν + (Es

Nt

+Var{α(n)k,i })σ2
∆H]. When Nr is large enough, (3.20) can be

further simplified as

γ̄MRC
i (n∣H(n)1,i ,⋯,H

(n)
Nr ,i
) ≅

Es

Nt
⋅ σ2

m ⋅
Nr∑
k=1
∣H(n)k,i ∣2

⎛⎜⎝
Nr∑
k=1
∣H(n)k,i ∣2 − ∑k≠l∣H

(n)
k,i
∣2∣H(n)

l,i
∣2

Nr

∑
k=1
∣H(n)

k,i
∣2
⎞⎟⎠Var{α(n)k,i } + ν′ + Nr ⋅ν⋅σ

2
∆H

Nr

∑
k=1
∣H(n)

k,i
∣2

≅
Es

Nt
⋅ σ2

m ⋅
Nr∑
k=1
∣H(n)k,i ∣2

(Nr∑
k=1
∣H(n)k,i ∣2 − (Nr − 1))Var{α(n)k,i } + ν′ + ν ⋅ σ2

∆H

.

(3.21)

3.4 BER Performance

The BER as a function of SINR in MIMO OFDM is derived in this section. We consider

M-ary square QAM with Gray bit mapping. Rugini and Banelli developed the BER
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of SISO OFDM with frequency offset [99]. The BER analysis in [99] is now extended

to MIMO OFDM.

As discussed in [99,127,128], the BER for the i-th transmit antenna with the input

constellation being M-ary square QAM (Gray bit mapping) can be represented as

PBER (γi) =
√
M−1

∑
j=1

aMj erfc(√bMj γi) , (3.22)

where aMj and bMj are specified by signal constellation, γi is the average SINR of the

i-th transmit antenna, and erfc(x) = 2√
π
∫
∞

x
e−u

2

du is the error function.

Note that in MIMO OFDM systems, the SINR at each subcarrier is a RV parame-

terized by the frequency offset and channel attenuation. In order to derive the average

SINR of MIMO OFDM systems, (3.22) should be averaged over the distribution of γi

as

P̄BER (γi) =
√
M−1

∑
j=1

aMj ∫
γi

erfc(√bMj γi) f (γi)dγi

=
√
M−1

∑
j=1

aMj ∫
Hi

∫
Ei

∫
vi

∫
Φi

erfc(√bMj γi) ⋅ f (Hi) f (Ei) f (vi)f (Φi)dHidEidvidΦi,

(3.23)

where Hi = [H1,i,⋯,HNr ,i], Ei = [ε1,i,⋯, εNr ,i]T , vi = [∆ε1,i,⋯,∆εNr ,i]T , and Φi =
[∆H1,i,⋯,∆HNr ,i]. Since obtaining a close-form solution of (3.23) appears to be im-

possible, an infinite-series approximation of P̄BER is developed. In [99], the average is

expressed as an infinite series of generalized hypergeometric functions.

From [129, page 939], erfc(x) can be represented as an infinite series

erfc(x) = 2√
π

∞

∑
m=1
(−1)(m+1) x(2m−1)(2m − 1)(m − 1)! . (3.24)
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Therefore, (3.23) can be rewritten as

P̄BER (γi) =
√
M−1

∑
j=1

aMj ∫
γi

2√
π

∞

∑
m=1
(−1)(m+1) (

√
bMj γi)(2m−1)(2m − 1)(m − 1)!dγi

= 2√
π

√
M−1

∑
j=1

aMj

∞

∑
m=1

(−1)(m+1)(bMj )(m− 1
2
)

(2m − 1)(m − 1)!
⋅ ∫
Hi

∫
Ei

∫
vi

∫
Φi

(γi)(m− 1
2
)
f (Hi)f (Ei)f (vi) f (Φi)dHidEiduviduΦi

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Di;m

,

(3.25)

where Di;m depends on the type of combining. Note that γi has been derived in Section

3.3, and that for the n-th subcarrier (0 ≤ n ≤ N − 1), εk,i, ∆εk,i and ∆H
(n)
k,i for each

(k, i) have been averaged out. Therefore, γi in (3.25) can be replaced by γ̄i(n); i.e.,

the average BER can be expected over subcarrier n (0 ≤ n ≤ N − 1), and finally P̄BER

can be simplified as

P̄BER (γ̄i(n)) = 2√
π

√
M−1

∑
j=1

aMj

∞

∑
m=1

(−1)(m+1)(bMj )(m− 1
2
)

(2m − 1)(m − 1)! ⋅Di;m, (3.26)

where Di;m is based on γ̄i(n) instead of γi. We first define ̟ = Es

Nt

⋅ σ2
m and µ =

Var{α(n)
k,i
}, which will be used in the following. The recursive definition for Di;m for

the following reception methods: (1) demodulation without combining, (2) EGC, and

(3) MRC, will be given.

Note that the SINR for no combining, EGC or MRC is a function of the second-order

statistics of the channel and frequency offset estimation errors (although the interfer-

ence also comprises the fourth-order statistics of the frequency offset estimation errors,

it is negligible as compared to the second-order statistics for small estimation errors).

Any probability distribution with zero mean and the same variance will result in the

same SINR. Therefore, the exact distributions need not be specified. However, when

the BER is derived by using an infinite-series approximation, the actual distribution
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of the frequency offset estimation errors is required. In the following sections, the fre-

quency offset estimation errors are assumed i.i.d. Gaussian RVs with mean zero and

variance σ2
ǫ .

3.4.1 BER without Receiver Combining

The BER measured at the k-th receive antenna for the i-th transmit antenna can be

approximated by (3.26) with Dk
i;m instead of Di;m being used here; i.e.,

P̄ k
BER (γ̄k,i (n∣H(n)k,i

)) = 2√
π

√
M−1

∑
j=1

aMj

∞

∑
m=1

(−1)(m+1)(bMj )(m− 1
2
)

(2m − 1)(m − 1)! ⋅Dk
i;m. (3.27)

When m > 2, we have Dk
i;m =

̟ [(2m − 3)µ + ν]
µ2(m − 3

2) ⋅ Dk
i;m−1 − ̟2

µ2
⋅ Dk

i;m−2, as derived in

Appendix A. I. The initial condition is given by

Dk
i;1 = ∫

∞

0

̟
1
2 h

1
2

(µh + ν) 1
2

e−hdh. (3.28)

3.4.2 BER with EGC

For a MIMO OFDM system with EGC reception, the average BER can be approxi-

mated by (3.26) with DEGC
i;m instead of Di;m being used here; i.e.,

P̄EGC
BER (γEGC

i (n∣H(n)1,i ,⋯,H
(n)
Nr ,i
)) = 2√

π

√
M−1

∑
j=1

aMj

∞

∑
m=1

(−1)(m+1)(bMj )(m− 1
2
)

(2m − 1)(m − 1)! ⋅DEGC
i;m . (3.29)

Defining νE = Nrν, σ2
EGC =

(Nr!)2
8 [(Nr − 1

2
)⋯1

2
]2 , ν̃E = νE−µNr(Nr − 1)π

4
and µ̃ = 2σ2

EGC ⋅µ,

when m > 2, we have

DEGC
i;m = 2σ2

EGC̟ [(2m +Nr − 4)µ̃(Nr − 1)! + ν̃E]
µ̃2(m − 3

2)(Nr − 1)! ⋅DEGC
i;m−1−

(2σ2
EGC̟)2(m +Nr − 5

2)
µ̃2(m − 3

2) ⋅DEGC
i;m−2,

(3.30)

as derived in Appendix A.2. The initial condition is given by

DEGC
i;1 = (2σ2

EGC̟) 1
2(Nr − 1)! ∫

∞

0

h(Nr−
1
2
)

(µ̃h + ν̃E) 1
2

e−hduh. (3.31)
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3.4.3 BER with MRC

For a MIMO OFDM system with channel knowledge at the receiver, the receiving

diversity can be optimized by using MRC, and the average BER can be approximated

by (3.26) with DMRC
i;m instead of Di;m being used here; i.e.,

P̄MRC
BER (γMRC

i (n∣H(n)1,i ,⋯,H
(n)
Nr ,i
)) = 2√

π

√
M−1

∑
j=1

aMj

∞

∑
m=1

(−1)(m+1)(bMj )(m− 1
2
)

(2m − 1)(m − 1)! ⋅DMRC
i;m . (3.32)

By defining νM = ν′ + ν ⋅ σ2
∆H , DMRC

i;m with m > 2 is given by

DMRC
i;m = ̟ [(2m +Nr − 4)µ(Nr − 1)! + ν̃M ]

µ2(m − 3
2)(Nr − 1)! ⋅DMRC

i;m−1 −
̟2(m +Nr − 5

2)e−(Nr−1)
µ2(m − 3

2) ⋅DMRC
i;m−2,

(3.33)

as derived in Appendix A.3. The initial condition is given by

DMRC
i;1 = e−(Nr−1)̟ 1

2(Nr − 1)! ∫
∞

0

h(Nr−
1
2
)

(µh + ν̃M) 1
2

e−hduh. (3.34)

3.4.4 Complexity of the Infinite-Series Representation of BER

Infinite-series BER expression (3.27), (3.29) or (3.32) must be truncated in practice.

The truncation error is negligible if the number of terms is large enough: [130] shows

that when the number of terms is as large as 50, the finite-order approximation is good.

In this case, a total of 151
√

M multiplication and 101
√

M summation operations are

needed to calculate the BER for each combining scheme.

3.5 Numerical Results

Quasi-static MIMO wireless channels are assumed; i.e., the channel impulse response is

fixed over one OFDM symbol period but changes across the symbols. The simulation

parameters are defined in Table 3.2.

The SINR degradation due to the residual frequency offsets is analyzed in Figure

3.16 for σ2
∆H = 0.01 and SNR =10 dB. The SINR degradation increases with σ2

res.
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Table 3.2: Parameters for BER Simulation in MIMO OFDM Systems

Subcarrier Modulation QPSK; 16-QAM
DFT Length 128

σ2
res 10−3;10−4

σ2
∆H 10−4

MIMO Parameters (Nt = 1,2; Nr = 1,2,4)
Receiving Combining Without Combining; EGC; MRC

Because of IAI due to the multiple transmit antennas, the SINR performance of MIMO

OFDM with (Nt = 2,Nr = 2) is worse than that of SISO OFDM, even though EGC

or MRC is applied to exploit the receiving diversity. IAI in MIMO OFDM can be

suppressed by increasing the number of receive antennas. In this simulation, when

Nr = 4, the average SINR with either EGC or MRC will be higher than that of SISO

OFDM system. For each MIMO scenario, MRC outperforms EGC.

The BER degradation due to the residual frequency offsets is shown in Figure 3.17

for σ2
∆H = 10−3 and Eb/N0 = 10dB (Eb/N0 is the bit energy per noise per Hz). The

BER for 4-phase PSK (QPSK) or 16-QAM subcarrier modulation is considered. Just

as with the case of SINR, the BER degrades with large σ2
res. For example, when

(Nt = 2,Nr = 2) and σ2
res = 10−5 for QPSK (16-QAM), a BER of 7× 10−3 (2.5× 10−2) or

6 × 10−3 (2 × 10−2) is achieved with EGC or MRC at the receiver, respectively. When

σ2
res is increased to 10−2, a BER of 2 × 10−2 (6 × 10−2) or 1 × 10−2 (5.5 × 10−2) can be

achieved with EGC or MRC, respectively.

Figures 3.18 - 3.23 compare BERs of QPSK and 16-QAM with different combining

methods. Figure 3.18 and Figure 3.19 consider SISO OFDM. The BER is degraded due

to the frequency offset and channel estimation errors. For a fixed channel estimation

variance error σ2
∆H , a larger variance of frequency offset estimation error, i.e., σ2

res,

implies a higher BER. For example, if σ2
∆H = 10−4, Eb/N0 = 20 dB and σ2

res = 10−4, the

BER with QPSK (16-QAM) is about 1.8 × 10−3 (5.5 × 10−3); when σ2
res is increased to

10−3, the BER with QPSK (16-QAM) increases to 4.3 × 10−3 (1.5 × 10−2).
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Figure 3.16: SINR reduction due to the residual frequency offset in MIMO OFDM
systems.

IAI appears with multiple transmit antennas, and the BER will degrade as IAI

increases. Note that since IAI cannot be totally eliminated in the presence of frequency

offset and channel estimation errors, a BER floor occurs at the high SNR. IAI can be

reduced considerably by exploiting the receiving diversity by using either EGC or MRC,

as shown in Figures 3.20 - 3.23. Without receiver combining, the BER is much worse

than that in SISO OFDM, simply because of the SINR degradation due to IAI. For

example, when Nt = Nr = 2 and σ2
∆H = 10−4, the BER with QPSK is about 5.5 × 10−3

when σ2
res = 10−4, which is much higher than that in SISO OFDM (the BER for SISO

OFDM is 1.8×10−3), as shown in Figure 3.20. For a given number of receive antennas,

MRC can achieve a lower BER than that with EGC, provided that an accurate channel

estimation is assumed at the receiver. For example, when Nt = Nr = 2 and σ2
∆H = 10−4,

the BER with QPSK is about 5.5 × 10−3 when σ2
res = 10−4, which is three times of

71



10
−5

10
−4

10
−3

10
−2

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 = 10 dB; ε = 0.1; σ

H
2  = 10−3

σ
res
2

B
E

R

QPSK: N
t
 = N

r
 = 1          

16QAM: N
t
 = N

r
 = 1         

EGC (QPSK: N
t
 = 2, N

r
 = 2  

MRC (QPSK: N
t
 = 2, N

r
 = 2) 

EGC (16QAM: N
t
 = 2, N

r
 = 2)

MRC (16QAM: N
t
 = 2, N

r
 = 2)

EGC (QPSK: N
t
 = 2, N

r
 = 4) 

MRC (QPSK: N
t
 = 2, N

r
 = 4) 

EGC (16QAM: N
t
 = 2, N

r
 = 4)

MRC (16QAM: N
t
 = 2, N

r
 = 4)

Figure 3.17: BER degradation due to the residual frequency offset in MIMO OFDM
systems.

that of SISO OFDM (which is about 1.8 × 10−3) as shown in Figure 3.21. For a given

number of receive antennas, MRC can achieve a lower BER than that achieved with

EGC, but the receiver requires accurate channel estimation. For example, in Figure

3.21, when σ2
∆H = 10−4 with Nt = Nr = 2 and 16-QAM, the performance improvement of

EGC (MRC) over that without combining is about 5.5 dB (6 dB), and that performance

improvement increases to 7.5 dB (8.5 dB) if σ2
res is increased to 10−3. By increasing the

number of receive antennas to 4, this performance improvement is about 8.2 dB (9 dB)

for EGC (MRC) with σ2
∆H = 10−4, or 11 dB (13.9 dB) for EGC (MRC) with σ2

∆H = 10−3,

as shown in Figure 3.23.

The theoretical BER approximation are accurate at low SNR with/without diversity

combining. However, the simulation and theory results diverge as the SNR increases,
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Figure 3.18: BER with QPSK when (Nt = 1,Nr = 1).

especially when σ2
res is large. For example, in Figure 3.23, with 16-QAM, when (Nt = 2,

Nr = 4) and σ2
res = 10−3, about 1 dB difference exists between the simulation and the

theoretical result for either EGC or MRC at high SNR. This discrepancy is due to

several reasons. As the SNR increases, the systems become interference-limited. When

N , Nt and Nr are not large enough, the interferences may not be well approximated as

Gaussian RVs with zero mean. In addition, with either EGC or MRC reception, the

phase rotation or channel attenuation of the receive sub-streams should be estimated,

and their estimation accuracy will also affect the combined SINR. The instant large

phase or channel estimation error also contributes a deviation to the BER when using

EGC or MRC.
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Figure 3.19: BER with 16-QAM when (Nt = 1,Nr = 1).

3.6 Conclusions

In practical systems, neither the frequency offset nor the channel can be perfectly

estimated, and the residual frequency offset and channel estimation errors impact the

BER performance. The BER is thus needed to be analyzed under imperfect channel and

frequency offset estimation condition. Based on our analysis, the acceptable accuracy

range of the frequency offset and the channel estimation can be obtained for the desired

BER performance.

The BER of MIMO OFDM due to the frequency offset and channel estimation

errors has been analyzed in this chapter. The BER expressions for multiple-antenna
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Figure 3.20: BER with QPSK when (Nt = 2,Nr = 2).

reception with EGC and MRC were derived. These expressions are in infinite-series

form, and can be truncated in practice. The simulation results show that the truncation

error is negligible if the number of terms is larger than 50.
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Figure 3.21: BER with 16-QAM when (Nt = 2,Nr = 2).
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Figure 3.22: BER with QPSK when (Nt = 2,Nr = 4).
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Figure 3.23: BER with 16-QAM when (Nt = 2,Nr = 4).
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Chapter 4

Robust OFDMA Uplink Frequency

Offset Estimation

In this chapter, the uplink frequency offset estimation of OFDMA systems is investi-

gated [131]. The OFDMA system uses a general subcarrier allocation scheme, where

subcarrier group allocated to each user need not be contiguous. By analyzing multiple

access interference (MAI), the CRLB for the variance of frequency offset estimation of

each user is derived. Successive interference cancelation (SIC)-based frequency offset

estimation is considered. An estimate of the variance of frequency offset is derived as

a function of SINR and SNR. An estimation of the range of frequency offset is derived

for uniformly distributed frequency offsets. Based on this estimate of the range of fre-

quency offsets, the accuracy of existing algorithms can be improved. Thus, new versions

of the SIC-based frequency offset estimation and differential estimation algorithms are

derived.

4.1 Introduction

As described in Chapter 1, OFDMA systems have the advantages of the high flexibility

in resource management due to dynamic subcarrier assignment strategy and the sim-

plified equalization in the frequency domain which is inherited from OFDM. Despite

these features, the design of an OFDMA system poses several technical challenges.

One basic issue is related to the stringent requirement on frequency synchronization,

which is critically important for the OFDMA uplink. Without accurate compensation
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of the frequency offset, ICI as well as MAI are generated due the loss of subcarrier

orthogonality. Moreover, the uplink frequency offset estimation for such systems is

a multiple-parameter estimation problem and, hence, is much more difficult than the

downlink case.

The synchronization issues for OFDMA uplink have been widely researched [95–

98, 132, 133]. Reference [95] discusses a CP-based timing and frequency offset syn-

chronization. Timing and frequency offset synchronization algorithms for generalized

asynchronous and quasi-synchronous OFDMA systems are developed in [96] using null

subcarriers and subcarrier hopping. A high-resolution blind frequency offset estimator

is proposed in [132] using second-order statistics, however, it requires multiple OFDMA

blocks per estimation. A reliable one-block OFDMA uplink synchronization algorithm

is proposed in [97]. A high-performance maximum-likelihood (ML) algorithm for both

synchronization and channel estimation for an OFDMA uplink transmission is studied

in [133], and the complexity is reduced by employing an alternating projection method

(this method simplifies the problem of multidimensional optimization into several 1-

dimensional optimization problems). An iterative time and frequency synchronization

scheme using the space-alternating generalized expectation-maximization algorithm for

interleaved OFDMA uplink systems is proposed in [98].

The performance of such algorithms is a function of the received SINR. When the

frequency offsets of all the active users are large, each user signal is subject to heavy

MAI, and therefore, the frequency offset estimation for each user will be considerably

degraded. This degradation can be 10 dB or more for some systems in the high SNR

region. This chapter studies the OFDMA uplink frequency offset estimation by utilizing

the SNR and SINR parameters.
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4.2 OFDMA Uplink Signal Model

The base station first performs uplink time and frequency offset estimation, and then,

the estimates are sent through a downlink control channel to the users to help their

time and frequency adjustment. Perfect timing synchronization is assumed, so only

the uplink frequency offset estimation is discussed. Note that the OFDMA uplink

frequency offset estimation can be subdivided into two phases, i.e., acquisition and

tracking. When a user starts accessing a base station, its instantaneous frequency offset

may be very large, and an acquisition algorithm is needed to estimate and correct this

large frequency offset. Channel estimation will also be performed after acquisition.

After acquisition, the residual frequency offset of this user will be well within a finite

range, e.g., within ±0.5 subcarrier spacing, and this user will run in the tracking phase.

At the tracking phase, pilot/training-based algorithms can be performed to estimate

the frequency offset with high accuracy. Only the frequency offset tracking phase will

be considered, and CSI of each user is assumed to be available at the base station.

An OFDMA uplink transmission with M users is described in Figure 4.24, where

∆f represents the subcarrier bandwidth. The total number of the subcarriers is N . An

N × 1 vector xk represents the frequency-domain symbols sent by the k-th user, where

k ∈ {1,2,⋯,M}. The i-th entry of xk (xk[i]) is nonzero if and only if the i-th subcarrier

is allocated to the k-th user, where i ∈ {1,2,⋯,N}. Gk represents the subcarrier group

allocated to the k-th user (the elements of Gk are indexes of all the subcarriers), and Nk
represents the cardinality of Gk). Note that ⋂

k≠l
GkGl = ∅ and

M⋃
k=1

Gk ⊆ {0,1,⋯,N − 1}.
xk can also be simplified into a Nk × 1 vector xk by deleting all the zero entries of xk

and keeping the non-zero entries unchanged.

The time-domain transmit vector for the k-th user is given by

sk = Fxk = Fkxk, (4.1)

where F denotes the N × N IDFT matrix, and Fk is an N × Nk IDFT matrix that

is specified by Gk (Fk can be generated from F by deleting all the columns with the
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Figure 4.24: Structure of OFDMA uplink transmission.

column indexes not belonging to Gk). A CP of length Ng is appended to each symbol

to mitigate the ISI.

The discrete-time channel impulse response associated with the k-th user is hk =
[hk(0), hk(1),⋯, hk(Lk − 1)]T , where Lk is the maximum delay of the k-th user. The

channel frequency response matrix of the k-th user is given by Hk = diag{H i
k ∶ i ∈ Gk}.

The received signal at the base station can be represented as

y =
M

∑
k=1

yk =
M

∑
k=1

⎛⎜⎝EkFkHkΦkxk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
sk

+wk

⎞⎟⎠ , (4.2)

where Φk = diag{√Pi ∶ i ∈ Gk} with Pi representing the power allocation to the i-th

subcarrier, and Ek is given by Ek = diag{1, e 2πεk
N ,⋯, e

2πεk(N−1)
N } with εk representing

the normalized frequency offset of the k-th user, respectively. wk in (4.2) is a AWGN

vector added to the signal space of the k-th user with wk[i] ∼ CN (0, σ2
w).
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Let sk be the training sequence transmitted by the k-th user. The received signal

y is a complex Gaussian random vector with the PDF [134]:

f (y) = 1(π)N det[C] exp {− (y − s)H C−1 (y − s)} , (4.3)

where s =
M∑
k=1

sk, and C = E{(y − s) (y − s)H}. The frequency offsets of different

users are assumed to be i.i.d RVs with zero mean and variance of σ2
ǫ (not necessar-

ily Gaussian). For an unbiased frequency offset estimator ε̂k, the CRLB is given by

Var{ε̂k∣yM} ≥ [Λ−1M ]kk, where the kl-th element of Fisher information matrix (FIM)

ΛM is

[ΛM]kl = trace((CM)−1 ∂CM

∂εk
(CM)−1 ∂CM

∂εl
) , (4.4)

as given by [135].

In a multiple-access system, the unknown parameters of interfering users can be

treated as nuisance parameters, which will degrade the estimation accuracy of the

parameters of interest. Regarding OFDMA uplink frequency offset estimation, the

following result holds.

Lemma 1—Estimation Error Increases: The OFDMA uplink frequency off-

set estimation error for each user will not reduce as the number of interfering users

increases.

Proof: For an OFDMA uplink transmission with a total of (M − 1) users accessing

a base station, the received vector is defined as

ỹ =
M−1

∑
k=1

yk =
M−1

∑
k=1

⎛⎜⎝EkFkHkΦkxk´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
sk

+wk

⎞⎟⎠ . (4.5)

The covariance matrix of ỹ is represented as C̃. Define the current FIM as ΛM−1

where [ΛM−1]kl = trace(C̃−1(∂C̃/∂εk)C̃−1(∂C̃/∂εl)). If a new user (the M-th user) is

accessing the base station, the receive vector and its covariance matrix are y and C,

respectively, and the new FIM is

ΛM =
⎡⎢⎢⎢⎢⎢⎣

ΛM−1 b

bH [ΛM]MM

⎤⎥⎥⎥⎥⎥⎦
, (4.6)
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where b is a (M − 1)× 1 vector with b[k] = trace(C−1(∂C/∂εk)C−1(∂C/∂εM )), 1 ≤ k ≤
M − 1, and [ΛM]MM = trace(C−1(∂C/∂εM)C−1(∂C/∂εM )). The inverse of ΛM can be

represented as

Λ−1M =
⎡⎢⎢⎢⎢⎢⎣

Λ−1M−1 0

0H 0

⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
−Λ−1M−1b

1

⎤⎥⎥⎥⎥⎥⎦ ([ΛM ]MM −bHΛ−1M−1b)−1 [ −bHΛ−1M−1 1 ] .
(4.7)

By using Λ−1
M ∣M−1 to represent the northwestern (M − 1) × (M − 1) sub-matrix of Λ−1M ,

we have

Λ−1M ∣M−1 = Λ−1M−1 + ([ΛM]MM − bHΛ−1M−1b)−1 Λ−1M−1bbHΛ−1M−1, (4.8)

where [Λ−1M ]MM = ([ΛM]MM − bHΛ−1M−1b)−1 > 0. Since Λ−1M−1bbHΛ−1M−1 is a nonnegative

definite matrix, we have

[Λ−1M ∣M−1]ii = [Λ−1M−1]ii + ([ΛM]MM − bHΛ−1M−1b)−1 [Λ−1M−1bbHΛ−1M−1]ii
≥ [Λ−1M−1]ii, 1 ≤ i ≤M − 1.

(4.9)

◻

Lemma 1 indicates that the MAI increases if the number of users accessing a base

station increases. For an unbiased estimator for the k-th user, the CRLB is related to

[Λ−1M−1]kk, and the following result holds.

Lemma 2—Inequality of FIM: In the OFDMA uplink frequency offset estima-

tion, [Λ−1M ]kk ≥ [ΛM]−1kk for each k.

Proof: Without loss of generality, suppose that the number of users is M , and that

the frequency offsets of the different users are i.i.d RVs. From [135, page 1352], for a

Hermitian positive define matrix ΛM , the following inequality

[Λ−1M ]kk = [IM ⊙Λ−1M ]kk ≥ [IM ⊙ΛM]−1kk = [ΛM]−1kk (4.10)

is always satisfied for each 1 ≤ k ≤M .

◻
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In the following, Λ is used to denote the FIM when the number of user of users

accessing a base station is not specified. By using Lemma 2, the CRLB for the k-th

user is derived as

Var{ε̂k∣y} ≥ [Λ−1]kk ≥ [Λ]−1kk
= 1

Nk∑
i=1

(∂λk,i

∂εk
)2

(λk,i+zk,i)2 + ∑
l≠k

Nl∑
j=1

(∂zl,j

∂εk
)2

(λl,j+zl,j)2

= 1

αk ⋅ SNR2
k

+ 1

βk ⋅ SNRk

+ 1

̟k ⋅ SIRk

,

(4.11)

where λk,i, and zk,i are defined in Appendix B. 1, αk, βk, and ̟k are training-sequence-

specified coefficients for the k-th user. For a length N training sequence with N ≫ 1,

we always have 1≪ αk, 1≪ βk and 1≪̟k. The first two items in (4.11) are related to

the SNR of the k-th user, and the third item to the signal-to-interference ratio (SIR)

of the k-th user.

4.3 Interference Analysis in OFDMA Systems

Consider a system with a total of M users accessing a base station. The analysis of

the MAI due to the frequency offsets is based on the following assumptions.

1. ⋂
m≠n

GmGn = ∅ and ⋃
m

Gm ⊆ {0,1,⋯,N − 1}, where m,n ∈ {1,2,⋯,M}.
2. Nm ≪ N , 1 ≤m ≤M .

3. εm for each m is an i.i.d. RV with zero mean and variance σ2
ǫ .

4.3.1 Interference Reduction by Using Pre-Projector Method

The CRLB for an OFDMA uplink synchronization is derived in (4.11) and is related

to multiple variables. To analyze the received SINR of the k-th user, define a pro-

jection matrix Pk = Fk(FH
k Fk)−1FH

k = FkFH
k , and the signal transmitted by user k is
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demodulated as

rk = Pky = Pk∑
l

ElFlHlΦlxl´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
sl´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

vl

+Pkw

= Pkvk +Pk∑
l≠k

vl +Pkw = s̃k +Υk;k +Υl≠k;k´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Υk

+w̃k,

(4.12)

where Pkvk = s̃k+Υk;k, with s̃k representing the useful part of the k-th user signal, and

Υk;k representing the ICI due to εk; Υl≠k;k = Pk ∑
l≠k

vl represents the interference from

interfering users (i.e., MAI); and w̃k is the AWGN added to the signal space of the k-th

user. In the following analysis, Υk =Υk;k +Υl≠k;k is used to represent the interference

on the k-th user (ICI+MAI). By using Pk, the multidimensional estimation problem

is reduced to several single-parameter-estimation problems.

From (4.11) and (4.12), the CRLB of the k-th user is

Var {ε̂k∣rk} ≥ 1

trace (C̃−1k ∂C̃k

∂εk
C̃−1k

∂C̃k

∂εk
) , (4.13)

where

C̃k = E{(rk − sk) (rk − sk)H} ≅ (IN −Σ2
k)Ck (4.14)

with Σk = diag{0,−2πεk/N,⋯,−2πεk × (N − 1)/N}.
Note that

trace(C̃−1k ∂C̃k

∂εk
C̃−1k

∂C̃k

∂εk
) ≤ trace(C−1k ∂Ck

∂εk
C−1k

∂Ck

∂εk
) − 8π2(N − 1)(2N − 1)ε2

k

3N3
, (4.15)

(4.13) can be approximated as

Var{ε̂k∣rk} ≥ 1

trace (C−1
k
∂Ck

∂εk
C−1
k
∂Ck

∂εk
) − 8π2(N−1)(2N−1)ε2

k

3N3

= 1

Nk∑
i=1

(∂λk,i

∂εk
)2

(λk,i+zk,i)2 −
8π2(N−1)(2N−1)ε2

k

3N3

> 1

Nk∑
i=1

(∂λk,i

∂εk
)2

(λk,i+zk,i)2
.

(4.16)
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4.3.2 SINR Analysis

From (4.12), the receive SINR of user k can be represented as

SINRk ≜
E{∥s̃k∥22}

E{∥Υk∥22} +E{∥w̃k∥22} =
SNRk

π2σ2
ǫ SNRk

3 + 1
⋅ (1 − π2σ2

ǫ

3
+ π4σ4

ǫ

20
) , (4.17)

as derived in Appendix B. 1. Since
1

SINRk

= 1

SNRk

+ 1

SIRk

always holds, SIRk can be

represented as SIRk =
3

π2σ2
ǫ

(1 − π2σ2
ǫ

3
+ π4σ4

ǫ

20
), and the conditional variance derived in

(4.16) is lower bounded as,

Var {ε̂k∣rk} ≥ 1

αk ⋅ SNR2
k

+ 1

βk ⋅ SNRk

+ π2σ2
ǫ

3̟k (1 − π2σ2
ǫ

3 + π4σ4
ǫ

20 ) , (4.18)

At a high SNR, the conditional variance becomes lim
SNRk→∞

Var{ε̂k∣rk} ≥ π2σ2
ǫ

3̟k (1 − π2σ2
ǫ

3 + π4σ4
ǫ

20 ) .
The SINR reduction due to the MAI is shown in Figure 4.25. A considerable MAI

is added to the user of interest due to the frequency offsets of the interfering users, and

a larger σ2
ǫ implies a higher MAI. For example, for an SNR of 30 dB, when σ2

ǫ = 10−3,

the received SINR is about 13.6 dB. If σ2
ǫ is increased to 10−2, the received SINR is

reduced to only about 4.55 dB.

4.3.3 Frequency Offset Analysis

By using a SIC method, e.g., that proposed in [136], the MAI can be iteratively reduced,

and at the (n + 1)-th iteration (n ≥ 1), rk can be represented as

r
(n+1)
k = s̃

(n+1)
k +Υ

(n+1)
k;k +Υ

(n+1)
l<k +Υ

(n)
l>k + w̃

(n+1)
k , (4.19)

where the superscript (n) denotes the vector value at the n-th iteration, and

s̃
(n+1)
k = Pk∆

(n+1)
k sk, (4.20a)

Υ
(n+1)
k;k = Pk (IN −∆

(n+1)
k ) sk, (4.20b)

∆
(n+1)
k = diag{1, e 2πe

(n+1)
k
N ,⋯, e

2πe
(n+1)
k

×(N−1)
N } , (4.20c)

e
(n+1)
k

= εk − ε̂
(n+1)
k

. (4.20d)
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Figure 4.25: SINR reduction introduced by non-zero frequency offset in OFDMA sys-
tems.

As n increases, (4.19) converges to its steady state as rk = s̃k +Υk;k +Υl≠k + w̃k.

Although the MAI can be reduced by using the SIC-based method, it can never

be totally eliminated in a noisy environment. In a synchronized OFDMA system

(frequency offset acquisition has been performed and most of the frequency offset has

been compensated for), the frequency offset of each user is limited with a finite range

so that

Var {ε̂k∣rk} = σ2
ǫ >

1

αk ⋅ SNR2
k

+ 1

βk ⋅ SNRk

+ π2σ2
ǫ

3̟k

. (4.21)

By resolving (4.21), σ2
ǫ can be lower bounded as

σ2
ǫ >

3̟k

3̟k − π2
⋅ ( 1

αk ⋅ SNR2
k

+ 1

βk ⋅ SNRk

) , (4.22)
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and as SNRk increases, lim
SNRk→∞

σ2
ǫ = 0. Note that the distribution of frequency offsets

is not specified here because any distribution with zero mean and variance σ2
ǫ sat-

isfies (4.21) and(4.22). For example, without loss of generality, we can assume that

εk ∼ N (0, σ2
ǫ ). However, if we assume that εk is a uniformly distributed RV with the

distribution range (−ǫ, ǫ) where ǫ > 0, we have ǫ =
√

3σǫ, and (4.22) can be rewritten

as

ǫ =
√

3σǫ >
¿ÁÁÀ 9̟k

3̟k − π2
⋅ ( 1

αk ⋅ SNR2
k

+ 1

βk ⋅ SNRk

). (4.23)

Now σ2
ǫ will be analyzed in real systems with a finite SNR. If the training sequence

proposed in [13] is used by each user, we have αk = ̟k = 4π2N and βk = 2π2N for

each k. Figure 4.26 shows σ2
ǫ as a function of the SNR and N . When the SNR and N

are large enough, σ2
ǫ is negligible. For example, when SNRk=10dB, σ2

ǫ is only about

4 × 10−5 with N = 128, and it will reduce to 5 × 10−6 when N = 1024.

4.4 Iterative Frequency Offset Estimation

In the OFDMA uplink, frequency offset estimation is a multidimensional-estimation

problem. The frequency offset vector E = [ε1, ε2,⋯, εM ]T is estimated based on y. Two

iterative algorithms for the frequency offset estimation will be introduced.

4.4.1 ML Estimation

Based on the received training sequence y, an ML estimator of E is given by

ÊML = argmin
Ê

XXXXXXXXXXXXXXX
y −∑

l

ÊlFlHlΦl´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Al

xl

XXXXXXXXXXXXXXX
2

2

= argmin
Ê

(y −∑
l

Alxl)H (y −∑
l

Alxl) , (4.24)

where

Êk = diag{eψk , e
( 2πε̂k

N
+ψk),⋯, e

( 2πε̂k×(N−1)
N

+ψk)}
and

Ê = [ε̂1, ε̂2,⋯, ε̂M ]T .
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Figure 4.26: Minimum variance of the frequency offset in a noisy OFDMA system.

By taking the partial derivative of (y −∑
l

Alxl)H (y −∑
l

Alxl) with respect to each l

and setting each equation to zero, xl can be estimated as

x̂l = (AH
l Al)−1AH

l y −∑
k≠l
(AH

l Al)−1AH
l P̃ky, 1 ≤ k, l ≤M, (4.25)

where P̃k = Ak(AH
k Ak)−1AH

k . By replacing xl in (4.24) by using (4.25), (4.24) can be

simplified as

ÊML = argmin
Ê

∥y −∑
l

(P̃ly −∑
k≠l

P̃lP̃ky)∥2
2

= argmin
Ê

∥y −∑
l

P̃ly +∑
k≠l

P̃lP̃ky∥2
2

.

(4.26)

Since a multidimensional parameter estimator is inefficient, a multidimensional esti-

mation is usually decomposed into multiple 1-dimensional estimators to reduce the
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complexity [133, 137]. The frequency offset of each user can be iteratively estimated

by using (4.26), and this algorithm will converge to its steady state after several iter-

ations. However, P̃l for each l should be calculated at each iteration, and the matrix

inverse operation in P̃l complicates ÊML. In real systems, pilots/training sequences are

usually used to estimate the frequency offsets. The MAI can be eliminated by using

a SIC-based algorithm, and the estimation performance of the SIC-based algorithm is

as good as that of (4.26).

4.4.2 SIC-based Algorithm by Using Known Pilots/Training

Sequences

Suppose the number of users that access a base station is M , and the perfect CSI

between each user and base station is assumed to be perfectly known at the base

station. Note that because the channel estimates will degrade in the presence of the

frequency offset, perfect CSI knowledge is not available. However, CSI can be estimated

in the presence of the frequency offset by exploiting the received {v1,v2,⋯,vM}. For

example, some joint channel and frequency offset estimation algorithms are proposed

in [138], which can achieve the CSI with a high accuracy.

Based on the joint PDF of {v1,v2,⋯,vM} and y, {v1,v2,⋯,vM} can be estimated

as

{v̂1, v̂2,⋯, v̂M}
= argmax

v̂M

{ln f (v̂M ∣v̂M−1,⋯, v̂1;y)} + arg max{v̂1,⋯,v̂M−1}{ln f (v̂M−1,⋯, v̂1;y)}
=

M

∑
m=1

argmax
v̂m

{ln f (v̂m∣y − m−1∑
l=1

v̂l)} + lnf (y)
=

M

∑
m=1

argmax
v̂m

∥v̂Hm (y −m−1∑
l=1

v̂l)∥2
2

.

(4.27)

User (l + 1) estimates vl+1 based on (y − l∑
m=1

v̂m), which can be performed after the

synchronization of the previous l users, where l ≤M −1. There is a substantial tradeoff
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between the estimation accuracy and the number of iterations in (4.27), and, in each

iteration, the estimation accuracy of v̂m depends on that of v̂l≠m. Note that, usually,

there is no closed-form solution for (4.27), and the frequency offsets that maximize

(4.27) should be searched in a given range to optimize the cost function. This search

range must be sufficiently large to reduce the probability that the actual offset is outside

it.

4.5 Improving Estimators by Exploiting the Fre-

quency Offset Variance in OFDMA Uplink

In an OFDMA uplink transmission, the performances of the conventional estimators

are sensitive to SINR [13,76]. The frequency offset of the m-th user εm is assumed to

be an i.i.d. RV with zero mean and variance σ2
ǫ . If σ2

ǫ is known as a priori, it can be

used to improve the estimation accuracy.

Note that CSI is critical in some pilot-based frequency offset algorithms, and the

variance of the frequency offsets cannot be correctly estimated without CSI. The en-

hanced frequency offset estimation in the single-user scenario with CSI is discussed

in [139], where the frequency offset estimation by using pilot/training symbols, null

subcarriers, or their combination is analyzed.

The OFDMA receiver structure for an uplink frequency offset estimation is shown

in Figure 4.27. The SNR/SINR estimates for each user are used to estimate σ2
ǫ , and

the estimate is used to improve the frequency offset estimation. In (4.17), SINR is

derived as a function of σ2
ǫ , and this function is invertible. Therefore, using SNRk and

SINRk, an estimate of σ2
ǫ is given by

σ̂2
ǫ =

10SNRk(SINRk + 1) − 10
√

SNR2
k(SINRk + 1)2 − 9

5SNRk(SNRk − SINRk)
3π2SNRk

. (4.28)
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Figure 4.27: Receiver structure for OFDMA uplink frequency offset estimation.

Note that an estimate of σ2
ǫ is not sufficient to specify the actual distribution of fre-

quency offsets. However, if σ2
ǫ is available, some reasonable distributions can be as-

sumed to improve the frequency offset estimation. For example, if εk is a uniformly

distributed RV with the distribution range (−ǫk, ǫk), the maximum deviationis given

by

ǫ̂k =
√

3σ̂ǫ =

√
10SNRk(SINRk + 1) − 10

√
SNR2

k(SINRk + 1)2 − 9
5SNRk(SNRk − SINRk)

π
√

SNRk

.

(4.29)

Several high-quality SNR estimators have been proposed in [140–142]. For example,

by modulating each subcarrier of each user with a PSK signal, a well-known non-data-

aided estimator proposed in [140] can be used to estimate SNRk as

ˆSNRk =
√

2m2
2 −m4

m2 −
√

2m2
2 −m4

, (4.30)

where m2 =
1

Nk (FH
k y)H (FH

k y) and m4 =
1

Nk
Nk−1

∑
i=0
{(FH

k y) [i]}4. When Nk is large

enough, the performance of (4.30) is independent of the frequency offset.
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The SINR of user k, i.e., SINRk, can be estimated as

SINRk ≅
∣(FH

k y)H xk∣2
∥FH

k y∥2
2
− ∣(FH

k y)H xk∣2 , (4.31)

where xk represents the training sequence transmitted by the k-th user. Figure 4.28

illustrates the SINR estimation accuracy with N = 256 and σ2
ǫ = 3.3 × 10−3. The

simulation results show that the SINR for each user can be accurately estimated based

on (4.31). For an OFDMA uplink transmission with M users accessing a base station,

σ2
ǫ can be represented as

σ2
ǫ =max{σ̂2

ǫ1
, σ̂2

ǫ2
,⋯, σ̂2

ǫM
,

1

M

M

∑
i=1

ε̂2
i} , (4.32)

where ε̂k represents the currently estimated εk, and σ̂2
ǫi

represents the estimated σ2
ǫ for

the i-th user. If uniformly distributed RVs with the distribution range (−ǫ, ǫ) are used

to approximate the actual distribution of the frequency offsets, ǫ can be represented as

ǫ =max{√3σ̂ǫ1 ,
√

3σ̂ǫ2 ,⋯,
√

3σ̂ǫM , ∣ε̂1∣ , ∣ε̂2∣ ,⋯, ∣ε̂M ∣}. (4.33)

4.5.1 The SIC-based Algorithm with the Variance of the Fre-

quency Offsets

Using the training sequences, an OFDMA uplink Frequency offset estimation can be

performed via the SIC-based method, as given in (4.27). The performance of (4.27) can

be improved by exploiting the variance of the frequency offset of each user [the same

goes for (4.26)]. The idea is to search εk for each k subject to Var{εk} = σ2
ǫ to optimize

the cost function, as given by Algorithm 1, which is an improved version of (4.27).

The search complexity can be minimized by using a probability distribution with the

smaller range given the variance. For example, if εk is assumed uniformly distributed

with variance σ2
ǫ , then the search interval is (−√3σǫ,

√
3σǫ). However, if a Gaussian
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Figure 4.28: SINR estimation in OFDMA uplink.

εk ∼ N (0, σ2
ǫ ) is assumed, the search range increases to an infinite area. Because of this

fact, the use of the uniform distribution to model the frequency offset is preferable.

In the following, the uniform distribution is shown to be a good approximation to the

actual distribution. The performance degradation due to the mismatch between the

uniform distribution and the actual distribution will also be analyzed.

Algorithm 1: SIC-based Estimator with ǫ Knowledge

Iteration 0:

for m = 1 to M

v̂
(0)
m = 0N ; y

(0)
m = 0N ; k

(0)
m = 0N ;

end

end Iteration 0 ;
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⋮
Iteration (i + 1):

for m = 1 to M

k
(i+1)
m = y −∑m−1l=1 y

(i+1)
l −∑kl=m+1 y

(i)
l ;

v̂
(i+1)
m = argmax−ǫ<ε̂m<ǫ ∥v̂Hmk

(i+1)
m ∥2

2
;

y
(i+1)
m = v̂

(i+1)
m ;

end

end Iteration (i + 1) ;

⋮
end Algorithm 1.

Figure 4.29 compares the performance of the SIC-based estimators with and without

the variance estimation. The total number of subcarriers is 256, and the number of

users is 16. Perfect channel and initial phase estimation is assumed. The estimators

with/without the variance estimate reach the same accuracy, albeit at the different

converging speeds. Equation (4.27) without the variance estimation converges to its

steady state in five iterations, but Algorithm 1 converges in two iterations.

4.5.2 Conventional Differential Algorithms with the Variance

Knowledge

The SIC-based algorithms can perform the OFDMA uplink frequency offset estimation

with high accuracy. However, channel and initial phase estimation is required, which

complicates the use of the algorithm in a high-mobility environment. Differential al-

gorithms are proposed in many classical frequency offset estimators, where a training

sequence comprising two or more identical replicas is usually used [13, 76, 143]. Their

performance is independent of the initial phases, and if the channel does not change

during the training sequence period, the frequency offsets can be estimated without
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Figure 4.29: SIC-based frequency offset estimation.

the CSI knowledge.

Some original differential algorithms for OFDM systems, e.g., [13, 76], can also be

used for an OFDMA uplink transmission, and the LS or ML principle can be applied

for each user to perform the frequency offset estimation. Assuming that M users access

a base station, with ek representing the frequency offset estimation error of the k-th

user (1 ≤ k ≤M), the frequency offset estimation vector can be represented as

ẼLS = [ε̂1,⋯, ε̂M ]T = [ε1,⋯, εM]T´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
E

+ [e1,⋯, eM ]T´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
e

, (4.34)

where ε̂k = argmin
ε̂k

∥Pky − Êksk∥22. For the conditionally unbiased estimations, E{e} =
0M , and the variance matrix of e is given by Var{ẼLS} = E{eeH} =Ce .

The MAI due to the frequency offsets will degrade the estimation accuracy of (4.34),
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Table 4.3: Subcarrier Allocation in OFDMA Uplink Transmission (Bandwidth = 10
MHz, DFT Length = 256, CP = 16)

Number of Users 16
Number of Subcarriers Allocated 224

Number of Guard Band Subcarriers 32
Subcarrier Allocation Interleaved

Normalized Frequency Offset Uniformly distributed in (−ǫ, ǫ)
Training Sequence Used Like in [13]

Maximum Multipath Delays (µs) 0.8
Initial Phase Uniformly distributed in (0,2π)

and this performance loss partially comes from our lack of knowledge of the frequency

offset variance. Under the assumption of uniform distribution for the frequency offsets,

(4.34) can be improved as Ẽǫ = [ε̂ǫ,1,⋯, ε̂ǫ,M]T , where ε̂ǫ,k = argmin−ǫ<ε̂k<ǫ ∥Pky− Êksk∥22
for each k. From [122], the covariance matrix of the estimation error of Ẽǫ is lower

bounded by M̃ = (C−1EE +C−1e )−1, where CEE = σ2
ǫ IM . If E{ekel≠k} = 0 is satisfied for

each k, M̃ is reduced to

M̃ = diag{ 1

σ̃2
1

,
1

σ̃2
2

,⋯,
1

σ̃2
M

} . (4.35)

where σ̃2
i = (1/σ2

ǫ ) + (1/Var{ei})

4.6 Numerical Results

A wireless OFDMA system with a bandwidth of 10MHz and 256 subcarriers is con-

sidered, and a length-16 CP is used. QPSK modulation is used in all subcarriers, and

the interleaved subcarriers allocation is performed among different users to exploit the

frequency diversity. A Rayleigh fading channel is considered for each uses, as shown in

Table 4.3.

The estimator proposed in [13] (a differential frequency offset estimator based on a

training sequence comprising two identical replicas) is used as an example to illustrate

the performance improvement with knowledge of the frequency offsets. Note that
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Figure 4.30: Performance comparison between conventional estimator and the proposed
estimator.

the performance of any conventional algorithm can be improved by exploiting this

knowledge.

Figure 4.30 shows the performance improvement in the conventional estimators

with (4.33) or without (4.33). In this simulation, all the users are assumed to run at

the frequency offset tracking phase, and a larger ǫ implies a higher estimation error

in either the conventional estimator (that without using the frequency offset variance)

or the proposed one (that with the frequency offset variance). A performance floor

always appears at a high SNR in either the conventional estimator or the proposed one

99



Table 4.4: Subcarrier Allocation in OFDMA Uplink Transmission with New Accessed
Users (Bandwidth = 10 MHz, DFT Length = 256, CP = 16)

Number of Users in Tracking Phase 16
Number of Subcarriers Allocated 224

Number of Guard Band Subcarriers 32
Subcarrier Allocation Interleaved

Normalized Frequency Offset in Tracking Phase Uniformly distributed in (−ǫ, ǫ)
Number of New Accessed Users 1; 2; 3; 4

Normalized Frequency Offset of New User Uniformly distributed in (−1.6,1.6)
Training Sequence Used Like in [13]

Maximum Multipath Delays (µs) 0.8
Initial Phase Uniformly distributed in (0,2π)

due to the unreducible MAI. The estimation accuracy in the conventional estimator

can be improved by exploiting the knowledge of the variance, and this performance

improvement becomes larger as the SNR increases. For example, when ǫ = 0.1, the

performance improvement of an algorithm with variance knowledge over one without

can be up to 3 dB at a high SNR.

In an OFDMA uplink, the users may dynamically access or depart from a base

station. A new accessing user may have an instantaneously large frequency offset,

causing a heavy MAI to its frequency-domain neighbors. Table 4.4 shows a scenario

of the base station, where 16 current users are running at the tracking phase, and

this simulation considers the case that only one new user is starting to access the

base station. The new user has an initial frequency offset of 1.6 times the subcarrier

spacing. Note that the integer frequency offset in the new user should be estimated

and corrected by using an acquisition algorithm, e.g., as in [13, 144].

The performance degradation of the frequency offset estimation in tracking users,

due to the large frequency offset of the new accessing user, is shown in Figure 4.31. A

considerable performance degradation appears in the conventional estimator (without

variance knowledge); the proposed estimator with variance knowledge is more robust
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Figure 4.31: Performance comparison between conventional estimator and the proposed
estimator when there is one new user accessing the base station.

for combating the instantaneously large MAI. For example, at a SNR of 10 dB, the

variance error in the conventional estimator is about 1.13× 10−3, and this error can be

reduced to about 1.65 × 10−4 in the proposed estimator.

A much heavier MAI is generated if there are multiple new users simultaneously

accessing the base station, as shown in Figure 4.32, where the simulation parameters

are also defined in Table 4.4. This simulation keeps SNR = 10 dB unchanged, and one

to four new users access the base station. In this case, the instant interference on

the existing users is mainly contributed by these new users. The proposed estimator
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Figure 4.32: Performance comparison between conventional estimator and the proposed
estimator when there are multiple new users simultaneously accessing the base station.

considerably outperforms the conventional estimator. For example, with two new users

accessing the base station, the variance error for the conventional estimator is about

4.16 × 10−3, and that for the proposed estimator is about 2.9 × 10−3. For the case of

four new users, the variance error for the conventional estimator increases to about

4.7 × 10−3, and that for the proposed estimator is 3.08 × 10−3.

Thus far, the frequency offsets for different users were assumed to be uniformly

distributed RVs. In real systems, the actual distribution may be not uniform, and,

hence, a uniformly distributed RV mismatches the distribution of εk. However, the

exact distribution may be well approximated by a uniform distribution. For example,

assuming that the actual distribution is Gaussian with εk ∼ N (0, σ2
ǫ ), the probability

of εk being outside of the range (−√3σǫ,
√

3σǫ) is P {∣εk∣ >√3σǫ} ≅ 0.0833; i.e., most
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of the realization of εk falls into the range (−√3σǫ,
√

3σǫ). Since a uniform distributed

RV with a range (−√3σǫ,
√

3σǫ) can also result in a variance of σ2
ǫ , we can set ǫ =

√
3σǫ

and use this uniform distribution to approximate the actual distribution. For OFDMA

uplink frequency offset estimation with the proposed estimator, σǫ is first estimated

by using (4.32), and then set ǫ̂ =
√

3σ̂ǫ [or directly use (4.33)] to approximate εk as

an uniformly distributed RV in (−ǫ̂, ǫ̂). Figure 4.33 compares the performance of the

conventional estimator with or without variance knowledge when all the user frequency

offsets are i.i.d. Gaussian RVs. The simulation results show that εk ∼ N (0, σ2
ǫ ) can be

well approximated as a uniformly distributed RV with ǫ =
√

3σǫ, and that at a high

SNR, the prior variance knowledge can provide a performance improvement of about

3 dB.
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Figure 4.33: Performance comparison between conventional estimator and the proposed
estimator by using a uniform RV to approximate the Gaussian distributed frequency
offsets.
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4.7 Conclusions

This chapter has discussed the OFDMA uplink frequency offset estimation, and the

performance degradation in the estimation due to MAI has been analyzed. The vari-

ance of the frequency offset of each user may be estimated through MAI analysis. This

estimate of the variance of frequency offsets helps to improve the robustness and accu-

racy of the frequency offset estimation. For an OFDMA uplink with all the accessed

users running at the tracking phase, the frequency offset of each user can be assumed

to be an i.i.d. RV with zero mean and a variance of σ2
ǫ , and a uniformly distributed

RV can be used to approximate the actual distribution of the frequency offset. The

simulation results prove the validity of this uniform approximation.
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Chapter 5

OFDMA Uplink Frequency Offset

Estimation via Cooperative

Relaying

Frequency offset estimation for an OFDMA uplink for AF relays and a new type

of relay called decode-and-compensate-and-forward (DcF) relays are studied in this

chapter [145]. Multiple relays are considered, and the relay with the best S → R

channel is chosen to perform re-transmission, where S and R represent the source and

the relay nodes. Power allocation between S and R can be adaptively adjusted to

optimize the cooperative scheme in terms of frequency offset error variance. When CSI

is available at each mobile node, a scheme where the relays adaptively switch between

the cooperative and conventional (no relaying) transmissions is proposed to optimize

the frequency offset estimation.

5.1 Introduction

In the literature, many relay studies focused on flat-fading channels, where single-

carrier systems are of interest [39, 146, 147]. However, the use of relays in frequency-

selective broadband channels is important as well. A popular solution against frequency-

selective fading is OFDM. Cooperative OFDM relay networks and cooperative OFDMA

are, thus, increasingly important.

As is common to all OFDM-based systems, cooperative OFDMA systems are also
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sensitive to frequency offsets, which generate ICI and MAI. Although the frequency

offset estimation in OFDMA has been widely investigated [97,98, 133, 148], these con-

ventional algorithms may perform poorly in fading, especially when the subcarriers

allocated to one user are too few, and all these subcarriers are in a deep fading si-

multaneously. The impact of fading can be alleviated by using cooperative relay-

ing [36,147,149,150]. The frequency offset estimation for cooperative OFDMA systems

is thus motivated.

When the frequency offset is only induced by the mismatch between the transmitter

and receiver oscillators, both the S → R →D and S →D links have the same frequency

offset. The relays can operate in either the conventional AF or the new DcF mode. A

DcF relay estimates the frequency offset between the source and itself, and modifies the

training sequence retransmitted to D. In this way, both training sequences transmitted

over S → D and S → R → D links have the same frequency offset. Thus, using these

two transmissions, D can generate two frequency offset estimates, which can be linearly

combined to minimize the MSE. The training-sequence and/or pilot-aided frequency

offset estimation is considered. The proposed scheme can improve the performance of

conventional training/pilot-based frequency offset estimation algorithm.

5.2 Cooperative OFDMA Uplink Signal Model

The total number of subcarriers is assumed to be N , and each node is allocated Nu

unique subcarriers. The subcarriers allocated to node a is denoted by the set Ga. Fa

is an N ×Nu submatrix of IDFT matrix F for node a.

In the following, S represents the source node and Rk, k ∈ {1, . . . ,M}, represent the

kth relay, where M ≥ 1 is the total number of relays. For each (S,D), εSD = εSR + εRD

is satisfied, where εab represents the frequency offset between nodes a and b. The

proposed DcF mode works as follows. If R can estimate εSR with a high accuracy

based on a received training sequence, it can re-generate the training sequence by
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multiplying the kth sample of the training sequence with e
2πkε̂SR

N (ε̂SR is an estimate

of ε̂SR), and then forwards the resulting training sequence to D. Since the frequency

offsets observed through S → D and S → R → D are identical (i.e., equal to εSD),

node D has two copies of the same training sequence with the same frequency offset.

In this way, the relay transmission helps the frequency offset estimation process at

D. Since a two-time-slot period is required in the proposed scheme, it doubles the

overhead requirement as compared to the conventional scheme. However, the power

consumption in the proposed scheme is the same as the conventional one.

5.2.1 Channel Model

For a pair of nodes a, b ∈ {S,R1, . . . ,RM}, a frequency selective quasi-static fading

channel with channel response h̃ab = [hab(0), hab(1), . . . , hab(Lm−1)]T is assumed. The

maximum channel length for any (a, b) is Lm. Gb represents the subcarrier group

allocated to the bth node. The Nu ×Nu frequency channel response matrix is given by

Hab = diag{Hab(g1),Hab(g2), . . . ,Hab(gNu
)}, where gi ∈ Gb,1 ∈ i ∈ Nu, and Ha,b(n) =

Lm−1∑
d=0

ha,b(d)e− 2πnd

N is the channel frequency response at the nth subcarrier. For each

1 ≤ k ≤M , the following assumptions are made for the channel coefficients:

1. hRkS(i) ∼ CN (0, σ2
Ssca
(i)), where

Lm−1∑
i=0

σ2
Ssca
(i) = 1; HRkS(n) ∼ CN (0,1), where

n ∈ Gs.

2. hDRk
(i), hDS(i) ∼ CN (0, σ2

Lsca
(i)), where

Lm−1∑
i=0

σ2
Lsca
(i) = Lu < 1; HDRk

(n),HDS(n) ∼
CN (0,Lu).
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5.2.2 The First Time Slot

In the first time slot, the received signal at node D and the relay Rk can be represented

as

YD,1 = ESDFSHSDΦS,1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
VSD,1

XS,1 +
interference³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

∑
Rk≠S

ERkDFRk
HRkDΦRk ,1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

VRkD,1

XRk,1 +WD,1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ΞD,1

, (5.1a)

YRk,1 = ESRk
FSHSRk

ΦS,1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
VSRk,1

XS,1 +
interference³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

∑
Rl≠S,Rk

ERlRk
FRl

HRlRk
ΦRl,1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

VRl,Rk

XRl,1 +WRk

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ΞRk,1

, (5.1b)

where YD,1 and YRk,1 are N × T matrices, and Eab = diag{1, e 2πεab
N , . . . , e

2πεab(N−1)
N }.

We assume that the oscillators of the mobile nodes should be calibrated with the

oscillator of the base station and, therefore, that each εzD, z ∈ {S,R1, . . . ,RM}, can

be approximated as an i.i.d. RV with mean zero and variance σ2
ε (but not necessarily

Gaussian). Since εSD = εSRk
+ εRkD holds, we have Var {εzD} = σ2

ǫ and Var {εSRk
} =

Var{εSD − εRkD} = 2σ2
ǫ , z ∈ {S,R1, . . . ,RM}. Identical power is allocated to each pilot

subcarrier. We also assume that αNuP̄ is allocated to node S in the first time slot, and

that in the second time slot, the relay uses the remaining power, i.e., (1−α)NuP̄ , where

P̄ represents the average power of each subcarrier, and 0 < α < 1. Therefore, ΦS,1 =
ΦRl,1 =

√
αP̄ INu

are Nu ×Nu diagonal matrices with each diagonal entry representing

the transmit power of one subcarrier of nodes S and Rl, respectively, in the first time

slot. Xa,1 = [xa,1(0), . . . ,xa,1(T−1)], which is an Nu×T matrix (T = 1,2, . . .), represents

the transmit matrix of node a, and we assume that [Xa,1]mn ∼ CN (0,1). Wa and WD,1

are Nu × T matrices of AWGN with {Wa[m],WD,1[m]} ∼ CN (0, σ2
w).

Using the similar process of the SINR analysis in Chapter 4, the effective SINR at
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nodes D and Rk is given by

γSD,1 =
E{trace{FH

s VSD,1XS,1XH
S,1V

H
SD,1Fs}}

E{trace{FH
s ΞD,1ΞH

D,1Fs}} = αP̄β1 ⋅E{νSD}
Luπ2Nuσ2

ǫαP̄

3 +Nuσ2
w

= LuαP̄β1

Luπ2σ2
ǫαP̄

3 + σ2
w

,

(5.2a)

γSRk,1 =
E{trace{FH

s VSRk,1XS,1XH
S,1V

H
SRk,1

Fs}}
E{trace{FH

s ΞRk,1Ξ
H
Rk,1

Fs}} = αP̄β2 ⋅E{νSRk
}

2π2Nuσ2
ǫαP̄

3 +Nuσ2
w

= αP̄β2

2π2σ2
ǫαP̄

3 + σ2
w

,

(5.2b)

where νSb = trace{HSbHH
Sb}, β1 = (1 − π2σ2

ǫ

3
+ π4σ4

ǫ

20
) and β2 = (1 − 2π2σ2

ǫ

3
+ π4σ4

ǫ

5
).

Assume that the subcarriers allocated to each node are not contiguous, and the

distance between any two neighboring subcarriers is assumed to be large enough to

make the correlation between them be negligible. Therefore, each νSb is a central chi-

square RV with 2Nu degrees of freedom [2, page 41]. From [2, page 42], for a threshold

Th > 0, the probability that νSb < Nu ⋅ Th is given by

Pr{νSb < Nu ⋅ Th} = 1 − e−Nu⋅Th

Nu−1

∑
k=0

(Nu ⋅ Th)k
k!

. (5.3)

For a larger Nu, a smaller outage probability Pr{νSb < Nu ⋅Th} is obtained, i.e., a more

robust wireless channel is obtained, as shown in Figure 5.34.

5.2.3 The Second Time Slot

In the second time slot, suppose that all nodes have CSI. Only one relay is chosen

for re-transmission. The active relay Rs may be chosen by maximizing the composite

channel gains:

Rs = arg max
R1,...,RM

{νSR1
, . . . , νSRM

}. (5.4)

It was proven by [151] that the opportunistic relaying strategy by using the “best”

relay to perform re-transmission is optimal in terms of outage probability. The PDF

of νSRk is given by f(ν) = 1(Nu − 1)!νNu−1e−ν . The PDF of νmax =max{νSR1
, . . . , νSRM

}
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Figure 5.34: Channel outage probability as a function of Nu in OFDMA.

is therefore f(νmax) =M
⎛⎝1 − e

−νmax

Nu−1
∑

m=0
ν

m
max
m!
⎞⎠ νNu−1

max e−νmax

(Nu − 1)! , and the expectation of νmax

is derived as

ν̄max = ∫
∞

0
νmaxf(νmax)dνmax =M

M−1

∑
k=0
(M − k

k
) (Nu−1)(M−k)

∑
n=0

g
(n)
k (0)(M − k)2(M − k − 1)! ,

(5.5)

where gk(x) = (Nu−1

∑
m=0

xm

m!
)M−k, and g

(n)
k (0) = d(n)gk(x)

dxn
∣x=0 represents the n-order deriva-

tive of gk(x) with x = 0.

The PDF of νmax as a function of M is shown in Figure 5.35 with N = 1024 and

Nu = 16. Figure 5.35 shows that the peak of f(νmax) shifts to the right as M increases,

and that, accordingly, ν̄max increases as M increases. For example, when M = 2, ν̄max =

18.2; if we increase M to 8, we have ν̄max = 22.1, and ν̄max= 23.8 if we further increase
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Figure 5.35: PDF of νmax in cooperation OFDMA uplink transmission.

M to 16. For a constant Nu, since a larger M implies a higher spatial diversity gain,

we can finally improve the robustness of the training sequence transmission and, as a

result, reduce the frequency offset estimation error.
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AF Mode

In the AF mode, Rs simply re-transmits the received training sequence to D. The

received training sequence at node D in the second time slot is

YAF
D,2 = ρSRs

ERsDFSHRsDΦRs,2F
H
S YRs,1 + ∑

Rk≠S,Rs

ERkDFRk
HRkDΦRk,2XRk,2 +WD,2

= ρSRs
ERsDFSHRs,DFH

S VSRs´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
VAF

SRD,2

XS,1 + W̃AF
D,2,

(5.6)

where

W̃AF
D,2 = ρSRs

ERsDFSHRsDΦRs,2F
H
S ∑
Rl≠S,Rs

VRlRs
XRl,1 + ρSRs

ERsDFSHRsDΦRs,2F
H
S WRs

+ ∑
Rk≠S,Rs

ERkDFRk
HRkDΦRk,2XRk,2 +WD,2,

ΦRs,2 =
√(1 −α)P̄

M
INu

represents the power consumed in Rs for re-transmission in the

second time slot, and ρSRs
=
√

Nu

αν̄maxP̄
+Nuσ2

w represents the amplifying coefficients

of Rs.

The received SINR is given by

γAF
2 =

E{trace{FH
S VAF

SRD,2XS,1XH
S,1(VAF

SRD,2)HFS}}
E{trace{FH

S W̃AF
D,2(W̃AF

D,2)HFS}}
= Luα(1 −α)P̄ 2β1β2E{ν̄maxνRsD}

2LuαP̄π2Nuσ2
ǫ

3 +Nuσ2
w + (Lu(1−α)P̄ π2Nuσ2

ǫ )
3 +Nuσ2

w) ξSRs

,

(5.7)

where ξSRs
= LuαP̄β2ν̄max + 2LuαP̄π2Nuσ2

ǫ

3
+Nuσ

2
w.

DcF Mode

In this mode, the relay first identifies the received training sequence, and then re-

generates this training sequence and re-transmits it. After performing the demodulat-

ing and decoding, the node Rs should estimate εSRs
; i.e., ε̂SRs,1 = εSRs

+ eSRs,1, (eSRs,1
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represents the estimation error of ε̂SRs,1), and then uses ε̂SRs,1 to pre-compensate for the

frequency offset between S and Rs to re-generate the training sequence. The received

training sequence at D is

YDcF
D,2 = ERsDFSHRsDΦRs,2F

H
S ÊSRs

FS´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
VDcF

SRD,2

Xs + ∑
Rk≠S,Rs

ERkDFRk
HRkDΦRk,2XRk,2 +WD,2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
W̃DcF

D,2

,

(5.8)

where ÊSRs
= diag{1, e 2πε̂SRs,1

N , . . . , e
2πε̂SRs,1(N−1)

N }.
The average SINR in the node D is

γDcF
2 = E{trace{KDcF}}

E{trace{FH
S W̃DcF

D,2 (W̃DcF
D,2 )H FS}} =

(1 − α)P̄ β1 ⋅E{νRsD}
Luπ2Nuσ2

ǫ (1−α)P̄
3 +Nuσ2

w

, (5.9)

where KDcF = FH
S VDcF

SRD,2ÊSRs
XSXH

S ÊH
SRs
(VDcF

SRD,2)H FS.

5.3 Frequency Offset Estimation in the Coopera-

tive Scheme

The training sequences received in the first and the second time slots can be used by D

to estimate frequency offset. The first time slot frequency offset εSD can be estimated

as ε̂SD,1 = εSD+eSD,1, where eSD,1 is an estimation error. From [13,148], for an unbiased

estimator ε̂SD,1, the CRLB can be represented as

Var{eSD,1∣νSD} ≥ 1

AT ⋅ γSD,1 , (5.10)

where AT is a positive coefficient specified by the structure of the training sequence

XS. For example, if the training sequence proposed in [13] is used, it can be shown that

AT = 4π2Nu. Similarly, the frequency offset estimation at node Rs can be represented

as ε̂SRs,1 = εSRs
+ eSRs,1. For an unbiased estimator, the CRLB is

Var{eSRs,1∣νSRs
} ≥ 1

AT ⋅ γSRs,1

. (5.11)
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The frequency offset estimation in the second time slot depends on the relaying

mode. Denote ε̂SRsD,2 = εSD + eSRsD,2 as the estimate of εSD in the second time slot.

The CRLB for the AF mode is given by

Var {eSRsD,2∣νSRs
, νRsD;AF} ≥ 1

AT ⋅ γAF
2

. (5.12)

In the DcF mode, the estimation error εSRs,1 will be accumulated and propagated

to the final result, and the CRLB is given by

Var{eSRsD,2∣νSRs
, νRsD;DcF} = Var{eSRS ,1∣νSRS

} +Var{eRsD,2∣νRsD}
≥ 1

AT ( 1

γSRs,1

+ 1

γDcF2

) (5.13)

Since the frequency offset estimates in both the first and second time slots are

conditionally unbiased with mean εSD, these two estimates can be combined to improve

the estimation accuracy. From [122, chapter 6], the estimation results in a two-time-slot

period can be combined to be

ε̂SD = λ1ε̂SD,1 + λ2ε̂SRsD,2 = εSD + λ1eSD,1 + λ2eSRsD,2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
eSD

, (5.14)

where λ1 and λ2 are two non-negative coefficients, and λ1 + λ2 = 1. eSD,1 and eSRsD,2

are uncorrelated. The variance error of ε̂SD is given by

Var {eSD∣νSD, νDRs
, νRsD} = λ2

1Var{eSD,1∣νSD} + λ2
2Var{eSRsD,2∣νSRs

, νRsD} . (5.15)

In the AF mode, for a given α and (νSD, νSRs
, νRsD), the optimal λ1 and λ2, i.e.,

λAF
1,opt =

γSD,1

γSD,1 + γAF
2

and λAF
2,opt =

γAF
2

γSD,1 + γAF
2

, are used to minimize the variance of eSD

as

Var{eSD∣0 < α < 1;νSD, νSRs
, νRsD;λAF

1,opt, λ
AF
2,opt} ≥ 1

AT (γSD,1 + γAF
2 ) . (5.16)

In the DcF mode, when λDcF
1,opt =

1

1 + γSD,1(γSRs,1+γ
DcF
2
)

γSRs,1γ
DcF
2

and

λDcF
2,opt =

γSD,1(γSRs,1 + γDcF
2 )

γSRs,1γ
DcF
2 + γSD,1(γSRs,1 + γDcF

2 ) , the minimum variance of eSD can be obtained
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as

Var{eSD∣0 ≤ α ≤ 1;νSD, νSRs
, νRsD;λDcF

1,opt, λ
DcF
2,opt} ≥ 1

AT (γSD,1 + γSRs,1γ
DcF
2

γSRs,1+γ
DcF
2

) . (5.17)

Both (5.16) and (5.17) are functions of α and can be minimized by using the optimal

α. However, the optimal α depends on whether or not the base station sends CSI to

the mobile nodes. With feedback, the mobile nodes can adaptively optimize α based

on the current (νSD, νSRs
, νRsD) values. If the base station does not feedback CSI, α

can be optimized based on only the statistical information of (νSD, νSRs
, νRsD).

5.3.1 Without CSI Feedback from the Base Station

In this case, the optimal α should minimize the expected variance error as

αAF
WF = arg min

0≤α≤1
Eν { 1

AT (γSD,1 + γAF
2 )} , (AF) (5.18a)

αDcF
WF = arg min

0≤α≤1
Eν

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

AT (γSD,1 + γSRs,1γ
DcF
2

γSRs,1+γ
DcF
2

⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (DcF) (5.18b)

for the AF and DcF modes, respectively, where the expectation is performed with

respect to (νSD, νSRs
, νRsD). By taking the partial derivative of (5.18) with respect to

α and setting the result to zero, the optimal α for either the AF or DcF mode can be

achieved by resolving the function, if the closed-form solution is available. Actually, we

can also find the optimal α that maximizes (5.18) numerically. The numerical method

is used in the later simulation.

5.3.2 With CSI Feedback from the Base Station

The optimal α derived in Section 5.3.1 does not change as the current channel changes,

so that neither αAF
WF nor αDcF

WF is always optimal in each channel realization. If the base

station sends the current CSI to the mobile nodes, a lower variance error can be achieved

by adaptively optimizing α based on the current CSI. For a given (νSD, νSRs
, νRsD), the
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adaptively optimized α is given by

αAF
FB = arg min

0≤α≤1
{ 1

AT (γSD,1 + γAF
2 )} , (AF) (5.19a)

αDcF
FB = arg min

0≤α≤1

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

AT (γSD,1 + γSRs,1γ
DcF
2

γSRs,1+γ
DcF
2

)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (DcF) (5.19b)

for the AF and DcF modes, respectively.

5.3.3 Adaptive Switching Between Cooperative and Conven-

tional Non-Cooperative Transmissions

A hybrid cooperative scheme is proposed to adaptively optimize the transmission,

as shown in Figure 5.36. The basic idea is: for a given (M,σ2
ǫ , SNR), if there is

an α (0 < α < 1) to make the cooperative transmission outperform the conventional

transmission or vice versa, the transmitter switches accordingly. Since the base station

may either send CSI to the mobile nodes or not, the cooperative transmission may

be performed in two cases: (1) if the base station does not feedback CSI, the second

switch should be switched to “21” to perform “Without Feedback” cooperation. αAF
WF

(or αDcF
WF ) will be used for the AF (or DcF) mode; and (2) if the base station sends

the CSI to the mobile nodes, the second switch should be switched to “22” to perform

“With Feedback” cooperation, and αAF
FB (or αDcF

FB ) should be used for the AF (or DcF)

mode in this case. An information-sharing scheme should be performed between S and

Rs to guarantee that an identical α will be used by them in the same transmission.

5.4 Numerical Results

An OFDMA uplink system with IDFT length of 1024 is simulated. A CP of length

64 is used. An equal allocation of subcarriers per node is made. The number of relays

is M . Frequency offsets are assumed to be i.i.d. RVs with mean zero and variance

σ2
ǫ . The algorithm proposed in [13] is used to verify the performance improvement

116



(16)

and

(17)

Without 

Feedback
X

S

Transmission

With 

Feedback

2
SNR,,M

ε
σ

DRSRSD ss

ννν ,,

Calculate the Optimum

α

Receive 

Training

CFO 

Estimation

CFO Pre-compensation 

& 

Training Regeneration

α−1 Re-transmission

Node S

Node R
s

Time Slot 1 Time Slot 2

Λ

sSR
ε

Conventional 

Transmission

1

2

s
SR

ρ

DcF

AF

AF

FB
α

DcF

FB
α

21

22

AF

WFα

DcF

WFα

Figure 5.36: Adaptive cooperation in OFDMA uplink frequency offset estimation.

obtained by using cooperative relays, i.e., T = 2. The training sequence is known to

all the nodes.

Figure 5.37 compares the variance of errors of the proposed cooperative scheme as

a function of α and that of the conventional estimation (α = 1), where SNR = 20

dB and M = 16. When σ2
ǫ = 10−2, the AF and DcF cooperative schemes outperforms

conventional estimation when 0.11 < α < 1 and 0.65 < α < 1, respectively. When

σ2
ǫ = 10−3, the corresponding ranges of α are 0.13 < α < 1 and 0.56 < α < 1, respectively.

For each α, the AF mode always outperforms the DcF mode. From Figure 5.37, the
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Figure 5.37: Cooperative frequency offset estimation as a function of α without feed-
back from the base station.

optimal α, i.e., αAF
WF and αDcF

WF , can easily be found. For example, σ2
ǫ = 10−2, we have

αAF
WF = 0.53 (with a variance error 2.85 × 10−5) and αDcF

WF = 0.81 (with a variance error

3.42 × 10−5).
Since the power allocation between S and Rs can be adaptively optimized in each

transmission if the CSI is available to the nodes, the performance gains can then be

further improved. For example, in Table 5.5, with SNR = 20 dB and σ2
ǫ = 10−1, the

performance improvement of AF (or DcF) mode over the conventional scheme is 2.2 dB

(or 0.4 dB) if the base station does not send CSI. If it does, the performance advantage

increases to 4.9 dB and 1.7 dB for the AF and DcF modes, respectively.
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Table 5.5: Performance Improvement in the Proposed Cooperative Scheme With and
Without Feedback from the Base Station over the Conventional Non-cooperative Al-
gorithm

Without Feedback; M=16

SNR 20dB 30dB
σ2
ǫ 10−4 10−3 10−2 10−1 10−4 10−3 10−2 10−1

AF 1.19 1.21 1.669 2.217 1.533 2.072 3.473 3.236
DcF 0.492 0.438 0.401 0.412 0.454 0.529 0.427 0.471

With Feedback; M=16

SNR 20dB 30dB
σ2
ǫ 10−4 10−3 10−2 10−1 10−4 10−3 10−2 10−1

AF 25.35 20.17 10.48 4.95 19.97 10.58 5.56 3.48
DcF 15.86 15.55 6.66 1.75 15.56 6.65 1.73 0.6

Table 5.6 evaluates the performance of the proposed scheme as a function of M

when the base station sends CSI to the mobile nodes. In this simulation, for each

M , the variances of estimation error for αAF
FB (for the AF mode) and αDcF

FB (for the

DcF mode) are evaluated. In either the AF or DcF mode, the variance decreases

monotonically with M . As mentioned above for Table 5.5, a performance advantage

over the conventional scheme can also be achieved in the cooperative scheme with

feedback. The AF mode still outperforms the DcF mode. For example, when σ2
ǫ = 10−2

and M = 16, the variance error achieved in the DcF mode is 1.098 × 10−5, but that

achieved in the AF mode is 4.56 × 10−6. We can explain this finding as follows: in the

interference-limited cooperative transmission, the interference due to the frequency

offset in S → Rs link is twice that of either the S → D or Rs → D link. In the DcF

relaying mode, Rs should estimate εSRs
, and the estimation error will be accumulated

and propagated to the final result. When the frequency offset is large, the error in

Rs will dominate the overall variance error, as given by (5.17). However, this error

propagation from Rs to D can be mitigated in the AF mode.

The BER performance of the proposed cooperative scheme with CSI feedback from

the base station is evaluated in Figure 5.38. The subcarrier modulation is either QPSK
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Table 5.6: Performance Improvement in the Proposed Cooperative Scheme with Feed-
back as a Function of M

Transmission Mode Variance Errors: N=1024, Nu=8, Lu = 10−1, SNR=20dB, σ2
ǫ = 10−2

Conventional M 2 4 8 16 32
Transmission Error 5.15 × 10−5 5.15 × 10−5 5.15 × 10−5 5.15 × 10−5 5.15 × 10−5

AF M 2 4 8 16 32
Relaying Error 4.603 × 10−6 4.585 × 10−6 4.572 × 10−6 4.562 × 10−6 4.554 × 10−6

DcF M 2 4 8 16 32
Relaying Error 1.134 × 10−5 1.121 × 10−5 1.109 × 10−5 1.1089 × 10−5 1.1087 × 10−5

or 16-QAM. The AF mode always outperforms the DcF mode in terms of BER if there

are frequency offset errors, and this gap increases as the SNR increases. In both

relaying modes, the BER performance improves with M . However, the performance

improvement in the AF mode is more than that in the DcF mode. We can explain this

finding as follows: in the AF mode, frequency offset estimation error is dominated by

the effective SINR of both the S → D and S → Rs → D links, and more relays reduce

the SINR degradation due to the frequency offset error. Whereas the frequency offset

estimation error in the DcF mode is dominated by the estimation error accumulated

in the relay, and hence more relays yield diminishing returns on the amount of SINR

improvement.

5.5 Conclusions

This chapter discussed the improved OFDMA uplink frequency offset estimation by

using cooperative relaying. A new DcF relaying mode was developed. The idea is

to adjust for the frequency offset in the S → R so that both S → R → D link and

S → D link have the same frequency offset. The training sequence received in both

S → D and S → R → D links can then be used to estimate the frequency offset, and

the two estimates can be linearly combined to minimize the variance error. Further
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Figure 5.38: BER by using the proposed cooperative frequency offset estimation with
feedback from the base station.

improvement is possible by adjusting the power allocation ratio between the source

and the relay. When CSI is available, the relays can adaptively switch between the

cooperative and conventional modes, and this proposed adaptation yields gains 4.95

dB and 1.75 dB over the conventional non-cooperative scheme for the AF and DcF

modes, respectively, in low SINR. Although the DcF mode outperforms the AF mode

in terms of channel capacity and BER with the same frequency offset, the AF mode

obtains the performance advantage over the DcF mode by considering the frequency

offset estimation, because the frequency offset error in the DcF mode is higher than

that in the AF mode. At high SNR, the AF mode outperforms the DcF mode by about
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4.1 dB for QPSK, and this gap is 7 dB for 16-QAM.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, new channel and frequency offset estimation algorithms and their per-

formance for several OFDM systems have been investigated. These were proposed in

Chapters 2 to 5.

Chapter 2 discussed channel estimation for AF and DF relaying cooperative OFDM

systems with frequency offsets. A two-time-slot cooperative channel-estimation proto-

col was proposed. Pilot designs for AF and DF relays were derived with the goal to

eliminate IRI. For a given channel order L, the maximum number of AF and DF relays

was constrained to be ⌊N/(2L − 1)⌋ and ⌊N/L⌋, respectively. In the presence of both

frequency offset and channel estimation errors, the PEP of an orthogonal block code

in the proposed cooperative transmission was derived. The optimal power allocation

between the source and relays was also derived to minimize the PEP. The PEP perfor-

mance comparison of AF and DF relays was made with the different number of relays

and channel orders.

Chapter 3 focused on the BER evaluation of MIMO OFDM systems. The frequency

offset and channel estimation errors, which are unavoidable in practical systems, were

considered. By analyzing the interference between subcarriers and antennas, the SINR

was derived. The approximate BER was derived for multiple-antenna reception with

EGC and MRC. Simulations demonstrated the accuracy of the theoretical analysis.

The results give insight of the impact of the frequency offset and channel estimation

errors on the system BER performance.
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Chapter 4 discussed the frequency offset estimation in the uplink OFDMA. A gen-

eral subcarrier allocation scheme was considered. In this scheme, each user subcarrier

group need not to be contiguous. The key idea is to improve the accuracy of frequency

offset estimation by exploiting the estimated value of the variance of frequency offset.

By analyzing ICI and MAI, which occur in multi-user accessing the OFDMA sys-

tems, the CRLB for the variance of frequency offset estimation of each user was first

derived and further expressed as the function of the SNR. An estimation of the vari-

ance of the frequency offset was derived as a function of SINR and SNR. For uniformly

distributed frequency offsets, an estimation of the range of frequency offsets was de-

rived. Based on this estimate of the range of frequency offsets, the accuracy of existing

algorithms can be improved. Successive interference cancelation (SIC) frequency off-

set estimator was considered. With the knowledge of the range of frequency offsets,

new versions of the SIC-based frequency offset estimation algorithm, as well as differ-

ential estimation algorithms, were derived. The improvement of the frequency offset

estimation was confirmed with simulation results.

Chapter 5 also considered the frequency offset estimation for an OFDMA uplink,

but with cooperative relays. The accuracy of frequency offsets was improved by using

the cooperation of the system. Two types of relays were studied, AF relays and DcF

relays. The destination first generates the frequency offset estimation of the transmis-

sion from the source in the first time slot, and then the transmission from the selected

relay in the second time slot. The two frequency offset estimations were combined to

minimize the frequency offset estimation MSE. When CSI is available at each mobile

node, power allocation between the source and the relay can be adaptively adjusted

to optimize the cooperative scheme in terms of the variance of frequency offset esti-

mation error. A scheme, where with the CSI knowledge, the relays adaptively switch

between the cooperative and conventional transmissions, was proposed to optimize the

frequency offset estimation. Although the frequency offset estimation accuracy in the
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DcF mode is somewhat worse than the AF mode, both modes outperform the conven-

tional transmission. However, DcF relays outperform AF relays in terms of channel

capacity and BER.

6.2 Future Work

Frequency offset and/or channel estimation for OFDM systems has attracted great

interest in the wireless communication community. The trend of combing OFDM with

other advanced techniques brings forth many challenges. The following are several

possible research topics.

The thesis has investigated channel estimation for cooperative OFDM. The number

of pilots needed for channel estimation was found to increase with the number of relays.

Thus, when the number of relays is large, more pilots are required, resulting in a reduced

data throughput. Channel estimation techniques should be developed to reduce the

number of needed pilots, and some signal processing knowledge maybe used to short

the channel, while keep or even improve estimation accuracy.

Blind or semi-blind channel estimation methods can increase the system through-

put because pilots are not used. These techniques have been intensively studied

for conventional (i.e. non-relaying) systems. They may be extended to cooperative

OFDM/OFDMA systems. Frequency offset estimation by using such techniques is

also worth studying.

The cooperative systems that have been considered in Chapter 3 and Chapter 6 can

be categorized as one hop relay networks. Other cooperative networks include two-way

relay networks and multiple hop networks. Frequency offset and/or channel estimation

for these networks, especially when combined with OFDM, is challenging and can be

investigated.

This thesis only discussed channel estimation for slow-fading channels. However,
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along with the popularity of the wireless systems, higher velocity of mobiles are ex-

pected, which results in time-varying or doubly-selective channels. Channel estimation

techniques for OFDM systems operating in time-varying channels can be developed.

In cooperative systems, due to each node has its own oscillator, the frequency dif-

ference between each node exists, i.e., multiple frequency offsets are generated. These

multiple frequency offsets indeed make the system complex and the estimation of fre-

quency offsets hard. The system model in the presence of frequency offsets is expected

to be built based on cooperative protocols. The impact of frequency offsets thus can be

analyzed later. The frequency offset estimation is expected to explore the inner struc-

ture of the cooperation protocols. Other methods to mitigate the frequency offsets for

cooperative OFDM systems, such as frequency offset mitigating codes and designing

data detection algorithms with frequency offset estimation errors are also of interest.

In Chapter 3, the transmission power on each relay is assumed to be same. However,

each relay might have its own power limitation. The channel estimation with the power

limitation of each relay meets the practical scenarios.

Time synchronization is required to identify when individual OFDM symbols start

and end. The symbol-level time synchronization defines the DFT window; i.e., the

set of samples used to calculate DFT of each received OFDM symbol. Although,

time synchronization has been intensively investigated in non-relay OFDM systems, in

cooperative systems, due to the physically distributed relays, the time offset might be

quite large. Time offset estimation and mitigation can be investigated for cooperative

systems.
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Appendix A

Dk
i;m in Chapter 3

A.1 Dk
i;m for Without Combining

Without loss of generality, the signal transmitted by the i-th transmit antenna is

assumed to be demodulated at the k-th receive antenna. For each (k, i, n), H = ∣H(n)k,i ∣
has a probability density function (PDF) f(H) = 2H ⋅ e−H2

. When m > 2, Dk
i;m can be

represented as

Dk
i;m = ∫

∞

0
(√γ̄k,i (n∣H(n)k,i ))

2m−1

f (H)dH

= ∫
∞

0

̟(m− 1
2
)H(2m−1)

(µH2 + ν)(m− 1
2
)e
−H2

dH2

= (m − 1
2)̟(m− 1

2
)

µ(m − 3
2) ∫

∞

0

h(m− 3
2
)e−h

(µh + ν)(m− 3
2
)dh − ̟(m− 1

2
)

µ(m − 3
2) ∫

∞

0

h(m− 1
2
)e−h

(µh + ν)(m− 3
2
)dh

= ̟(m − 1
2)

µ(m − 3
2) ⋅Dk

i;m−1 − ̟(m− 1
2
)

µ(m − 3
2) ∫

∞

0

h(m− 1
2
)e−h

(µh + ν)(m− 3
2
)dh,

(A.1)

where h =H2. (A.1) can be further derived as

Dk
i;m =

̟(m − 1
2)

µ(m − 3
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(A.2)
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From the last step of (A.1), Dk
i;m−1 can be represented as a function of Dk

i;m−2 and Zk
i :

Dk
i;m−1 =

̟(m − 3
2)

µ(m − 5
2) ⋅Dk

i;m−2 − ̟(m− 3
2
)

µ(m − 5
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0
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2
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2
)dh

= ̟(m − 3
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µ(m − 5
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2) ⋅Zk

i .

(A.3)

By resolving (A.3), Zk
i can be represented as

Zk
i =

̟(m − 3
2) ⋅Dk

i;m−2 − µ(m − 5
2) ⋅Dk

i;m−1
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2
) . (A.4)

By replacing Zk
i in (A.2) with (A.4), Dk

i;m can be finally simplified as
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i;m =

̟(m − 1
2)

µ(m − 3
2) ⋅Dk

i;m−1 + ̟ν

µ2(m − 3
2) ⋅Dk

i;m−1 − ̟(m− 1
2
)

µ2(m − 3
2) ⋅Z

= ̟(m − 1
2)

µ(m − 3
2) ⋅Dk

i;m−1 + ̟ν

µ2(m − 3
2) ⋅Dk

i;m−1 +
̟(m − 5

2)
µ(m − 3

2) ⋅Dk
i;m−1 − ̟2

µ2
⋅Dk

i;m−2

= ̟ [(2m − 3)µ + ν]
µ2(m − 3

2) ⋅Dk
i;m−1 − ̟2

µ2
⋅Dk

i;m−2.

(A.5)

A.2 DEGC
i;m for EGC

Without loss of generality, consider the demodulation of the signal transmitted by the

i-th transmit antenna. Define

νE =
Nr

∑
k=1
(π2σ2

resEs

3Nt

−Var{α(n)k,i } +E{∣∆λ
(n)
k,i ∣2} +E{∣∆ξ
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w) = Nrν (A.6)
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and HEGC = ∑Nr

k=1 ∣H(n)k,i ∣. Like in Appendix I, when m > 2, DEGC
i;m can be represented as

DEGC
i;m = ∫
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From the last step of (A.7), DEGC
i;m−1 can be represented as a function of DEGC

i;m−2 and

ZEGC
i ;
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By resolving (A.9), ZEGC
i can be represented as
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By replacing ZEGC
i in (A.8) with (A.10), DEGC

i;m can be finally simplified as
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A.3 DMRC
i;m for MRC

Without loss of generality, consider the demodulation of the signal transmitted by the

i-th transmit antenna. Define HMRC =
√
∑Nr

k=1 ∣H(n)k,i ∣2. When m > 2, DMRC
i;m can be
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represented as

DMRC
i;m = ∫

∞

0
(√γ̄Mi (n∣H(n)1,i ,⋯,H

(n)
Nr ,i
))2m−1

f (HMRC)dHMRC

= 2Nr ∫
∞

0

̟(m− 1
2
)H(2m−1)MRC(µ [H2

MRC − (Nr − 1)] + νM)(m− 1
2
) ⋅

H
(2Nr−2)
MRC(Nr − 1)! ⋅ e−H2

MRCdH2
MRC

= 2Nr(m +Nr − 3
2)e−(Nr−1)̟(m− 1

2
)

µ(m − 3
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
5
2
)e−h

(µh + ν̃M)(m− 3
2
)dh

− 2Nre−(Nr−1)̟(m− 1
2
)

µ(m − 3
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
3
2
)e−h

(µh + ν̃M)(m− 3
2
)dh

= ̟(m +Nr − 3
2)e−(Nr−1)

µ(m − 3
2) ⋅DMRC

i;m−1 − 2Nre−(Nr−1)̟(m− 1
2
)

µ(m − 3
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
3
2
)e−h

(µh + ν̃M)(m− 3
2
)dh,

(A.12)

where h =H2
MRC and ν̃M = νM − µ(Nr − 1). (A.12) can be further simplified as
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∞

0

h(m+Nr−
3
2
)e−h

(µh + ν̃M)(m− 3
2
)dh

= ̟(m +Nr − 3
2)e−(Nr−1)

µ(m − 3
2) ⋅DMRC

i;m−1

− 2Nre−(Nr−1)̟(m− 1
2
)

µ2(m − 3
2)(Nr − 1)! ∫

∞

0

(µh − ν̃M + ν̃M) ⋅ h(m+Nr−
5
2
)e−h

(µh + ν̃M)(m− 3
2
) dh

= ̟(m +Nr − 3
2)e−(Nr−1)

µ(m − 3
2) ⋅DMRC

i;m−1 − 2Nre−(Nr−1)̟(m− 1
2
)ν̃M

µ2(m − 3
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
5
2
)e−h

(µh + ν̃M)(m− 3
2
)dh

− 2Nre−(Nr−1)̟(m− 1
2
)

µ2(m − 3
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
5
2
)e−h

(µh + ν̃M)(m− 5
2
)dh

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ZMRC

i

= ̟(m +Nr − 3
2)e−(Nr−1)

µ(m − 3
2) ⋅DMRC

i;m−1 + ̟ν̃Me−(Nr−1)
µ2(m − 3

2)(Nr − 1)! ⋅DMRC
i;m−1

− 2Nre−(Nr−1)̟(m− 1
2
)

µ2(m − 3
2)(Nr − 1)! ⋅ZMRC

i .

(A.13)
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From the last step of (A.12), DMRC
i;m−1 can be represented as a function of DMRC

i;m−2 and

ZMRC
i ;

DMRC
i;m−1 =

e−(Nr−1)̟(m +Nr − 5
2)

µ(m − 5
2) ⋅DMRC

i;m−2 − 2Nre−(Nr−1)̟(m− 3
2
)

µ(m − 5
2)(Nr − 1)! ∫

∞

0

h(m+Nr−
5
2
)e−h

(µh + ν̃M)(m− 5
2
)dh

= ̟(m +Nr − 5
2)e−(Nr−1)

µ(m − 5
2) ⋅DMRC

i;m−2 − 2Nre−(Nr−1)̟(m− 3
2
)

µ(m − 5
2)(Nr − 1)! ⋅ZMRC

i .

(A.14)

By resolving (A.14), ZMRC
i can be represented as

ZMRC
i =

̟(m +Nr − 5
2)(Nr − 1)! ⋅DMRC

i;m−2 − µ(m − 5
2)(Nr − 1)!e(Nr−1) ⋅DMRC

i;m−1

2Nr̟(m− 3
2
) . (A.15)

By replacing ZMRC
i in (A.13) with (A.15), DMRC

i;m can be finally simplified as

DMRC
i;m = ̟(m +Nr − 3

2)e−(Nr−1)
µ(m − 3

2) ⋅DMRC
i;m−1 + ̟ν̃Me−(Nr−1)

µ2(m − 3
2)(Nr − 1)! ⋅DMRC

i;m−1

− 2Nre−(Nr−1)̟(m− 1
2
)

µ2(m − 3
2)(Nr − 1)! ⋅ZMRC

− ̟2(m +Nr − 5
2)e−(Nr−1)

µ2(m − 3
2) ⋅DMRC

i;m−2

= ̟ [(2m +Nr − 4)µ(Nr − 1)! + ν̃M ]
µ2(m − 3

2)(Nr − 1)! ⋅DMRC
i;m−1 −

̟2(m +Nr − 5
2)e−(Nr−1)

µ2(m − 3
2) ⋅DMRC

i;m−2.

(A.16)
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Appendix B

Appendix for Chapter 5

B.1 Analysis of FIM

The covariance matrix C can be rewritten as

C =∑
k

E{(yk − sk) (yk − sk)H} +∑
k

∑
k≠l

E{(yk − sk) (yl − sl)H}´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Zkl´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Zk

=∑
k

(Ck +Zk) ,
(B.1)

where Ck = E{(yk − sk) (yk − sk)H}, and Zkl = E{(yk − sk) (yl − sl)H} is the MAI

matrix of the k-th user, which is contributed by the l-th user. For the nonzero frequency

offsets, ∑
k≠l

Zkl ≠ON . We can decompose C as

C =∑
k

(Ck +Zk) =∑
k

U (Dk + D̃k)UH , (B.2)

where U is a N × N Unitary matrix, Dk = diag {0,⋯, λk,1,⋯, λk,Nk
,⋯,0} with λk,i

representing the i-th eigenvalue of Ck, and D̃k = diag{0,⋯, zk,1,⋯, zk,Nk
,⋯,0} with zk,i

representing the i-th eigenvalue of Zk. The index of zk,i is identical to that of λk,i

for each i. Therefore, C−1 can be represented as C−1 = ∑
k

U (Dk + D̃k)−1 UH , where

(Dk + D̃k)−1 = diag {0,⋯, (λk,1 + zk,1)−1,⋯, (λk,Nk
+ zk,Nk

)−1,⋯,0}.
We also have

∂C

∂εk
= ∂ (Ck +Zk)

∂εk
+∑
l≠k

∂ (Cl +Zl)
∂εk

=U ⋅ diag{0,⋯,
∂(λk,1 + zk,1)

∂εk
,⋯,

∂(λk,Nk
+ zk,Nk

)
∂εk

,⋯,0} ⋅UH

+∑
l≠k

U ⋅ diag{0,⋯,
∂(λl,1 + zl,1)

∂εk
,⋯,

∂(λl,Nl
+ zl,Nl

)
∂εk

,⋯,0} ⋅UH .

(B.3)
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Note that Zk is the MAI contributed by users other than k and is not a function of εk;

therefore, ∂Zk/∂εk = ON . Cl is also not a function of εk, so ∂Cl/∂εk = ON . From the

above discussion, we have

∂C

∂εk
= ∂Ck

∂εk
+∑
l≠k

∂Zl

∂εk

=U ⋅ diag{0,⋯,
∂λk,1

∂εk
,⋯,

∂λk,Nk

∂εk
,⋯,0} ⋅UH

+∑
l≠k

U ⋅ diag{0,⋯,
∂zl,1

∂εk
,⋯,

∂zl,Nl

∂εk
,⋯,0} ⋅UH .

(B.4)

When l ≠ k, the kl-th element of FIM can be represented as

[Λ]kl = Nk

∑
i=1

∂λk,i

∂εk

∂zk,i

∂εl(λk,i + zk,i)2 +
Nl

∑
j=1

∂λl,j

∂εl

∂zl,j

∂εk(λl,j + zl,j)2 + ∑n≠k,l
Nn

∑
p=1

∂2zn,p

∂εk∂εl(λn,p + zn,p)2 , (B.5)

and the kk-th element of FIM is given by

[Λ]kk = Nk

∑
i=1

(∂λk,i

∂εk
)2

(λk,i + zk,i)2 +∑l≠k
Nl

∑
j=1

(∂zl,j

∂εk
)2

(λl,j + zl,j)2 . (B.6)

B.2 SINR Analysis

Without loss of generality, suppose that M users accessed a base station, and the k-th

user is selected as the user of interest. The average SINR of user k is

SINRk =
E{∥s̃k∥22}

E{∥Υk∥22} +E{∥w̃k∥22} =
E{ ∑

n∈Gk

∣√Pnxk[n]Hn
k ⋅ sin(πεk)

N sin(πεk
N
) ∣2}

E{ ∑
n∈Gk

∣Ik(n) + Il≠k(n)∣2} +E{∥FH
k w∥2

2
} , (B.7)

where

Ik(n) = ∑
i∈Gk,i≠n

√
Pixk[i]H i

k

sin[π(i − n + εk)]
N sin [π(i−n+εk)

N
] , (B.8)

and

Il≠k(n) = M

∑
l=1,l≠k

∑
i∈Gl

√
Pixl[i]H i

l

sin[π(i − n + εl)]
N sin [π(i−n+εl)

N
] . (B.9)
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We also assume that E{∣xi[m]∣2} = σ2
x = 1, and σ2

w =
E ∥FH

k
w[n]∥2

2

Nk = E ∥w∥22
N

.

Note that sin[π(i − n + εl)] = (−1)i−n sin(πεl) ≅ (−1)i−nπεl, and sin [π(i − n + εl)
N

] ≅
sin [π(i − n)

N
], when εl ≪ 1. Therefore, we have

Ik(n) = ∑
i∈Gk,i≠n

√
Pixk[i]H i

k

sin[π(i − n + εk)]
N sin [π(i−n+εk)

N
] ≅ ∑

i∈Gk,i≠n

(−1)i−n√Pixk[i]H i
kπ

N sin [π(i−n)
N
]´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ηk(n)

⋅εk,

(B.10)

and

Il≠k(n) = M

∑
l=1,l≠k

∑
i∈Gl

√
Pixl[i]H i

l

sin[π(i − n + εl)]
N sin [π(i−n+εl)

N
] ≅

M

∑
l=1,l≠k

∑
i∈Gl

(−1)i−n√Pixl[i]H i
lπ

N sin [π(i−n)
N
]´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ηl(n)

⋅εl.

(B.11)

Then,

SINRk =
E{ ∑

n∈Gk

∣√Pnxk[n]Hn
k
∣2} ⋅E{∣ sin(πεk)

N sin(πεk
N
) ∣2}

∑
n∈Gk

E

⎧⎪⎪⎨⎪⎪⎩∣ηk(n) ⋅ εk +
M∑

l=1,l≠k
ηl(n) ⋅ εl∣2⎫⎪⎪⎬⎪⎪⎭ +E{∥FH

k w∥2
2
}
. (B.12)

Note that ηk(n), as well as each ηl≠k(n), is a RV with mean zero. If we assume that

E{xk[n]x∗l [m]} = 0 for k ≠ l or n ≠m, the average interference of the subcarrier n is

E

⎧⎪⎪⎨⎪⎪⎩
RRRRRRRRRRRηk(n) ⋅ εk +

M

∑
l=1,l≠k

ηl(n) ⋅ εlRRRRRRRRRRR
2⎫⎪⎪⎬⎪⎪⎭ =∑i≠n

π2σ2
ǫκn

N2 sin2 [π(i−n)
N
] , (B.13)

where κn = E{∣√PiH i
m∣2}. When N is large enough, and almost all the subcarriers are

allocated, we have ∑i≠n (1/N2 sin2 [π(i − n)/N]) ≅∑i≠n (1/π2(i − n)2) ≅ 1/3, and

SINRk ≅
SNRk

π2σ2
ǫ SNRk

3 + 1
⋅ (1 − π2σ2

ǫ

3
+ π4σ4

ǫ

20
) , (B.14)

where SNRk =
E{κn}

σ2
w

represents the average received SNR of the k-th user and σ2
ǫ is

the variance of the frequency offsets.
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[120] Y. Zhao and S. G. Häggman, “BER analysis of OFDM communication systems

with intercarrier interference,” in Int. Conf. on Commun. Technology, vol. 2,

Beijing, China, Oct. 1998, pp. 1–5.

[121] M. Torabi, S. Aissa, and M. Soleymani, “MIMO-OFDM systems with imperfect

channel information: Capacity, outage and BER performance,” in Proc. IEEE

Int. Conf. Communications (ICC), vol. 12, Istanbul, Jun. 2006, pp. 5342–5347.

[122] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation Theory.

Englewood Cliffs, NJ: Prentice-Hall, 1993.

[123] D. N. Dao and C. Tellambura, “Intercarrier interference self-cancellation space-

frequency codes for MIMO-OFDM,” IEEE Trans. Veh. Technol., vol. 54, no. 5,

pp. 1729–1738, Sep. 2005.

[124] T. Tang, R. W. J. Heath, and Jr., “Space-time interference cancellation in MIMO-

OFDM systems,” IEEE Trans. Veh. Technol., vol. 54, no. 5, pp. 1802–1816, Sep.

2005.

[125] L. Giangaspero, L. Agarossi, G. Paltenghi, S. Okamura, M. Okada, and S. Ko-

maki, “Co-channel interference cancellation based on MIMO OFDM systems,”

IEEE Trans. Wireless Commun., vol. 9, no. 6, pp. 8–17, Dec. 2002.

[126] A. Stamoulis, S. N. Diggavi, and N. Al-Dhahir, “Intercarrier interference in

MIMO OFDM,” IEEE Trans. Signal Processing, vol. 50, no. 10, pp. 2451–2464,

Oct. 2002.

150



[127] K. Cho and D. Yoon, “On the general BER expression of one- and two-

dimensional amplitude modulations,” IEEE Trans. Commun., vol. 50, no. 7,

pp. 1074–1080, Jul. 2002.

[128] L.-L. Yang and L. Hanzo, “A recursive algorithm for the error probability eval-

uation of M-QAM,” IEEE Commun. Lett., vol. 4, no. 10, pp. 304–306, Oct.

2000.

[129] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products.

Academic Press Inc., 1994.

[130] Z. Zhang and C. Tellambura, “The effect of imperfect carrier frequency offset

estimation on OFDMA uplink transmission,” IEEE Trans. Commun., vol. 57,

no. 4, pp. 1025–1030, Apr. 2009.

[131] Z. Zhang, W. Zhang, and C. Tellambura, “Robust OFDMA uplink synchroniza-

tion by exploiting the variance of carrier frequency offsets,” IEEE Trans. Veh.

Technol., vol. 57, no. 5, pp. 3028–3039, 2008.

[132] H. Bolcskei, “Blind high-resolution uplink synchronization of OFDM-based mul-

tiple access schemes,” in IEEE Workshop on Signal Processing advances in Wire-

less Commun., May 1999, pp. 166–169.

[133] M.-O. Pun, M. Morelli, and C.-C. Kuo, “Maximum-likelihood synchronization

and channel estimation for OFDMA uplink transmissions,” IEEE Trans. Com-

mun., vol. 54, no. 4, pp. 726–736, Apr. 2006.

[134] S. Haykin, Adaptive Filter Theory. New Jersey: Prentice-Hall, 1996.

[135] H. L. V. Trees, Detection, Estimation, and Modulation Theory, Part IV, Opti-

mum Array Processing. New York: Wiley, 2002.

151



[136] D. Huang and K. Letaief, “An interference-cancellation scheme for carrier fre-

quency offsets correction in OFDMA systems,” IEEE Trans. Commun., vol. 53,

no. 7, pp. 1155–1165, Jul. 2005.

[137] I. Ziskind and M. Wax, “Maximum likelihood localization of multiple sources

by alternating projection,” IEEE Trans. Signal Processing, vol. 36, no. 10, pp.

1553–1560, Oct. 1988.

[138] T. Cui and C. Tellambura, “Joint channel and frequency offset estimation and

training sequence design for MIMO systems over frequency selective channels,”

in Proc. IEEE Global Telecommn. Conf. (GLOBECOM), vol. 4, Nov./Dec. 2004,

pp. 2344–2348.

[139] D. Huang and K. Letaief, “Enhanced carrier frequency offset estimation for

OFDM using channel side information,” IEEE Trans. Wireless Commun., vol. 5,

no. 10, pp. 2784–2793, Oct. 2006.

[140] D. Pauluzzi and N. Beaulieu, “A comparison of SNR estimation techniques for

the AWGN channel,” IEEE Trans. Commun., vol. 48, no. 10, pp. 1681–1691,

Oct. 2000.

[141] A. Wiesel, J. Goldberg, and H. Messer-Yaron, “SNR estimation in time varying

fading channels,” IEEE Trans. Commun., vol. 54, no. 5, pp. 841–848, May 2006.

[142] P. Gao and C. Tepedelenlioglu, “SNR estimation for nonconstant modulus con-

stellations,” IEEE Trans. Signal Processing, vol. 53, no. 3, pp. 865–870, Mar.

2005.

[143] H. Minn, X. Fu, and V. K. Bhargava, “Optimal periodic training signal for

frequency offset estimation in frequency-selective fading channels,” IEEE Trans.

Commun., vol. 54, no. 6, pp. 1081–1096, Jun. 2006.

152



[144] Z. Zhang, M. Zhao, H. Zhou, Y. Liu, and J. Gao, “Frequency offset estimation

with fast acquisition in OFDM system,” IEEE Commun. Lett., vol. 8, no. 3, pp.

171–173, Mar. 2004.

[145] Z. Z. Zhang, W. Zhang, and C. Tellambura, “Cooperative OFDM channel es-

timation in presence of frequency offsets,” IEEE Trans. Veh. Technol., vol. 58,

no. 7, pp. 3347–3459, 2009.

[146] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity. Part I.

system description,” IEEE Trans. Commun., vol. 51, no. 11, pp. 1927 – 1938,

Nov. 2003.

[147] M. Yu and J. Li, “Is amplify-and-forward practically better than decode-and-

forward or vice versa,” in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal

Processing (ICASSP), vol. 3, 2005.

[148] M. Morelli, “Timing and frequency synchronization for the uplink of an OFDMA

system,” IEEE Trans. Commun., vol. 52, no. 2, pp. 296–306, Jan. 2004.

[149] T. C.-Y. Ng and W. Yu, “Joint optimization of relay strategies and resource

allocations in cooperative cellular networks,” IEEE J. Select. Areas Commun.,

vol. 25, no. 2, pp. 328–339, Feb. 2007.

[150] Z. Yi and I.-M. Kim, “Joint optimization of relay-precoders and decoders with

partial channel side information in cooperative networks,” IEEE J. Select. Areas

Commun., vol. 25, no. 2, pp. 447–458, Feb. 2007.

[151] A. Bletsas, H. Shin, and M. Z. Win, “Cooperative communications with outage-

optimal opportunistic relaying,” IEEE Trans. Wireless Commun., vol. 6, no. 9,

pp. 3450–3460, Sep. 2007.

153


