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Abstract

This thesis investigates the characteristics and details the design process of a full-
CMOS wideband low-noise amplifier (LNA) for application in a wireless RF receiver
front-end. Several different LNA architectures and wideband amplification methods
are surveyed. A new technique is investigated using a bridged T-Coil which can be
realized by a pair of magnetically coupled inductors (i.e., a transformer) for band-
width extension . The spiral inductors and transformer have been implemented. The
prototype has been designed and fabricated using a 0.35xm CMOS technology.

This wideband LNA achieves 11.64 dB forward gain and the -3dB bandwidth
ranges from 0.3 MHz to 642 MHz. The reverse isolation is less than -32 dB. It
consumes 14.42 mW from a 2 V supply.
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Chapter 1

Introduction

The world is undergoing a transformation to a next generation of communications
systems. Wireless technology plays a key role in these new technologies and devices
which include Personal Communication Services (PCS), mobile data, paging, wireless
Local Area Networks (LANs) [1].

With the increasingly widespread use of portable wireless communications de-
vices such as cellular phones, message pagers, and wireless modems, the demand
for low-cost, low-power, small-size and highly integrated RF transceivers increases

dramatically as well.

1.1 Architecture of an RF System

The basic structure of an RF transceiver system for personal wireless communications
is shown in Figure 1.1. In the transmitter path, the voice signal is first digitized by an
analog-to-digital converter (ADC), and then applied to the modulator, modulating an
RF frequency carrier. Subsequently, the output data is amplified by a power amplifier
(PA) so as to drive the antenna. The antenna radiates the signal into the air, and
the transmission is completed.

In the receiver path, the basic operation is simply inverse. The signal received by
the antenna is amplified by a low-noise amplifier (LNA), and then the spectrum is
translated to a baseband frequency by a mixer. After being demodulated, the signal
is then converted to analog form by a digital-to-analog converter (DAC), amplified,
and applied to the speaker [2].
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Figure 1.1: Block diagram of a common RF transceiver: (a) transmitter, (b) receiver.

1.2 Low Noise Amplifier Fundamentals

The LNA in the receiver path is the most basic and important cell for an RF trans-

ceiver. The main objective of the LNA circuit is to amplify the low power RF signals

that appear at the antenna, in order for the rest of the receiver subsystem to be able

to process them efficiently [4].

In this section, some common characteristics of LNAs are defined: noise figure,

gain, bandwidth, linearity, input third-order intercept point (IIP3), input and output

impedance, input and output return loss, and stability factor. Frequently used design

equations are also summarized.



1.2.1 Noise Figure

Noise figure (NF) is commonly used to measure the noise performance of an amplifier.
Noise figure is defined as ten times the logarithm (base 10) of the noise factor (F).
The noise factor is defined as

_ total output noise
"~ total output noise due to the source’

The noise figure of a two-port network can also be expressed as the degradation of
the signal-to-noise ratio (SNR) between the input and output ports. That is,

_ input SNR _ P,/ Py _ P, 14+ Pre
" output SNR ™~ Py/Pw GoP. GoPri’

where P,; and P,; represent input signal and noise powers respectively, P,, and
P,, represent corresponding output signal and noise powers, G, is the frequency-
dependent available power gain of the network and P,. is output noise power due to

internal noise sources.

l
|
I
|
|
I

Noiseless

R (=500hm) g
s

|
|
|
— \

Figure 1.2: Noise figure calculation for an amplifier.

In the model of Figure 1.2, all of the noise sources appear as inputs to the noiseless

amplifier, where 72 and 72 are the amplifier input-referred noise-voltage and noise-



current generators, respectively. Then, the expression for noise figure becomes [5]

(1.1)

2 2 P2
(NF)ag =10log [1 + VZ+ 20V ILR, + I,,R,] ,

4kTR,Af
where k is Boltzmann’s constant (about 1.38 x 1023J/K), T is the absolute tem-
perature in Kelvin, R, is the source resistance, Af is the bandwidth in hertz over
which the noise is measured, p is the correlation coefficient between 72 and 2, and
V. and I, are the root-mean-square (RMS) noise voltage and current, respectively.
The noise power is proportional to the square of V, [5]. Note that the noise figure is
strongly influenced by R,, not dependent on the input impedance, i.e., matching of
the amplifier. For high R,, 2,2, is the dominant equivalent noise source and conversely,
for low R,, #2 is the dominant equivalent noise source (3].

From equation (1.1), NF can be found to be minimum when

~2
R =0n
s,opt = 30

In

assuming negligible correlation between ©2 and i2 [6]. As the biasing of the LNA
input transistor is varied, the noise figure varies. Thus there is an indirect relationship
between NF and input matching.

Primary interest in the evaluation of noise performance of multistage amplifiers is
the overall noise figure of the system. The cascaded noise figure for an n-stage system
is given by [7]

NFz—l NF3—1 NFn_l

NFie = NF; + + oot :
fot ! Gal GaIGa2 GGIGa2--~Ga(n—l)

(1.2)

where NF; is the linear noise figure of stage ¢ and G,; is the linear available power
gain of the stage ¢ which is obtained with a matched load [9].

It is obvious from equation (1.2) that the NF of the first stage in the n-stage
system has the predominant effect on the overall NF, unless G,; is small or NF; is
large. Therefore, the noise produced in the first stage or two should be minimized
by the choice of low-noise transistors and the selection of operating conditions. As
we know, the LNA is the first active circuit in the receiver following the antenna; it
dominates the noise performance of the receiver. Hence, it must exhibit as low noise

as possible.



1.2.2 Gain

In addition to noise figure, power gain (G) is another most important consideration
in the LNA system. The power gain of an amplifier is the ratio of the output power
(P,) to the input power (P;). It can be written as (8]

P,
=5 (1.3)
The decibel power gain is defined as
GdB =10 log G.

Assuming that the input impedance (R;) and load (R_) are purely resistive, equation
(1.3) becomes

vo/ R,
v/ R;

where uppercase symbols, such as V, and [;, stand for the root-mean-square (RMS)

G=—=="=A,A=A4A, = (A.,)zﬁRi, (1.4)
i 3 L

values of the voltages and currents; lowercase symbols v, and v;, stand for the instan-
taneous values; A; and A, represent current and voltage gain respectively.

For a cascade connection of the amplifiers, the overall voltage gain is given by

Av,tot = AulAvZ---Am- (1-5)

Thus, the overall voltage gain of cascaded amplifier stages is the product of the
voltage gains of the individual stages. Similarly, the overall current gain of a cascaded
connection of amplifiers is the product of the current gains of the individual stages.
Furthermore, the overall power gain is the product of the individual power gains,
which can be described as

Gt = G1G2...Gy. (1.6)

In order to minimize the noise contribution from the rest of the stages in the
receiver, especially that from the mixer, the LNA must provide as high gain as possible

with no distortion introduced and, at the same time, add as little noise as possible.

1.2.3 Bandwidth

The half-power (-3 dB) bandwidth is an important specification for amplifiers. It is

the usable frequency range of an amplifier across which the circuit can deliver a given

5



voltage or power output. Usually, the voltage bandwidth is not the same as the power
bandwidth [3].
The bandwidth is defined as

BW = fu - fi,

where fr and fy are the half-power (or -3 dB) frequencies, that is, the frequencies at
which the voltage (or current) gain is approximately 3 dB lower than the midband
gain whose magnitude is constant over a wide range of frequencies known as the
midband region.

There is a tradeoff between bandwidth and gain. The bandwidth increases while
reducing gain. Sometimes, gain-bandwidth product (GBP) is used as a figure of
merit for the performance of an amplifier [21]. For an amplifier with a single pole,
the gain-bandwidth product is constant.

In an n-stage amplifier, the gain-bandwidth product is defined as (3]
(GBP),, = (Gain)"/" - (BW), (1.7)
where Gain is the total midband gain, and BW is the overall bandwidth.

For an amplifier that is a cascade of n identical stages each with a single-pole

response given as

o__G
v 1+3(%)
the overall transfer function is
G"
H = —_— 1.8
) = Ty (18)

Here G and B are the gain and bandwidth of each individual stage, respectively.
Therefore, the gain-bandwidth product of each stage is G - B.

From equation(1.8), it is easy to find that the total midband gain is Gain = G™,
while the overall bandwidth is when |H(jw)| = % This gives

BW =By2* —1. (1.9)

Obviously, as the number of stages increases, the overall bandwidth decreases.

Using equation(1.7), the amplifier gain-bandwidth product is
(GBP),=G-BY2* —1. (1.10)

So, as n increases, the amplifier gain-bandwidth product is reduced.

6



1.2.4 Linearity

When the LNA receives a weak signal in the presence of a strong interfering one, the
strong signal can overload the LNA, lead to distortion, and generate new frequen-
cies which may swamp out the desired weak signal. Thus, the linearity of an LNA
determines the maximum allowable input signal level. The most commonly used mea-
sures of linearity are 1-dB compression point (Pi4g), third-order intercept (IP3) and
dynamic range (DR).

Writing the amplifier output-to-input transfer characteristic as a polynomial,

[ =]
Vo = g + a1¥; + azv? + azvd +--- = Zanv?, (1.11)

n=0

where v; is the instantaneous input voltage, and the coefficients a, are assumed to
be frequency independent. The output DC offset level is represented by ao, aiv;
is the first-order (linear) term, i.e., the small signal gain, a;v? is the second-order
(square-law) term, and so on.

For a sinusoidal input v;(t) = Acos(wt),
vo(t) = ag + a, A cos(wt) + azA? cos®(wt) + azA® cos®(wt) + - - -.

Performing the algebra using trigonometric properties [4],

Uo(t) = (ag+ %agA2 + %a.,A4 +-- )+ (@A + %agAs + ---)cos(wt) +
(3024° + %aw +---) cos(2wt) + (ia;;As +-- ) cos(3uwt) + - - - (1.12)

From equation (1.12), we observe that if a pure sinusoidal signal is applied at the
input of a nonlinear system, at the output of the system, apart from the fundamental
frequency, its harmonic products will appear.

However, it is possible for signals at various frequencies to appear at the input
of a telecommunications system. This causes the formation of intermodulation (IM)
products at the output. Assume that an input signal is formed by two sinusoidal

components:

v;(t) = A; cos(w;t) + Aj cos(wot). (1.13)



Substituting equation (1.13) into v,(t) = a,v; +a,v? +a3v?, and after collecting terms,
at the fundamental frequencies we have:

Atw, : (a1 + %asAg + %agAf)Al cos(unt)
3 2,3 2
Atw, : (a1 + §a3A1 + Za3A2)A2 cos(uwnt)
Second-order terms:
1
At 2w, : ( ;(IQA%) cos(2w t)
1
At 2w, : (502.4%) COS(2uJ2t)
Atw, T wy: (a2 A1Az)[cos(wy + we)t + cos(wy — w2)t] (1.14)
Third-order terms:
1
At 3w, : (ZagA:{) cos(3w;t)
At 3w, : (%agAg) cos(3wot)
At 2w1 +ws: :::'(aaA%Az)[COS(QUJ)_ + wg)t + COS(2&J1 - (JQ)t] (115)
Atw; £ 2w, : %(G3A1A§) [cos(w1 + 2w2)t + COS(Ul - 2&)2)t] (116)

The terms in equation (1.14) are called second-order intermodulation products. Sim-
ilarly, the terms in equations (1.15) and (1.16) are third-order intermodulation prod-
ucts. The intermodulation distortion (IMD) coefficients I M; are defined as the ratio
of the amplitude of each intermodulation product to the amplitude of the fundamental
component at the output of the system.

The output power level where the fundamental frequency component deviates
from its ideally expected value by 1 dB, is called 1-dB compression point [4]. The
1-dB compression point is typically measured in dBm. IP3 is the point at which the
amplitude of the third-order intermodulation distortion (IMj3;) would become equal
to that of the fundamental. The input power level at which this occurs is called the
input third-order intercept point (IIP3). Dynamic range (DR) is generally defined as
the ratio of maximum allowable input level to minimum detectable input level . This
definition is quantified differently in different applications. If we base the definition of
the upper end of the dynamic range on the intermodulation behavior and the lower



end on the sensitivity, such a definition is called the spurious-free dynamic range
(SFDR) [3]. The SFDR represents the maximum relative level of interferers that an
LNA can tolerate while producing an acceptable signal quality from a small input

level.

The definitions of both 1-dB compression point and IIP3 are graphically shown
in Figure 1.3.

Pour (@BM)

4

Third-order intercept

1-dB compression point

» P (dBm)

P3

Figure 1.3: Graphical representation of 1-dB compression point, ITP3.



1.2.5 Input and Output Matching

For maximum power transfer and elimination of the standing waves, it is demanded
to obtain matching between the antenna and the LNA, i.e., the LNA is designed
to have a 50-2 resistive input impedance in a frequency range as broad as possible.
Notice that 50 €2 is a standard termination impedance level. Similarly, to drive the
image-reject filter with minimum loss and ripple, the LNA output impedance must
also be equal to 50 €.

A common measure of impedance matching is the voltage standing wave ratio
(VSWR) which is defined as

_ 14T
VSWR = =0’
where I’ is the reflection coefficient:
Z— 2 -
P—Z+Zo' (1.17)

Here Z is input/output impedance of LNA, and Z; is source/load impedance which
generally takes the value as 50 §). Return loss (RL) is defined (in dB) as

(RL)4s = —20log [T (1.18)

It is apparent that in the case of perfect matching, VSWR =1 and RL = 0, or
(RL)4p = oo dB.

1.3 CMOS Fundamentals

In this section, some MOS design equations are briefly summarized, and the compar-
ison between CMOS and bipolar devices for their use in RF applications is described

as well.

1.3.1 Basic Equations

When an NMOS transistor is in the saturation region, that is

Vs —Vas < V4,
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where V,, represents gate-to-source voltage, V. represents drain-to-source voltage,
and V; represents threshold voltage; the drain current of the saturated NMOS tran-

sistor is given below:

_ pnCox W
T2 L
ignoring the effect of V,. Here u, is mobility, C,. is gate-oxide capacitance per unit

area, W is the width of the channel, and L is the length of the channel.

Ip (Ves = Va)%, (1.19)

The transconductance is easily found from differentiating the expression for drain

oI w [ W
Gm ang, = pnCor - (Vs = Vi) = \/ 26Cz I (1.20)

The unity gain frequency, wr, of a MOSFET is

_ gm _ pnCoz (W/L) (Vgs = Vi) _ 3 pn (Vs — Vi) 1.21)
e TWic, = 5 r— (1.

current

where C,, is the capacitance between the gate and the source.

Notice that equations (1.19), (1.20) and (1.21) hold only in the long-channel
regime. If the effective channel length (L) which is modulated by V;, decreases,
the expressions of Ip, gm and wr are modified as follows [9]:

"V(‘/_qs - ‘/t)Esaty (122)

Olp _ pmCos pyy o

gm = saty (1-23)
aV,, 2 at
1
_9m _ §I-‘nConEsat _ E ﬂ-nEsat
“T=C,.  IWLC. 4 L (1:24)

where E,q; is the field strength at which the carrier velocity has dropped to one half
the value extrapolated from low-field mobility. A typical value for E.,, is about 4 x 10°
V/m. From equation (1.24), we see that with the reduction of the minimum effective
channel length, it is easy for unity gain frequency (fr) to reach the range of 30-50
GHz, which is similar to that offered by many high-performance bipolar processes
[9]. This is one reason that why the CMOS devices are increasingly chosen in RF

applications.

11



1.3.2 Noise Sources in CMOS and Bipolar Devices

For MOS devices, the flicker noise prevails at low frequencies, whereas the thermal
noise is dominant at high frequencies. Note that these two noise components are
uncorrelated. Therefore, for RF operation, the dominant noise source is the thermal
noise generated in the transistor channel. This noise is white with a power spectral

density given by [10]

~7 = 4T 7ga, (1.25)

where 1.-';’ is the shunt noise current source, gqo is the zero-bias drain conductance of
the device, and v is a bias-dependent coefficient taking values as 2/3 for long-channel
devices, and as high as 2 or 3 for short-channel devices.

The main noise sources in the bipolar transistor are thermal noise in the base
spreading resistance, shot noise in the base and collector bias current [6], [11]. Ob-
viously, CMOS devices have less white noise sources than bipolar devices at radio
frequencies; the noise intensity is important in noise analysis.

From the above comparisons, CMOS devices are deemed to be suitable for RF
applications. CMOS devices can offer high linearity, low noise and fast speed of
operation at RF when they are carefully designed and laid out.

1.4 Thesis Organization

The thesis is organized as follows:

Chapter 2 will present the background of the LNA circuit design. Several LNA
architectures and wideband amplification methods will be reviewed. Basic wideband
LNA concepts and design equations will also be addressed.

Chapter 3 will discuss the analytical models for on-chip inductors and transform-
ers. Several different configurations of transformers will be illustrated. The design
guidelines of a spiral inductor will be given as well. The simulation and measurement
results will be summarized.

Chapter 4 will discuss the overall design requirements for the RF wideband and
low noise amplifier in this project. The CMOS process will be compared with other

12



technologies. The multi-stage design topology chosen in this design will be discussed
as well.

Chapter 5 will discuss the implementation of the ideas presented in Chapter 4, as
well as other circuit design issues. The layouts of the design will be given in detail
and the simulations of the designed wideband LNA will be presented at the end of
this chapter.

Chapter 6 will discuss the testing equipment, testing procedures and measurement
results that were obtained from the design.

Finally, conclusions from this work, improvement and future work will be pre-

sented in Chapter 7.
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Chapter 2

Wideband Amplification and
Matching

2.1 Introduction

An LNA in the RF front-end of a wireless receiver must meet several exacting spec-
ifications. First is a low noise contribution, that is, NF < 2.0 dB. The input noise
of an LNA must be sufficiently low in order to detect weak input signals. Second, a
high LNA gain is desirable to overcome the noise of later circuits (i.e., mixer), but
not so much to cause mixer overload. Third, the input impedance of an LNA must
be matched to the source impedance to reduce the effect of reflections. Usually, an
LNA input impedance is designed to be 50 €.

Higher frequency bands are being sought to avoid congestion. Therefore, wireless
systems are requiring higher frequency and wider bandwidth amplification [3]. For
an LNA, wideband behavior will also be performed. For example, the operating
frequency bands of mobile and wireless communications systems such as Advanced
Mobile Phone Service (AMPS) and Pan European Group Special Mobile (GSM) are
900 MHz, and 1.9 GHz for the Personal Communication Network (PCN) and Digital
European Cordless Telephone (DECT) [31].

2.2 Wideband Amplification Methods

Wideband amplifiers have constant gain from low frequency (sometimes down to DC)
to very high frequency [8]. Since operating frequencies of many commercial wireless

systems are in the low gigahertz range, amplifiers must provide stable gain at these
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frequencies (3].

Negative feedback is a common technique used in wideband amplification to ex-
change gain for bandwidth and to optimize the high-frequency performance. The
main benefits with negative feedback include: stabilization of gain, reduction of non-
linear distortion, reduction of certain types of noise, control of the input and output
impedance and extension of bandwidth. However, these benefits of negative feedback
are accompanied by two disadvantages. First, the gain of an amplifier is reduced. It
can be overcome by adding extra amplifier stages of amplification. The second po-
tential problem is the tendency for oscillation to occur in the circuit, which requires

careful attention of the designer.

2.2.1 Local Feedback Configuration

Q

SRy

EE

Figure 2.1: Transconductance configuration.

Local feedback is a direct carryover from discrete design techniques where each
individual feedback stage can be independently biased and AC coupled to each other
[32]. First we consider common-source configurations with one feedback element.
Figure 2.1 shows the configuration featuring series feedback at input and output.
Such a configuration has high input and output impedance. This circuit is suitable
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Figure 2.2: Transimpedance configuration.

to be driven by a voltage source, and the output behaves as a current source that is

controlled by the input voltage. Therefore, this configuration works as a transcon-
ductance amplifier: 7, = G,v;. Here G, is the transconductance, which is given by

1

G, =~ 1—2-5;- (2.1)

Figure 2.2 shows the local feedback configuration incorporating parallel feedback.

This configuration features low input and output impedance. Hence, it is particularly

suited to be current-driven, whereas the output has the characteristics of a voltage

source. Therefore, this configuration works as a transimpedance amplifier: v, = Ryi;.

Here R, is the transimpedance, which is given by
R, = —Rp. (2.2)

Both local feedback configurations are very useful building blocks in wideband am-
plifier design, especially when they are cascaded. Figure 2.3 shows the transconductance-
transimpedance cascade. This combination features high input impedance and low
output impedance which is characterized as a voltage amplifier. From equations (2.1)
and (2.2), the voltage gain can be obtained

A, = R—E’E (2.3)

Figure 2.4 shows the reverse combination: transimpedance-transconductance cas-

cade. This configuration has low input impedance and high output impedance, which
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Y O+ Vcc
3R, é%

Figure 2.3: Voltage amplifier.

is typical for a current amplifier. Similarly, from equations (2.1) and (2.2), the current
gain can be expressed as
Rp

Ai N —— 2.4
- (2.4)

2.2.2 Opverall Feedback Configuration

An alternate approach to the design of wideband amplifiers is the use of overall feed-
back around a number of gain stages, rather than applying local feedback around each
individual stage. As compared with the local feedback cascades described above, the
overall feedback offers a higher degree of bias stability and desensitivity to individual
gain tolerances (32].

Figures 2.5 and 2.6 show the basic structures of two-stage global feedback config-
urations often used in wideband amplifier design. The circuit of Figure 2.5 features
high input impedance and low output impedance, which characterizes the configu-
ration as a typical voltage amplifier. On the contrast, the circuit of Figure 2.6 has
low input impedance and high output impedance, which makes it a good current
amplifier.
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Figure 2.4: Current amplifier.

2.2.3 Compound Transistors

Some improvement of bandwidth can be also achieved using compound transistors.
The term “compound” means a combination of two or three transistors, acting to-
gether as a single active component with improved behavior. The most commonly
used compound transistor configurations in wideband amplifier design are common-
drain-common-source (CD-CS) and common-source-common-gate (CS-CG) connec-
tions.

The common-drain-common-source configuration, referred to as a Darlington con-
figuration [53] is shown in Figure 2.7. The resistor, R, is necessary to bias the tran-
sistor T,. Without R, the source current of T} will be equal to the gate current of T3
which is very small. We know that low transistor current results in low transistor fr.
In other words, T} is biased to operate with a relatively high drain current, compara-
ble to that of T3, in order to optimize its fr [32]. However, the resistor R does more
than biasing the transistor, it shunts some of the RF signal to ground, and affects the
AC response of the circuit.

The Darlington configuration features high input impedance, high DC current
gain, and the ability to amplify beyond fr. However, it exhibits poor phase charac-
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Figure 2.5: Two-stage voltage amplifier with global feedback.

teristics, which may cause instability. With decreasing the value of R, the gain and
phase-shift both drop, and therefore increases the stability.

The common-source-common-gate configuration is commonly referred to as the
cascode configuration. A schematic of a CMOS version , shown in Figure 2.8, consists
of a common-source stage driving a common-gate stage. The cascode derives its
advantage at high-frequency from the fact that the drain load for the common-source
stage is the very low input impedance of the common-gate stage [6]. If T} and T3
have equal drain bias currents, the transconductance of T; is gm, and, since its load
resistance is 1/gm, the voltage gain of T} is unity; the voltage gain of the combination
is gmRr. Thus the influence of the Miller effect on T} is minimal even for large values
of R;. As a result, the cascode connection has better high-frequency performance
than the single common-source stage, especially for large Ry .

The cascode configuration exhibits a higher degree of isolation (i.e., a small amount
of reverse signal transmission) between its input and output terminals than a simple
common-source transistor [32]. Another useful characteristic of the cascode is its high

output impedance, which can be used to advantage in current-source design.
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Figure 2.6: Two-stage current amplifier with global feedback.

2.2.4 Inductive Peaking

The relationship between bandwidth and gain has been discussed in Chapter 1. For all
the basic amplifier stage configurations which can be characterized by one dominant
pole, the gain-bandwidth product (GBP) is approximately the same, which is given
by gm/Cioe = wr, affected mainly by the active device. Given a value of GBP, it is
obvious that bandwidth can be traded for gain. Some amplifiers are performance-
limited mainly by speed. The speed of an amplifier can be expressed by its response to
a unit step input [33]. For a single-pole amplifier with pole p = 1/7, where 7 denotes
the time constant, one important quantity that characterized speed is t,., which is the

10 to 90 % risetime in response to a unit step input. Here ¢, is related to 7 as

t = 7In(9) ~ 2.2r = 272. (2.5)
Considering the basic CS-stage used as a voltage amplifier shown in Figure 2.9, we
can easily find the relationship between bandwidth and risetime.

As shown in Figure 2.9, the gain of this stage can be expressed as

Avi(s) = —gmRL - ; (26)

1+ st
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Figure 2.7: Common-drain-common-source configuration.

where Ry is resistive load and 7 = R, C with Cp = Cy + Cy,, assuming that the
influence of Cyq can be neglected. The -3 dB bandwidth in terms of angular frequency

(in radians per second) is , to a first approximation, given by

w-3dp = 1/7. (2.7)

Substituting equation (2.5) into equation (2.7), we get
W_3dB - tr = 2.2. (2.8)

Hence, the bandwidth-risetime product is about 2.2 for a single-pole system. As
the risetime, t,., decreases, the bandwidth increases. In other words, increasing the
response speed can improve the bandwidth. Methods for achieving this are among
the oldest techniques for wideband amplification.

Figure 2.10 shows a simple configuration called inductive shunt-peaking. This
amplifier is a standard common-source configuration, with the addition of the in-
ductance. Assuming that the transistor is ideal, the only elements that control the
bandwidth are Rr, L, and Cp [9]. For a purely resistively loaded common-source

amplifier, the gain is proportional to g, R;. When a capacitive load is added, the
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Figure 2.8: Cascode configuration.

gain gradually falls off as frequency increases because the capacitor’s impedance di-
minishes. The addition of L in series with R, is in parallel with C. and creates a
parallel resonance. For a step of input current, most of it charges C| at first because
the inductor delays current flow through the branch containing the resistor. Conse-
quently, C charges faster and response speed increases. To the extent that a faster
risetime or higher response speed implies a wider bandwidth, an appropriate choice
of the inductor therefore increases the bandwidth.

The transfer function (Veye/%in) of the shunt-peaking circuit of Figure 2.10 is just
the impedance of the RLC network, which is written as

Ve _ g _ L
—=2(s) = (SL'*'RL)HSCL

tin
Ry + sL
1+ sRrCr + s2LCL’ (29)

This transfer function includes two poles and one zero. Since the gain of the amplifier
is the product of g,, and the magnitude of Z(s), the latter can be computed as a
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Figure 2.9: Basic CS-voltage amplifier configuration.

function of frequency as follows:

(WL/RL)? + 1
(1 - w2LCL)2 + (wRLC[,)2 ’

| Z(jw) |= RL\J (2.10)

Notice that, compared with the simple RC case, there is a term in the numera-
tor(from the zero) that increases with increasing frequency. Furthermore, the term
of 1 — w?LCy in the denominator contributes to an increase in | Z | as the frequency
increases. Obviously, adding L makes the high-frequency gain increase, whereas the
low-frequency gain still does not change.

Figure 2.11 shows an inductive series-peaking circuit. The transfer function
(Vout/1in) for this amplifier is

Vout _ RL
tin S2LCL+sR,CL+1’

(2.11)

which has two complex conjugate poles, but no finite zeros. Hence, for control of the
bandwidth, there is only one way, namely, damping of these poles. Usually, R, is
chosen to set the gain, C}, is parasitic and L is the design parameter. Compared to
the shunt-peaking amplifier, the series-peaking amplifier is slower and has a narrower
bandwidth. This kind of circuit is not used.

Two possible combinations of shunt and series peaking are shown in Figure 2.12.
The operation of Figure 2.12(b) can be described as follows [9]. As in the step response
of an ordinary shunt-peaking amplifier, the flow of current into the load resistor
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Figure 2.10: Shunt-peaking amplifier.

continues to be deferred by the action of L;. This helps speed up the charging of the
load capacitance. In addition, the transistor initially has to drive only its own output
capacitance for some time, because L3 delays the diversion of current into the rest
of the network. Hence, risetime at the drain improves, which implies an improved
bandwidth. Some time after the drain voltage has risen dramatically, the voltage
across the load capacitance begins to rise as current finally starts to flow through L.
Therefore, such a network charges the capacitances serially in time, rather than in

parallel. The tradeoff is an increased delay in exchange for the improved bandwidth.

2.3 Common LNA Architectures

Design and fabrication of different LNA architectures in the 900 MHz-2 GHz frequency
range using CMOS technology have been investigated by many researchers. Assuming
that only the requirement of input impedance matching is focused on, four common

CMOS LNA input stages will be introduced that are illustrated in Figure 2.13.

2.3.1 Common-Gate Architecture

When a noise figure of 3 dB is acceptable, it is simpler to control the input impedance

with a common-gate input stage [27]. Common-gate circuit provides a low input resis-
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Figure 2.11: Series-peaking amplifier.

tance and a voltage gain which has a positive sign [21]. For this configuration shown
in Figure 2.13(a), the input matching condition requires that the input resistance at
the FET source, 1/g., equals to R, which is 50 Q. Under such a matching condition,
the noise factor (F) can be expressed as [10]

a
where
a=
940

In the above equation, « is the coefficient of channel thermal noise, g,, is the device
transconductance, and gg is the zero-bias drain conductance. For long-channel de-
vices, v = 2/3 and a = 1. Substituting these values into equation (2.12), we have
F =5/3 and then the noise figure NF = 2.2 dB. For short-channel devices v can be
much greater than one, and a can be much less than one. Accordingly, the minimum

theoretically achievable noise figure tends to be around 3 dB or greater in practice.

2.3.2 Resistive Termination Architecture

This technique can provide a reasonably stable broadband input impedance. To
achieve a good impedance match, a 50 Q resistor, R,,, is simply put across the input

terminals of a common-source amplifier; that is shown in Figure 2.13(b).
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Figure 2.12: Shunt-series-peaking amplifiers.

The lower bound on the noise factor of this circuit can be expressed as [9]

4y 1
> —_— — R
F22+— TR (2.13)

where R, = R, = R. When g, is high, the minimum noise figure can be found as
NF =10log(2) = 3dB.

Apparently, the terminating resistor R,, adds thermal noise of its own and atten-
uates the signal ahead of the transistor as well. With the combination of these two
effects, the noise figure is sharply degraded. Therefore, the large noise penalty makes
this approach unattractive.

2.3.3 Shunt-Series Feedback Architecture

Figure 2.13(c) illustrates another configuration, which uses resistive shunt and series
feedback to set the input and output impedances of the LNA. Formally, the input
resistance R;, is given by [9]

Re _  Rg
1- Ay = 1+RL/R1’

(2.14)
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where Ay is the voltage gain from gate to drain. Similarly, the output resistance Ry,

can be expressed as
Rp+ R, Rp

= 1+R,/R; = 1+R,/R1'
If the source and load resistances are equal, that is R, = R; = R, then we may

Rout

(2.15)

combine equation (2.14) and equation(2.15) into

Rp Rr

Ren = Row = 10 ~ T R7R,

(2.16)

It is evident that the resistive shunt-series feedback continues to generate thermal
noise of its own. Furthermore, amplifiers using feedback often have extraordinar-
ily high power dissipation. Nonetheless, the advantage of the broadband capability
of this circuit makes the shunt-series feedback amplifier to be found in many LNA

applications, even though its noise figure is not the minimum possible.

2.3.4 Inductive Degeneration Architecture

For a common-source configuration shown in Figure 2.13(d), the real part of input
impedance required for 50 © matching is generated by the inductive degeneration 26},
[29]. The matching network consists of a series feedback inductor, L,, in the FET
source, another inductor, L, in series with the gate, and the gate-to-source capac-
itance, Cys. This topology is preferred over resistor feedback because the matching
network introduces no noise of its own. Practically, losses in inductors Ly and L, will
tend to degrade noise figure. However, with sufficiently good inductor, a noise figure
below 3 dB may be obtained with this technique [27].

To simplify the analysis, consider a device model that includes only a transcon-
ductance, g, and a gate-to-source capacitance, Cy,. A small signal equivalent circuit
of the inductively degenerated common-source amplifier shown in Figure 2.13(d) is
illustrated in Figure 2.14.

It is not hard to establish the following form:

1 1
‘/in(s) = Iin(SLg) + Izn(z-) + (Iin + ngin(

» ng’))(sL,). (2.17)

Hence, the input impedance of the inductively degenerated common-source amplifier

is
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_ m(s) _ sL, 1
1.n( ) m( ) - g (SCgs) C
L,
= Im Cos M 5Cys *+slly+ L), 218)

The first term in equation(2.18) is a frequency independent resistive term whose
value can be set to R,, 50 2, therefore the input impedance matching is achieved.

The matching conditions can be shown [26] to occur when

wiCys(Lg + L,) = 1, (2.19)
L, =R, (;"’, (2.20)

where wyq is the midband resonant frequency of operation. The inductor L, is used
to control the resonant frequency while L, is constrained by one of the impedance
matching criteria. Since the input impedance is purely resistive only at resonance,
this approach can provide a narrow-band impedance matching only.

The effective transconductance of such an amplifier can be found by considering
Figure 2.15.

Iin = Lv
in!
1
_Itn " Ym.
Iout Cg, g
_ Tow _ 1 gm
Gm - ‘/s - SCgs Zin.’
_ 1 Im
~ $Cqs S(Ly+Lg) + 5=+ &L, + R,
9m
= . 2.21
Con(Z=L, + R,) (2.21)

Remember that wr = &2. Under matching conditions, equation (2.21) can then be

gs
rewritten into

_ T
Gm - 2‘JOR8 ’ (2’22)
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which is independent of the transistor g,,. The quality factor Q of the input circuit

at resonance can be expressed as

=% R, + 2=kt

ry

_ . (Lg+ L)

- “"3R,
1
= —_— .23
gl (2.23)
and the noise figure is given by
1

NF = 1+7m. (2.24)

From equation (2.24), we see that choosing low g,, can improve noise figure. As g,
is reduced, Q which is related to g,, by equation (2.23) increases. A simple formula
appeared in equation (1.20) g, = \/m is commonly used to estimate the
current consumption. Since g is proportional to v/I, the bias current [ is inversely
proportional to Q2. As a result, a high Q matching network allows the current
consumption of the LNA input stage to be low [30]. This is important for a CMOS
LNA design. In summary, common-source LNAs with inductive source degeneration

provide the lowest noise figure with low power consumption and a small device size.

2.4 Conclusion

The above discussion is of crucial importance in the study of LNAs. The different
types of LNAs and what methods might be used to extend the bandwidth can be
very important in the design process, as meeting the needed specifications is a critical
concern. It should be emphasized that many bandwidth amplification techniques have
not been used at the single-chip (CMOS) level, even though some research is going

on for such a purpose.
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Figure 2.13: Common LNA architectures: (a) common-gate stage, (b) resistive ter-
mination, (c) shunt-series feedback, (d) inductive degeneration.
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Figure 2.14: The equivalent circuit of the inductively degenerated common-source
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Chapter 3

Inductor and Transformer Design

3.1 Introduction

Spiral inductors and transformers are essential in silicon-based RF ICs. They have
been widely applied in narrow-band impedance matching, tuned loads, low noise
degeneration and feedback, linear filters, fully differential circuits and low voltage/low
power design.

To design a good quality wideband LNA, which means with low noise, high fre-
quency of operation, low distortion and low power dissipation, RF inductors and
transformers are fundamental and indispensable components. However, it has been a
challenge to integrate high-inductance inductors on silicon substrate for RF circuits
operating at 1-2 GHz [13]. Two major factors which make it difficult to build large
inductors with high self-resonant frequency on a silicon substrate are high substrate
capacitance and high substrate loss. The high parasitic capacitance to the substrate
lowers the self-resonant frequency, and the resistive loss in the substrate worsens the
inductor Q-factor. Recent efforts have focused on increasing the substrate resistivity
and dielectric thickness to increase inductor self-resonant frequency, and making use
of multi-layer metals to reduce the series resistance in the metal windings and obtain
higher Q [14].

This chapter describes a method for the analysis, modeling and optimization of
spiral inductors and transformers. With the application of a custom CAD simulator
ASITIC (Analysis and Simulation of Inductors and Transformers in Integrated Cir-
cuits), inductors and transformers are designed and laid out. The technology used is
0.35um CMOS process with three metal layers of 0.07 ohm/sq for M1 and M2, and
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0.04 ohm/sq for M3. The substrate is made of p-epi above a bulk layer.

3.2 Inductor Requirements

A practical inductor is specified by its inductance, quality factor (Q), and self-resonant
frequency. With the increase of frequency, the impedance of a real inductor increases
until self-resonant frequency is reached, where the parasitic capacitance resonates
with the inductor. Beyond the resonant frequency, the inductor becomes capacitive
and the impedance decreases with frequency.

For a good inductor, general requirements should be met which include large
inductance, small series resistance, low substrate losses, small area, and high self-
resonant frequency. A large inductance reduces the current consumption. A smaller
series resistance with lower substrate losses improves the Q. A small area is desired

to reduce the cost and a high self-resonant frequency enhances the operating range
of the LNA.

3.3 Inductor and Transformer Modeling

3.3.1 Equivalent Circuits of Spiral Inductors

A typical spiral inductor is shown in Figure 3.1 with four layout parameters: the
length of the outer segments A, metal width w, metal spacing s and a number of turns
N. This spiral inductor consists of a number of series-connected metal segments. An
equivalent frequency independent pi-circuit for the square-spiral inductor is shown
in Figure 3.2 [16]. In this circuit, L models the self and mutual inductance in the
segments, R is the accumulated sheet resistance, C,; and C,; model the parasitic
capacitances from the metal layer to the substrate, and R,, and R,; represent the
resistances of the conductive Si substrate.

A modification to Figure 3.2 is shown in Figure 3.3 which models second-order
effects that increase the effective usable bandwidth of the model. For instance, Cggr
has been added to model the interwinding capacitance and to make the series induc-
tance and resistance frequency dependent; R¢ is a substrate coupling resistor which
models the substrate coupling impedance.
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Figure 3.1: A spiral inductor layout.

3.3.2 Equivalent Circuit of Coupled Inductors

Similar to inductors, transformers are important elements in silicon RF designs to
perform impedance conversion, impedance matching, bandwidth enhancement, sig-
nal coupling, phase splitting, etc. The desired characteristics for a transformer are
application-dependent. Transformers can be configured as three-terminal or four-
terminal devices. They may be used for narrow- or broad-band applications. For
example, in single-ended-to-differential conversion, the transformer is used as a nar-
rowband four-terminal device [17]. In this case, a high mutual coupling coefficient
and high self-inductance are desired along with low series resistance. On the other
hand, for bandwidth extension applications, the transformer is used as a broadband
three-terminal device. In this case, a small mutual coupling coefficient and high series
inductance is acceptable while all capacitances need to be minimized [18].

Two coupled inductors can be considered as a transformer. Assume that two
spirals are placed on the silicon substrate as shown in Figure 3.4, with one side of each
inductor being grounded. These inductors behave like a weakly coupled transformer

and may be modeled as shown in Figure 3.5. It is a combination of inductor pi-
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Figure 3.2: Traditional spiral inductor model.

model for each of the two segments plus coupling components between them. In this
broadband model, R¢ and k, » represent the substrate coupling impedance and the
mutual coupling coefficient between the two inductors, respectively. Notice that the
magnetic coupling coefficient k is very small for this arrangement of inductors, and

also that & drops off very fast for distant spirals.

3.3.3 Comparison of Different Transformer Layouts

Transformers can be realized using different configurations. These configurations offer
various tradeoffs among the self inductance, the series resistance of each port, the
mutual coupling coefficient, the port-to-port and the port-to-substrate capacitance,
the resonant frequency, symmetry and area.

In Reference (18], a comparison of the characteristics of different transformer lay-
outs illustrated in Figure 3.6 is given. The tapped transformer shown in Figure 3.6(a)
is the most suitable for three-port applications. It relies on lateral magnetic coupling
only. All winding can be implemented in the top metal layer, thereby minimizing
port-to-substrate capacitance. Since the two inductcrs occupy separate regions, the
self-inductance of each coil is maximized while the port-to-port capacitance is min-
imized. Also low mutual coupling (k ~ 0.3 — 0.5) can be obtained because of this
partial separation. Note that primary and secondary sides have asymmetric equiva-
lent circuits.

The interleaved transformer shown in Figure 3.6(b) is suitable for four-port ap-

plications that demand for symmetry. It is realized by interwinding two identical
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Figure 3.3: Modified spiral inductor model.

spiral inductors. Substrate capacitance can be minimized by implementation on the
top level metal so that high resonant frequency may be achieved. Interleaving two
inductors permits moderate coupling (k ~ 0.7 — 0.8) to be realized at the cost of
reduced self- inductance of the primary and secondary.

The stacked transformer shown in Figure 3.6(c) uses multiple metal layers and ex-
ploits both vertical and lateral magnetic coupling to provide the best area efficiency,
the highest self-inductance and the highest coupling (k ~ 0.9). This configuration

is suited for both three-terminal and four-terminal utilizations. The main draw-

=

Figure 3.4: Layout of two coupled spiral structures.
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Figure 3.5: Equivalent circuit model for two coupled spirals.

back of this structure is the high port-to-port and port-to-substrate capacitance or
equivalently low self-resonant frequency. One can trade reduced coupling for reduced
capacitance by displacing the centers of the stacked inductors laterally or diagonally
as shown in Figure 3.6(d) or Figure 3.6(e).

In order to design a more symmetric structure, one can split up the primary and
secondary, and layout two halves of the primary or secondary on different metal lay-
ers. Such a structure is called metal-to-metal transformer which is shown in Figure
3.7(a) [19]. This configuration has the advantages of saving the area, offering sym-
metric equivalent circuits and larger k. Figure 3.7(b) represents the metal-to-metal
symmetric structure more clearly with the secondary winding removed.

The comparison of different transformer layouts described above can be summa-
rized into Table 3.1 below.

Transformer | Area | Coupling Self- Self-Resonant | Equivalent
Type Coefficient | Inductance | Frequency Circuit |
Tapped High [ Low Mid Mid Asymmetric |
Interleaved | High | Mid Low Low Asymmetric
Stacked Low | High High High Asymmetric
Symmetric Low | High High High Symmetric

Table 3.1: Comparison between different transformer layouts
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3.4 Design Guidelines

The design of a square-spiral inductor in silicon technologies involves a complex trade-
off between the various layout and technological parameters. The number of parame-
ters to characterize an inductor includes the outer length of the spiral A, the width of
the metal tracks w, the spacing between tracks s, the number of turns N and finally
the number of metal layers.

The inductance is the most accurately calculated feature. It can be evaluated
by the procedures described in Greenhouse’s paper [15]. The inductance is the sum
of self-inductance of each segment, plus the sum of all positive mutual inductances
between adjacent segments where the currents are flowing in the same direction, minus
the sum of all negative inductances between segments on opposite sides of the spiral
where the currents are in the opposite direction, all of which are illustrated in Figure
3.1. The total mutual inductance is much smaller than the self inductance for a single
loop. It becomes dominant (a few times larger than the self inductance) when the
turn count increases.

For metal lines with a rectangular cross section, the self-inductance of a line

segment is [15]

2l w+t
Lself = 0.002/ [ln (w T t) + 0.50049 + (T))] nH, (3.1)

where { is the line length, w is the line width, and ¢ is the thickness of the metal line.
All length dimensions are in centimeters.

The mutual inductance between any two parallel segments is a function of the
length of the segments and of the geometric distance between them. In general,

M =21Q, (3.2)

where M is the mutual inductance in nH, ! is the segment length in cm, and Q is the
mutual inductance parameter calculated from the equation (3.3)

12 2] B \/1+ (GMD)* GMD (33)

1
Q=‘“[m*¢”m B T

where GMD, the geometric mean distance between the two segments, is approximately
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equal to the distance between the segment center. The exact value of the GMD is

1 1

1 1 =

In(GMD) = In(d)— 1

M) = I @y T e @ @) W@ (D"
(34)

where d is the center to center separation between the segments, and w is the width

of the segment.

As discussed earlier this section, the total inductance of the spiral can be given as
Lr=Lo+ M, +M_, (3.5)

where Lt is the total inductance, L is the sum of the self- inductances of all straight
segments, M, is the sum of the positive mutual inductances and M_ is the sum of
the negative mutual inductances.

The easiest parameter to set is s, the metal spacing. It should be as close as the
process allows. Minimizing s can make the magnetic coupling between adjacent metal
tracks maximized [20]. Tight coupling of the magnetic field can also maximize the
Q@-factor, increase the mutual inductance, decrease the serial resistance and reduce
the total area. Minimizing s is thus mandatory.

There is an optimal value for w, the metal width. Recent study has shown that in
current CMOS processes where aluminum is used, the metal width should be limited
between 8um and 13um, depending on the other parameters but definitely smaller
than 15um before the skin effect becomes non-negligible.

The number of turns N should be restrained such that the center of the inductor is
empty. Because the influence of magnetically induced losses is much more important
in the inner turns of the coil, where the magnetic field reaches its maximum, inner
turns should be left out.

The outer area of the inductor should be as small as possible. The diameter of
the inductor directly determines the losses in the substrate. Unfortunately, parasitic
electric and magnetic coupling between conductors is inversely proportional to the
separation [20]. To prevent unwanted parasitic effects from disturbing the inductor’s
electrical characteristics, one should maintain sufficient space between the inductor
and its surroundings, say, at least five metal widths (5w).
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The inductor @ is most sensitive to the thickness and resistivity of the metal layer
used in fabrication. Although the metal thickness is fixed in production technologies,
metal layers in a multilevel metal process can be connected in parallel (metal stacking)
with many vias to reduce the series resistance of the inductor.

The problem of designing a best-Q inductor is very complicated. It depends on
many parameters that are interdependent. Concerning the technology, lower metal
resistivity, thicker metal layers, lower substrate conductivity or higher substrate re-
sistivity, thicker field oxide are desired for high quality monolithic inductors and

transformers {17].

3.5 Inductor and Transformer Performance
3.5.1 Summary of the Measurements

Two square-spiral inductors and one stacked transformer were designed, fabricated,
and tested in a three-metal 0.35um CMOS technology for use in LNA designs. Ap-
proximate process parameters are listed in Table 3.2, where R, is the metal sheet
resistance, t is the thickness of metal or layer, C,,; is the parasitic capacitance from
metal to the substrate, p is the layer resistivity, and € is the relative permittivity.
Inductors were fabricated using the topmost metal 3 to minimize the series loss and
to maximize the distance of the inductor from the substrate. Metal 2 is used as the

“bridge layer” to make connections to the inner turn of the spiral.

Metal 3 R, =40mQ/sq [t =0.925 um | Coup = 7.9aF /um?
Metal 2 Ry =70mQ/sq |t =0.64um | Cyp = 12.4aF/um?
Metal 1 R, = 70mS/sq | t = 0.67 um | Coup = 30.8 aF /um?
Oxide Layer p=10"Q-cm [t=20um e=4

Epitaxial Layer | p = 15Q-cm =1lum e=11.9

Bulk Substrate | p = 0.1 Q-cm t=725um |e=11

Table 3.2: 0.35um CMOS Process Parameters

A die photo of the test layout of the inductors and transformer appears in Fig-
ure 3.8. All geometric layout parameters are given in Table 3.3. Note that layout
parameters are listed for the transformer primary winding only since the secondary
winding is identical.
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Device Inductance (nH) { A (um) [ w (um) | s (um) | N |
Inductor 1 4 150 8.5 075 | 6.5 |
|_Inductor 2 10 230 9.75 1 7.5
Transformer 9 200 8 1 6.75
(Primary)

Table 3.3: Layout Geometry of Inductors and Transformer

A computer simulator designed by Ali Niknejad , ASITIC [19], was used to extract
the electrical parameters for a lumped-element circuit model from the inductor’s
specifications. Tables 3.4 and 3.5 summarize the simulation results for inductors and

transformer, respectively.

Device L R | Csi | Cs2 | Rsy | Rs2 Sres
(nH) | () [ (fF) | (fF) | (82) | (@) | (GHz)
Inductor [ 1| 408 [ 116 128 [ 79.2 [31.3[24.7[ 7.07
21998 [ 188|273 [21.1 | 152|185 | 3.04

Table 3.4: Simulation results for the inductors

Device Ll Rl L2 R2 M k RG
(nH) | (@) | (nH) | (?) ()

Transformer | 9.06 | 25 [ 8.99 [42.7] 3 [0.333]-2.84

Table 3.5: Simulation results for the transformer

Here, an equivalent T-circuit model for a transformer is used for the simulation,
which is different from the model for two coupled inductors shown in Figure 3.5. The
T-circuit model is shown in Figure 3.9 below.

We measured these inductors and transformer, and the measurement results are
posted in Tables 3.6, 3.7, 3.8, and 3.9, respectively.

3.5.2 Adpvice for Laying Out and Testing Inductors and Trans-
formers

We sent several inductors and transformers to be fabricated, and we learnt that in
order to make the measurement successful, some essential points should be considered
before the layouts are started. First of all, it is necessary to send open pads with each
design. In some cases, short or through pads are also required. These pads are used in
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f (GHz) [ L (nH) | Rs1 (Q) | Rs2 (9) |
0.1 [ 45306 | 13.226 | 2.8481
1.0 | 46632 | 16.019 | 29.337
15 | 48146 | 19.488 | 45.449
20 | 49981 | 25688 | 62.881

Table 3.6: Measurement results for inductor 1

f (GHz) [ L (nH) | Ray (©) | Rz ()
0.1 10.41 | 24.962 | 6.6572
1.0 10.95 | 41.188 | 70.109
1.5 11.79 | 66.523 | 112.27
20 [ 11.634 | 123.96 | 148.59

Table 3.7: Measurement results for inductor 2

the de-embedding of inductors and transformers prior to their characterization. Sec-
ond, pads should be made in metal 3 only and be consistent with input/output types.
Signal input/outputs are either signal-ground (SG), ground-signal-ground (GSG), or
signal-signal (SS). Input/outputs can be selected depending on the requirements of
specific frequency, design, and signal count. Third, pads should match the size of
available probes and meet package requirements. Figure A.18 shows a pad layout for
the GSG probe with an interval of 240um between the center of the needles. Finally,
at least one ground pad is used for each probe and all ground pads must be electrically

connected together to provide a low impedance and a common ground node.

f (GHz) | L (uH) | Rs1 (2) | Rs2 () |
0.1 [ 88934 [ 21.078 | 5582
1.0 | 86087 | 36.311 | 54.139
15 191609 | 56.77 | 86.402
20 91278 | 95973 | 114.78
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Table 3.8: Measurement results for transformer primary winding




Lf (GHz) | L (nH) | R, () | B2 ()
0.1 7.908 | 52.209 | 4.957
1.0 7.977 | 72.371 | 50.164
1.5 7.16 | 94.324 | 67.461
2.0 6.493 | 137.57 | 81.969
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Table 3.9: Measurement results for transformer secondary winding
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Figure 3.6: Transformer layouts I: (a) Tapped, (b) Interleaved, (c) Stacked with top
spiral overlapping the bottom one, (d) Stacked with top spiral laterally shifted, (e)
Stacked with top and bottom spirals diagonally shifted.
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Figure 3.7: Transformer Layouts II.

Figure 3.8: Test Layout of Inductors and Transformer.

45



/W
-
=
VW

Figure 3.9: Equivalent T-circuit model for a transformer.
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Chapter 4

Design Goals and Approach

4.1 Introduction

The goal of this research was to design and implement an all-CMOS RF wideband,
low noise amplifier (LNA) that could be integrated into an all-CMOS receiver and
eventually an all-CMOS transceiver for wireless communications applications. The
majority of interest and activity for wireless communications systems is occuring at
frequencies below 2 GHz, although there is increasing interest at frequencies above
2 GHz [3]. In such a high-frequency band, most LNAs are neither integrated nor
CMOS. Hence this requires a different approach to LNAs.

CMOS faces some disadvantages that are less prevalent in silicon bipolar which
replaced GaAs as the dominant technology for the low-GHz range. In general, the fr
of CMOS process is much lower than that of bipolar process, and as a result, CMOS
is not as well-suited for high-frequency operation as bipolar. Moreover, bipolar tends
to have better gain capability than CMOS due to the better mobility of electrons
in bipolar. However, as mentioned earlier, CMOS does have its advantages, not the

least of which are its lower cost and its ability to be integrated.

4.2 Design Goals

As stated before, the overall goal of this project was to design an RF CMOS wideband
and low noise amplifier (LNA) that could be used in an integrated radio transceiver.
Many of today’s analog IC applications are being implemented with a power supply of

3.3 V or lower for many reasons, including power consumption and ease of integration
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with digital blocks. Since CMOS technology has the ability of operating at relatively
low supply voltages (e.g., 1.5-2.0 V), this LNA was designed to operate under a 2 V
power supply, setting that as one of the goals of this project.

The rest of specifications of the LNA are: -3 dB bandwidth range of 2 GHz, with
at least 20 dB gain and a noise figure (NF) less than 3 dB.

4.3 Approach

Once the overall requirements for the LNA have been decided, decisions on how to
implement it must be made. Things such as the choice of process, the number of

stages required and the types of stages have to be determined.

4.3.1 Process Choice

During the last few years, the wireless services industry has grown tremendously.
With the potential for low cost, low power consumption, small dimensions and weight,
and high reliability of the handset, semiconductor technology is challenged to integrate
as much of the transceiver circuitry as possible and especially the RF sections.

Modern designs of wireless communications transceivers employ different technolo-
gies depending on the operating frequency of each stage. Currently, Complementary-
Metal-Oxide-Semiconductor (CMOS) is the dominant technology used for integrating
the baseband functions including microprocessors, DSPs, memories and digital logic.
For the RF and IF parts of the transceiver, the chips are implemented using Bipolar-
Complementary-Metal-Oxide-Semiconductor (BiCMOS) or bipolar processes. How-
ever, many of the external components, such as switches and power amplifiers, are
still fabricated using gallium arsenide (GaAs) technology {34]. In order to obtain a
small-size, low-cost, low-power system, a single-technology scheme is preferred for the
maximum integration level. At this time, CMOS technology is the only solution to
integrate baseband, IF and RF modules onto the same chip due to its (i) low cost,
(ii) high integration levels, (iii) mixed analog/digital compatibility, (iv) low-voltage
capability, and (v) production maturity [35].

For current and next generation wireless systems, the high operating frequency

and steep performance requirements, conditioned under low power consumption and
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cost, complicate the design of the handsets [36]. Hence, RF capable semiconductor
processes face some very hard design conditions. To specify the special needs for RF
operation, the performance of semiconductor processes is typically measured with re-
spect to the active devices; that is the field-effect-transistors (FETs) [37]. A good RF
capable semiconductor process should at least provide (i) an electrically/thermally
insulating substrate to reduce parasitics, cross-talk, and thermal coupling, (ii) suf-
ficient gain of active devices at the operating frequency at low bias currents, (iii)
high linearity and low noise properties of active devices at low bias currents, (iv) low
loss interconnects, (v) accurate active and passive devices, (vi) low cost per square
millimeter, and (vii) high level of integration to minimize die size and hence cost.

With its 20-30cm wafers, CMOS technology offers the highest integration levels
at the lowest cost. In RF terms, the primary performance parameters are the unity-
current-gain-frequency (fr) and the maximum-oscillation- frequency (fmez). Each
of these parameters should be at least 10 times greater than the maximum system
frequency in order to ensure sufficient overall performance (38]. Thus, for RF designs
around 2 GHz, fr and f.: values should exceed 20 GHz. The main component
for RF CMOS design is the n-channel field-effect-transistor (NFET). For the RF
performance of this active device, the most dominant achievement is the continuous
down-scaling of the minimum feature size into the deep-submicron area. The min-
imum feature size is defined as the minimum allowed drawn gate length supported
by the process technology. As the minimum obtainable channel length is reduced,
yield and power performance are improved, as well as the noise performance. Most
commercial processes have already reached 0.25-0.5um, and a few prototype CMOS
processes have even crossed the 0.1um boundary. It has been verified that processes
with feature size lower than 0.5um should be able to operate in the 2 GHz range; in
processes with gate lengths less than 0.1um, fr values can reach the 150 GHz range
[39).

Although the primary objectives of increasing circuit speed and density are achieved
from reduced channel length, the primary obstacles including such short-channel ef-
fects as punch-through and hot-electron degradation arise in the deep-submicron era.
The different techniques are applied to scale down gate length, but they generally re-
quire scaling down of oxide thickness (t,.), reducing junction depths, and increasing
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the channel doping levels. All of these result in the increase of the transconductance
coefficient (1C,.) and parasitic capacitances [29]. Hence, according to the specifica-
tions of the LNA in this project, 0.35um CMOS technology was chosen.

4.3.2 Multi-Stage Design

In an amplifier specification where the necessary gain cannot be obtained in single
stage, the logical step is to try a multi-stage design, allowing the desired gain to be
spread over multiple stages, reducing the gain for each stage to a value that can be
achieved in one stage.

Using the Gain and Noise Figure equations for cascaded amplifiers discussed in
Chapter One, we see that the gain of the overall LNA is simply the product of the
gain of each individual stage. The equation for the total noise figure of a cascaded
amplifier is a bit more complicated. The noise figure of the first stage adds directly to
the overall noise figure, while the noise figure of subsequent stages are divided by the
total gain of all stages before that stage. This means the first stage performance of a
cascaded amplifier is very critical to the overall noise figure. Moreover, as discussed in
previous chapters, there is a tradeoff between gain and bandwidth. With the increase
of the number of stages, the overall bandwidth decreases while increasing gain. Due
to these restrictions on the wideband LNA design, one must realize that there is some
optimum point, and the best thing is not to have a large number of stages, and only
a minimal gain per stage. In this design, the optimum was a two-stage amplifier.
The first stage was designed to achieve both input matching and low noise operation
while the second stage is employed to provide good output matching.

Now that the number of stages have been determined, the topology of the various
stages must be determined. Circuit topology refers to all portions of the circuit: the
active devices, the biasing network and the input/output matching networks. In the
next chapter, the specific circuit-level implementation will be addressed.
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Chapter 5

Implementation

Once the architectural decisions have been made, the wideband low noise amplifier
must be realized in a circuit form. The desired -3 dB bandwidth should be realized

while maintaining as high a gain and low a noise as possible.

5.1 Circuit Design
5.1.1 Transistor Biasing

The biasing of the active device is a critical factor in the overall functionality of the
design. A good reference is insensitive to temperature, process, and supply voltage
variations. In CMOS integrated circuit design, the reference voltages can be derived
from the power supplies using resistor and the MOSFET [40]. Figure 5.1 shows the
basic idea. The voltage divider shown in Figure 5.1(a) is formed with two resistors. It
has the advantage of simplicity, temperature insensitivity, and process insensitivity,
that is, changes in the sheet resistance have no effect on the voltage division. The
main problem with this circuit is that in order to reduce the power dissipation (i.e.,
the current through the resistors), the resistors must be made large. Since large
resistors require a large area on the die, this voltage divider may not be practical in
many cases. In the following, the behavior of the last two circuits in Figure 5.1 will
be analyzed.

The Resistor-MOSFET Divider

The resistor-MOSFET voltage divider shown in Figure 5.1(b) is formed with a resistor
and an n-MOSFET. The reference voltage generated in this divider is equal to the V,
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ref

Figure 5.1: Implementation of voltage dividers in CMOS.

of the n-MOSFET. We know that when an n-MOSFET is operated with its channel
pinched off, that is, V4, > Vs — V; and V,, > V,, it is operating in the saturation

region. We can write

Ip = SV - W
‘/cc - ‘/rcf
= =g (5.1)
or the reference voltage is given by
21
Vier = Vi +1/ =2, (5.2)
B
where
W
b1 = pnCoz - L—l (5.3)
1

A modification of this basic divider is shown in Figure 5.2.

The MOSFET-only Divider

The MOSFET-only voltage divider shown in Figure 5.1(c) generates a reference volt-
age equal to the voltage on the gates of the MOSFETs with respect to ground. Since

Ip; = Ip;, we can establish the following equation:
%(‘/ref - Vss - ‘/tn)2 = %(Vcc - ‘/fef - !‘/tp!)z.

92



'A'A% O

l_q v N2 ¥
1

' Vref

Figure 5.2: Modification of the resistor-MOSFET voltage divider.

From here, the reference voltage is given by

V::c - “/tpl + \/g(‘/ss + ‘/tn)

‘/refz \/%-*-1 ’

By _ [Vee = Voer = Vel ]*
ﬂZ ‘/ref - ‘/ss - ‘/tn. '
if the reference voltage and the power supply are known. Notice that, here MOSFET-

or

only voltage divider is used between V.. and V,, which means the reference voltage
is equal to the voltage on the gates of the MOSFETSs with respect to V,,, instead of
ground.

In this project, the biasing circuit configurations are chosen as Figure 5.1(b) or
Figure 5.2 due to their simplicity and small layout size.

5.1.2 Input Stage

The input stage must be able to handle the input signal without contributing sig-
nificantly to the total distortion. In addition, its noise must be low since the noise
performance of the entire amplifier is determined mainly by the noise of the input
stage. Furthermore, the low noise and low distortion must be achieved without ex-
cessive power consumption [41], and 50 Q matching should be achieved at the input
as well.

The topology of the input stage for the LNA is shown in Figure 5.3, formed by

transistors 73 and T;. The input stage is cascoded for a number of reasons. The first
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is to minimize the effect of the Miller capacitance by forcing no amplification at the
output node of the lower device T3’s gate-to-drain overlap capacitance Cyq. Specifi-
cally, the Miller effect tends to substantially lower the input impedance, complicating
the task of matching to the input [42]. In addition to diminishing the Miller effect,
the use of the cascode gives better gain from its input to its output because of an
increase in the output resistance of the device. Furthermore, the cascode provides
good LNA's reverse isolation between its output and its input. In a standard, single
MOS device amplification stage, the output signal can be fed back to the input by
the gate-to-drain capacitance Cyq. At high frequencies, the impedance of this capac-
itance decreases, and more and more of the output will be fed back to the input.
The cascode, on the other hand, has no such a connection, and thus provides larger
amount of reverse isolation. Actually, the only way of feedback to the input from
the final stage is through parasitic interconnect capacitance, which can be minimized

through good layout.

Vbiasz O l T4

9

o

Figure 5.3: Input stage of the LNA.

As shown in Figure 5.3, the LNA must present the proper input impedance to
achieve input matching. For this purpose, inductive degeneration is employed in the
source of T3. This degeneration produces a real term in the LNA’s input impedance

that is used in matching to the source resistor R, = 50 2. The impedance matching
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network is formed by inductors L, and L, along with the gate-to-drain capacitance
Cys of T3. As discussed in Chapter 2, under matching conditions to R,,

wiCys(Lg + Ls) = 1, (5.4)
and
R, =L, 39’. (5.5)

It has been known that the quality factor @ of the matching network is also the
voltage gain between the LNA input and the gate of T3 [43]. As shown by equations

(5.6) and (5.7), 1

Q - 2gmw0Ls’ (56)
and
NF = 14y
- 7Q2 - gm R,
20)0L,
= 7
1+ 7Q R (5.7)

where v is a bias-dependent coefficient whose value can be taken as 2/3 for long-
channel devices, or 2-3 for short-channel devices. A higher ) requires lower g,, from
T3 and reduces the NF due to T3’s drain current noise. However, the use of high @ is
limited [43], since a high Q network results in large reactance levels associated with
Cys and Ly, compared to 50 2. In this LNA design, Q is limited to 2-3, which is

beneficial for reducing both current consumption and NF.

5.1.3 Output Stage

The output stage is shown in Figure 5.4. It consists of a bridging capacitor Cg and a
"T-coil” network which is the combination of three inductors (L,, Lo, and L3). The
use of the T-coil is for bandwidth extension. The combination of three inductors
can be realized conveniently as a pair of magnetically coupled inductors, namely, a
transformer which is shown in Figure 5.5(a) with controlled coupling. An equivalent
circuit model of such a transformer is shown in Figure 5.5(b).

From Figure 5.5(a), we can establish the following set of equations:

Vl = jwly 'il —JUM'iza (5.8)
V2 = —wM-I+ply- I (5.9)
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Vbias3°_‘*E.T3 -

Figure 5.4: Output stage of the LNA.

Equations (5.8) and (5.9) can be written as
Vi = (wLk+wM)- -5 —wM -5 = wM - I,
Vo = —jwM I — M-I+ 3(La+ M) - L.
On rearranging the two equations above,
Vi = w(Li+M)-h - M- (L + b), (5.10)
Vo = —pM-(L+5)+w(La+M)- L (5.11)

Equations (5.10) and (5.11) are the same set of equations as that for the circuit in
Figure 5.5(b), which is thus proven as the equivalent circuit for Figure 5.5(a). With
the coupling as shown,

L = Lop=(L1+ M)+ (L2+M)=L, + L, + 2M, (5.12)
Loc = (Li+M)—-M=1L,, (5-13)
Lie = (L2+M)—M=L,, (5.14)

where the addition of mutual inductance —M in the equivalent circuit produces the

correct self-inductance. The coupling coefficient is always positive, and can be defined
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Figure 5.5: (a) Coupled inductors forming a T-coil, (b) Equivalent circuit with mutual
inductance M.

! (5.15)

The application of the T-coil for bandwidth enhancement has resulted in general
form of the bridged T-coil circuit depicted in Figure 5.6. The coil is terminated in
Ry, but the load Cy, is connected to the center-tap. We can see that at DC, the input
impedance Z;, of the T-coil is R;. At high frequencies, due to the bridging capacitor
Cp, it is also R;. The derivation of the input impedance is given in [52]. Let us
assume that L, = L, = L;, and introduce additional limitations:

_ Cr.1—-k
Cg = n 1+k)’ (5.16)
L = R:Cp, (5.17)
L
L1 = L2 = 2(k—+l)- (5.18)
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Here k = M/L,; as usual. For Z; = 1/sC, the transfer function for the load is

R

1+ %RLCLS + i(i—_’;:-)R%C%s? )

2s) = (5.19)

The derivation of the transfer function is rather difficult and is given in [52] as well.
The form of the transfer function is the same as that for the series peaking circuit
but with twice the speed improvement. For maximally flat amplitude (MFA), namely,
the Butterworth-type response, the transfer function is expressed as
Yo R
L 1+v2P+P?
Comparing the denominator of equation (5.20) with that of equation (5.19), we can

(5.20)

see that
1-k%
1+k

1
1T RiCEs* = P,
and

%RLCLS = \/2-P

Solving the above two equations, we get the coupling coefficient

1
k=-
31

and
P? = -;-R%C%sz. (5.21)

As we know, the -3 dB bandwidth is found in the usual way by setting the magnitude
of equation (5.20) to 1/v/2. Assuming P = jQ2, then we can set up the following

equation
11
(1-Q2)24202  2°
Substituting the result of 2 = 1 into equation (5.21), we obtain that

1
—R;Crw_345 = 1.
‘/g LU LW_3dB
Then
1
W_3dig = 2.83 R.Cy . (5.22)

This is the greatest bandwidth improvement, nearly three times that of the original
RC circuit. It is shown that a coupling coefficient of 1/3 yields an MFA response,
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while a & of 1/2 leads to maximally flat group delay (MFED) if the same analysis
is applied. These coupling coefficients are not too large, thus they are not hard to
implement in practice.

As we discussed in Chapter 3, to save the die area, a transformer can be imple-
mented as a pair of spiral inductors that have been placed on top of each other and
offset appropriately to obtain the desired amount of coupling. If a small bridging
capacitance is added across the inductors to create a parallel resonance, a further
improvement can be achieved. The increased circulating currents associated with the

resonance help to push the bandwidth out even further [9].

5.1.4 Theoretical Calculations

Prior to the calculations, some useful parameters and results for a MOSFET in the
typical 0.35um technology will be summarized. In this project, only n-channel MOS-
FETSs are considered and utilized.

The threshold voltage for an n-channel MOSFET, V;, is approximately 0.6V. The
dielectric constant of the gate oxide, ¢, is 0.35x 10~ 13 F/m. The gate oxide thickness,
toz, equals 0.73x107%m. Since the gate-oxide capacitance per unit area, C,,, can be
expressed as

&
Cpe ==

tozr
Substituting €, and t,; into the above equation, we can obtain that C,; is equal to
4.7945x 107" F/cm?. The transconductance parameter for an n-channel MOSFET is
given by

KPn = ”ﬂ - Coz, (5-23)
where u, is the mobility of the holes in an NMOS transistor, whose typical value

in the 0.35um CMOS process is 424 cm?/V - sec. The transconductance parameter,
KP,, is calculated by substituting u, and C,. into equation (5.23), which results in
a value of 203.3 pA/V?2. Furthermore, another transconductance parameter for an
n-channel MOSFET, f3,, is defined as

fo=KP.- 2. (5.24)

As discussed earlier, the drain current (Ip) for the n-channel MOSFET operat-
ing in the saturation region can be calculated using equation (5.1), which can be
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represented as

Kpn W ﬂn
Ip = 5 ~-L--(V_,,,—V,)2=?(Vg,—V,)2,
for Vis > Vye — V; and Vs > Vi (5.25)

Also, the transconductance g,, can be written as

gm =V 2Ip\/ pmCocW/L = \/2Ip - Bn. (5.26)

The gate-source capacitance of the MOSFET in the saturation region, C,,, is given
by

Cpo = §WLC“; (5.27)
and the unity gain frequency, wr, of the n-channel MOSFET is
—9nm
“}2. h Cg, . (5'28)

Calculations for Biasing Circuits

In this project, the transistors biasing circuit for the cascoded input stage of the
LNA is shown in Figure 5.7, which is the combination of Figure 5.1(b) and Figure
5.2. Assuming that V.. = 2V, Vi1 = 0.8V and Vjiee2 = 1.5V, when R; < R,, it can
be easily found that Vi =~ Vg, and I; >~ Ip. From equations (5.1), (5.2) and (5.3),
a new equation can be obtained:

Vee = Vbias1 L

. -— 2: . ——— —
(Voo = V0" =2 =5 " W,

(5.29)

Then

2x(2-08)V ___0.35pum
(0.8 —0.6)2V2 203.3uA/V?
where R; is in 2 and W) is in pum. Assuming that R, is set to 400 2, then from the

above equation, W; can be calculated to be 258.5 um.

RI'W].:

=1.034 x 10°Q - um,

Similarly, the product of Rz - W> can be found the same way. From the following

equation:
Vo — Vi Lo
Vieoo — V2)2 = . 2cc — Ybias2 2
(Veiasz —V2)" =2 Ry-KP, Wy’

R3-W; can be calculated as 2128.57 Q- um. If R; is chosen as 2K(2, then W, is equal
to 1.06un..



Calculations for Input Circuit

The input stage of the wideband LNA is shown in Figure 5.3. Assuming Ip = 5mA,
from equation (5.25), we can obtain that

_ 2-Ip-Ls
"~ KPn- (Vhia — Vi)*

W3

Substituting values into the above equation, we get

_ 2x5x 10734 x 0.35um
"~ 203 x 10-6A4/V2? x (0.8 — 0.6)° V2

Ws = 431um.

The transistor T3’s transconductance g3 is given by equation (5.26), then it can be
calculated as

gm3 = \/2Ip- KP,-Wi/Ls
= /2 x5 x 10734 x 203 x 10~64/V2 x 431um/0.35um
= 0.054/V.

Using equation(5.27), Cy, can be found as
2

Coe =3

x 431um x 0.35um x 4.7945F /cm? = 0.482pF.

In order to match the input impedance to source resistance (R, = 5012), a set
of matching conditions should be satisfied. From equations (5.4) and (5.5), we can
obtain that

Ly, =R, -Cys/9m = 50 x 0.482 x 10712/0.05 = 0.482nH.

If Lg > L, and the operating resonant frequency f; is set to 1.9 GHz, then

1
Lg = wngg,
. 1
(27 x 1.9 x 10%)2 x 0.482 x 10—12
~ 14.56nH.

As unit gain frequency wr can be expressed as equation (5.28), substituting the values

of gm and C, into it, we can obtain that

1 gm 0.05

2r C,, 2mrx0482x10-12 16.51GH=.

fr=
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From equation (5.6), the quality factor Q of the matching network can be found

1

Q - 2gmw0Ls
_ 1
T 2x0.05 x 27 x 1.9 x 10° x 0.482 x 109
= 1.738.

The noise figure NF can be obtained from equation (5.7). For long-channel devices,
v = 2/3; the best-case of NF can be calculated as

1
NF,: = —_—
best 1+7Q2’ngs
= 1+gx 1
o 37 1.7382 x 0.05 x 50

= 1.09.

While the worst-case of NF can be obtained, when v = 3 for short-channel devices.

The calculation can be expressed as follows:

1

T7382 <005 x50~ -+

Calculations for Output Circuit

In Figure 5.4, the output stage of the wideband LNA is depicted. If the 10 dB
voltage gain (A, )qp is required and the load resistor (R.) is set to 200 2, then from

the following equation:

Au = Ggma - RL7 (5'30)
the transconductance gn4 can be obtained as:
1010/20

As shown in Figure 5.3, we can easily find that Ips = Ips and L; = L4, then from
equation (5.26), gn, is obviously proportional to vW. Hence, W; can be set up as
2
W4 = (gﬂ) - W3.
9m3
Substituting the given values into the above equation, the width of the transistor T}

is equal to
_ (0.016
=

2
W) x 431um = 44.13um.
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As stated in the early part of this chapter, the bandwidth can be almost tripled if
the coupling coefficient (k) of the T-coil in the output stage equals 1/3 which leads to
a Butterworth-type (maximally flat amplitude) response. Then let us choose the load
capacitor with the capacitance of C; = 600fF and k = 1/3. From the output stage
equations (5.15), (5.16), (5.17) and (5.18), the bridging capacitor Cg, the primary or
secondary inductance L, or L, (L; = L;) and the mutual inductance M which are

the components of the "T-coil” network, can be calculated as follows:

_ 600fF1-1/3
Cs = 4 1+1/3“75fp’
L = 2002x600x10‘15=24nH,
24
L= L=srmrm =
M = §x9=3nH.

As -3 dB bandwidth can be obtained from equation (5.22). For the given R; and C,

we can get that

1
200 x 600 x 10-15

w_3qp = 2.83 x = 2.358 x 10rad/sec.

5.2 Wideband LNA Layout

The circuit design process is a trial and error process with many attempts; the com-
pletion of the circuit design sets up the stage for the next important step, namely,
the layout of the LNA. Since the layout adds considerable capacitance to each node,
especially the sensitive nodes in the signal path, care must be taken to minimize re-
sistive losses across metal lines, and to ensure that other losses in the circuit do not
diminish the overall performance of the circuit achieved in the previous design.

5.2.1 Active Device Layout

The first important point to realize is that the transistors must be drawn in such a
fashion that the RC time constant of the physical gate does not adversely impact the
signal drive. Typically, transistors in analog circuits are much wider than transistors
in digital circuits. In practice, active devices with widths of several hundred or
even thousand um are possible. The devices used in this design are large, therefore
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they cannot just be laid out as one physically long transistor. The input signal has
frequency near 1.9 GHz, and so if the physical resistance of the poly-silicon gate in
series with the gate capacitance of the device has a very slow time constant, the
signal driving the transistor itself will be interrupted. The simplest way to solve this
problem is to use a comb structure, where a wide transistor is composed of smaller
transistors connected in parallel.

A simplified layout of this approach is shown in Figure 5.8(a), where four tran-
sistors that have a common gate are connected in parallel. Figure 5.8(b) shows the
circuit corresponding to the layout in Figure 5.8(a), where the transistors have been
drawn in the same relative positions. Figure 5.8(c) shows the same circuit redrawn
differently, where it is clear that the circuit consists of four transistors connected in
parallel. These four MOSFETSs operate as a single MOSFET with a width equal to
the sum of the individual MOSFET’s widths, assuming equal lengths. Notice that
node 2 has a much greater junction capacitance than node 1, because node 2 has a
larger total junction area and especially a larger perimeter. Thus, when the equivalent
transistor is connected to a circuit, node 1 should be connected to the more critical
node. Also notice that the large number of contacts in wide junction regions are used
to minimize the contact impedance, and thus to greatly minimize voltage drops that
would occur due to the relatively high resistivity of silicon junctions compared to the
resistivity of the metal that overlays the junctions and connects them. With this
layout, two benefits are achieved: (1) smaller layout size and (2) reduction of source
and drain depletion capacitances.

Practically, the maximum width of a single finger of the comb MOSFET device
structure is limited to 200um in 0.35um CMOS process. As we know, the value of
frmaz for MOSFET can be expressed as follows [44]:

Fraz = e e,
2,/27 frRyCoa + Gas Rin

where Gy, is the output conductance, R;, is the input resistance consisting of the

(5.31)

gate, source and channel components, and Ry is the distributed gate resistance. The
gate resistance, Ry, is a dominant parameter governing fm,. which is simply given by

3] RyW
_ Ry
Ry =L, (5.32)
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where Ry is the poly-silicon sheet resistance, L is the gate length, W is the total gate
width and n is the number of gate fingers.

From equations (5.31) and (5.32), we find that for fixed unit finger width W,,,
two times increase of n produces two-fold R, reduction and two-fold C,q and Ggs
increase, thus resulting in no variation of fn.,. While for fixed total width W, two
times decrease of W, leads to four-fold R, reduction, in turn V2 times increase of
fmaz- The value of fn,: increases with reducing unit finger width W,,, but the increase
rate of fr.- decreases for 5um of W, because the term of G4, R, in equation (5.31)
becomes dominant. Therefore, W, of 10-15um is the optimal width range to obtain
the good RF performance for 0.35um poly-silicon gate MOSFETs. For example, the
size of 360um/0.35um transistor in this design is split into 36 smaller transistors
connected in parallel, with each having the 10um width. The layout of this transistor
is shown in Figure A.l.

5.2.2 Capacitor Layout

As passive components, capacitors play an important role in MOS technology. Many
MOS technologies that are used to implement analog functions have two layers of
poly-silicon. The additional layer provides an efficient capacitor structure and an
extra layer of interconnection. The plan view of a typical poly capacitor structure is
shown in Figure 5.9. The plate separation is comparable to the gate oxide thickness
(toz) of the MOS transistors. Usually, the bottom plate of the capacitor will be the
first layer of poly-silicon. The interconnection of the top plate, which is also poly-
silicon, can often be done in the first-level metal with contacts to the poly-silicon
plate. Ideally, capacitance is given by
Ci= =4 = Ca XV, (5.33)
where ¢, is the electric constant of the gate oxide, C,; is the gate oxide capacitance
per unit area, and A;, X; and Y; are the area, length and width of the capacitor,
respectively.
An important aspect of the capacitor structure is the parasitic capacitance associ-
ated with each plate. The largest parasitic capacitance is formed by the bottom plate
and any conductors beneath it, which could be either the substrate or a well diffusion
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in CMOS whose terminal is electrically isolated [6]. This bottom-plate parasitic is
proportional to the bottom-plate area and its typical value is as large as 10 to 30
percent of the main capacitance and often severely limits circuit performance.

The top-plate parasitic is caused by the interconnect metalization or poly-silicon
which connects the top plate to the rest of the circuit, plus the parasitic of the
transistor to which it is connected.

In this project, capacitors are taken square, where the side-length X is equal to
the side-width Y;. From equation (5.33), the ideal capacitor size can be derived as
1Y
ok

where C,;, the gate oxide capacitance per unit area, is approximately 889.9 aF/um?

A=XY,=X2= (5.34)

for the CMOS 0.35um process. For example, to build up a 90fF poly-poly capacitor,
the ideal side-length of the square will be chosen to be 10.06um, according to equation
(5.34). Actually, error exists between the true capacitor size and the ideal capacitor
size. Normally, the size of the ideal capacitor is larger than that of the practical
one. The major sources of the error in realizing capacitors are due to over-etching
which causes the area to be smaller than the area of the layout masks, and an oxide-
thickness gradient across the surface of the microcircuit. The former effect is usually
dominant and can be minimized by placing a number of smaller, unit-sized capacitors
in parallel with the overall capacitance being the desired capacitor, similar to what
is usually done for transistors. The latter effect can be minimized by interspersing
the unit-sized capacitors in a common-centroid layout so the gradient changes affect
both capacitors in the same way. Since oxide-thickness variations are not large in a
small area, this common-centroid layout is not used. In this project, these two ways
to minimize the capacitor error are not applied, because the capacitors are not too
large. The layout of the poly-poly capacitor with 90fF capacitance is illustrated in
Figure A.2.

5.2.3 Resistor Layout

Integrated resistors can be realized using different conductors. A popular choice is
poly-silicon, which is a deposited and etched material and is more resistive than
metal. However, these days most poly-silicor: is silicided specifically to reduce re-
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sistance. Other choices include diffused or ion-implanted regions such as junctions,
wells, or base regions. Another possibility is deposited and etched thin-film resis-
tors. Among all these resistor materials, poly-silicon resistors have a reasonably low
parasitic capacitance per unit area, the lowest voltage coefficient and a moderate
temperature coefficient. These are the major reasons why poly-silicon resistors are
preferred over other types of resistors even though they often require more area due
to the low resistivity.

Regardless of the type of resistor used, the total resistance equation is given by

L
R= Ry, (5.35)

where L is the length of the resistor, W is the width of the resistor, and Ry is the

resistance per square. Usually, Ry can be expressed as

Ry = %, (5.36)
where p = 1/(qu.Np) is the resistivity, t is the thickness of the conductor, and Np
is the concentration of carriers, which we assume are electrons. Since poly-silicon
resistors are usually doped by p*, the concentration of holes, the expression of the
resistivity can be rewritten as p = 1/(qu,p*), where p, is the hole mobility.

Usually, the nominal resistivity of most poly-silicon layers that are utilized in
standard CMOS processes is in the vicinity of 5 to 10Q/[] [9], so poly-silicon is mainly
for moderately small-valued resistors. In order to obtain medium-sized resistors,
a serpentine layout is used which is similar to that shown in Figure 5.10. When
calculating the total resistance of such a structure, we must take the bends and the
end contacts into consideration. For example, each bend contributes 1.1um length
and each finger contributes 7.65um length in this project. For the structure shown,
a total of 10 fingers and 9 bends contribute 76.5um and 9.9 um length, respectively.
Thus, the total length of the resistor is 86.4um. If the resistivity of the resistor is
8.12/[] for 0.35um CMOS technology, according to equation (5.35), then the total

resistance is
86.4
R‘a%

The layout of the poly-silicon resistor with resistance of 200012 is shown in Figure

[ x 8.1Q/[] ~ 2000Q. (5.37)
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A.3. Notice that an additional impedance due to the contacts should be added to the

total resistance.

5.2.4 Final Circuit Schematic and Layout

The final circuit schematic, along with all coupling capacitors and inductors as well as
the DC bias at each node, is shown in Figure A.4 with detailed component values and
Figure A.5 with detailed DC operating points. The final layout is shown in Figure
A_.6; note that parts A and B are shown in detail in Figures A.7 and A.8. This circuit
which we refer to as LNA1 is designed for the voltage gain with 10 dB; only single
cascoded stage is utilized. The finished LNA1 appears cleanly as shown in Figure
5.11.

While another kind of final full circuit schematic designed for the voltage gain
with 20 dB is illustrated in Figure A.9 with detailed component values and Figure
A.10 with detailed DC operating points. In order to obtain the necessary gain, two
cascaded stages are applied to this circuit (LNA2) with the first stage implemented
using the cascoded design. The final layout is shown in Figure A.11 with details of
parts A and B given in Figures A.12 and A.13. The theoretical calculation procedure
is very similar to that in the single stage. Here it is omitted. The finished LNA2
appears cleanly as shown in Figure 5.12.

Notice that, the feedback capacitor Cr; with the capacitance of 90fF in LNA1 and
Cr with the capacitance of 50 f F in LNA2 are both used to prevent the circuit from
overshooting and ringing. Furthermore, each bond wire and connection pin on the
package accumulate approximately 5nH of inductance. It should be taken into account
in creating the schematics. At frequency beyond 1 GHz, this inductance dominates
the input and output impedances and creates noticeable negative feedback between
stages of the amplifier. In order to reduce this negative feedback, it is necessary to
separate the power and ground bond pads used in different stages. The pads shown
in the layouts are specially for RF applications. The detailed pad layout for GSG
signal is shown in Figure A.18.

The component values and transistor widths for the designs are given in Table 5.1.
The total layout area for LNA1 (see Figure A.6) is 1000um x 1500um, and 1500um
x 830um for LNA2 (see Figure A.11).
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| Parameters | LNA1l | LNA2

Mz (;un) 1.8 6
M (um) | 90 150
M, (um) | 360 | 375
M;s (pm) - 150
R, (Q) 400 | 525
R () | 2000 | 2000

R; () - 225
R. (Q) 200 | 100
L, (nH) 4 10
L, (nH) 9 9
L2 (DH) 9 9
M (uH) 3 3

C. (fF) 50 50
Cs (fF) 50 50
Cr (fF) 90 50

Table 5.1: Design circuit parameters
5.3 Simulation Results

Transistor level simulations for two schematics illustrated in Figures 5.11 and 5.12
are performed using the Analog Artist, Composer workflow and the SpectreS circuit
simulator from Cadence 0.35um CMOS technology. The wideband LNAs are both to
be driven by 100V AC signal. Figures A.14 (a) and A.14 (b) respectively show the
output voltage and the input impedance versus frequency, which correspond to the
one-stage wideband LNA schematic. The output impedance characteristics for the
same schematic is shown in Figure A.15 as well. Similarly, the corresponding voltage
at the output of the second stage, the input impedance and the output impedance
versus frequency for the two-stage wideband LNA are shown in Figures A.16 (a),
A.16 (b) and A.17, respectively.

The simulation results for two LNAs are summarized in Table 5.2. Here, I, I> and
I are stage currents. All the results almost meet the design requirements. One point
needs to be mentioned is that both designs achieve the input impedance matching

when the frequency is below 1 GHz. But for the output impedance case, it is worse.
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Parameters | LNA1l LNA2 |

I, (mA) 3.246 | 2.772

I, (mA) 5.037 | 3.844

I; (mA) - 9.759
Teotas (MA) 8.283 | 16.37
Vour (£V) 3202 | 7317
Gain (dB) 10.35 | 17.29

-3dB BW (MHz) 2038.24 | 1941.48
Power consumption (mW) | 16.57 32.74
Z. @1 GHz 55.33 | 59.96
Z:n @2 GHz 80.72 | 85.26
Zow @1 GHz 97.96 | 91.95

" Zow @2 GHz 105.24 | 151.62

Table 5.2: Summary of simulation results for two LNAs (V.. = 2V; V;, = 100uV)
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Figure 5.6: (a) Bridged T-coil with C;, load, (b) Equivalent circuit.
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Figure 5.7: Biasing circuit for the cascoded input stage of the LNA.
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(a) the layout, (b) the schematic drawn in the same relative positions as the layout,
and (c) the circuit redrawn to make the parallel transistors more obvious.
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Chapter 6

Experimental Results

Both wideband LNAs are fabricated in a three-metal, 0.35um CMOS process offered
by Taiwan Semiconductor Manufacturing Company Ltd. (TSMC).

6.1 Overview

The general setup for electronic measurements consists of three elements: the device
under test (DUT), the measuring probes and the measuring instruments; this is shown
in Figure 6.1. Such a setup is valid for both low frequency and high frequency
measurements. However, the components in the setup differ depending on the range
of frequencies at which the measurements will be done. At low frequencies, the
measuring instruments are mainly oscilloscopes and digital multimeters, while at
high frequencies, network analyzer and spectrum analyzer become the key measuring
instruments. Also, for low-frequency tests, the probes could be any kind of electrical
wires. For RF and microwave tests, measurements can be done using either wafer
probes, coaxial cables or SMA connectors. For RFIC measurements, two methods
can be applied. One is to use PCB test fixtures; the other is on-wafer measurement.
Since measurement on-Silicon-wafer can be completed without having to bond them
into fixture [47], it is more direct, immediate and accurate. Therefore, the on-wafer

measurement method is chosen in this project.

76



DUT

< Probe } Measuring Instrument

\———Test Point

Figure 6.1: General setup for electronic measurements.

6.2 Test Equipment

The measuring instruments used in the testing are listed in this section. All DC
voltages were measured with a Fluke Model 75 Digital Multimeter (Accuracy: +
0.5% = 1 Digit). All amplifier currents were measured with a Fluke Model 75 Digital
Multimeter (Accuracy: + 2% =+ 1 Digits). The S-parameters were measured with the
HP 85046A S-Parameter Test Set (300 KHz - 3.0 GHz), and the HP 8753A Network
Analyzer (300 KHz - 3.0 GHz) which was calibrated by GGB Industries Calibration
Substrate CS-8 Kit. A Brunelle Model 1040 Power Meter was used to supply 2-V
DC voltage. In addition, HP 8495B Attenuator, Cambridge Instruments StereoZoom
6 Photo microscope, GGB Industries Picoprobe station, and Newport 460A Series
for signal-ground (SG) and ground-signal (GS) wafer probes were used as well. All
measurement results were plotted with a HP 7475A Plotter. All measurements were
made with both input and output terminated in 50 Q2 SMA loads.

6.3 Chip Testing

The final step in this project is to test the chips. All measurements were performed
using bare dice fixed on a piece of glass by vacuum suction and probed by the GS
and SG wafer probes. The wafer probes were connected to a probe station that
allow the movement of the probes in the z, y and z direction. The other end of the

probes were then connected to the measuring instruments through SMA connectors
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and 50 2 coaxial cables. The microscope was used to help make proper contact of
the spring loaded tips of the probes with the surfaces of the RF pads. As we know,
accuracy in network analysis is greatly influenced by factors external to the network
analyzer. Parts of the measurement setup such as interconnecting cables and test sets
all introduce variations in magnitude and phase that can mask the actual performance
of the DUT [48]. Hence, the calibration step before the DUT is actually measured
is necessary. Here the Model CS-8 calibration substrate, a standard to which the
measurement system (network analyzer + cabling + probe) can be connected, is
used for calibrating out the unavoidable errors and losses in the network analyzer, its
associated cabling and the probe for the on-wafer testing [49]. Three major calibration
methods have been developed to calibrate network analyzer systems: SOLT (Short,
Open, Load, Through), LRM (Line, Reflect, Match), and LRL (Line, Reflect, Line).
The SOLT method is the most commonly used which was applied for this project.

Figure 6.2 illustrates the frequency response experimental setup. Here the probe
station described above is not shown in figure. The S-parameters of the chip can
be measured using the HP 8753A network analyzer. Note that the network analyzer
requires a signal level at the R input in the range of 0 to -35 dBm to phase lock the
internal source [48]. Therefore, a signal of -10 dBm was input to the chip. An external
attenuator with attenuation of 10 dB was used here. The nominal supply voltage of
the fabricated amplifier (LNA1) was 2 V. The measurements were performed by a
wafer probing system. The pads connected at the output of the LNA1 facilitate direct
measurement of the performance of the wideband LNA.

The wideband frequency response calibration with 10 dB attenuation is shown in
Figure 6.3. Figure 6.4 is the input reflection coefficient, S;;, of the wideband LNA1.
A return loss of -14.7 dB is usually adequate to obtain a satisfactory response. Figure
6.5 shows the voltage gain of the LNA1 at 2 V. The amplifier provides a forward gain
So; of 11.64 dB, swept from 300 KHz to 400 MHz. While the -3 dB bandwidth ranges
from 300 KHz to 642 MHz. The measured reverse gain S}, and output reflection
coefficient Sy, are shown in Figures 6.6 and 6.7, respectively.

An overview of the measured parameters of the fabricated LNALI is given in Table
6.1, showing well defined gain, low output reflection coefficient and excellent reverse
isolation. Notice that the measured -3 dB bandwidth is quite different from that

78



expected. After checking the final layout, the reason is found: the capacitive load

was forgotten to be drawn in the layout, while it was included in the schematic.

LNA1l Measured Parameters
Supply voltage (V) 2

Total current (mA) 7.21
Power dissipation (mW) 14.42

-3 dB Bandwidth (MHz) 0.3 - 642
Forward gain S;; (dB) 11.64
Reverse isolation Sy, (dB) <-32
Input reflection coefficient S;; (dB) -14.7
Output reflection coefficient S2, (dB) -12.7

Table 6.1: Summary of LNA1 measurements

A die photo of the experimental chip (LNA1) is shown in Figure B.1. The active
area is 1x1.5 mm?. Figures B.2 is the photo for the inductor with inductance of
10nH; and Figure B.3 is the photo for the stacked transformer with the primary and
secondary winding of 9nH each and coupling coefficient k = 1/3.

The measurements of LNA2 follows the same procedure as that of LNA1. It seems
that the So;, the gain from input to output, is negative. In fact, it is a kind of atten-
uation rather than the gain through the chip. The reason for this is determined after
reviewing the layout and testing the DC operating voltages of the NMOS transistors.
From the LNA2 layout, we can see clearly that metal traces in power nets are quite
narrow, which are connected to the power supply pads. Therefore, the traces will
be damaged when the current goes too high. Furthermore, the input DC voltage,
namely V,, of transistor M3, is much larger and the output DC voltage, namely V4, of
transistor Ms in the final stage, is much smaller than the desired values, respectively.
This may cause violation in the transistor working equation (Vs — Vg < V). As a
result, the transistors would not work properly. In addition, the capacitor at the load
is still missing.

Another big issue for on-wafer S-parameter measurements is de-embedding the
parasitics of external interconnects and pads. When performing high-frequency mea-
surements on wafer, a two-step correction procedure has to be followed [50]. First,
the measurement system has to be calibrated, defining a reference plane for the S-
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parameter measurements at the probe tips using a standard calibration technique
(SOLT) which is described in the earlier part of this chapter. Second, the on-wafer
parasitics have to be characterized, so that from the measurement the actual para-
meters can be obtained. Usually, a ceramic impedance-standard-substrate (ISS) con-
taining high precision calibration standards is used for on-wafer measurements [51].
Provided the substrate containing the DUT has similar loss and coupling characteris-
tics as the ISS, this type of calibration will offer a calibrated reference plane close to
the probe tips. Since high-loss silicon CMOS substrate can not be easily represented
by a stand-alone ISS, an alternative is to implement a calibration kit which resides
on the same wafer as the DUT. By this approach, measurement pads and external in-
terconnects can be included in the calibration and thereby de-embedded. Among five
different de-embedding methods (open pad, open/short, open/short/ thru, two-port,
and 3-step de-embedding), only open/short de-embedding (OSD) was applied in the
LNALI1 design. As we know, interconnects in CMOS technology are typically realized
using aluminum traces. Since the ISS uses gold for metalization, this means that the
contact impedance increases when the probes are lifted from the ISS onto the CMOS
chip. This additional series loss can be determined by adding a short standard to the
set. The detailed analysis and the steps for the de-embedding realization will not be
addressed here.
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Chapter 7

Conclusions

In this chapter, we will summarize the results of the thesis and discuss some related

future research topics.

7.1 Thesis Summary

This work attempted to design and build a prototype RF CMOS wideband low-
noise amplifier that could be applied in a wireless RF receiver front-end. Several
LNA architectures were reviewed, and the methods for wideband amplification were
discussed in Chapter 2 of the thesis. Two full-CMOS RF wideband LNAs were
designed in a 0.35um CMOS technology: LNA1 had a 17 dB voltage gain with -3 dB
bandwidth of 1.9 GHz, and LNA2 had a 10 dB voltage gain with -3 dB bandwidth of
2 GHz in simulations.

Both of the LNAs were implemented using a bridged T-Coil at the output stage
which have been realized by a pair of magnetically coupled inductors, which forms a
transformer. This is a new technique for bandwidth extension. The cascoded input
stage was used in both designs, so as to minimize the Miller effect, as well as to achieve
better gain and higher reverse isolation between the output and the input. The on-
chip spiral inductors and transformers were analyzed and simulated using a custom
CAD simulator ASITIC (Analysis and Simulation of Inductors and Transformers in
Integrated Circuits). The inductors, transformers and the two final LNA circuits were
all laid out using 0.35um CMOS process.

Two LNA circuits were fabricated by CMC, and tested in TRLabs of Edmonton.
The measurement results for the first kind of wideband low-noise amplifier, LNA1,
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were able to verify the results obtained from the simulations. While LNA2 could not

meet the design requirements. The reason was described in Chapter 5 of the thesis.

7.2 Improvements and Future Work

Further extensions and improvements along the lines of the thesis are possible; how-
ever, due to limitations of time and scope, these are not pursued in the thesis, but

are discussed below:

e Due to the limitation of the time, noise figure was not simulated during the LNA
schematic design process. Such a simulation would be done using the Cadence

SpectreS simulator.

e Since some instruments for the noise figure measurement were not available at
the time of the testing, the measurement of the noise figure was not finished.

It would be completed with proper instruments.

e Some corrections for the layout errors discovered in LNA1 and LNA2 will be
made, such as widen the power nets which are connected to the power supply

pads, and adding the missing load capacitors.

e In addition to the simulation of the schematic, the extracted circuit generated
from the layout would be simulated as well. Any necessary changes to the layout
would be made before the final design is sent to manufacturing. By this way,
more accurate simulation results would be obtained. Furthermore, time and

cost will be saved.

e One of the de-embedding techniques (OSD) has been applied in the design; it
has not been performed in the testing process. In [51], the detailed analysis on
the OSD de-embedding method was described. Several steps can be followed to
realize the de-embedding: (1) subtracting the estimated impedance, Z;, from
the measured input and output impedances of the DUT including pads and
interconnects; (2) converting the resulting Z-parameters into Y-parameters;

and (3) subtracting the estimated admittance, Y,, from the measured input



and output admittances of the DUT including pads and interconnects. In this
case, we assume that
Z;
Y, =

Zi,s:

1

Zi,o - Zi '

where Z; , and Z; , denote the measured input impedance of the short standard
and input impedance of the open standard, respectively. A software program

written by Mr. Yasser Jamani from CMC will be required in steps 1 and 3.
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Part A in Figure A.6 in detail.

Figure A.7
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Figure A.8: Part B in Figure A.6 in detail.
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Final schematic of LNA2 with components values.

Figure A9
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Die photo for the inductor with

Figure B.2
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ie photo for the stacked transformer (P
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