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Abstract 

Descriptor-based computational studies hold great promise for a more efficient optimization 

strategy for froth flotation of metal sulfides. To achieve this, fundamental insights into the 

ligand–metal sulfide interaction mechanism and identification of an effective descriptor 

possessing a predictive power toward the ultimate flotation index are highly desired. In this 

thesis, we have focused on understanding the trends in catalytic activity of metal sulfides for the 

oxygen reduction reaction (ORR) and the relative hydrophobic functionality of ligands toward 

metal sulfide using density functional theory (DFT) calculations. Thermodynamic calculations 

along the ORR elementary steps reveals that the catalytic activity trend of metal sulfides for 

ORR relates to its binding affinities toward ORR intermediates. This eventually led to the 

establishment of the S-3p band center as the descriptor linking the intrinsic attribute of metal 

sulfides with the corresponding catalytic ability. This descriptor also permits accurate prediction 

of the type of the anodic reaction product (X2 or MX2) between metal sulfide and xanthate. 

Regarding the surface hydrophobization of metal sulfides (galena and sphalerite), it is 

demonstrated that the chemical bond between the commonly used S/O-terminated ligands and 

metal sulfide is essentially ionic with limited covalency. This is in stark contrast to the 

conventional perception of these bonds. Moreover, instead of the generally used binding energy 

concept, we proposed that the electronegativity of ligand captures the relative ligand–metal 

sulfide bond ionicity, and it can potentially serve as the descriptor with respect to the 

hydrophobic functionality of the ligands toward metal sulfides. This study, therefore, further 

advanced our understandings on the catalytic activity of metal sulfides for ORR, shed light on 

the intrinsic ligand–metal sulfide binding mechanism and provided the thought-provoking 

descriptors.  
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Chapter 1  Introduction 

1.1 Froth flotation of metal sulfides  

Metal sulfide minerals constitute the major raw resources for a wide range of elemental metals. 

Prior to the metallurgical extraction of valuable metallic elements, sulfide minerals need to be 

separated and enriched from the host rock matrix. This largely contributes to lowering the 

prohibitive cost of the subsequent transportation and smelting operations, removing harmful 

elements/compounds, as well as reducing the losses of valuable metals by producing less metal-

bearing slags.1  

Enrichment of mineral incorporates primarily the liberation and concentration units. Firstly, the 

value minerals are liberated from the associated gangue minerals following a typical sequence of 

crushing, screening, grinding and classification. The adequately liberated minerals are then 

subject to concentration by virtue of various physical (e.g., sorting, electrostatic separation, 

magnetic separation, gravity concentration and froth flotation) and/or chemical (e.g., 

pyrometallurgy, hydrometallurgy and biometallurgy) techniques depending on the unique 

properties of the ore.  

Among the numerous approaches, froth flotation, is the most widely used technique to separate 

value metal sulfides from the unwanted gangue minerals. The floatability of certain mineral 

particle relies heavily on its surface physicochemical properties, especially the surface 

hydrophobicity.2,3 However, the majority of the sulfide minerals are not sufficiently hydrophobic 

in the natural state. Thus, an economically acceptable quality of value minerals can only be 

acquired with the aid of functional chemical reagents.  
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Figure 1.1 Froth flotation operation.4 

The surfactants, known as collectors, are probably the most important reagents for a desired 

flotation recovery index. The collector for metal sulfides normally comprises a chemically 

reactive head group and a short (2-5 carbons) hydrocarbon tail, such as the commonly used ethyl 

xanthate (C2H5OCS2), dimethyl dithiocarbamate (DTC, C2H6NCS2) and dimethyl 

dithiophosphate (DTP, C2H6O2PS2). When added to the flotation pulp, the collector selectively 

adsorbs on the surface of target metal sulfide, thereby rendering the surface with desired 

hydrophobicity. On the other hand, the collector is rather inert toward the gangue or clay 

minerals. Such selective hydrophobization process further enlarges the hydrophobicity difference 

between metal sulfide and gangue minerals. As a consequence, the attachment of value mineral 

particles to air bubbles for buoyancy and recovery is facilitated, whereas the gangue minerals 

remain in the pulp and eventually report to tailings, as shown in Figure 1.1. The entire process as 

depicted constitutes a typical case of direct flotation circuit.  
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1.2 The electrochemical model of metal sulfide/collector interaction 

Xanthate is a thiol-collector that has ever brought the radical evolution of froth flotation 

technology. Since its introduction in flotation in 1925, xanthate remains a working-horse 

collector for flotation separation of metal sulfides as well as the model ligand for screening and 

designing of ligands with customized functionalities. Although many other auxiliary flotation 

chemicals (e.g., pH regulator, activator, depressant and frother) are also used to further regulate 

the flotation conditions, the collector is considered as the essence of froth flotation. Collectors 

possessing efficient hydrophobic functionality not only contribute to the satisfactory recovery of 

value minerals, but they also can substantially reduce the dosage of auxiliary chemicals and thus 

alleviate the negative impacts of a complex flotation pulp. 

Given the critical role of thiol-collectors in flotation of metal sulfides, various experimental tools 

have been employed to reveal the ligand–metal sulfide interaction mechanism. These include the 

electrochemical method (e.g., open circuit potential5 and cyclic voltammetry6), the spectroscopic 

analysis (e.g., Raman spectroscopy,7 Fourier transform infrared spectroscopy8,9 and X-ray 

photoelectron spectroscopy3,10), the advanced surface force characterization (e.g., atomic force 

microscopy11), and so on. Generally, the interaction between metal sulfides and xanthate and 

other thiol-collectors have been recognized as an electrochemical process. The underlying 

mechanism is well summarized by the so-called mixed potential model involving metal sulfide, 

oxygen and collector (X), as presented in Figure 1.2.  
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Figure 1.2 The electrochemical model of metal sulfide–xanthate interaction. 

According to this model, xanthate undergoes anodic reactions on the surface of the metal sulfide, 

and the oxygen reduction reaction (ORR) accounts for the cathodic reaction in the aerated 

flotation pulp.11,12 The catalyzing ability of metal sulfide for ORR is measured by the potential at 

which there is no net current flow across the solid/solution interface. This potential is also named 

as mixed potential or rest potential that plays a crucial role in determining the type of the surface 

anodic reaction product.5 Depending on the relative magnitude of the rest potential and the 

equilibrium potential of X–/X2, the reaction product on the surface of metal sulfide is 

predominantly either dixanthogen (X2) or metal-xanthate salt (MX), regardless of the pulp pH 

and chain length of the xanthate homologue. As such, metal sulfides can be classified into two 

groups in line with the electrochemical mechanism, those on which metal xanthate is formed, 

and those on which dixanthogen is formed. For example, pyrite (FeS2) and galena (PbS) have 

been widely referenced as the representative metal sulfides forming dixanthogen and metal-

xanthate salt, respectively. In spite of the different types of the anodic products, chemisorption of 

ligand on metal sulfide has been suggested as the initial step upon metal sulfide–ligand 

interaction. This forms the basis for the widely adopted chemisorption models in many first-

principles calculations. 
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1.3 Density functional theory 

Density functional theory (DFT) is a revolutionary framework developed by Kohn et al., aiming 

to practically solve the many-body Schrödinger wave equation. This theory is built on the 

Hohenberg-Kohn (HK) theorems and the Kohn-Sham (KS) scheme.13–15 The HK theorems state 

that the ground-state electron density uniquely determines the external potential and vice versa, 

and the ground state electron density can be obtained using the variational principle.16 The 

electron density, 𝜌(𝒓), denotes the number of electrons per unit volume at a given point r, and 

integration of the electron density over all space gives the total number of electrons in the 

system. The coordinate notation r is defined to include both three spatial coordinates (x, y, z) and 

spin (, ) coordinates, and the atomic unit is adopted throughout this section.  

The HK theorems established the electron density distribution as the chief parameter in the wave 

equation and linked it with the Hamiltonian and the wave function. Following these, Kohn and 

Sham constructed a fictitious system with noninteracting electrons, but this system has the 

electron density identical to that of the real one.17 Based on the noninteracting reference system, 

the electron density is written as the sum over a set of squares of noninteracting KS orbitals 

[𝜙𝑖(𝒓)],  

𝜌(𝒓) = ∑ |𝜙𝑖(𝒓)|2
𝑖                                                          1-1 

The energy functional of a nondegenerate system at the ground state is then divided and 

expressed as, 

𝐸[𝜌(𝒓)] = 𝐸𝑘𝑖𝑛
𝑛𝑜𝑛[𝜙(𝒓)] + 𝐸𝑒𝑥𝑡[𝜌(𝒓)] + 𝐸𝐻[𝜌(𝒓)] + 𝐸𝑥𝑐[𝜌(𝒓)]                     1-2 

𝐸𝑘𝑖𝑛
𝑛𝑜𝑛[𝜙(𝒓)] = −

1

2
∑ 𝜙𝑖

∗(𝒓)∇2𝜙𝑖(𝒓)𝑛
𝑖=1                                       1-3 
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𝐸𝑒𝑥𝑡[𝜌(𝒓)] = − ∑ ∫
𝑍𝑘

|𝒓−𝒓𝑘|
𝜌(𝒓)𝑑𝒓𝑛𝑢𝑐𝑙𝑒𝑖

𝑘                                       1-4 

𝐸𝐻[𝜌(𝒓)] =
1

2
∬

𝜌(𝒓)𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓𝑑𝒓′                                            1-5 

𝐸𝑥𝑐[𝜌(𝒓)] = ∫
𝛿𝐸𝑥𝑐[𝜌(𝒓)]

𝛿𝜌(𝒓)
𝜌(𝒓)𝑑𝒓                                            1-6 

where 𝐸𝑘𝑖𝑛
𝑛𝑜𝑛, 𝐸𝑒𝑥𝑡, 𝐸𝐻 and 𝐸𝑥𝑐 represent the kinetic energy of the reference system, the external 

energy associated with the nuclei, the Hartree energy accounting for the classical electron 

repulsions, and the exchange-correlation energy, respectively; 𝑛 is the number of electrons and 𝑘 

is the number of nuclei. The repulsive interaction energy between the nuclei can be added as a 

constant within the Born-Oppenheimer approximation. By further applying the variational 

principle with respect to the electron density or wave functions using the Lagrange multiplier 

which ensures the orthonormal constraint of the wave functions, a set of coupled KS equations 

can be obtained, 

�̂�𝐾𝑆𝜙𝑖(𝒓) = 𝜀𝑖𝜙𝑖(𝒓)                                                        1-7 

�̂�𝐾𝑆 = −
1

2
∇2 − ∑

𝑍𝑘

|𝒓−𝒓𝑘|
𝑛𝑢𝑐𝑙𝑒𝑖
𝑘 + ∫

𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′ +

𝛿𝐸𝑥𝑐[𝜌(𝒓)]

𝛿𝜌(𝒓)
                           1-8 

where �̂�𝐾𝑆 is the KS one-electron Hamiltonian operator and 𝜀𝑖 is the corresponding eigenvalue. 

The exchange-correlation term, 𝐸𝑥𝑐, is essentially what the density functional theory is all about. 

It contains the effects of the quantum mechanical exchange and correlation, the correction for 

self-interaction energy due to the mean-field approximation, and the difference in kinetic energy 

between the reference and the real systems. However, the explicit form of this term remains 

unknown and is thus subject to approximations. There have been many available exchange-

correlation functionals, such as the earlier local density approximation,17 a series of the popular 
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generalized gradient approximation-based functionals including Perdew-Wang 91 (PW91),18 

Perdew-Burke-Ernzerhof (PBE)19 and revised Perdew-Burke-Ernzerhof (RPBE),20 and the 

advanced hybrid functionals (PBE021 and HSE22). The exchange-correlation functional with 

higher accuracy is continuously being developed.  

Regarding the treatment of solids, some commonly used approaches in first-principles 

calculations in conjunction with the structural periodicity of the solid are utilized, since both the 

number of electrons and atoms are infinite for the real systems. For example, the strongly bound 

and chemically inert core electrons are grouped together with the nuclei and are treated as the 

ionic core based on the frozen-core approximation. With the pseudopotential (PP) or the 

projector-augmented wave23 method, the valence electron wave function and the corresponding 

potential can be reasonably pseudized. Meanwhile, the number of atoms can also be substantially 

reduced by virtue of the structural periodicity. Specifically, the solid is represented by a supercell 

model that can accurately represent the solid system without losing any information under the 

periodical boundary condition. The supercell can be transformed into the reciprocal space within 

the first Brillouin zone (BZ) which in turn can be further confined to the irreducible Brillouin 

zone (IBZ) through effective symmetry operations. The IBZ is then mapped with discrete k-

points, and all necessary quantities can be obtained by integration/summation/extrapolation on 

these points. Consequently, dealing with a solid becomes equivalent to treating a handful of 

uniformly distributed k-points within the IBZ. The dramatically reduced computational burden 

brings DFT to the level of practical use for molecules and solids. It is currently being used 

routinely in a broad class of disciplines owing to its great success in terms of both accuracy and 

efficiency. 
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1.4 DFT studies in flotation of metal sulfides 

The past several decades have witnessed the radical advancement of the accuracy of theoretical 

description of surface chemical reactions.24,25 The first-principles studies, particularly the density 

functional theory (DFT) calculation, are increasingly becoming an indispensable tool to obtain 

atomistic insights into the adsorption mechanism and to identify descriptors linking the intrinsic 

attribute of material with the activities of interest.24,26 For instance, the remarkable d-band model 

has been successfully applied as computational guideline for the design of transition metal-based 

catalysts for a number of catalytic reactions.27,28 Likewise, DFT calculations have also been 

exploited in the field of minerals flotation. Up to now, the research directions in flotation of 

metal sulfides using DFT are relatively broad, covering the natural hydrophobicity of metal 

sulfide surface,29,30 the ligand (collector and depressant)–metal sulfide binding,31,32 and the effect 

of impurity/defect on geometric/electronic structures of metal sulfide bulk/surface as well as the 

ligand–metal sulfide interaction.33 Typical studies in each of the directions are briefly reviewed 

with an emphasis on the collector–metal sulfide binding interaction. 

Chen et al. simulated the adsorption of multilayer water molecules on (100) surfaces of pyrite 

and galena and noticed a dependence of the water–mineral interaction on the type of minerals.29 

Water adsorbs on FeS2(100) via the interaction between O ions from water molecules and Fe 

ions on FeS2(100), whereas the interaction on PbS(100) proceeds through the formation of 

hydrogen bond between the S ions on PbS(100) and H ions from water molecules. By comparing 

the water–mineral binding energy, they concluded that the bare surface of pyrite is more 

hydrophilic than that of galena. Later, the same group investigated the adsorption of water 

molecules on (110) surfaces of pure and Cu-activated sphalerite mineral.30 The water–sphalerite 

interaction associates with both the formation of hydrogen bonds between the S ions on 
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ZnS(110) and O ions from water molecules and the Zn–O binding interaction. Besides, 

compared with the pure surface, the existence of the doping copper ions on ZnS(110) promotes 

the bond covalency on the surface. The enhanced surface covalency leads to the decrease of the 

hydrogen bonding strength and yields a less hydrophilic sphalerite surface.  

Sarvaramini et al. studied the adsorption of four thiophosphorus-based collectors on the (110) 

facet of chalcopyrite mineral.31 In their work, the terminal S and O ions from the collectors were 

shown to preferably bind with the Fe and Cu ions on CuFeS2(110) in a bidentate bridging 

pattern. Waterson et al. probed the effect of different metal-terminated (111) facets of pentlandite 

on the xanthate–pentlandite binding process.32 They concluded that the Fe-enriched surface of 

pentlandite exhibits higher binding affinity toward xanthate than the Ni-enriched surface.  

It is well known that metallic impurities are commonly embedded within the naturally existed 

minerals and play important roles on the resulting surface reactivity. Chen et al. found that the 

presence of metallic impurities leads to distinct variances of both the crystal and electronic 

structures of sphalerite, depending on the type of the doped impurity. The impurity can change 

the lattice constants and band gap of sphalerite as well as the binding ability of sphalerite toward 

oxygen and xanthate.33 

Regarding the ligand–metal sulfide interaction, the effect of water molecules on the adsorption of 

ligand on metal sulfide surface ranging from one and two water molecules to multi-water 

molecule layers have been studied. Long et al. calculated the adsorption strengths of ethyl 

xanthate (EX), dithiocarbamate (DTC) and dithiophosphate (DTP) on PbS(100) and ZnS(110) 

with and without the inclusion of water molecules.34 The solvation model was constructed by 

including two water molecules on the surface emulating the aqueous environment. In vacuum, 
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the binding strength trend (DTC < EX < DTP) remains unchanged, regardless of the different 

types of minerals. With the presence of water molecules, the ligand–metal sulfide binding 

strength was weakened for both galena and sphalerite. However, the same binding trend was 

reserved for galena. For ZnS(110), the DTP still exhibits the strongest binding affinity toward 

ZnS(110), whereas the binding strength of EX with ZnS(110) becomes comparable with that of 

DTC.  

Using DFT calculations with explicit water molecules, Sarvaramini et al. found that 18 out of 24 

water molecules were found to adsorb on ZnS(110) at a surface area of 252.8 Å2, constituting a 

monolayer configuration. Among the adsorbed water molecules, 10 water molecules bind with 

zinc ions, eight water molecules bind with sulfur ions and the rest six water molecules sit above 

the water monolayer by forming hydrogen bonds with the underlying water molecules. Besides, 

they found that the terminal sulfur ions of DTP bind with the adjacent zinc ions in the same row 

on ZnS(110) and form two chemical bonds. The adsorption of lead ion on ZnS(110) gives rise to 

a stronger binding strength of DTP on the lead-activated sphalerite, forming two chemical bonds 

with the terminal sulfur ions from DTP. In terms of the solvation model, one collector and ninety 

water molecules were optimized through molecular dynamic simulations method prior to DFT 

calculations. The presence of water molecules was found to lower the DTP–ZnS(110) binding 

strength for both the bare and the lead-activated surface.35 

Similarly, the depressing mechanism of 4-amino-5-mercapto-1,2,4-triazole (AMT) toward 

chalcopyrite for the flotation separation of the Cu- and Mo-bearing metal sulfides was studied by 

Sun et al.36 In their study, AMT formed a five-membered chelate ring with the adjacent Cu and 

Fe ions on CuFeS2(100). Based on the relative adsorption energies, they concluded that AMT 
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prefers to bind with Cu ions over the Fe ions due to a more negative Cu-AMT binding energy 

than that of the Fe-AMT.  

1.5 Objectives 

Existing DFT studies in the context of minerals flotation have been primarily focused on the 

ligand–metal sulfide binding process, and the computational binding energy has been generally 

used to evaluate/compare the relevant functionality of ligands toward metal sulfides. However, 

the trend of binding energies, in certain cases, is completely opposite to the trend of the 

corresponding experimental metric. Moreover, the underlying reasons credited for the catalytic 

activity trend of metal sulfides for ORR and hence the different type of the anodic reaction 

product remain unclear. 

To address these issues and also to obtain first-principles guidelines for the flotation process 

optimization and the design of new collectors, the main objectives are to understand two 

fundamental questions in connection with the recognized mixed-potential model: why different 

metal sulfides exhibit discriminated catalytic activities for ORR? Why the same metal sulfide 

acquires different surface hydrophobicity when interacting with ligands with a similar 

hydrocarbon tail but different head groups? The detailed objectives include, 

1) Investigate and compare the catalytic activities of metal sulfides for ORR using DFT 

calculations. The results are expected to shed light on the distinct catalytic activities of metal 

sulfides for ORR and provide atomic-scale insights into the trends in catalytic activity. The goal 

is to identify an effective descriptor that permits the prediction of the predominant type of the 

resulting surface anodic product in the presence of xanthate.   
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2) Probe the binding mechanism between the commonly used S/O-terminated ligands and 

PbS(100) using DFT calculations. Particular emphasis will be centered on the resulting ligand–

PbS(100) bond character. The goal is to identify a descriptor rather than the binding energy that 

allows more accurate prediction of the hydrophobic functionality of the ligand toward galena 

mineral. 

3) Probe the binding mechanism between the commonly used ligands and ZnS(110) using DFT 

calculations as well as the resulting ligand–ZnS(110) bond character. The goal is to identify a 

descriptor rather than the binding energy that allows more accurate prediction of the hydrophobic 

functionality of the ligand toward sphalerite mineral. 

1.6 Structure of the thesis 

Chapter 1 introduces the importance of metal sulfide resources, basic principles of froth flotation 

of metal sulfides, and fundamental concepts and formulations of density functional theory 

(DFT). The recent and representative DFT studies on flotation of metal sulfides are briefly 

reviewed, the current state of DFT calculations in the context of minerals flotation is discussed, 

from which the objectives of this thesis are defined. 

Chapter 2 presents the basic workflow of DFT calculations in VASP and the relevant techniques 

adopted in this study. 

Chapter 3 explored the catalytic activity of metal sulfides for oxygen reduction reaction (ORR) 

using DFT calculations, and identified the computational descriptor linking the intrinsic attribute 

of metal sulfide with its catalytic activity for ORR. 
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Chapter 4 investigated the ligand–PbS(100) binding mechanism, probed the ligand–PbS(100) 

bond character, clarified the inconsistency between the binding energy trend and the 

hydrophobic functionality of the ligands toward galena mineral, and proposed to use the ligand 

electronegativity as the corresponding descriptor.  

Chapter 5 investigated the ligand–ZnS(110) binding mechanism, uncovered the ligand–ZnS(110) 

bond character, resolved the inconsistency between the relative binding energy and the 

hydrophobic functionality of the ligands toward sphalerite mineral, and proposed to use the 

ligand electronegativity as the corresponding descriptor. 

Chapter 6 summarizes the major conclusions and the original contributions of this thesis. The 

suggestions for future work in this field are also provided. 
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Chapter 2  Density functional theory calculations 

2.1 DFT calculations with VASP 

There are many available commercial and open source software packages for DFT calculations, 

such as Materials Studio, Vienna Ab initio Simulation Package (VASP), Grid-Based Projector 

Augmented Wave Method (GPAW) and Quantum ESPRESSO. Among these, Materials Studio 

and VASP are the most popular ones for solid systems of interest in the context of minerals 

flotation. In this study, VASP is used and is briefly introduced below. 

 

Scheme 2.1 The basic workflow of DFT calculations in VASP. 
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VASP1–4 is a sophisticated computer program for first-principles calculations using the 

pseudopotential (PP) or the projector-augmented wave method (PAW)5,6 and a plane wave (PW) 

basis set. VASP is currently being widely used around the world owing to its demonstrated 

accuracy and efficiency. It has been proven suitable for many systems, such as atoms, molecules, 

bulk solids, surfaces and clusters.7 The basic procedures of DFT calculation in VASP is 

presented in Scheme 2.1. Specifically, 

1) Build the model under investigation, specify the PP/PAW scheme and the exchange-

correlation (XC) functional approximation, and set the cutoff-energy (ENCUT) and K-points. 

2) Construct the initial trial electron density, 𝜌(𝑟), of the model system by superimposing the 

electron densities of each atom as provided by the designated PP.  

3) Expand the one-electron KS orbitals with the PW basis set.  

4) Calculate each of the items in the Kohn-Sham operator, �̂�𝐾𝑆, and construct the �̂�𝐾𝑆. 

5) Solve the coupled KS equations by an iterative diagonalization of the KS matrix in the real 

and reciprocal spaces. 

6) Generate the new 𝜌(𝑟) with the newly calculated set of 𝜙𝑖(𝑟), mix it with the previous 

densities, and then resume for the next inner self-consistent loop at fixed ionic positions until 

the electronic minimization is achieved. 

7) Calculate the forces on atoms and update the positions of the atoms accordingly, and then 

repeat the above electronic and ionic minimizations.  

8) After successive modifications of �̂�𝐾𝑆, 𝜌(𝑟) and ionic positions, stop iteration when both the 

energy and force changes meet the preset convergence criteria. 
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2.2 The VASPsol  

The implicit solvation model, VASPsol,8,9 was used to evaluate the solvation effect on the solid 

system which has been successfully employed for many interfacial adsorption studies.8–11 Within 

this model, the thermodynamically-averaged effect of water is replaced by the electrostatic 

response of a continuum dielectric cavity along with the corrections for cavity formation and 

dispersion energies, aimed at avoiding the computationally prohibitive sampling of explicit 

solvent configurations. More details on the VASPsol can be found in Appendix C.  

2.3 Relevant techniques 

2.3.1 Density of states 

Density of states (DOS) denote the number of electronic states per unit energy range (𝑑𝜀). The 

integral of DOS up to the Fermi level at 0 K gives the total number of electrons (𝑛) of the 

system, 

∫ 𝐷(𝜀)𝑑
𝐸𝐹

0
𝜀 = 𝑛                                                               2-1 

DOS diagram is the commonly used tool to characterize the electronic structure of solids. It is 

analogous to the molecular orbital diagrams and provides atomic-scale insights into the bonding 

interaction. Local/projected density of states (LDOS/PDOS) are the density of states for the 

selected atom and the specific angular momenta of the selected atoms, respectively.  

2.3.2 Charge density distribution  

Charge density of the system can be visualized to reveal the distribution of electrons graphically. 

Charge density difference, taking the adsorbed system as an example, indicates the difference 
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(∆𝜌) between the total charge density of the adsorbed system (𝜌𝐴𝐵) and those of the constituent 

units in their isolated states (𝜌𝐴 and 𝜌𝐵) without further geometric optimizations,  

∆𝜌 = 𝜌𝐴𝐵 − 𝜌𝐴 − 𝜌𝐵                                                           2-2 

The 2/3-D charge density difference map offers valuable information on the preferred location of 

electrons and thus can be used to examine the adsorption induced charge redistributions. 

2.3.3 Bader charge analysis 

Bader charge analysis is a scheme proposed for quantitative analysis of charge distributions. 

Within this scheme, molecules are divided into atoms based purely on the electronic charge 

density by utilizing the so-called zero flux surfaces. Such surface is 2-D plane on which the 

charge density is a minimum perpendicular to the surface. Typically, charge density reaches a 

minimum between atoms, and this forms a natural place to separate atoms from each other. The 

charge enclosed within the Bader volume can be viewed as a good approximation to the total 

electronic charge associated with the atom. In VASP, the Bader charge analysis is realized by a 

fast and robust algorithm implemented by Henkelman et al. which is well suited for large solid-

state systems.12 

2.3.4 Electron localization function 

Electron localization function (ELF) is essentially a manifestation of the Pauli exclusion 

principle.13 The electron associates with a so-called Fermi hole which is a direct result of the 

Pauli exclusion principle and describes the probability of finding another electron with the same 

spin. If the electron is strongly localized, all other electrons with the same spin are excluded from 

this specific hole region, except for the electron with an opposite spin. Correspondingly, the 
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existence of a localized electron pair implies that there may exist a high probability of finding 

two electrons of opposite spin in a given region. 

The application of ELF in analyzing chemical bonds has been well documented.14,15 The value of 

ELF scales from 0 to 1 and has three typical values: 1 indicates high probability to find localized 

electron pairs either as a lone pair or as covalently bonded electrons; 0.5 implies the electron gas-

like electron behavior and corresponds to metallic bond; 0 points to extremely low electron 

density or an ionic bond character.  
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Chapter 3  Descriptor of Catalytic Activity of Metal Sulfides for Oxygen 

Reduction Reaction: A Potential Indicator for Mineral Flotation 

Abstract: Froth flotation has been widely used to separate sulfide minerals from sulfide ores, 

where the oxygen reduction reaction (ORR) plays a significant role as the cathodic reaction. 

However, the intrinsic ORR mechanism over sulfide minerals and its effect on the flotation 

performance remain unclear. Herein, we explored the intrinsic ORR mechanism over metal 

sulfides through density functional theory (DFT) calculations along with the computational 

hydrogen electrode (CHE) model. Our results revealed that pyrite (FeS2) and chalcopyrite 

(CuFeS2) exhibited similar ORR behavior to that over platinum (Pt) but not galena (PbS) and 

sphalerite (ZnS). The relative computational overpotentials for the ORR were consistent with the 

experimental trend in the order Pt < FeS2 < CuFeS2 < PbS < ZnS and linearly correlate with the 

oxygen binding energies. We thus conclude that the distinct ORR behaviors originate from the 

different oxygen binding strengths which are determined by the underlying electronic structure. 

More importantly, we demonstrated that the DFT calculated bulk centroids of the occupied S 3p 

band for metal sulfides strongly correlate with the experimental rest potential of the sulfide 

mineral electrodes in xanthate solution, and consequently we established the descriptor–activity 

relationship. Using this relationship, we propose that the mechanism underlying the mixed 

potential model regarding the xanthate–sulfide mineral interaction is governed by the relative 

dominating role of the compositional metallic cation to the anionic sulfur in terms of the 

electronic structure around the Fermi level, which favors the formation of dixanthogen and 

metal-xanthate, respectively.  
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3.1 Introduction  

Sulfide minerals constitute the major source of nonferrous base metals, which are conventionally 

recovered from ores through a froth flotation technology. To increase the flotation efficiency, 

short hydrocarbon chain collectors composed of a chemically reactive head group and a 

hydrophobic tail are added to the flotation process so that the collectors chemisorb on the target 

mineral surface, thereby increasing its surface hydrophobicity.1–3 Xanthate is the most commonly 

used collector for sulfide minerals. However, its interaction with the sulfide mineral surfaces is 

complicated. According to the mixed potential model, the interaction could be treated as 

electrochemical reactions in which xanthate undergoes the anodic reaction while oxygen in the 

aerated flotation pulp cathodic reaction.4,5 Here, the sulfide minerals act as a catalyst for the 

reactions. The intrinsic activity for the oxygen reduction reaction (ORR) is correlated with the 

measured rest potential of sulfide mineral surface. Studies have also shown that the rest 

potentials of different sulfide minerals match well with the catalytic activity trend for the ORR 

with the sequence pyrite > chalcopyrite > galena > sphalerite.6 More importantly, the xanthate–

mineral reaction products on the sulfide mineral surfaces can be tailored to be rich of either 

dixanthogen or metal xanthate depending on the difference of the rest potential and the 

equilibrium potential of dixanthogen/xanthate (X2/X−) regardless of the pulp pH and chain length 

of the xanthate homologue.7 It has been further confirmed by electrochemical studies (e.g., open 

circuit potential and cyclic voltammetry) and spectroscopy analysis (e.g., FTIR and XPS) that the 

dominant xanthate–mineral reaction products contributing to the floatability of pyrite and galena 

are different and they are dixanthogen and metal xanthate, respectively.7 Therefore, the catalytic 

activity of sulfide minerals for the ORR and thereby the rest potential can be used as an indicator 

toward the type of the surface reaction product which in turn can be used to guide the 
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optimization of the froth flotation performance. However, systematic and fundamental insights 

into the underlying ORR mechanism over sulfide minerals in the context of promoting the 

flotation performance are still lacking.  

In recent years, first-principles calculations have been demonstrated capable of explicating the 

intrinsic activity of catalysts for hydrogen evolution, oxygen reduction and methanol oxidation 

reactions.8–12 The first principle descriptors, such as the d band theory of transition metal and 

alloy for the ORR,13 the eg filling of perovskite for the ORR at room temperature,14 the O p band 

theory of double perovskite for the oxygen evolution reaction,15 and the O p band theory of 

conducting electron rich perovskite for the ORR at elevated temperatures,16 strongly correlate 

with the catalytic activity. Therefore, density functional density (DFT) calculations (e.g., Gibbs 

free energy diagram, theoretical overpotential and density of states) on the ORR mechanism over 

sulfide minerals, coupled with the establishment of descriptor–activity relationships, are 

expected to offer guidance for the development of the surface compounds during the mineral 

flotation process. 

In this study, the energetics of the ORR elementary steps over representative metal sulfides (i.e., 

FeS2, CuFeS2, PbS, and ZnS, representing pyrite, galena, chalcopyrite and sphalerite, 

respectively) were calculated through DFT calculations. Moreover, thermodynamic analysis on 

the basis of Gibbs free energy diagram, together with the electronic structure calculations were 

performed to establish the descriptor–activity relationships. The mechanism underlying the 

mixed potential theory of xanthate–mineral surface interaction was then discussed with the 

established relationship. 
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3.2 Results and Discussion 

The oxygen reduction reaction (ORR) can proceed with either the two elementary step 

dissociative mechanism or the four elementary electron-proton step associative mechanism.9,13,17 

The previous studies have shown that the dissociative ORR mechanism requires the dissociation 

of oxygen molecules which involves considerable activation energy barrier, especially for 

catalyst that binds oxygen weakly.18,19 As such, the associative mechanism was widely employed 

as the ORR model in many previous studies,13,20,21 which was also the approach adopted in this 

study. Therefore, the Gibbs free energy diagram for the ORR, comprising the following four 

elementary steps, was constructed with the associative ORR mechanism,11 

𝑂2(𝑔) + 4𝐻+ + 4𝑒− + ∗ → 𝑂𝑂𝐻∗ + 3𝐻+ + 3𝑒−                              3-1 

𝑂𝑂𝐻∗ + 3𝐻+ + 3𝑒− → 𝑂∗ + 𝐻2𝑂(𝑙) + 2𝐻+ + 2𝑒−                           3-2 

𝑂∗ + 𝐻2𝑂(𝑙) + 2𝐻+ + 2𝑒− → 𝑂𝐻∗ + 𝐻2𝑂(𝑙) + 𝐻+ + 𝑒−                      3-3 

𝑂𝐻∗ + 𝐻2𝑂(𝑙) + 𝐻+ + 𝑒− → 2𝐻2𝑂(𝑙) + ∗                                 3-4 

To build the ORR models, the cleavage planes of (111), (100), (112), (100) and (110) were 

adopted for Pt, FeS2, CuFeS2, PbS and ZnS, respectively, because they have been considered as 

stable and easily exposed planes, which have been extensively used as the model surfaces.13,22–26 

We subsequently built the relevant ORR models with the compositional metallic cations (*) on 

the surface as the active center, attempting to understand the distinct activities of these materials 

for the ORR (see Supporting Information in Appendix A for more details).11,27 The adsorption 

models of intermediates over PbS(100) (a-d) and FeS2(100) (e-h) are presented in Scheme 3.1.  
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Scheme 3.1 The optimized geometries of (a) bare PbS(100), (b) bare FeS2(100), (b)-(d) 

PbS(100) and (f)-(h) FeS2(100) with adsorbed ORR intermediates of OOH/*, O/* and OH/*, 

respectively (the coverage of intermediate is around 1/8 ML). 

All potentials were calculated relative to the standard hydrogen electrode (SHE) throughout this 

study. Figure 3.1(a) shows the Gibbs free energy diagram for ORR over Pt(111), FeS2(100), 

CuFeS2(112)_copper site, CuFeS2(112)_iron site, PbS(100) and ZnS(110) at the equilibrium 

potential of 1.23 V at room temperature. The ORR performance over CuFeS2(112) was assumed 

to be equivalent to the average performance of that over the CuFeS2(112)_copper site and 

CuFeS2(112)_iron site and finally located between that of FeS2(100) and PbS(100). It should be 

noted that energy barriers are not included in the thermodynamic data in Figure 3.1(a). The 

energy barriers for the rate-limiting step is assumed to be equal to the highest free energy 

difference of the elementary reaction, which has been proven useful in rationalizing trends for 

electrochemical reactions.28,29 
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Figure 3.1 Free energy diagrams for the ORR over Pt(111), CuFeS2(112)_Fe, FeS2(100), 

CuFeS2(112)_Cu, PbS(100) and ZnS(110) (a) at 1.23 V and (b) at different potentials for 

different materials; (c) the theoretical overpotential for the ORR; (d) the theoretical overpotential 

plotted as a function of the oxygen binding energy. 

For Pt(111) in Figure 3.1(a), the transition from O* to OH* [i.e., step (3)] requires the highest 

energy input among the four elementary reactions, indicating that reaction (3) is the rate-limiting 

step for the ORR over Pt(111), which agrees well with the previous computational studies.13 In 

comparison, the transfer of a proton and an electron to the adsorbed O2 [i.e., step (1)] is the rate-

determining step for the ORR over metal sulfides, as verified by the electrochemical 

experiments.30 The consistency between the computationally and experimentally identified rate-
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determining step for the ORR confirms the proposed hypothesis that thermodynamic analysis is 

capable of rationalizing the trends for electrochemical reactions involving oxygen on the basis of 

Gibbs free energy diagram.13,31,32 Moreover, it is worth noting that the biggest difference along 

the reaction coordinates at the equilibrium potential is the second elementary step which involves 

the evolution of OOH* to O*. This reaction proceeds downhill over FeS2(100), CuFeS2(112) and 

Pt(111), suggesting the spontaneous occurrence of the ORR, whereas it reverses over PbS(100) 

and ZnS(110).  

To quantitatively describe the distinct catalytic activity of Pt and metal sulfides for the ORR, the 

Gibbs free energy diagram was further constructed under the potentials (i.e., the onset potential) 

where all the ORR elementary steps proceed spontaneously. As shown in Figure 3.1(b), all 

materials require activation energy to initiate the ORR, since the calculated onset potentials are 

lower than the theoretical equilibrium potential of 1.23 V. Among others, Pt(111) requires the 

lowest activation energy to initiate ORR, exhibiting an onset potential of 0.55 V, versus 0.26 V 

for FeS2(100) and 0.03 V for CuFeS2(112). However, the onset potential over PbS(100) and 

ZnS(110) are −0.4 V and −0.52 V, respectively, suggesting considerable higher activation 

energies needed. In addition, theoretical overpotentials, i.e., the difference between the 

thermodynamic equilibrium potential and the theoretical onset potential, were calculated on the 

basis of the Gibbs free energy diagram. The use of theoretical overpotential to evaluate catalyst 

activity has been extensively employed, and good correlations have been verified by previous 

studies.11,33–35 The relative magnitudes of the overpotentials [Figure 3.1(c)] illustrate that the 

catalytic activity of the materials for the ORR decreases in the order Pt > FeS2 > CuFeS2 > PbS > 

ZnS, in good agreement with the experimentally observed catalytic activity trend.6  
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The distinct ORR behaviors over the materials can be attributed to the material’s ability to  bind 

oxygen.18,36 Figure 3.1(d) summarizes the calculated reaction energetics of atomic oxygen on the 

surface of the minerals of interest. Apparently, Pt(111) binds oxygen strongly and exhibits the 

highest oxygen chemisorption energy among the materials studied, in accordance with the 

identified rate-limiting step of Pt(111) for the ORR. In contrast, metal sulfides present lower 

oxygen chemisorption energies which drives reaction (1) to be the rate-limiting step. Moreover, 

the strong binding ability of Pt(111), FeS2(100) and CuFeS2(112) to atomic oxygen leads to the 

exothermic process of step (2). In comparison, step (2) is endothermic over PbS(100) and 

ZnS(110) due to the weak oxygen binding ability. It is, therefore, concluded that the distinct 

ORR performances [Figure 3.1(a)] over Pt and metal sulfides originate from the different oxygen 

binding capabilities. This is further supported by the Sabatier principle and the volcanic relation 

which relate the catalytic activity with the adsorbate binding strengths.13,18 However, it is noted 

that the overall ORR behaviors over FeS2(100) and CuFeS2(112) are closer to that over Pt(111) 

than those over PbS(100) and ZnS(110) in spite of the rate-limiting step differences. The 

theoretical overpotentials were further plotted against the corresponding oxygen binding energies 

in Figure 3.1(d). The linear correlation indicates that both the theoretical overpotential and the 

oxygen binding energy can serve as good computational descriptors for predicting the catalytic 

activity of metal sulfides for the ORR. However, the two descriptors cannot be directly linked 

with the inherent attributes of the underlying materials because an effective descriptor requires 

the elucidation of the intrinsic factors responsible for the distinct catalytic activities for the ORR.  

In this study, we have attributed the distinct catalytic activities for the ORR to the different 

oxygen binding energies. It is well known that the binding ability of the surface to the ORR 

intermediates is governed by the underlying electronic structure.37–39 To achieve this, electronic 
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structures, with an emphasis on the projected density of states (PDOS), were calculated for the 

bulk materials plus sulfur [Figures 3.2(a)-(f)].  

 

Figure 3.2 Projected density of states (PDOS) calculated by DFT for bulk crystals (a) Pt, (b) 

FeS2, (c) CuFeS2, (d) PbS, (e) ZnS and (f) S. 

Figures 3.2(b) and (c) reveal that the compositional metallic cations of FeS2 and CuFeS2 

dominate the electronic states around the Fermi level, since the metallic cations contribute more 

to the total electronic states than that from the sulfur anion. This agrees well with the study on 

iron and copper sulfides, where the highest occupied state of pyrite was found to arise from the 

3d non-bonding orbital of Fe, and the topmost part of the valence band of chalcopyrite comprises 

a mixture of Fe 3d, Cu 3d and S 3p orbitals. However, the S 3p state predominantly contributes 

to the topmost valence band for both PbS [Figure 3.2(d)] and ZnS [Figure 3.2(e)]. Clearly, the 

electronic structures of FeS2 and CuFeS2 resemble that of Pt [Figure 3.2(a)] while those of PbS 
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and ZnS resemble that of S [Figure 3.2(f)]. The contrasting electronic features of the materials 

(i.e., Pt, FeS2 and CuFeS2 versus PbS and ZnS) around the Fermi energy are consistent with the 

distinct catalytic activity for the ORR which can be understood from the d band theory. 

The d band model was initially developed to correlate the d band center (relative to the Fermi 

level) of the metallic cation with the catalytic activity trend of transition metals through 

predicting the surface–intermediate bond strength.40,41 According to this theory, the energy of the 

metal d states relative to the Fermi level can be a qualitative indicator for the bond strength, the 

higher the d states are in energy relative to the Fermi level, the higher in energy the antibonding 

states and consequently the stronger the bonding strength. Therefore, we conjecture that the 

metallic cation dominated nature of FeS2 and CuFeS2 is the underlying reason for the similar 

ORR behaviors to that over Pt, as revealed by the Gibbs free energy diagram in Figure 3.1(a) and 

oxygen chemisorption energies in Figure 3.1(d). Accordingly, the sulfur dominated electronic 

feature around the Fermi level of PbS and ZnS also matches with the lower catalytic activities for 

the ORR. The correlation between the d band center of the metallic cation and the catalytic 

activity is further confirmed by the study that the stronger binding interactions toward 

intermediate over transition metal (i.e., Mo or W) dichalcogenides than that over Ag(111) was 

attributed to its closer d-band centers (relative to the Fermi level) of the metallic cations.42 

However, the d band model has its own limitations in terms of its generality. For example, even 

for the transition metal catalysts, the d band center alone fails to reflect the corresponding trends 

of catalytic activity for the metallic cations from different rows in the periodic table.43 Another 

typical example is encountered by Y. Shao-Horn and D. Morgan in the establishment of the 

descriptor−activity relationship for the catalytic activity of the perovskite for the ORR.16 They 

found that the correlation between the activity and the bulk O p-band center is much better than 
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that with the bulk d-band center, exhibiting R2 of 0.87 and 0.06, respectively. Therefore, to 

extend the observed regularity above from the representative metal sulfides to general sulfide 

minerals, a descriptor different from the d band center need to be established. 

In Figure 3.2 (a)-(f), it is observed that the band center of the sulfur moves more closely to the 

Fermi level than that of the metallic cation as schematically illustrated in the inset of Figure 

3.3(a), indicative of a potential relationship between the band feature of the sulfur anion and the 

catalytic activity for the ORR. Given that all metal sulfides contain sulfur and the metal sulfides 

normally possess non-ideal cleavage planes, we calculated the occupied bulk S-p band center by 

taking the centroid of the occupied projected density of states of S 3p states relative to the Fermi 

level (i.e., the bulk descriptor). To verify the effectiveness of the descriptor, the experimental rest 

potentials of the representative sulfide minerals together with another seven sulfide minerals are 

plotted against the bulk descriptors of the corresponding metal sulfides in Figure 3.3(a). The rest 

potential denotes the measured equilibrium potential of the metal sulfide electrode when the 

anodic reactions and cathodic reactions reach an equilibrium state. The experimental rest 

potential values were obtained from the classic paper published by S. A. Allison et al.7 To our 

knowledge, the results from the group of S. A. Allison are the only available systematic and well 

established experimental rest potential values for such a wide range of sulfide minerals. 

Apparently, the experimental rest potentials correlate well with the bulk descriptors, which 

verifies the effectiveness of the underlying descriptor–activity relationship. The effectiveness of 

the descriptor is further confirmed by the linear correlation of the bulk descriptor and the oxygen 

reaction energies as shown in Figure 3.3(c). Moreover, the charges of the adsorbed oxygen 

calculated with the Bader charge scheme also correlate with the descriptor values, as shown in 

Figure 3.3(c). Therefore, we propose that the bulk descriptor can serve as effective descriptor for 
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catalytic activity of sulfide minerals for the ORR. More importantly, the proposed bulk 

descriptor can be straightforwardly calculated with the first-principles methods regardless of the 

surface structure and chemistry.  

 

Figure 3.3 (a) The experimental rest potentials plotted against the bulk S p-band center relative 

to the Fermi energy level; the inset illustrates the refined model reflecting the gradual 

geometrical change of PDOS following the activity trend for the ORR; (b) the experimental rest 

potentials plotted against the occupied surface S p-band center relative to the Fermi energy level; 

(c) the charges of the adsorbed oxygen (i.e., solid squares) and the oxygen binding energies (i.e., 

open and up triangles) as a function of the bulk descriptor (the occupied bulk S 3p band center 

relative to the Fermi energy level). 

For comparison, the centroids of S 3p band of sulfur on the optimized surfaces of metal sulfides 

with ideal cleavage planes were calculated and plotted against the rest potentials. As illustrated 

in Figure 3.3(b), the surface descriptors also correlate with the corresponding rest potentials with 
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a R2 of 0.83, but fails to present any further improvements than the bulk descriptors. This is 

probably due to the fact that the sulfide minerals used for the rest potential measurement 

composed of different cleavage planes, while the calculations were conducted on the ideal 

surface cleavages. As a result, the catalytic activity for the ORR is better predicted by descriptors 

calculated from bulk crystals. Moreover, we also calculated the bulk occupied d-band center of 

the constituent metallic cation, as shown in Figure A2 in the Appendix A. As expected, the 

experimental rest potential exhibits a weaker correlation with the metal d-band center with a R2 

of 0.71 than that of the bulk S p-band center (0.88). 

With the established descriptor ̶ activity relationship, the mechanism underlying the mixed 

potential model regarding the xanthate–sulfide mineral interaction within the regime of flotation 

can be well understood. On the basis of the descriptor–activity relationship, we hypothesize that 

the bulk descriptor reflects the degree of the contribution of the constituent metallic cation to the 

catalytic activity of the whole mineral. Taking pyrite and galena as an example, the floatability 

of pyrite and galena depends on the formation of dixanthogen and metal xanthate, respectively. 

The lower descriptor value of pyrite indicates that the metallic cation dominates the electronic 

structure around the Fermi level and thereby facilitates its interaction with the ORR 

intermediates. In this case, oxygen obtains electrons at the cathode and gets reduced, while 

xanthate anions provide electrons at anode and are oxidized to dixanthogen. However, the higher 

descriptor value of galena highlights the dominating role of the sulfur anion over the electronic 

structure around the Fermi level, resulting in the competition between the adsorption of the ORR 

intermediates over the sulfur anion and the metallic cations. The competitive adsorption weakens 

the catalytic role of the metallic active center and leads to the considerably lower catalytic 

activity of galena for the ORR. As a result, oxygen tends to obtain electrons from the sulfur 
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anion and consequently promotes the interaction between the metallic cation and the xanthate 

anion (i.e., metal-xanthate). The proposed mechanism is further supported by previous DFT 

studies that oxygen adsorbs more easily on metallic cation of pyrite, while sulfur anion of galena 

binds to oxygen more easily.44 Therefore, the established descriptor–activity relationship 

provides insights into the mechanism underlying the mixed potential model which further 

highlights its potential in benefiting the mineral flotation engineering. In addition, due to the 

superior catalytic activity for the ORR, both S- based noble (e.g., Ru) and base metal (e.g., Fe, 

Co and Ni) chalcogenides have been extensively explored as potential alternatives to the Pt-

based catalysts for the ORR in polymer electrolyte membrane fuel cells (PEMFCs).45–50 

Therefore, the established descriptor–activity relationship can also potentially serve as the 

guidance for first principle design of metal chalcogenide catalysts for the ORR. 

3.3 Conclusions 

In summary, we have carried out density functional theory (DFT) calculations combined with the 

computational hydrogen electrode (CHE) model to explore the intrinsic mechanism of oxygen 

reduction reaction (ORR) over sulfide minerals. The Gibbs free energy diagram reveals that the 

transfer of proton to the adsorbed O is the rate-limiting step of the ORR over Pt, while the 

transfer of proton and electron to the adsorbed O2 molecule is the rate-limiting step of metal 

sulfides for the ORR. Despite the differences in the rate-limiting step, the ORR behaviors over 

FeS2 and CuFeS2 are similar to that over Pt, but different from those over PbS and ZnS, arising 

from the different oxygen binding energies. Meanwhile, the relative theoretical overpotentials 

are in good agreement with the experimental trend in the order of Pt < FeS2 < CuFeS2 < PbS < 

ZnS and linearly correlate with the oxygen binding energies. Moreover, the projected density of 

state (PDOS) illustrates that the electronic states around the Fermi level of Pt, FeS2 and CuFeS2 
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are predominately contributed by the compositional metallic cations, whereas the sulfur anion of 

PbS, ZnS and bulk S dominants the electronic states around the Fermi level. The distinct ORR 

behaviors are, therefore, concluded to originate from the different oxygen binding energies 

which are governed by the underlying electronic structure. More importantly, we establish the 

underlying descriptor–activity relationship, where the bulk centroids (relative to the Fermi level) 

of the occupied S 3p band of metal sulfides strongly correlate with the experimental rest 

potentials for such sulfide minerals in xanthate solutions. Based on the relationship, the mixed 

potential model regarding the mineral−xanthate interaction is proposed to associate with the ion 

that dominates the electronic states around the Fermi energy level. The dominating role of 

metallic cation contributes to a higher catalytic activity for the ORR and facilitates the formation 

of dixanthogen, while the dominating role of sulfur anion results in a lower catalytic activity for 

the ORR and favors the formation of metal xanthate. Therefore, this work provides fundamental 

insights into the intrinsic mechanism of the ORR over sulfide minerals, and the established 

descriptor–activity relationship holds the promise in prediction of the overall electrochemical 

behavior of sulfide minerals and hence can potentially benefits the mineral flotation.  
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Chapter 4  Revelation of the Nature of the Ligand−PbS Bond and Its 

Implication on Chemical Functionalization of PbS 

Abstract: Chemical functionalization of metal sulfides by adsorption of specially designed 

ligands is of primary importance in efficiently manipulating the physicochemical properties of 

the target surface. Despite the widely studied ligand−metal molecular systems and the generally 

used binding energy concept, reports on the bond character of ligand−metal sulfide and its 

implication on the design of ligands with enhanced functionalities are rather scarce. Herein, 

using density functional theory (DFT) calculations, we studied the intrinsic binding mechanism 

of the typical S/O-terminated ligands and (100) surface of lead sulfide (PbS), with a particular 

emphasis on the ligand−PbS(100) bond character. Strikingly, the ligand−PbS(100) bond is found 

to be predominantly ionic with minor covalency, different from the conventional perception of 

covalent interaction. Further insights into the specific hydrophobization of PbS led us to 

demonstrate that the ligand electronegativity, rather than the commonly used binding energy, 

allows more accurate prediction of the relative hydrophobic functionality of the ligand toward 

PbS. Therefore, this study advances our fundamental understanding on the ligand−PbS(100) 

interaction and provides new perspectives on the first-principles design of ligands. 

4.1 Introduction  

Metal sulfides are versatile and cost-effective materials with broad engineering applications.1–3 

For example, the nanostructured lead sulfide (PbS) has been found valuable for electronic, 

optical and photovoltaic applications.4,5 The synthesis of PbS nanomaterial with certain size and 

shape necessitates precise process control of the nucleation, growth and ultimately the external 
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surface stability.6,7 It is also well known that the natural lead sulfide (galena, PbS) is the primary 

source for elemental lead but it needs to be separated and purified from the host rock matrix 

through froth flotation, followed by the metal reduction. The flotation enrichment of galena 

relies on selectively rendering the galena surface hydrophobic.8,9 Thus, efficient manipulation of 

the surface properties plays a critical role toward further extending the versatilities of metal 

sulfides and better utilizing the metal sulfide resources.  

Chemical functionalization of materials with the assistance of ligands has been established as a 

feasible way to tune the resulting surface physicochemical properties.10–12 Various experimental 

tools including atomic force microscope,13 cyclic voltammetry,14 X-ray photoelectron 

spectroscopy,15 Fourier transform infrared spectroscopy,16 and nuclear magnetic resonance17 

have been used to elucidate the ligand−metal sulfide interaction mechanisms, attempting to 

achieve the rational design of ligands with tailored functionalities. Among the commonly used 

ligands, the typical S- and O-tailed surfactants, such as oleic acid and xanthate, were extensively 

studied and have been widely reported to bind with metal ions on the surfaces of metal sulfides 

(e.g., CdS,18 ZnS,19 PbS7 and so on).  

In parallel with the rapidly developing experimental approaches, the accuracy of using the 

theoretical description of the surface chemical reactions has been largely improved.20,21 The first-

principles study, particularly the density functional theory (DFT) calculation, is increasingly 

becoming an indispensable tool to provide atomistic insights into the adsorption mechanism as 

well as the identification of key descriptors linking the intrinsic attribute of material with the 

activity of interest.22–25 For instance, the remarkable d-band model has been successfully applied 

as computational guideline for the design of transition metal-based catalysts for a number of 

catalytic reactions.26,27 Regarding the chemical functionalization of metal sulfides in the context 
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of froth flotation, the computed binding energy is generally used to assess the relative ligand 

functionalitiy.28–30 However, the trend of the binding energy, in certain case, fails to match with 

the trend of the corresponding experimental metric.31 To date, this issue still represents a major 

challenge, leaving the fundamental understanding of ligand‒metal sulfide binding ambiguous 

and the predictive descriptors for the rational design of ligand lacking.  

To this end, we studied the interaction mechanism of the prototype metal sulfide PbS and a set of 

commonly used ligands using DFT calculations. The representative PbS(100) was constructed as 

the model surface. The typical surfactants used in metal sulfide froth flotation, dimethyl 

dithiocarbamate (DTC, C2H6NCS2), ethyl xanthate (EX, C2H5OCS2), dimethyl dithiophosphate 

(DTP, C2H6O2PS2) and acetic acid (AA, C2H5CO2) were selected as the S- and the O-terminated 

ligands, respectively. Special attentions have been drawn on the resulting ligand−PbS(100) bond 

character by a systematic combination of density of states, charge density, Bader charge and 

electron localization function calculations. Importantly, the fundamental insights were 

successfully extended to the hydrophobization of PbS and are expected to be instructive in other 

fields with respect to the design of functionalized ligands.  

4.2 Computational Details 

The first-principles calculations were conducted with the Vienna ab initio Simulation Package 

(VASP).32–35 The core electrons were treated by the projector augmented wave method.36,37 The 

valence electronic configurations of the atoms adopted are H: 1s1, C: 2s22p2, N: 2s22p3, O: 

2s22p4, P: 3s23p3, S: 3s23p4 and Pb: 5d106s26p2. The valence electrons were presented in 

planewaves with a kinetic energy cutoff of 450 eV. The exchange and correlation interactions 

were described by the Perdew-Burke-Ernzerhof generalized gradient approximation functional.38 
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The electronic occupancies were determined by the Gaussian smearing method at a smearing 

width of 0.05 eV, and the total energy extrapolated to zero broadening was used. The k-point 

mesh of 7  7  7, as sampled by the Monkhorst-Pack39 scheme, was set for the PbS unit cell. 

The ligands were constructed with two carbon atoms in the tail and subsequently relaxed in a 

cubic simulation box of side length 30 Å at the  point only. The geometric structures were 

relaxed with the quasi-Newton algorithm until the total energy difference and the residual force 

were less than 10−6 eV and 0.02 eV/Å, respectively. Based on the fully optimized unit cell, a 2  

3 slab model of PbS(100) with six atomic layers was built. A 30 Å vacuum layer was added 

between the slabs to minimize the interaction between the successive slabs. The top three atomic 

layers of PbS(100) were allowed to relax, whereas the bottom three layers were constrained at 

the bulk positions during optimization. The dipole correction in the direction perpendicular to the 

slab surface was included, and the spin polarization was also enabled.  

The solvation effect was evaluated by the continuum implicit solvation model (VASPsol) 

implemented in VASP, which has been successfully employed for many interfacial adsorption 

studies.40–43 Within this model, the thermodynamically-averaged effect of water is replaced by 

the electrostatic response of a continuum dielectric cavity along with the corrections for cavity 

formation and dispersion energies, in order to avoid the computationally prohibitive sampling of 

explicit solvent configurations. More details on the VASPsol can be found in Appendix C. 

Finally, the ligand−PbS(100) binding energy was calculated as,  

∆𝐸ads = 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒/𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒_𝑠𝑢𝑟𝑓𝑎𝑐𝑒                                 4-1 
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where ∆𝐸ads is the adsorption energy, 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒/𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the energy of the ligand−PbS(100) 

system, and 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒_𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the energy of the reference system where the ligand sits in the 

middle of the vacuum layer.  

The charge density difference map was constructed as,  

∆𝜌 = 𝜌X∗PbS(100) − 𝜌PbS(100) − 𝜌X                                           4-2 

where 𝜌X∗PbS(100)  is the charge density of the bound system, 𝜌PbS(100)  and 𝜌X  are the charge 

densities of the PbS(100) and the ligand without further geometric relaxations, respectively. 

The electronegativity of the ligands was calculated with Gaussian [ub3lyp/6-

311++g(3df,3pd)].44–46 The previously optimized ligands in VASP were used without further 

optimizations for the corresponding anion and cation states. The electronegativity was calculated 

as,47,48 

𝜒 =
(𝐼𝐸+𝐸𝐴)

2
                                                                   4-3 

𝐼𝐸 = 𝐼𝐸v = 𝐸𝑡𝑜𝑡(𝑋+) − 𝐸𝑡𝑜𝑡(𝑋)                                               4-4 

𝐸𝐴 = 𝐸𝐴v = 𝐸𝑡𝑜𝑡(𝑋) − 𝐸𝑡𝑜𝑡(𝑋−)                                              4-5 

where 𝜒  is the electronegativity, 𝐼𝐸  is the vertical ionization energy and 𝐸𝐴  is the vertical 

electron affinity. 

4.3 Results  

The optimized PbS unit cell and PbS(100) are displayed in Figure 4.1. Clearly, PbS possesses a 

rock-salt structure where both the constituent Pb and S ions are octahedrally coordinated. The 

calculated lattice constants of a = b = c = 6.01 Å and the surface energy of 13 meV/Å2 are close 
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to the experimental lattice constant (5.93 Å)49 and the surface energy (12.31 meV/Å2) computed 

in previous study,6 respectively, which in turn validates the reliability of the current 

computational method. The projected density of states (PDOS) of the optimized PbS(100) and 

bulk were also obtained. It is found that the electronic structures of S and Pb on PbS(100) closely 

resemble those in the bulk, as shown in Figure 4.1(b). Specifically, the PDOS of the clean 

PbS(100) highlights three typical regions in the range of −15 to 0 eV, i.e., the low valence band 

(VB) at –12.89 to −11.09 eV, the middle VB at −8.54 to –5.95 eV and the upper VB at −4.41 eV 

to the Fermi level (0 eV).  

The low and middle VB regions comprise mainly the S 3s and the Pb 6s states, respectively. 

These deeply lying S 3s and Pb 6s states arise from the relative stabilization of the s electron 

pairs and become inert during the bonding interactions.50 The high VB encompasses mostly the S 

3p states, in contrast to the conduction band where the Pb 6p constitutes the major component. 

Notably, the S 3p states slightly hybridize with the limited Pb 6p states in the high VB region but 

with a dominant S 3p character, while the S and Pb orbitals barely overlap in the low and middle 

VB regions. These features indicate a very limited covalent nature of the S−Pb bond.51,52 Overall, 

the energies, widths and compositions of the calculated electronic structure of PbS(100) agree 

well with the reported photoemission spectra.53,54 
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Figure 4.1 (a) The optimized bulk PbS, (b) PDOS of Pb and S ions on PbS(100) and in bulk, (c) 

side view of the optimized PbS(100). 

We then simulated the adsorption of DTC, EX, DTP and AA on the relaxed PbS(100) in a 

bridging bidentate pattern, as illustrated in Scheme 4.1.31,55 The optimized adsorption 

configurations share similar features regardless of the different types of the ligands. The sulfur or 

oxygen ions from the ligand bind with two adjacent lead ions on PbS(100).  
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Scheme 4.1 (a1−d1) Front views and (a2−d2) top views of (a) DTC/PbS(100), (b) EX/PbS(100), 

(c) DTP/PbS(100) and (d) AA/PbS(100). The atoms include H, white; C, brown; N, cyan; O, red; 

P, magenta; S, yellow and Pb, black. 

The calculated average bond lengths of Pb–X are 2.904 Å, 2.899 Å, 2.892 Å and 2.400 Å for 

DTC, EX, DTP and AA, respectively. The relative bond length implies differences in the binding 

affinities of the ligands toward lead sulfide and agrees with the computed adsorption energies 

following the order DTC (–0.38 eV) > EX (–0.543 eV) > DTP (–0.818 eV) > AA (–1.602 eV). 

Apparently, AA binds more strongly with PbS(100) than those S-tailed ligands. Moreover, we 

evaluated the effect of water molecules on the adsorption energy using the implicit VASPsol 

model. Under this model, the above interaction energies increase accordingly to –0.29 eV, –

0.517 eV, –0.735 eV and –1.143 eV. Despite the weakened ligand–PbS(100) binding strength 

due to the implicit water molecules, the binding affinity trend remains unchanged. This is in 
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good agreement with previous DFT studies using the S-tailed ligands with/without the presence 

of explicit water molecules.29,31  

 

Figure 4.2 PDOS of the bound Pb and S ions from (a) DTC/PbS(100), (b) EX/PbS(100), (c) 

DTP/PbS(100) and (d) AA/PbS(100). 

To better understand the reasons credited for the distinct adsorption energies of the ligands on 

PbS(100), we calculated the PDOS of the ions directly participated in the bonding event, which 

has been proven helpful in revealing the underlying bonding mechanism.56 The plots presented in 

Figure 4.2 include PDOS of the terminal ions (Ssus or Osus) from the ligands in the reference 
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system and those from the adsorbed ligand on PbS(100) (Sads or Oads) as well as the active Pb 

ions on the underlying surface. It is shown in Figure 4.2 (a)-(d) that the adsorption of ligand 

accompanies with evident electron structure changes around the Fermi level. Apparently, when 

coupled with the electronic states of the active Pb ions on PbS(100), the narrow ligand states 

become highly broadened. The states coupling is further verified by the appearance of the weak 

Pb states in those of the ligand. Likewise, the ligand states can also be seen within the PDOS of 

the Pb ions right below the Fermi energy. In comparison, the ligand states located below −3 eV 

only experience negligible changes owing to the inert nature of these low-lying energy states. 

The limited hybridization between the ligand and Pb ions suggests a weak covalent character of 

the ligand−PbS(100) bond. Moreover, it is observed that the ligand states around Fermi level 

shifted negatively upon the adsorption of ligands. Since states below the Fermi level are 

occupied by electrons, this means that the ligands obtained electrons from the underlying surface 

and hence indicates some ionic character of the ligand−PbS(100) chemical bond.  

We also note that the overall PDOS involving the binding ions is very similar to those of the bare 

surface and the bulk in Figure 4.1(b). Meanwhile, the adsorption configuration of the ligands on 

PbS(100) restores the missing S−Pb bond on the surface.7,31 Altogether, these suggest that the 

geometric and electronic features of the bulk lead sulfide can be used to predict the 

ligand−PbS(100) binding mechanism to a large extent.  
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Figure 4.3 Slices of charge density difference maps for (a) DTC/PbS(100), (b) EX/PbS(100), (c) 

DTP/PbS(100) and (d) AA/PbS(100), (e) line profiles along Pb−S or Pb−O, (f) charge state of 

the adsorbed ligands. 

We know that the interaction between atoms can lead to the redistribution of electron density 

around the atomic nuclei and regions in between them (i.e., the bonding regions). These 

occurrences correspond to the two limits of the ionic bond and the covalent bond, respectively.57 

As such, the charge rearrangement due to the bonding interaction reveals more details on the 

ligand−PbS(100) bond character. The charge density difference contours () containing the 

bonding ions are presented in Figure 4.3 (a)-(d). The negative and positive values mean the 
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electron depletion and electron accumulation, respectively. For a more direct comparison, the 

line profiles starting from Pb to the bound ion of the ligands, as marked by the dashed black 

arrow line, are plotted in Figure 4.3(e).  

From the charge difference maps, we can see that the adsorption of ligand leads to pronounced 

charge redistribution for all cases. The charge close to the bonding region is largely depleted. In 

comparison, the electrons accumulate intensively around the binding ions from the adsorbed 

ligand, and the O from AA exhibits the largest degree of electron accumulation. This 

phenomenon deviates from the ideal covalent situation where the electrons accumulate within the 

bonding region and locate at the middle point along the bond. Besides, it is worth noting that the 

electrons obtained by the ligands polarizes toward the underlying Pb ions, signaling considerable 

electrostatic contribution to the resulting interaction energy. These facts further manifest the 

dominant ionic nature of the ligand−PbS(100) interaction and support the observed minor bond 

covalency from the above PDOS analysis.  

The adsorption induced electron transfer was further quantified using the Bader scheme on the 

basis of charge density.58 This scheme divides the atoms with the so-called zero-flux surface 

where the charge density is a minimum perpendicular to the surface. The charge of specific 

atoms can then be obtained by integration of the electron density enclosed within the Bader 

regions. The calculated charge states of the adsorbed ligands are plotted in Figure 4.3(f). As can 

be seen, the charge states of the adsorbed ligands amount to −0.518, −0.532, −0.563 and −0.715 

for DTC/PbS(100), EX/PbS(100), DTP/PbS(100) and AA/PbS(100), respectively, depending on 

the attracting abilities of the interacting ions toward the valence electrons. Not surprisingly, the 

O ion from AA exhibits the largest partial charge, thereby giving rise to the strongest ion-

induced dipole interaction with the underlying lead ions among the four cases. 
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Figure 4.4 2-D displays of ELF for (a) DTC/PbS(100), (b) EX/PbS(100), (c) DTP/PbS(100) and 

(d) AA/PbS(100), (e) line profiles along Pb−S or Pb−O and the labeled area denotes the bonding 

region. 

By far, we have demonstrated the dominant ionic character of the ligand−PbS(100) bonds. 

However, the ligands, particularly the thiol-based ligands, have been conventionally deemed to 

bind with metal sulfides covalently because of the small electronegativity difference between the 

atomic sulfur and metallic elements.59 To further check the ligand−PbS(100) bond covalency, we 

resorted to the electron localization function (ELF) which reflects the probability of finding 
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electron pairs. The value of ELF scales from 0 to 1, where 1 and 0.5 correspond to fully localized 

and fully delocalized electrons, respectively, whereas 0 indicates an extremely low charge 

density. The ELF along the bond, especially the minimum value within the bond region, has been 

suggested as persuasive proof of the relative bond covalency.60 The ELF of the four cases are 

provided in Figure 4.4 (a)-(d), together with the corresponding line profiles in Figure 4.4 (e). 

Firstly, no obvious localization domains are observed within the ligand−PbS(100) bond regions 

for all the cases. The line profile also indicates that the ELF values of the bonding region are 

extremely low. The ELF, thus, provides extra evidence on the weak covalent nature of the 

ligand−PbS(100) interaction. Collectively, it is concluded that the ligand−PbS(100) bond is 

essentially ionic with minor covalency.  

4.4 Discussion 

As mentioned earlier, the computational binding energy has been widely used as the descriptor to 

assess the functionalities of a ligand. However, our results showed that the binding energy trend 

failed to match with the relative hydrophobic functionalities of the ligands toward PbS in the 

context of froth flotation. The solubility product (pKsp) of the ligand−lead compound is the 

recognized experimental metric in terms of the hydrophobic functionality of the ligand toward 

PbS. We compared the ligand−PbS(100) binding strength with the corresponding pKsp in Figure 

4.5 (a). It shows clearly that the binding strength trend (DTC < EX < DTP < AA) is completely 

opposite to that of pKsp. This inconsistency is also encountered in previous studies but remains 

unclear.31  
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Figure 4.5 (a) The binding energy (E) of X−PbS(100) and the solubility product (pKsp) of the 

corresponding PbX2 compound (ten carbons were included for PbAA2), (b) E, ()2 and pKsp 

plotted against the ligand electronegativity (). 

According to our findings on the ligand−PbS(100) bond character, the ligands bind with 

PbS(100) predominantly ionically with very limited covalency. The ionic contribution thus in a 

first approximation plays a decisive role in the resulting adsorption energy. In this case, such 

binding strength trend (DTC < EX < DTP < AA) stems from the increasing ionic fraction of the 

ligand−PbS(100) interaction. Furthermore, it is well known that the S-tailed ligands with only 2-

4 carbon atoms in the hydrocarbon tail can induce appreciable flotation performance of lead 

sulfide. Given the short hydrocarbon chain and similar ligand skeleton structure, the 

ligand−PbS(100) bond character has a significant impact on the resulting surface hydrophobicity. 

In addition, the widespread electronegativity model in the context of minerals flotation claims 

that the relative empirical electronegativity difference [(Δ)2] between the ligand and active 

metallic atom on mineral surface closely relates to the collecting ability of the ligand toward 
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minerals.59 The lower the value of (Δ)2 is, the larger the fraction of the resulting bond 

covalency and eventually a more hydrophobic surface. Although we found that the 

ligand−PbS(100) bond is essentially ionic, the relative covalency trend correlates with the spirit 

of the electronegativity theory. Under this connection, the thiol ligands (DTC, EX and DTP) and 

PbS(100) form less ionic bond that yields higher degree of surface hydrophobicity and 

consequently, desirable flotation performance of galena mineral particles can be achieved. On 

the other hand, the bond formed between the O-tailed ligand (AA) and PbS(100) possesses a 

considerably larger fraction of ionicity. Accordingly, the ligand with much longer hydrocarbon 

chain is needed to achieve comparable flotation performance of galena as that of the thiol 

collectors. Though it is difficult to explicitly classify and quantify the ionic and the covalent 

contributions to the resulting interaction energy, this qualitative analysis on the basis of the bond 

character points to a comprehensive elucidation of the discordance between the binding energy 

and the hydrophobic functionality of the ligand.  

In light of the above clarification, we know that the ligand−PbS(100) bond character, rather than 

the commonly used binding energy, can more accurately predict the relative hydrophobic 

functionality of the ligand with a specific ligand tail toward galena. The ligand electronegativity 

() that can capture the relative ligand−PbS(100) bond iconicity hence holds the potential as a 

descriptor for rationally tailoring the hydrophobic functionality of the ligand. As shown in Figure 

4.5(b), the  extraordinarily relates to the corresponding adsorption energy (∆E), the empirical 

electronegativity difference [(∆λ)2] as well as the solubility product of PbX2 (pKsp), further 

corroborating its robustness as a descriptor. Therefore, this study not only helps to better 

understand the ligand−PbS(100) interaction mechanism, but also provides new insights into the 

computational design of improved ligands.  
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Calculations of the ligand electronegativity, DFT results on the bond character of Zn−C in 

dimethylzinc, supporting figures and other related information can be found in Appendix B. 

4.5 Conclusions 

Efficient modification of surface properties of metal sulfides through the adsorption of specially 

designed ligands plays a pivotal role in numerous engineering applications. We studied the 

adsorption of typical S/O-tailed ligands on the lead sulfide PbS(100) surface using density 

functional theory (DFT) calculations. Extensive analyses have been performed to comprehend 

the resulting ligand−PbS(100) bond character by the joint projected density of states (PDOS), 

charge density difference, Bader charge and electron localization function (ELF) calculations. 

The ligand−PbS(100) bond was revealed to be predominantly ionic with minor covalency, in 

direct contrast to the classical view of covalent bonding. Moreover, instead of the generally used 

binding energy, the ligand electronegativity () was established as a potential descriptor to 

accurately predict the relative ligand hydrophobic functionality toward PbS with a certain normal 

hydrocarbon tail. The effectiveness of this descriptor was strongly supported by its extraordinary 

correlations with both the recognized solubility product constant (pKsp) of the corresponding 

ligand−Pb compound and the ligand/atomic lead electronegativity difference [()2]. Therefore, 

this study further advances our understanding on the interaction mechanism between the ligands 

and PbS(100). The insight on the ligand−metal sulfide bond character, together with its 

demonstrated applicability in the hydrophobization case of lead sulfide, offers new perspective 

on the descriptor-based design of ligand with tailored functionalities as well.  
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Chapter 5  Chemical Functionalization of ZnS: A Perspective from the 

Ligand−ZnS Bond Character 

Abstract: Chemical functionalization of metal sulfides plays a critical role in many fields such 

as materials science and froth flotation. The commonly used thiol-bearing functionalization 

ligands are generally considered to bind with metal sulfides covalently, and the computed 

binding energy is widely used to evaluate the functionality of the ligands toward metal sulfides. 

Herein, we studied the surface chemistry of the model ZnS and its binding with typical S- and O-

terminated ligands using density functional theory calculations with an emphasis on the resulting 

bond character. Surprisingly, it was found that the ligand−ZnS(110) bond is essentially ionic 

with limited covalency. This very fundamental finding was further extended to the 

hydrophobization of ZnS in the context of froth flotation and rationalized the previously 

unresolved phenomenon that the higher the ligand−ZnS(110) binding strength, the lower the 

ligand hydrophobic functionality toward ZnS. Meanwhile, instead of the binding energy, the 

electronegativity of the ligand was identified as potential computational descriptor which can 

accurately predict the relative ligand hydrophobic functionality toward ZnS. This work, 

therefore, further advanced our understanding of the intrinsic ligand−metal sulfide binding 

mechanism and highlighted the importance of computational parameters, beyond the binding 

energy, in guiding the first-principles design of ligands with enhanced functionalities or 

optimizing relevant industrial processes.  
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5.1 Introduction 

Metal sulfides are fascinating materials which have been found useful in many engineering 

applications.1–3 In catalysis, the metal-based (e.g., Ru-, Mo-, Ag-) chalcogenides are emerging as 

earth-abundant and cost-effective catalysts owing to the superior intrinsic catalytic activities 

toward oxygen reduction reaction (ORR),4,5 hydrogen evolution reaction (HER)6,7 and carbon 

dioxide reduction reaction (CO2RR).8,9 Moreover, certain semiconducting metal sulfide 

nanocrystals (e.g., CrS and ZnS) have been intensively studied as critical components in many 

electronic devices due to their distinctive electronic and optical properties.10 In addition, the 

natural metal sulfides constitute the principal raw resources for a broad range of base metals and 

are mainly separated from the gangue or clay minerals in froth flotation on the basis of the 

surface hydrophobicity differences.11,12 Importantly, studies have shown that surface 

functionalization of the materials with specially designed ligands can profoundly modify the 

surface physicochemical properties and thus hold the possibilities for more desired catalytic 

activity of the materials, better control of the functional nanocrystal synthesis or further 

optimization of relevant industrial practices.3,13–15 However, rational design of such 

functionalization ligands calls for deep insights into the ligand‒metal sulfide interaction and 

basic knowledge of the key parameters determining the macroscopic functionality of interest. 

Over the past several decades, there has been significant drive in unravelling the ligand‒metal 

sulfide binding mechanism to accelerate the design of ligands with enhanced functionalities 

toward metal sulfides, such as the hydrophobization of sphalerite in the context of mineral 

flotation. The spectroscopic tests using Raman spectroscopy,16 Fourier transform infrared 

spectroscopy (FTIR)17,18 and X-ray photoelectron spectroscopy (XPS)3,12 have provided solid 

evidence on the presence of functionalization ligands on the metal sulfides while offering limited 
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information on the binding process on an atomic scale. In response, the electronic structure 

calculations on the basis of the density functional theory (DFT) were widely performed. This 

method has been proven particularly helpful in identifying the intrinsic attributes of materials 

responsible for the activity variations from one material to another.19,20 The computed binding 

energy has been widely used as the parameter to evaluate the functionality of surfactants.21–23 For 

example, previous DFT calculations gave the binding energies of typical thiol surfactants with 

metal sulfides to compare the ligands’ hydrophobic functionalities and hence the collecting 

abilities of the ligands toward metal sulfides in flotation.24 Nevertheless, the calculated relative 

binding strengths followed a reverse order to the solubility product of the corresponding ligand‒

metal compound which is the recognized experimental metric for evaluating the ligand collecting 

abilities toward metal sulfides. Up to now, neither the underlying ligand‒metal sulfide 

interaction mechanism nor the resultant bond character is well understood. Meanwhile, the 

descriptors enabling the rational design of ligands with enhanced hydrophobic functionalities 

remain unavailable. It is, therefore, highly desirable to explore computational parameters, other 

than the binding energy, to guide the directional design of functionalization ligands.  

To this end, we studied the surface chemistry of the model ZnS using DFT calculations and 

subsequently explored the adsorption of commonly used functionalization ligands containing 

thiol [dimethyl dithiocarbamate (DTC, C2H6NCS2), ethyl xanthate (EX, C2H5OCS2) and 

dimethyl dithiophosphate (DTP, C2H6O2PS2)] and carboxyl [acetic acid (AA, C2H5CO2)] groups 

on ZnS(110). The combined projected density of states (PDOS), charge density difference, Bader 

charge and electron localization function (ELF) calculations were carried out to elucidate the 

ligand−ZnS(110) binding mechanism as well as the resulting bond character. Based on the 

theoretical findings, we turned to the special case of ZnS hydrophobization to link the 
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hydrophobization performance with the electronic properties of the functionalization ligand. 

Given the importance of functionalization in tailoring the catalytic activity of catalysts and 

synthesis of the functional nanocrystals, the methodology and results are expected to be 

applicable in similar studies and to invoke explorations of guiding computational descriptors 

other than the binding energy in terms of the ligand design. 

5.2 Computational Details 

The first-principles calculations were performed using the Vienna ab initio Simulation Package 

(VASP).25–28 The projector-augmented wave method29,30 was employed and the electron 

wavefunctions were presented by the planewave basis set at a cut-off energy 450 eV. The 

Perdew-Burke-Ernzerhof generalized gradient approximation functional31 was selected to 

describe the exchange and correlation interactions. The occupancy of the one-electron states was 

calculated using an electronic temperature of kBT = 0.05 eV and the resulting energies were 

extrapolated to 0 K. The k-point grids of 7  7  7 under the Monkhorst-Pack scheme32 was set 

for the ZnS unit cell, whereas only the Gamma point was adopted for the functionalization 

ligands. The models were relaxed using the quasi-Newton algorithm as implemented in VASP. 

The convergence was assumed when the total energy difference between cycles and the residual 

forces were less than 10−4 eV and 0.05 eV/Å, respectively. After fully relaxed, the lattice 

constants of ZnS unit cell are a = b = c = 5.45 Å, close to the experimental lattice parameters of a 

= b = c = 5.41 Å.33  

The ZnS(110) model which has been widely used as the representative surface for sphalerite was 

then constructed as a 2  3 slab with six atomic layers.24,34 A vacuum layer with thickness of 30 

Å was introduced to the slab to minimize the spurious interactions between periodic images. 
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During optimization, only the top three atomic layers of the slab models were relaxed, while the 

bottom three layers were constraint at the bulk positions. The computed surface energy of 

ZnS(110) is 0.6 J/m2 which equals to that in previous calculation, further validating the above 

computational setups.35  

The functionalization ligands were constructed containing two carbon atoms in the tail to largely 

exclude the effect of hydrocarbon chain on the interaction. The adsorption models were built 

with each of the ligand adsorbing on the 2 × 3 slab model of ZnS(110) for the purpose of this 

study. The solvation effect was approximately evaluated by means of the continuum implicit 

solvation model (VASPsol).36,37 More details on VASPsol can be found in Appendix C. This 

model has been verified as being capable of reproducing solvation energies of a series of isolated 

molecules and has been successfully employed for many interfacial adsorption studies.36–39 

Finally, the binding energy of the ligand on ZnS(110) was calculated as,24,40 

∆𝐸𝑎𝑑𝑠 = 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒/𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒_𝑠𝑢𝑟𝑓𝑎𝑐𝑒                             5-1 

where ∆𝐸𝑎𝑑𝑠, 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒/𝑠𝑢𝑟𝑓𝑎𝑐𝑒 and 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒_𝑠𝑢𝑟𝑓𝑎𝑐𝑒 are the adsorption energy, the energy of 

the ligand−ZnS(110) bound system and the energy of the reference system where the ligand 

suspends in the middle of the vacuum layer, respectively.  

5.3 Results and Discussion 

Prior to simulating the adsorption of functionalization ligands, the geometric and electronic 

structures of optimized ZnS(110) were examined to gain information on the surface reactivity. 

The side and top views of the relaxed ZnS(110) are presented in Figures 5.1 (a) and (b), 

respectively.  
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Figure 5.1 (a) Side view and (b) top view of the optimized ZnS(110), (c) PDOS of the surface 

Zn and S ions. 

Within the top layer, each ion is coordinated by three neighbors, while zinc cation from the inner 

layers and the bulk crystal is tetrahedrally connected with four neighbouring sulfur anions and 

vice versa. Upon being relaxed, the ZnS(110), particularly the top layer, underwent noteworthy 

relaxations and reconstructions and eventually appeared corrugated. It is shown in Figure 5.1(b) 

that the Zn and S ions on the top layer are downshifted by 0.4 Å and upshifted by 0.153 Å, 

respectively, with reference to the bulk configurations. Not surprisingly, the surface Zn−S bond 

length becomes shorter by 0.083 Å in comparison with those in the inner layers, deriving from 

the less coordinated environment on the surface.35 Moreover, Figure 5.1(b) illustrates that the 

calculated geometric parameters (blue) are highly consistent with the corresponding 

experimental results (red), validating the accuracy and reliability of the present computational 

methods. The electronic structure of ZnS(110) was analyzed using the projected density of states 

(PDOS) of the surface Zn and S ions in Figure 5.1(c). Inspection of the PDOS reveals that the 
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top of the valence band is dominated by the S 3p states with minor contribution from Zn 4sp 

states, ranging from −5 to 0 eV (i.e., the Fermi level). In comparison, the band at around −6 eV is 

mainly comprised of the Zn 3d states, while the S 3s states are much lower in energy (~11 eV 

below the Fermi level). The relative location and distribution of the electronic states in the 

calculated PDOS are in good agreements with the reported spectroscopic experiment results.42  

With the relaxed ZnS(110), the adsorption of ligands was conducted and the optimized 

adsorption models of DTC, EX, DTP and AA on ZnS(110) are presented in Scheme 5.1. It is 

observed that the adsorption configurations experience little differences regardless of the 

different types of the bonding ligands. Specifically, the terminal ions from the ligands bind with 

the surface Zn ions in a bridging bidentate mode, in agreement with previous studies.43–45 We 

then extracted and compared the calculated geometric parameters with those deduced from the 

polarized FTIR-ATR spectroscopy in Figure 5.2.45 As seen, the two series of structural 

parameters are highly consistent which further supports the reliability of current DFT study. 
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Scheme 5.1 (a1−d1) Front views and (a2−d2) top views of the optimized structures of (a) 

DTC/ZnS(110), (b) EX/ZnS(110), (c) DTP/ZnS(110) and (d) AA/ZnS(110). The atoms include 

H(white), C (brown), N (cyan), O (red), P (magenta), S (yellow) and Zn (grey). 

The adsorption of ligands has led to structural changes of the underlying surface. Probably the 

most striking change is that the active Zn ions on the surface are upshifted by 0.23, 0.25, 0.34 

and 0.27 Å upon the adsorption of DTC, EX, DTP and AA, respectively. In this case, the 

preceding downshifts of the Zn ions due to the structural optimization are largely compensated, 

depending on the type of the binding ligand. Interestingly, after adsorption, the binding ions from 

the ligand, the bound Zn ion and the coordinated three sulfur ions on the surface connected in a 

pattern analogue to the bulk tetrahedral configurations. It is thus concluded that the ligands bind 

with the ZnS(110) in a preferable configuration restoring the tetrahedral configuration of the 

surface Zn ions as those in the inner layers or in the bulk crystal. Moreover, given the similar 
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structures and the same type of the binding ions of the S-tailed ligands, the different variations of 

the position of the active Zn ions imply the different binding affinities of the ligand toward zinc 

sulfide. This speculation is confirmed by the calculated adsorption energies which followed the 

order of AA (–1.6 eV) < DTP (–0.865 eV) < EX (–0.597 eV) < DTC (–0.571 eV), indicative of a 

stronger binding affinity of AA toward the ZnS(110) than those of the S-tailed ligands. In 

addition, the effect of water molecules on the adsorption energy is approximately evaluated with 

the implicit VASPsol model. Under this model, the above interaction energies increased 

accordingly to –1.114 eV, –0.74, –0.51 and –0.402, respectively. Although the ligand and 

ZnS(110) interact more weakly in the presence of implicit water molecules, the trend of the 

binding affinities remains unchanged, as also observed by previous DFT studies using the S-

tailed ligands with and without explicit water molecules.24  

 

Figure 5.2 Comparison of the relevant geometrical parameters of the calculated and 

experimental EX/ZnS(110) system.45 
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We further calculated the PDOS of the ions directly involved in the bonding event to shed light 

on the distinct binding abilities of the ligands toward ZnS(110), which has been verified helpful 

in revealing the underlying bonding mechanism.46,47 The plots presented in Figure 5.3 include 

PDOS of the binding ions from the ligand placed in the middle of the vacuum region (Ssus or 

Osus) and those from the adsorbed ligand on ZnS(110) (Sads or Oads) as well as the active Zn ions 

on the underlying surface (Zn).  

 

Figure 5.3 PDOS of the binding ions for (a) DTC/ZnS(110), (b) EX/ZnS(110), (c) 

DTP/ZnS(110) and (d) AA/ZnS(110). 
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As shown, the adsorption of ligands induced clear PDOS variations in two typical energy ranges 

for all cases. From −6 eV to the Fermi level, the narrow and localized ligand states get widened 

and multiply split due to the coupling with the electronic states of the underneath Zn ions. This 

states coupling is further verified by the clear signature of Zn states in those of the ligand, and 

the ligand states can also be seen within the PDOS of the Zn ions in contact. Since the states 

resonance is a feature for covalency, the mixture of the electronic states of the ligand and Zn ions 

suggests a partial covalent character of the resulting ligand−ZnS(110) bond. In contrast, the 

shape of the ligand states below −6 eV only experienced negligible changes because of the inert 

nature of these low lied states in energy. However, these states are found to be negatively shifted 

upon the adsorption of ligands. This phenomenon, together with the filling of the states around 

the Fermi level, indicates the electron transfer from the surface to the adsorbed ligands. 

Furthermore, it is noted that the overall PDOS features involving the binding ions closely 

resemble those of the bare surface which indicates the similarities of the bond characters between 

ligand−ZnS(110) and that on the surface. Combining with the aforementioned adsorption 

configurations, it can be seen that the geometric and electronic structure of the bulk or inner 

layer of zinc sulfide predicts to a large extent the interaction mechanism of the ligands toward 

ZnS(110). 

The interaction between atoms induces electron density redistributions around atomic nuclei or 

along the bonds, corresponding to the two limits of ionic bond and covalent bond, respectively.48 

Therefore, the electron flow during the bonding interaction can give more details on the 

ligand−ZnS(110) bond character, particularly the relative ionic portion of the bond. The charge 

density difference contours () containing the bonding ions was constructed and presented in 
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Figure 5.4.49 The line profile starting from Zn to the bound ion of the ligand, as illustrated by the 

dashed black arrow line, is also presented in Figure 5.4(e).  

 

Figure 5.4 Slices of the charge density difference profiles for (a) DTC/ZnS(110), (b) 

EX/ZnS(110), (c) DTP/ZnS(110) and (d) AA/ZnS(110), (e) the line profiles along Zn−S or 

Zn−O. 

Clearly, the adsorption of ligand leads to pronounced charge redistributions for all the cases, 

where the charge density around Zn ions is largely depleted, whereas the electrons significantly 

accumulate around the binding ions from the adsorbed ligand, especially the O from AA which 

exhibited the largest degree of electron accumulation. This indicates considerable electrostatic 
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contribution to the resulting interaction energy, consistent with the observed ionic interaction 

from the above PDOS analysis.50 

The adsorption induced electron transfer can be quantized by integration of the electron density 

within the Bader regions using the Bader scheme.51 The calculated Bader charges [Figure 5.5(a)] 

of the adsorbed ligands are −0.09, −0.22, −0.32 and −0.65 for DTC/ZnS(110), EX/ZnS(110), 

DTP/ZnS(110) and AA/ZnS(110), respectively. As expected, the largest partial charge is located 

on the O ion from AA, causing their positions to show the strongest ion-induced dipole 

interactions with the adjacent Zn ions.  

 

Figure 5.5 (a) Bader charge states of the binding Zn ion (solid bars) and the bound ligand 

(patterned bars), (b) the transferred charge plotted against the electronegativity (). 

As plotted in Figure 5.5(b), the relative charge states of the ligand are strongly related to the 

corresponding electronegativities of the isolated ligands, showing an approximately linear 

correlation. Therefore, the contrasting distributions of the electrons because of the adsorption of 

ligands can be attributed to the distinct attracting abilities of the interacting ions toward the 
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valence electrons.52,53 Such abilities can be measured by the intrinsic electronegativity of the 

ligand, and thereby providing extra evidence on the ionic nature of the ligand−ZnS(110) bond. 

The resulting ligand−ZnS(110) bond character was further checked through the electron 

localization function (ELF) which reflects the probability of finding electron pairs and scales 

from 0 to 1. The ELF value along the bond indicates the relative degree of bond covalency in 

terms of electron pairing and hence has been widely adopted to measure the nature of chemical 

bonds.54,55 The ELF of the four cases and the color scale bar are provided in Figure 5.6.  

 

Figure 5.6 Slices of the ELF profiles for (a) DTC/ZnS(110), (b) EX/ZnS(110), (c) 

DTP/ZnS(110) and (d) AA/ZnS(110). 

The absence of the localized domains within the bonding regions further supports the weak 

covalency of the interaction. Collectively, we can safely draw the conclusion that the 
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ligand−ZnS(110) bond is strongly ionic with limited covalency, in contrast to the implicit view 

of the conventional covalent interaction mechanism. 

Having investigated the ligand−ZnS(110) interaction mechanism and the resulting bonding 

character, we now turn to the hydrophobic functionalization of zinc sulfide in the context of froth 

flotation. The goals are to address the previously un-elucidated inconsistency [Figure 5.7(a)] 

between the ligand−zinc sulfide binding energy and the hydrophobic functionality of the ligands 

toward zinc sulfide as measured by the solubility product, and then identify the key attribute of 

ligands determining the surface hydrophobicity. Since the ligands bind with ZnS(110) in a 

predominantly ionic bond with limited covalency, the resulting adsorption energy comprises of 

both the electrostatic and hybridization contributions. Apparently, the covalent interaction is not 

responsible for the increased binding strengths of the ligands with ZnS(110) from DTC, EX and 

DTP to AA.56 The ionic interaction thus plays a decisive role in the resulting trend of the 

adsorption energy, assuming that the hybridization effect in the four cases are approximately 

equivalent because of the limited and comparable covalency. In this case, the trend of the ligand 

binding strength with ZnS(110) (i.e., DTC < EX < DTP < AA) is rationalized to arise from the 

increasing ionic contribution. Moreover, given the similar and short hydrocarbon chain (e.g., 5 

carbon atoms in the tail for EX) of the ligands used in the flotation of sphalerite, the 

ligand−ZnS(110) bonding character, beyond any doubt, significantly affects the resulting surface 

hydrophobicity. 

According to the electronegativity model in the context of minerals flotation, the relative 

electronegativity difference [(Δ)2] between the ligand head group (e.g., −OCS2, −NCS2 or 

−O2PS2) and the active metal atom on mineral surface (e.g., Cu, Pb or Fe) indicates the collecting 
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ability of the ligand toward minerals.57 Specifically, a smaller value of (Δ)2 indicates a stronger 

covalent bonding interaction which contributes to a more hydrophobic surface. Conversely, a 

larger value of (Δ)2 represents a weaker covalent bond and a less hydrophobic surface. 

Therefore, the less ionic bond between the thiol ligands and ZnS(110) gives rise to desired 

surface hydrophobicity, leading to high collecting efficiencies of the ligands toward sphalerite 

mineral particles. On the other hand, the O-tailed ligands bind with ZnS(110) in a more ionic 

character. As a result, the hydrocarbon chain containing more carbon atoms is required to 

achieve comparable collecting performance toward sphalerite as those of the S-tailed 

surfactants.57  

 

Figure 5.7 (a) The solubility product (pKsp) and binding energy (E) plotted against the 

electronegativity difference [()2], (b) the pKsp, E and ()2 as a function of the ligand 

electronegativity (). 

We can now see that the ligand electronegativity () can potentially serve as a powerful 

descriptor predicating the hydrophobic functionality of the ligand toward ZnS at a given 

hydrocarbon tail. This is further confirmed by the extraordinary correlations between the 
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electronegativity and other critical and recognized evaluation parameters, i.e., the empirical 

electronegativity difference between ligand head group and atomic Zn [(∆λ)2], the adsorption 

energy (∆E) and the solubility product of the ligand−Zn compound counterpart (pKsp), as plotted 

in Figure 5.7(b). Therefore, when engineering the ligand for enhanced hydrophobic functionality 

toward metal sulfides, the ligand electronegativity should be particularly considered. Moreover, 

the methodology adopted is also instructive for other material functionalization cases in which 

the computational parameters other than the binding energy need to be considered depending on 

specific functionalization attempts. 

5.4 Conclusions 

Chemical functionalization of metal sulfides by the adsorption of specific ligands have drawn 

extensive attentions in a wide range of engineering applications. In this work, we performed 

density functional theory (DFT) calculations to explore the intrinsic interaction mechanism 

between the commonly used S- and O-tailed functionalization groups and ZnS(110) with a 

particular emphasis on the resulting bond character. The ligands were shown to preferably bind 

with ZnS(110) in a bidentate bridging mode, restoring the missing surface Zn−S bond as that in 

the bulk crystal or inner layers both geometrically and electronically. The combined projected 

density of states (PDOS), charge density difference, Bader charge and electron localization 

function (ELF) calculations demonstrated that the resulting ligand−ZnS(110) bond is 

predominantly ionic with minor covalency, in contrast to the implicit conventional assumption of 

a pure covalent interaction. Moreover, it was found that the ligand electronegativity () plays a 

central role in the ligand−ZnS(110) binding, leading to such trend of the ligand binding strengths 

(DTC < EX < DTP < AA) and strongly correlating with the solubility product constant (pKsp) of 
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the corresponding ligand−Zn compound as well as the empirical electronegativity difference 

between the ligand head group and atomic Zn [()2]. Consequently, the ligand electronegativity 

was proposed as the descriptor enabling accurate prediction of the ligand hydrophobic 

functionality toward ZnS at a given hydrocarbon tail. Therefore, this study further advanced our 

understandings on the ligand−ZnS(110) interaction, and the fundamental findings obtained can 

be instructive in identifying specific descriptors for functionalization of many other materials as 

well. 
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Chapter 6  Conclusions and Future Work 

6.1 Major conclusions 

The work presented in this dissertation explored the catalytic activity trend of metal sulfides for 

oxygen reduction reaction (ORR) and the ligand−metal sulfide binding mechanism. 

The ORR activities of metal sulfides were studied using density functional theory (DFT) 

calculations. The Gibbs free energy diagram revealed that the ORR activities of FeS2 and 

CuFeS2 are similar to that of Pt, but different from those of PbS and ZnS. The relative theoretical 

overpotentials agree well with the experimental trend Pt < FeS2 < CuFeS2 < PbS < ZnS. The 

distinct ORR behaviors were found to originate from the different oxygen binding energies, as 

governed by the underlying electronic structure. Moreover, the bulk centroid (relative to the 

Fermi level) of the occupied S-3p band of metal sulfide was established as the potential 

descriptor which correlates well with the experimental rest potentials for sulfide minerals in 

xanthate solutions.  

The adsorption mechanism of typical S/O-tailed ligands on the lead sulfide PbS(100) surface was 

studied using DFT calculations. Extensive analyses have been performed to comprehend the 

resulting ligand−PbS(100) bond character by the joint projected density of states (PDOS), charge 

density difference, Bader charge and electron localization function (ELF) calculations. The 

ligand−PbS(100) bond was revealed to be predominantly ionic with minor covalency, in direct 

contrast to the classical view of covalent bonding. Moreover, instead of the generally used 

binding energy concept, the ligand electronegativity () was established as the potential 

descriptor allowing more accurate prediction of the relative ligand hydrophobic functionality 
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toward PbS with a certain normal hydrocarbon tail. The effectiveness of this descriptor was 

supported by its extraordinary correlations with both the recognized solubility product constant 

(pKsp) of the corresponding ligand−Pb compound and the ligand/atomic Pb electronegativity 

difference [()2].  

Using DFT calculations, we studied the binding mechanism between the commonly used S- and 

O-tailed functionalization groups and ZnS(110) with an emphasis on the resulting bond 

character. The combined PDOS, charge density difference, Bader charge and ELF calculations 

demonstrated that the resulting ligand−ZnS(110) bond is predominantly ionic with minor 

covalency, in contrast to the conventional assumption of a pure covalent interaction. Moreover, it 

was found that the ligand electronegativity () plays a central role in the ligand−ZnS(110) 

binding, leading to such trend of the ligand binding strengths (DTC < EX < DTP < AA) and 

strongly correlating with the solubility product constant (pKsp) of the corresponding ligand−Zn 

compound as well as the empirical electronegativity difference between the ligand head group 

and atomic Zn [()2]. Consequently, the ligand electronegativity was proposed as the potential 

descriptor enabling accurate prediction of the ligand hydrophobic functionality toward ZnS at a 

given hydrocarbon tail.  

6.2 Original contributions  

DFT calculations in combination with the computational hydrogen model was applied for the 

first time to study the catalytic activities of metal sulfides for ORR in the context of froth 

flotation. This work provided atomistic insights into the distinct catalyzing abilities of metal 

sulfides for ORR. Moreover, we identified an effective descriptor linking the intrinsic attribute of 

metal sulfides with the critical experimental metric in connection with the flotation of sulfide 
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minerals. The established descriptor–activity relationship holds the promise in prediction of the 

overall electrochemical behavior of sulfide minerals and hence potentially benefits the mineral 

flotation.  

In stark contrast to the conventional assumption of a pure covalent interaction, we revealed that 

the ligand−metal sulfide (galena and sphalerite) bond is essential ionic with limited covalency. 

Besides, we addressed the failure of the ligand−metal sulfide binding energy in predicting the 

hydrophobic functionality of the ligand toward metal sulfide. Instead, we proposed that the 

ligand electronegativity allows more accurate prediction of the hydrophobic functionality of the 

ligand toward metal sulfide. This work further advanced our understandings on the ligand−metal 

sulfide interaction. The fundamental insights into the ligand−metal sulfide bond character, 

together with its demonstrated applicability in the hydrophobization case of metal sulfides, offer 

new perspective on the descriptor-based design of ligand with tailored functionalities as well. 

6.3 Suggestions for future work  

(1) Existing DFT studies have been mainly focused on the ligand–metal sulfide binding with an 

emphasis on pyrite (FeS2), chalcopyrite (CuFeS2), galena (PbS) and sphalerite (ZnS) due to the 

relatively simple crystal structure and well-defined cleavages. The metal sulfides which are 

commonly encountered such as pyrrhotite (Fe1-xS, x = 0-0.17) and pentlandite ((Fe,Ni)9S8)should 

also be investigated. 

(2) Different computational methods have been employed in specific studies, while systematic 

studies covering a broad class of metal sulfides remain unavailable. Systematic simulations with 

well-converged geometries should be conducted to build a unified database for reference. 
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 (3) Metal ion plays a critical role in flotation of metal sulfide minerals. The effect of metal ions 

on ORR activity of metal sulfide and ligand–metal sulfide binding as well as the corresponding 

descriptors should be studied. 

(4) The flotation process in real flotation pulp is very complicated, and simulations with more 

complex technical flavors and model chemistries should be further explored. 
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Appendix A Supporting Information for Chapter 3  

A.1 DFT Calculations 

The Vienna ab initio Simulation Package (VASP)1–4 with the projector augmented wave 

method5,6 was performed for the first-principles calculations in this study. The electron 

wavefunctions were presented by the planewave basis set and the cutoff energy for plane-wave 

basis functions was set at 450 eV. For all calculations, the spin polarization was enabled. For 

adsorption models of the oxygen reduction reaction (ORR) intermediates over the representative 

metal sulfides (i.e., Pt, FeS2, CuFeS2, PbS, ZnS), the revised Perdew-Burke-Ernzerhof 

generalized gradient approximation (GGA) functional7 was adopted to describe the exchange and 

correlation interactions. The occupancy of the one-electron states was calculated using an 

electronic temperature of kBT = 0.05 eV for surfaces and 0.01 eV for molecules in vacuum. All 

energies were extrapolated to T = 0 K. The slab models of Pt(111), FeS2(100), CuFeS2(112), 

PbS(100) and ZnS(110) comprising four, nine, six, six and six atomic layers, respectively, and 

the vacuum layer with thickness of 20 Å. The cleavage planes of (111), (100), (112), (100) and 

(110) were adopted for Pt,8,9 FeS2,10 CuFeS2,11 PbS12 and ZnS,13 respectively, because they have 

been considered as stable and easily exposed planes, which have been extensively used as the 

model surfaces. We subsequently built the relevant ORR models with the metallic cations on the 

surface as the active center, attempting to understand the distinct activities of these materials for 

ORR. Meanwhile, the surface models were built with similar side lengths and contain eight 

metallic sites on the surface to guarantee the intermediate coverage of 1/8 ML. During the 

geometry optimization of the slab models, half of the bottom atomic layers were constraint, 

while other layers were relaxed. The structures were geometrically optimized until the force 

components were less than 0.05 eV/Å. The similar density of Monkhorst-Pack k-point grids14 
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(i.e., 7  7  7 for unit cell of galena) was set to sample the Brillouin zone for all the surface 

models, while only the Gamma point was included for molecules.  

Given that metal sulfides present different crystal structures and contain various metallic cations, 

different GGA functionals were tested for full optimization of the unit cells before calculating 

the bulk descriptor (i.e., the bulk centroid of the occupied S 3p band relative to the Fermi level). 

The experimental lattice constants and the lattice constants calculated with different GGA 

functionals are listed in Table A.1. It shows that DFT calculations with the GGA_PBE functional 

reproduced experimental crystal structures better than the results obtained with other GGA 

functionals. However, even crystal structures optimized with the GGA_PBE functional present 

various levels of discrepancies. Therefore, we calculated the electronic structures for internally 

optimized crystals using the GGA_PBE functional, as enlightened by previous research on 

perovskite.15 Moreover, the surface descriptors were also calculated for metal sulfides possessing 

ideal cleavage planes. The surface models were built directly with the internally optimized 

structures of the unit cells and then optimized in the same way as that for the ORR models. The 

descriptor was calculated for sulfur anions on the first layer of the surface and was shown in 

Figure 3.3(c). The descriptor was determined by taking the centroid of the occupied projected 

density of states of the sulfur p states or metal d states relative to the Fermi level using the 

commonly used formula,16–19 

𝑏𝑎𝑛𝑑 𝑐𝑒𝑛𝑡𝑒𝑟 =  
∫ 𝐸∙𝑓(𝐸)𝑑𝐸

∫ 𝑓(𝐸)𝑑𝐸
                                                     A-1 

where 𝐸 is the electron energy, 𝑓(𝐸) is the corresponding PDOS value.  
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Regarding the chemisorption of the atomic oxygen, we also calculated the oxygen binding 

strength on the typical sulfur site on the surface. The calculated oxygen chemisorption energy on 

the sulfur sites is compared with that on the metallic cation sites in Figure A.1. 

 

Figure A.1 The DFT calculated oxygen binding energy on metal sites (Square) and sulfur sites 

(Circle). 

In Figure S1, smaller values of the O binding energy indicate stronger chemisorption of oxygen 

on the surface. The relative oxygen chemisorption energies reflect the different levels of 

competitive adsorption of oxygen on the sulfur sites with that of the metal sites on the surface. It 

is noteworthy that oxygen binds much more strongly on the sulfur sites than that on the metal 

sites on the PbS and ZnS surfaces, which exhibit very poor catalytic activities for the ORR. The 

substantially stronger tendency of the adsorption of oxygen on the sulfur sites on surface of PbS 

and ZnS, as compared to those of FeS2 and CuFeS2, further highlights the dominating role of the 

metallic cations on the catalytic activity of metal sulfides for the ORR. Moreover, the 

consideration of choosing metallic cation as the active centers to build ORR models is based on 

previous experimental and theoretical studies.15,20–27 Therefore, we believe that the selection of 
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metallic cations as the active center to study the activity of metal sulfides for the ORR is 

reasonable and persuasive, as also supported by the established descriptor−activity relationship 

in our work. 

In our study, we calculated both the occupied bulk metal d-band center and the bulk S p-band 

center. The correlation between the rest potential and the bulk d-band center is shown in Figure 

A.2. As seen, the experimental rest potential exhibits a much better correlation with the bulk S p-

band center with a coefficient of determination (i.e., R2) of 0.88 as compared to that with the 

bulk d-band center (R2=0.71). Therefore, the sulfur p-band center was selected to the build the 

descriptor−activity relationship. 
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Figure A.2 The experimental rest potentials plotted against the occupied bulk metal d-band 

center relative to the Fermi energy. The d-band center of galena is −16.84 which is not included 

in this plot. 

A.2 Gibbs free energy diagram 
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Gibbs free energy diagram for ORR was constructed through thermodynamically corrected DFT 

calculation results in combination with the computational hydrogen electrode (CHE) model 

where each electrochemical reaction step is treated as a simultaneous transfer of the proton-

electron pair as a function of the applied potential.7,28 The associative model was adopted for the 

ORR,25 

 

where * indicates the underlying surface. Using the final state where two gaseous water 

molecules freely above an empty surface as the reference, the Gibbs free energies of each 

elementary step were represented as, 

𝐺[0] = 𝐺[𝑂2] + 4𝐺[𝐻+ + 𝑒−] + 𝐺[∗] − (𝐺[∗] + 2𝐺[𝐻2𝑂])                          A-2 

𝐺[1] = 𝐺[𝑂𝑂𝐻∗] + 3𝐺[𝐻+ + 𝑒−] − (𝐺[∗] + 2𝐺[𝐻2𝑂])                             A-3 

𝐺[2] = 𝐺[𝑂∗] + 2𝐺[𝐻+ + 𝑒−] − (𝐺[∗] + 𝐺[𝐻2𝑂])                                A-4 

𝐺[3] = 𝐺[𝑂𝐻∗] + 𝐺[𝐻+ + 𝑒−] − (𝐺[∗] + 𝐺[𝐻2𝑂])                               A-5 

𝐺[5] = 0                                                              A-6 

The free energies for relevant species were then calculated with the expression, 
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𝐺 = 𝐸𝐷𝐹𝑇 + 𝐸𝑍𝑃𝐸 + ∫ 𝐶𝑝𝑑𝑇 − 𝑇𝑆 + 𝐸𝑤                                        A-7 

where 𝐸𝐷𝐹𝑇  is the DFT calculated electronic energy with VASP; 𝐸𝑍𝑃𝐸  is the zero-point 

vibrational energy; ∫ 𝐶𝑝𝑑𝑇 is the enthalpy correction; 𝑇𝑆 is the entropy contribution and 𝐸𝑤 is 

the stabilization of water molecules on the adsorbed intermediates which were obtained from the 

previous researches on platinum and metal sulfides for ORR.9,29,30 In their studies, ice-like water 

bilayer structure on the surface was constructed, where half of the water molecules are ∗ 𝐻2𝑂 

and the other half have an O−H bond pointing down, as proposed by H. Ogasawara et al. and S. 

Maier et al.31,32 

A.3 Thermodynamic corrections  

To construct the Gibbs free energy diagram, the DFT calculated electronic energies were 

corrected with contributions to thermodynamic quantities from translational, electronic, 

rotational and vibrational motions. The contributions to entropy and enthalpy from different 

components were calculated with the standard methods.33 The basic ideas and equations used for 

relevant calculations will be briefly introduced in this section, more details can go to the 

reference. For non-adsorbed molecules, the standard ideal gas methods were employed, where 

the contributions to enthalpy and entropy are calculated as,33,34 

𝐻(𝑇) = 𝐸𝐷𝐹𝑇 + 𝐸𝑍𝑃𝐸 + ∫ 𝐶𝑝𝑑𝑇
298.15

0
                                        A-8 

𝐶𝑝 = 𝐶𝑉,𝑡𝑟𝑎𝑛𝑠 + 𝐶𝑉,𝑟𝑜𝑡 + 𝐶𝑉,𝑣𝑖𝑏 + 𝐶𝑉,𝑒𝑙𝑒𝑐 + 𝑘𝐵                                A-9 

𝑆(𝑇, 𝑃) = 𝑆(𝑇, 𝑃0) − 𝑘𝐵𝑙𝑛
𝑃

𝑃0 = 𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑒𝑙𝑒𝑐 + 𝑆𝑣𝑖𝑏 + 𝑘𝐵𝑙𝑛
𝑃

𝑃0            A-10 
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Where 𝐻(𝑇)  is the ideal-gas enthalpy; 𝐶𝑝  is the constant-pressure heat capacity; 𝐶𝑉  is the 

constant-volume heat capacity which is separated into translational (𝐶𝑉,𝑡𝑟𝑎𝑛𝑠), rotational (𝐶𝑉,𝑟𝑜𝑡), 

vibrational (𝐶𝑉,𝑣𝑖𝑏) and electronic (𝐶𝑉,𝑒𝑙𝑒𝑐) parts. The translational heat capacity is 1.5𝑘𝐵 for a 

three-dimensional gas; the rotational heat capacity is 𝑘𝐵  for linear molecule and 1.5𝑘𝐵  for 

nonlinear molecule; the electronic heat capacity is assumed to be 0. 𝑆(𝑇, 𝑃)is the ideal-gas 

entropy comprising contributions from the four components. The equations for the integrated 

vibrational heat capacity and different contributions to the entropy are expressed as, 

∫ 𝐶𝑉,𝑣𝑖𝑏𝑑𝑇 = ∑
ℎ𝑤𝑖

𝑒ℎ𝑤𝑖/𝑘𝐵𝑇−1

DOF
𝑖

𝑇

0
                                                      A-11 

𝑆𝑡𝑟𝑎𝑛𝑠 = 𝑘𝐵{𝑙𝑛[(
2𝜋𝑀𝑘𝐵𝑇

ℎ2 )3/2 𝑘𝐵𝑇

𝑃0 ] +
5

2
}                                              A-12 

𝑆𝑟𝑜𝑡 = 𝑘𝐵{ln [
√𝜋𝐼𝐴𝐼𝐵𝐼𝐶

𝜎
(

8𝜋2𝑘𝐵𝑇

ℎ2 )

3

2
] +

3

2
}   for non-linear molecule     A-13 

= 𝑘𝐵 [𝑙𝑛 (
8𝜋2𝐼𝑘𝐵𝑇

𝜎ℎ2 ) + 1]                     for linear molecule         A-14 

𝑆𝑣𝑖𝑏 = 𝑘𝐵 ∑ [
ℎ𝑤𝑖

𝑘𝐵𝑇(𝑒ℎ𝑤𝑖/𝑘𝐵𝑇−1)

DOF
𝑖 − ln(1 − 𝑒

−
ℎ𝑤𝑖
𝑘𝐵𝑇)]                                  A-15 

𝑆𝑒𝑙𝑒𝑐 = 𝑘𝐵ln[2𝑆 + 1]                                                           A-16 

Where 𝑀 is the molecular weight, 𝑤𝑖 is the vibrational frequency, ݄ is the Planck constant, 𝑘𝐵 is 

the Boltzmann constant, 𝐼 is the moment inertia, 𝜎 is the symmetry number of the molecule, 𝑆 is 

the spin multiplicity, 𝐷𝑂𝐹 indicates the degree of freedom which is 3𝑁 − 5 for linear molecule 

and 3𝑁 − 6 for non-linear molecule, 𝑁 is the number of atoms in the molecule.  
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For adsorbed molecules on the surface, the harmonic limit method was adopted. Within this 

scheme, the harmonic approximation where all 3𝑁 degrees of freedom were treated as frustrated 

harmonic vibrations was used to treat the adsorbates, with negligible contributions from the 

underlying surfaces, and the 𝑃𝑉 contributions were neglected. Thus, the enthalpy and entropy of 

the adsorbate are calculated as, 

𝐻(𝑇) = 𝐸𝐷𝐹𝑇 + 𝐸𝑍𝑃𝐸 + ∑
ℎ𝑤𝑖

𝑒ℎ𝑤𝑖/𝑘𝐵𝑇−1

3𝑁
𝑖                                       A-17 

𝑆(𝑇) = 𝑆𝑣𝑖𝑏 = 𝑘𝐵 ∑ [
ℎ𝑤𝑖

𝑘𝐵𝑇(𝑒ℎ𝑤𝑖/𝑘𝐵𝑇−1)

3𝑁
𝑖 − 𝑙𝑛(1 − 𝑒

−
ℎ𝑤𝑖
𝑘𝐵𝑇)]                     A-18 

The entropy of 𝐻2𝑂 is calculated at 0.035 bar, corresponding to the equilibrium pressure of 𝐻2𝑂 

at room temperature, and the free energy of this state is therefore equal to that of liquid water. 

Furthermore, within the CHE model,9 the free energy of the proton-electron pair is related to that 

of the gaseous hydrogen molecule under standard conditions, 

 𝐺[𝐻+(𝑎𝑞) + 𝑒−] = 𝐺[1
2⁄ 𝐻2(𝑔)]                                           A-19 

Since 𝑝𝐻  in the practical electrochemical system is not 0, the reversible hydrogen electrode 

(RHE) is adopted. The difference between the SHE and RHE scales corresponds to the free 

energy difference of going from 𝑝𝐻 = 0 to a different 𝑝𝐻, where the free energy of hydrogen 

ion is corrected with 𝐺(𝑝𝐻) = 𝑘𝐵𝑇𝑙𝑛(𝑎𝐻+) = − 𝑘𝐵𝑇(𝑙𝑛10)𝑝𝐻 . Considering that the free 

energy trend of different elementary steps is not affected by the 𝑝𝐻 value, and the experimental 

catalytic activity trend for ORR of the representative materials remains the same in both acidic 

and alkaline conditions,35 for simplicity, the 𝑝𝐻 value was set as 0. At a different electrode 

potential 𝑈, the Gibbs free energy for all states are shifted down by − 𝑒𝑈. The effect of the 

external potential on the adsorbed intermediate was neglected due to the relatively small 
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corrections as shown by previous research.9,29 The chemical potential of the proton-electron pair 

can thus be expressed as, 

𝐺[𝐻+(𝑎𝑞)] + 𝑒−] = 𝐺[1
2⁄ 𝐻2(𝑔)]) − 𝑒𝑈                                      A-20 

The atomic oxygen binding energy (∆𝐸𝑂) was calculated as the reaction energy,25 

∆𝐸𝑂 = 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒/𝑂 + 𝐸𝐻2
− 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − 𝐸𝐻2𝑂                                   A-21 

where 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒/𝑂and 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒  are the DFT calculated electronic energies of the slab with and 

without adsorbed 𝑂, respectively. 𝐸𝐻2𝑂 and 𝐸𝐻2  are the gas phase energies of water and hydrogen 

molecule, respectively. All the relevant thermodynamic data calculated for construction of the 

Gibbs free energy diagrams is listed in Table A.2. 
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Table A.1 Experimental crystal structures of sulfide minerals36 and the DFT optimized crystal 

structures with different GGA functionals implemented in VASP. 

Sulfides 
Experimental (Å) 

Functional 
Optimized (Å)  Δ (%) 

a b c a b c  a b c 

Alabandite 5.225 5.225 5.225 PW91 5.117 5.117 5.117  -2.051 -2.051 -2.051 

Mn4S4 PBE 5.126 5.126 5.126  -1.880 -1.880 -1.880 
 

PBEsol 5.117 5.117 5.117  -2.051 -2.051 -2.051 
 

RPBE 5.090 5.090 5.090  -2.569 -2.569 -2.569 

Arsenopyrite 5.744 5.675 5.785 PW91 5.749 5.673 5.765  0.084 -0.027 -0.342 

Fe4As4S4 PBE 5.742 5.671 5.761  -0.028 -0.075 -0.413 
 

PBEsol 5.663 5.595 5.687  -1.409 -1.411 -1.690 
 

RPBE 5.765 5.693 5.783  0.366 0.309 -0.034 

Chalcopyrite 5.290 5.290 10.422 PW91 5.276 5.276 10.179  -0.267 -0.267 -2.330 

Cu4Fe4S8 PBE 5.288 5.288 10.296  -0.041 -0.041 -1.208 
 

PBEsol 5.048 5.048 9.930  -4.573 -4.573 -4.715 
 

RPBE 5.358 5.358 10.576  1.286 1.286 1.476 

Cinnabar 4.150 4.150 9.510 PW91 3.952 3.952 9.669  -4.759 -4.759 1.670 

Hg3S3 PBE 3.948 3.948 9.668  -4.873 -4.873 1.662 
 

PBEsol 3.867 3.867 9.471  -6.823 -6.823 -0.405 
 

RPBE 3.999 3.999 9.764  -3.644 -3.644 2.673 

Galena 5.936 5.936 5.936 PW91 6.005 6.005 6.005  1.166 1.166 1.166 

Pb4S4 PBE 6.008 6.008 6.008  1.207 1.207 1.207 
 

PBEsol 5.900 5.900 5.900  -0.603 -0.603 -0.603 
 

RPBE 6.072 6.072 6.072  2.280 2.280 2.280 

Molybdenite 3.161 3.161 12.295 PW91 3.197 3.197 14.044  1.133 1.133 14.228 

Mo2S4 PBE 3.190 3.190 14.389  0.910 0.910 17.032 
 

PBEsol 3.147 3.147 12.566  -0.444 -0.444 2.208 
 

RPBE 3.208 3.208 14.690  1.478 1.478 19.476 
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Orpiment 11.475 9.577 4.256 PW91 11.426 10.875 4.557  -0.431 13.554 7.077 

As2S3 PBE 11.414 10.975 4.578  -0.531 14.600 7.575 
 

PBEsol 11.507 9.500 4.049  0.281 -0.804 -4.870 
 

RPBE 11.459 12.029 5.013  -0.142 25.608 17.776 

Pyrite 5.417 5.417 5.417 PW91 5.415 5.415 5.415  -0.039 -0.039 -0.039 

Fe4S8 PBE 5.408 5.408 5.408  -0.167 -0.167 -0.167 
 

PBEsol 5.329 5.329 5.329  -1.616 -1.616 -1.616 
 

RPBE 5.440 5.440 5.440  0.427 0.427 0.427 

Sphalerite 5.409 5.409 5.409 PW91 5.451 5.451 5.451  0.779 0.779 0.779 

Zn4S4 PBE 5.448 5.448 5.448  0.715 0.715 0.715 
 

PBEsol 5.367 5.367 5.367  -0.777 -0.777 -0.777 
 

RPBE 5.538 5.538 5.538  2.374 2.374 2.374 

Stibnite 11.282 3.830 11.225 PW91 11.916 3.876 11.281  5.621 1.218 0.501 

Sb2S3 PBE 12.098 3.872 11.252  7.234 1.111 0.237 
 

PBEsol 11.278 3.829 10.909  -0.036 -0.014 -2.814 
 

RPBE 13.969 3.882 11.860  23.818 1.372 5.660 

Troilite 5.965 5.965 11.757 PW91 5.843 5.843 10.452  -2.053 -2.053 -11.099 

Fe12S12 PBE 5.835 5.835 10.433  -2.173 -2.173 -11.264 
 

PBEsol 5.711 5.711 10.304  -4.251 -4.251 -12.356 

 RPBE 5.944 5.944 10.848  -0.354 -0.354 -7.731 
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Table A.2 Thermodynamic corrections for molecules and ORR intermediates adsorbed on 

Pt(111), FeS2(100), PbS(100), ZnS(110), CuFeS2(112)_Fe and CuFeS2(112)_Cu. 

Species/Adsorbate Pressure (Pa) EZPE (eV) ∫CpdT (eV) − TS (eV) G − EDFT (eV) 

H2 101325 0.279 0.090 -0.462 -0.093 

H2O 3500 0.566 0.104 -0.673 -0.003 

O2 101325 0.101 0.123 -0.563 -0.339 

Pt111     0.000 

*O  0.067 0.034 -0.061 0.040 

*OH  0.356 0.048 -0.084 0.320 

*OOH  0.426 0.100 -0.229 0.297 

Pyrite100     0.000 

*O  0.067 0.034 -0.061 0.040 

*OH  0.348 0.054 -0.095 0.307 

*OOH  0.403 0.109 -0.225 0.287 

Galena100     0.000 

*O  0.033 0.051 -0.109 -0.025 

*OH  0.322 0.067 -0.134 0.255 

*OOH  0.410 0.113 -0.254 0.269 

Sphalerite110     0.000 

*O  0.032 0.053 -0.129 -0.044 

*OH  0.323 0.068 -0.143 0.248 

*OOH  0.417 0.097 -0.217 0.297 

Chalcopyrite112_Fe     0.000 

*O  0.038 0.051 -0.151 -0.061 

*OH  0.329 0.068 -0.162 0.235 

*OOH  0.429 0.100 -0.206 0.323 

Chalcopyrite112_Cu     0.000 

*O  0.057 0.044 -0.101 0.000 

*OH  0.334 0.062 -0.137 0.259 

*OOH  0.423 0.106 -0.295 0.234 
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Figure A.3 DFT calculated PDOS for bulk crystals: (a) FeAsS, (b) FeS, (c) MoS2, (d) MnS, (e) 

HgS, (f) As2S3 and (g) Sb2S3. 
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Appendix B Supporting Information for Chapter 5 

B.1 The relationship between the hydrophobicity and bond ionicity in the context of 

minerals flotation  

It is well known that hydrophobic functionalization of metal sulfides plays a critical role in the 

realization of efficient mineral separation using the froth flotation technology.1 The high-

performance mineral flotation requires the addition of surfactant molecule (collector), normally 

composed of a chemically reactive head group and a hydrophobic tail. The collector adsorbs on 

the mineral surface through the head group, while the tail exposes toward the surrounding 

aqueous flotation pulp. The induced or enhanced surface hydrophobicity facilitates the 

attachment of mineral particles to air bubbles and consequently, leads to the separation from 

hydrophilic minerals.2–4 As such, various theories have been proposed to consummate the design 

and screening of more effective collectors for higher flotation performance. 

The pioneering Taggart’s solubility product theory asserts that the collecting ability of a 

surfactant is mainly determined by the solubility product of the corresponding metal−ligand 

compound in solution from the sense of chemical reaction.5 The basic idea is analogous to the 

implicit theory of like dissolves like. This theory has been verified to be capable of rationalizing 

many well-known experimental phenomena in mineral flotation. Despite the widespread 

acceptance of the solubility product (pKsp) in assessing the collecting capacity, its poor 

predictive power makes it unsuitable to guide the design of new collectors.  

In response, a more advanced model on the basis of the electronegativity theory was advocated 

by D.Z. Wang et al.6 They linked the collecting ability of the ligand toward minerals with the 

relative electronegativity difference [(Δ)2] between the ligand head group (e.g., −OCS2, −NCS2 
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or −O2PS2) and the active metal atom on mineral surface (e.g., Cu, Pb or Fe). Specifically, a 

smaller value of (Δ)2 indicates a stronger covalent bonding interaction which contributes to a 

more hydrophobic surface. Conversely, a larger value of (Δ)2 represents a weaker covalent 

bond and a less hydrophobic surface. The relative values of (Δ)2 were found to correlate well 

with the corresponding solubility products. Therefore, the bond ionicity can be taken as a 

guidance for minerals flotation. 

B.2 Calculation of the ligand electronegativity 

In this study, it was found that the ligand−ZnS(110) bond is highly ionic, and the relative 

ionicities correlate well with the corresponding experimental solubility product constant of the 

compounds. This naturally motivates us to use a parameter that can reflect the electronegativity 

of the ligands to serve as the computational descriptor.  

We calculated the electronegativity (1) of the ligands using Gaussian [ub3lyp/6-

311++g(3df,3pd)].7–9 The structures of the ligands optimized in VASP10–13 were used without 

further optimizations for the corresponding anion and cation states. The electronegativity was 

calculated as,14,15  

𝜒 =
(𝐼𝐸+𝐸𝐴)

2
                                                                    B-1 

𝐼𝐸 = 𝐼𝐸𝑣 = 𝐸𝑡𝑜𝑡(𝑋+) − 𝐸𝑡𝑜𝑡(𝑋)                                                 B-2 

𝐸𝐴 = 𝐸𝐴𝑣 = 𝐸𝑡𝑜𝑡(𝑋) − 𝐸𝑡𝑜𝑡(𝑋−)                                               B-3 

where  is the electronegativity, IE is the vertical ionization energy and EA is the vertical 

electron affinity. For comparison, we also calculated the electronegativity (2) of the ligands 

which were further optimized in VASP in 30  30  30 cell and with more strict convergence 
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conditions (EDIFF = 1e−6 and EDIFFG = −0.01). Alternatively, we calculated a parameter in 

VASP and assumed it as SOMO (i.e., singly occupied molecular orbital). Since for radical with 

an odd number of electrons, the spin orbitals are separated with different energy levels and each 

of the occupied ones can only contain one electron. Besides, the orbital energies obtained in 

VASP cannot be directly used, since the vacuum energy level is not zero due to the periodic 

boundary conditions. As such, the SOMO defined above was calculated by subtracting the 

vacuum energy level from the Fermi level of the radical system in a way similar to that of work 

function. All these results were compared with the electronegativity values calculated by D. Z. 

Wang et al. using empirical parameters which is denoted as the empirical electronegativity () 

here, as shown in Figure B.1 below.6 

 

Figure B.1 Computational parameters (1, 2 and SOMO) and empirical electronegativity () of 

the ligands. 

Although the different data sources correlate well, we eventually decide to use the 

electronegativity (2) calculated in Gaussian to better reflect the intrinsic attribute of free ligands 

and to avoid confusions. More suitable parameters may be selected based on specific system and 

database size. 
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Figure B.2 (a) PDOS, (b) charge density difference map (CDDM), (c) electron location function 

(ELF) of dimethylzinc; (d) the line profiles of CDDM along Zn−C for dimethylzinc (green) and 

Zn−S for DTC−ZnS(110) (blue), (e) the line profiles of ELF along Zn−C for dimethylzinc 

(green) and Zn−S for DTC−ZnS(110) (blue). 

B.3 DFT Calculations for dimethylzinc 

Since the Zn−C bond has a significant amount of covalence, we constructed the dimethylzinc 

model and applied the same analytical techniques to verify our conclusions. DFT calculations 

were conducted with the dimethylzinc [Zn(CH3)2] in a 30  30  30 cell using the same methods. 

The results are presented in Figure B.2 (a)-(f) below. The line profiles along Zn−C bond for the 
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charge density difference map (CDDM) and the electron localization function (ELF) are 

compared with those of the DTC−ZnS(110) system in Figure B2(c) and (d), respectively, since 

DTC forms the strongest covalent bond among the four ligands studied. The color scales for 

CDDM and ELF are identical as those in the manuscript.  

PDOS in Figure B.2(a) shows that the valence electrons of the connected Zn and C are strongly 

correlated. Moreover, upon binding of the CH3 radical to CH3Zn, substantial electron 

accumulations can be observed in the Zn−C bonding region in Figure B.2(b), and the contour 

indicates slight polarization toward C. In terms of the ELF in Figure B.2(c), there is clear 

localization domain along the Zn−C bond and locates closely to the bond center. Overall, these 

results suggest that the Zn−C bond in dimethylzinc is strongly covalent with slight polarization. 

Apparently, the results for dimethylzinc are very different from the ligand−ZnS(110) systems. 

By examining Figure B.2(d), we can see that the electron accumulation within the bonding area 

is much stronger than that of the DTC−ZnS(110). Moreover, for the ELF in Figure B.2(e), the 

localization domain locates more closely to the Zn in dimethylzinc along the bond, while this 

domain is much more stretched toward S in DTC−ZnS(110). Therefore, the Zn−C bond possess 

considerably larger fractions of covalency than Zn−S in the ligand−ZnS(110) systems which 

further verified our analytical techniques and confirmed the applicability of our methodology. 
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Appendix C Implicit solvation model VASPsol 

The implicit solvation calculations are computationally much cheaper than the explicit solvation 

model.1 The basic idea of implicit solvation model is to put the solute in a cavity which is 

surrounded by a continuum dielectric description of the solvent. The solute is treated quantum-

mechanically, and the response of solvent to the solute charge density is described by the local 

relative permittivity of the solvent. Normally, for polar or ionic solute system in contact with 

polar fluids, the most significant solvation effects arise from the electrostatic interaction between 

the solute and the solvent; for nonpolar solutes and solvents, the van der Waals interaction may 

dominate over electrostatics; for large molecules, the energy required to form a cavity in the 

solvent, i.e., the cavitation energy, accounts primarily for the solvation energy. Thus, the 

solvation theories which can be generally applicable to nanoparticles, molecules, and surfaces 

must consider all these effects.2 Besides, the cavitation and repulsion energies are positive, while 

the dispersion contribution is always negative. Overall, these terms tend to cancel each other and 

their effect on molecular properties and chemical reactions has been generally regarded as less 

important than the electrostatic term.3 Within the scheme of VASPsol, the solute system is 

surrounded by a dielectric medium which is quantified by the relative permittivity of the solvent 

system, 𝜖(𝑟).2 The electrostatic term is calculated as, 

𝐸𝑒𝑙 = − ∫ 𝑑3𝑟𝜖(𝑟)
|∇𝜙|2

8𝜋
                                                       C-1 

where 𝜙(𝑟) is the combined electrostatic potential due to the electronic and nuclear charges of 

the solute system in a polarizable medium. Since the non-electrostatic effects are mainly 

concentrated in the first solvation shell, these corrections are described as an interface term that 

is proportional to the solvation-accessible area, 



 159 

𝐸𝑛𝑜𝑛−𝑒𝑙 = 𝜏 ∫ 𝑑3𝑟∇𝑆                                                       C-2 

where 𝜏 is the effective surface tension parameter which describes the cavitation, dispersion and 

the repulsion interaction between the solute and the solvent that are not captured by the 

electrostatic terms alone, and 𝑆(r) is the cavity shape function. 

 

Figure C.1 Smooth variation the relative permittivity, 𝜖, from the vacuum value of 1 to the value 

of the solvent, e.g., 80 for water.2 

The existing implicit solvation models often differ in their approximations for the form of the 

dielectric cavity formed in the solvent by the solute. A common way to construct the cavity is to 

place spheres around the solute atoms and then take the union of these overlapping spheres.3,4 

This choice allows to have a regular discretization of the cavity surface that benefits the 

numerical convergence. Inside the cavity, the relative permittivity is assumed to be that of 

vacuum, outside it takes the value of the solvent, the induced charges are placed on the surface of 

this cavity. However, the numerical discretization of the cavity surface also leads to atomic 

forces that are not continuous with respect to atomic positions and suffers from numerical 
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singularities. For this reason, in VASPsol, a diffuse dielectric cavity which is a local functional 

of the electronic charge density of the solute is assumed,  

𝑆(𝑛𝑠𝑜𝑙𝑢𝑡𝑒(𝑟)) =
1

2
𝑒𝑟𝑓𝑐 [

log (𝑛𝑠𝑜𝑙𝑢𝑡𝑒/𝑛𝑐)

𝜎√2
]                                          C-3 

𝜖(𝑛𝑠𝑜𝑙𝑢𝑡𝑒(𝑟)) = 1 + (𝜖𝑏 − 1)𝑆(𝑛𝑠𝑜𝑙𝑢𝑡𝑒(𝑟))                                     C-4 

where 𝑆(𝑛𝑠𝑜𝑙𝑢𝑡𝑒(𝑟)) is the cavity shape function, 𝑛𝑐 determines the critical value of the electron 

density of the dielectric where the cavity forms, and 𝜎 is the parameter that determines the width 

of the diffuse cavity, 𝜖(𝑛𝑠𝑜𝑙𝑢𝑡𝑒(𝑟)) is the relative permittivity of the solvent and 𝜖𝑏 is the relative 

permittivity of the bulk solvent. This generates a diffuse cavity, as implicitly determined by the 

electronic structure of the solute, and ensures that the value of the relative permittivity varies 

smoothly from 1 in the bulk of the solute to 𝜖𝑏 in the bulk of the solvent which closely emulates 

the first solvation shell effects. Also, the smoothly changed relative permittivity ensures that the 

derivatives of the energy functional are continuous and thereby simplifying the subsequent 

implementation of the geometric optimization of the solute system. The values of the parameters 

are given as 𝑛𝑐 = 0.0025 Å−3 , 𝜎 = 0.6  and 𝜏 = 0.525 𝑚𝑒𝑉/Å2  by fitting the model to 

experimental solvation energies for a series of molecules in water.5 VASPsol is further validated 

by comparing the solvation energies of several molecules with both the values obtained for the 

same solvation model from the JDFTx code and the relevant experimental values. 
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