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Abstract

This study was designed to examine the SOLO Taxc iomy of
Biggs and Collis in an application to university and college
level undergraduate instruction. 1Its purpose is to examine
the SOLO’s possible contribution to the field, and to discuss
how this new approach fits into the present theoretical
perspectives of cognitive psychology and academic instruction.
Undergraduate education is fully defined in terms of the goals
of the liberal arts curriculum, higher order thought, theories
of learning and the students’ experience, instructional
techniques, and assessment practices. This paper continues
with a theoretical evaluation of the SOLO as a valid
instrument for instructional design and assessment for
undergraduate education. Following this is a presentation of
two studies evaluating the effectiveness of this approach
compared to traditional methods, in terms of the quality and
quantity of learning, as well as its durability of retention.
Three college classes of undergraduate psychology were
compared, one class receiving instruction with multiple choice
examinations only, one with short essay examinations devised
according to the SOLO partial credit model, and one class with
the same short essay examinations paired with higher levels of
explanation, examples and feedback concerning the SOLO. The
general conclusion was that use of the SOLO taxonomy results
in better student performance on examinations, especially for
students of mid-range academic ability, and most markedly on
long term retention of course material. This paper concludes
with an indepth analysis of the levels of responses that
students had attained, and an overall evaluation of the SOLO
as an educational tool in undergraduate education.
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I. INTRODUCTION

Biggs and Collis (1982) outline the SOLO Taxonomy
(Structure of the Observed Learning Outcome), a model for
evaluating student learning in cognitive based academic
education. This evaluati’e attempt comes at a time when the
educational psychology field c¢f assessment is seriously
questioning the purposes, uses and validity of academic
achievement tests, and journals are devoting entire issues to
the problems (Educational Researcher, 1989). The central
question concerns a valid operational definition of academic
learning (Frederickson & Collins, 1989; Snow, 1989) ; including
the goals of education, methods of instruction to fulfill
these goals, and most importantly, the testing of students as
an evaluation of both their performance and the efficacy ot
curriculum and instruvctional practices. The SOLO Taxonomy
promises a workable and valid tool to answer these concerns in
its attempt to define learning in terms of the cognitive
structuring of knowledge manifested in the verbal structure of
essay examination answers.

Preliminary results on the validity and reliability of
this model (Biggs & Collis, 1982; Biggs, Holbrook, Ki, Lam,
Pong, & Stimpson, 1989; Collis & Davey, 1986) are promising in
its application to elementary and secondary school levels.
Its initial success suggests the model may be applicable to
college and university undergraduate classes as well.

Undergraduate education is the "forgotten area" of educational
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research, with little or no work being done on goal and
curriculum development, irnstructional, or assessment
practices. Little is known of the extent to which post-
secondary education in the liberal arts is fulfilling its
mandate, and what, indeed, that mandate is.

This thesis discusses and 2valuates the SOLO Taxonomy in
the context of undergraduate education to examine its possible
contribution to the field. The SOLO Taxonomy is evaluated
from three perspectives: how this new approach fits into the
present theorctical perspectives concerning cognitive
psychology, its contribution to and agreement with models of
instructional design and classroom instruction, and finally
from an empirical perspective of its efficacy in the
classroom. An overview of the field of undergraduate
education is first presented in order to define the terms and
concepts that will be used in the analysis of the SOLO
Taxonomy, including the goals of a liberal arts education,
definitions of higher order thought, learning theory,
instructional methods and assessment technigues. Following
this is a brief explanation of the SOLO Taxonomy itself, and
a theoretical analysis of how the SOLO Taxonomy’s function is
based in cognitive theory. Finally, an empirical study that
applies the SOLO taxonomy’s technique of assessment and
secondarily, instruction, to undergraduate level psychology
courses is presented. The purposes of this study are three-

fold: to discover if the SOLO Taxonomy is applicable to a
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higher level of cognitive~based education than is currently
being tested, to further evaluate the taxonomy as a model for
academic learning, and to provide a tool by which post-
secondary education can be investigated, evaluated and
improved. In light of the empirical results, an analysis and
interpretation of the SOLO Taxonomy’s function as an

educational tool is discussed.



II. LIBERAL ARTS EDUCATION
A. GOALS OF THE LIBERAL ARTS CURRICULUM

The goals of a liberal arts education have historically
been the development of intellectual powers and the
transmission of a broad, deep and organized body of knowledge
concerning mankind, the world, our cultures, our societies,
and ourselves (Elias & Merriam, 1980; Langenbach, 1988). The
1iberal arts curriculum traces its roots to the first
educational programs of ancient Greece which have formed the
basis of undergraduate liberal arts education until the early
part of the twentieth century (Hutchins, 1952). While it is
emphatically not training for a particular job or career, it
emphasizes personal development of the young in terms of
intellectual excellence, knowledge and wisdom basic to the
fulfillment of occupations and citizenship. It has
traditionally formed the basis for later training specific to
law, medicine and graduate work in specialized areas.

The liberal arts curriculum seeks to begin the process of
lifelong learning in its students, and to transmit the values
and provide the impetus for this learning. It seeks to
develop critical thought and rational Jjudgement in its
students through exposure to the humanities: philosophy,
literature, history and the social and natural sciences.
Through rigorous intellectual training in that which is true,
wise, virtuous and good, the liberal arts curriculum seeks to

sustain and perpetuate the highest cultural values and
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traditions of that which is best in our societies. This
knowledge is embodied in classic works such as the Great Books
of the Western World reading program (Hutchins, 1952) and the
paediea model (Adler, 1982; Adler & Van Doren, 1984).

At the basis of these high-minded goals is the
development of "intellectual powers" that are generally
articulated in broad, general terms that have a great deal of
intuitive appeal but little specific definition. A loose and
comprehensive definition by Norris (1989) states "critical
thinkers are disposed to seek reasons, try to be well
informed, use credible sources and mention them, look for
alternatives, consider seriously points of view other than
their own, withhold judgement when evidence and reasons are
insufficient, [and]) seek as much precision as the subject
permits (p 22)". Percy and Salter (1976) define "excellence
of thought" as objectivity, reaching conclusions based on data
rather than personal feelings, the abilities of independent
analysis and criticism, the abilities to differentiate the
relevant from the irrelevant and the self from the subject
matter, and the abilites of logical thought inferences and
skeptical approaches to accepted answers and conclusions.
Wales and Stager (1977) see the educated person as one who
acquires knowledge, thinks for oneself, gathers information
for intelligent decisions and is capable of value judgements,
among others.

It is, however, still far from clear what "ecritical
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thought," "rational judgement" or "intellectual excellence"
are; hence the many problems with how to teach this and how to
evaluate whether or not it is being transmitted to and learned
by the students. It is difficult to grasp what exactly the
educated person is doing when thinking, and how these
processes differ from one who has not been educated. If the
goal of a liberal education is to develop these intellectual
abilities, currently termed "higher order thought" by
cognitive psychology, it is necessary for the educator to
operationally define what that capability is, so that the
definition can direct the planning, delivery and assessment of

the educational program.

B. HIGKER ORDER THOUGHT

The purposes of the following discussion of higher order
thought are two-fold: to articulate the goals of
undergraduate liberal education in terms of cognitive theory,
and to define concepts of higher order knowledge such that the
SOLO Taxonomy’s contribution to student learning can be fully
evaluated.

From the above definitions of the excellence of thought
of an educated, critical and rational thinker, it is possible
to differentiate four basic elements of higher order thought
as it applies to acadenmic education; these are: the
declarative, procedural, metacognitive and attitudinal

elements of higher order thinking. Briefly, declarative
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knowledge is organized and structured world knowledge,
knowledge of facts, relationsuips, principles, theories and
perpectives. Procedural knowledge is the activity or skill of
thought, the use of cognitive operations and strategies
involving and manipulating the information of declarative
knowledge. It includes such procedures as logical thought,
critical thinking, problem solving and decision making.
Metacognitive thought is the knowledge and executive control
of these procedural operations, the planful use and goal-
directed application to the appropriate situation or problem.
The attitudinal element is the motivation to wuse the
appropriate strategies, the desire for truth or adequate
solutions, the search for precision and wider perspectives.
In other words, excellence of thought involves the what, how,
when and why of higher order thinking (McKeachie, Pintrich,
Lin & Smith, 1986). This is not to suggest that these are
separate areas of thought, as in all cases the four elements
are intrinsically intertwined in their applications. This

paper will, however, look at each of the areas in turn.

1. DECLARATIVE KNOWLEDGE

As defined above, declarative knowledge is organized and
structured world knowledge such as data, facts, and
information; the "what" of any thought processes. It is
generally recognized in the field of the analysis of thinking

that the process of thought always involves content, and the
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higher order procedural operations involve declarative
knowledge specific to the appropriate domain (Bransford,
Sherwood, Vye & Rieser, 1986:; Ennis, 1989; Glaser, 1984;
Greeno, 1980; Greeno, 1989; Perkins & Salomon, 1989). It is
further apparent that the efficacy of higher order thought is
based upon the structuring of knowledge and its
retrievability; as will be discussed later, the differential
abilities of experts over novices in a particular tield
depends primarily on their organizational abilites of that
field’s knowledge (Bransford et al, 1986; de Groot, 1965). It
is appropriate, therefore, to begin by defining models of
knowledge structures before defining procedural thinking
operations.

World knowledge is conceptualized by cognitive
researchers not as accumulated facts but as organized in a
variety of hypothetical mental structures. Rosch (1973) and
smith, Rips and Shoben (1974) depict comprehension of category
membership and relationships as similarities to prototypes or
point by point matching of features of incoming stimuli. For
example, we recognize a never-before-seen pet as a "dog" by
comparing incoming perceptions to a prototypic idea of what a
dog is, on the basis of the necessary characteristics of four
legs and a snout, while ignoring optional features such as
size and fur length. Collins and Quillian (1969) represent
category membership and features as hierarchical structures

connected by relational links. For example, the subordinate
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"robin" would be connected to the superordinate "bird" by an
"jsa" link, while "bird" has "hasa" links connected to it
specifying that a bird "hasa" beak and feathers. Later
versions (Collins & Loftus, 1975) exchange the hierarchical
arrangement for network models, with concepts or "nodes"
connected by links of belongingness, similarity, temporal and
spatial proximity, and so forth. Bats and birds, in spite of
being in different animal domains, are still linked on the
basis of shared flight abilities. Anderson and Bower’s (1973)
ACT networks consist not of interrelated concepts but of
propositional statements 1linked by relationships between
agents, actions, objects and so forth. For example, one could
hold the knowledge that Anderson and Bower (agents) have
developed (action) a model of declarative knowledge (object).
Others see world knowledge represented in terms of
<chemas, structures that specify in general terms the
relationships between concepts, attributes of concepts,
category membership and prescribed actions for dealing with
everyday objects and events (Bobrow & Norman, 1975; Bransford
& Johnson, 1972; Mandler, 1984; Neisser, 1976; Rumelhart &
Oortony, 1977). Knowledge is built up by schematic
instantiation or assimilation of new information into existing
schemas, or the accomodation of the schemas into more
comprehensive and differentiated structures. Models of
schemas will be more fully developed in the last chapter of

this paper as a theoretical interpretation of the educational
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use of the SOLO Taxonomy.

All cognitive models stress the point that learning and
comprehension will occur to the extent that incoming
information matches or fits into existing knowledge structures
(Bartlett, 1958; Bransford & Johnson, 1972; Mandler, 1984).
Stimuli that are processed to the point of semantic
understanding, that is, related to currently held knowledge,
are more likely to be encoded and retrieved than stimuli
processed only at surface levels (Craik & Lockhart, 1972). It
is also apparent that the extent to which world knowledge is
interrelated, that is, the amount of detailed knowledge that
is "chunked" into structures, affects procedural abilities.
The more that knowledge is interrelated, the more information
can be activated in working memory at one time, and the higher
the levels of memory and comprehension (Atkinson & Shiffrin,
1968; Collins & Loftus, 1975).

From this brief summary of memory models, several
principles can be extracted. Knowledge is not a collection of
facts or details, such that the educated person can be
conceived as simply having "more" information. The
knowledgable person is one who has organized and interrelated
information, hypothetically structured in terms of
hierarchies, networks, and schemas. These structures organize
knowledge around central general themes, specifying essential
components and features, category memberships, relations and

similarities, and allowable instantiations. Multiple access
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routes to these structures provide retrievability information
to the point where the structures are easily and automatically
accessed and applied to novel situations. Efficacy of the
proccdural aspects of thought depends both on the amount of
knowledege to which the operations have access, and the
retrievability of that knowledge, which is a function of its
organization and structure. The efficacy of the SOLO Taxonomy
as an educational tool will partially depend on the extent to
which its wuse induces and promotes students’ active
structuring of academic course material and the tormation of
cohesive, organized, and interrelated knowledge bases to which

the procedures of higher order thought have easy access.

2. PROCEDURAL THOUGHT

Procedural thought, the "how" of higher order thinking,
is most generally defined as a series of cognitive procedures
or operations in terms of what it accomplishes; that is, it is
seen as a purposeful manipulation of internally represented
information in the solving of a problem, completing a task, or
arriving at a veridical or useful representation of reality.

The emphasis in the literature is on the functional and
pragmatic nature of procedural thought (Perkins & Salomon,
1989) in the movement from an initial problem or ignorance
state to a desired goal state of a solution or understanding
(Anderson, 1990). This perspective often equates procedural

thought with problem solving, although other writers (Beyer,
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1987) separate procedural thought into different strategies
such as critical thought, conceptualizing, decision making and
so forth. Although the divisions are quite arbitrary at best,
this paper will define different modes of cognitive operatitns
in terms of trends within the literature, after first defin«rg
thought in its most general terms.

Beyer (1987) sees thinking as the mental processes by
which individuals make sense out of experience, the internal
operations of a search for meaning. He initially separates
thinking into operations (cognitive and metacognitive),
knowledge of subject areas, and dispositions for using
thought, which roughly correspond to the four elements of
thought outlined above. Cognitive operations, which have been
called procedural above, are separated into skills and
strategies; skills being the elementary, low level operations
like recalling, comparing and analyzing, and strategies being
combinations of these skills in their application for
pragmatic uses such as problem solving or decision making.
Some definitions of these two levels of thought will be
examined shortly.

Another distinction that is receiving a great deal of
attention in the field is that of domain-general and domain-
specific skills and strategies; that is, whether thinking
operations can be learned independently of subject matter and
the extent to which these operations will generalize within

and across knowledge domains. This argument has 1ts roots in
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the "faculty psychology" of traditional liberal arts education
(Lehman, Lempert & Nisbett, 1988) with the notion that simply
exercising thought with difficult learning and thinking tasks
like Latin and mathematics would ultimately "build up" a
student’s "thinking powers" such that thought in any domain
would be improved. Thorndike and Woodworth (1901) later
demonstrated that learned skills for dealing with one task did
not generalize to other tasks, which, for a while, signalled
the end of that philosophy of education. The cognitive field
first started dealing with the problem of generalizability
with Newell and Simon’s (1972) attempt to develop an
artificial intelligence general problem solver. It quickly
became apparent that a broad knowledge base was necessary for
problem solving and that general heuristics could not operate
effectively as isolated processes. The more generality the
program offered, the less its power as a problem solver, and
vice versa (Perkins & Salomon, 1989). Glaser (1984) concluded
that learning and reasoning skills do not develop as abstract
mechanisms of information processing, but as functions
intimately tied in with the knowledge base with which they
operate. Thinking began to be seen as always an interaction
between knowledge structures and cognitive processes
(Bransford et al, 1986; Glaser, 1984). Thinking is always
"about" something; one does not simply "think" (Ennis, 1989).
As such, a knowledge base is always necessary and therefore

thinking operations were generally considered to be context-
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bound. Further research pointed out that strategies learned
in one knowledge domain very rarely spontaneously transfer to
other domains (Belmont, 1989), and would only do so under the
most rigid conditions of being guided, primed, encouraged or
specifically ordered by teachers or experimenters.

Further work, however, showed that some skills and
strategies can be identified that will generalize across
domains, which Bransford et al (1986) call "general strategic"
thought. Lehman, Lempert and Nisbett (1988) discovered that
students formally trained in application of strategies such as
contractual schemas, causal schemas and statistical rules
will, to some extent, generalize these strategies to "real
life" problens. Nickerson, Perkins and Smith (1985) and
Palincsar and Brown (1984) report similar findings, and
Herrnstein, Nickerson, de Sanchez and Swerts (1986) report the
teaching of some generalizable cognitive skills independent of
subject matter. These general strategies, however, are more
issues of metacognitive thought and attitudinal dispositions,
and will be discussed later in those sections. But the work
of Herrnstein and others highlights Beyer’s (1987) separation
of skills and strategies outlined above. Skills, the elements
of thought that make up the more complex strategies, appear to
be more independent of a subject domain and more generalizable
across domains than strategies like critical thinking or
problem solving. Although skills and strategies seem to be

the extremes of a continuum rather than distinctive processes,
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it is Jorthwhile to look at these two levels separately.

a. 8kills

Beyer (1987) defines skills as lower level thought
processes that can be used in any subject domain. At the most
basic, this includes processes like associating, recalling,
categorizing, perceptual comparing and so forth that require
little in the way of training and are used in most content
areas. At a more complex level, skills consist of processes
of distinguishing, identifying, discriminating, analyzing,
synthesizing and evaluating.

Gagne, Briggs and Wager (1988) separate the internal
components of learning into three elements: verbal
information, intellectual skills, and cognitive strategies for
the application of t' )se skills. While they use these terms
differently from how they are defined here, their terms
correspond closely to the above defined declarative,
procedural and metacognitive elements of thought respectively.
Gagne et al emphasize the behavioral aspects of the cognitive
skills they purport to be teaching. In both the definition of
the goals of education and the assessment of its quality,
Gagne goes to great lengths to operationally define the skills
that the students will be required to learn. Students will
";tate" or “"identify" the facts and principles of the
knowledge domain under consideration, "discriminate" category

members from non-members, "abstract" general principles from
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data, and "apply" rules or algorithms to problems. Other
equally well defined skills are identification, demonstration,
generation, and choice.

A slightly different perspective at a more complex level
is offered by Bloom’s (1956) taxonomy of objectives of
education. His first 1level, Kknowledge, corresponds to
declarative or verbal information, consisting not only of
suhject matter facts but knowledge of principles,
abstractions, classifications, categories, rules and methods
of inquiry as well; in sum, an organized and structured
knowledge base. His other five levels of objectives all have
to do with the procedural use of that knowledge, arranged in
a hierarchical and cumulative fashion. Comprehension is the
ability to interpret or translate information into one’s own
words and to understand the details of the subject matter in
other contexts. Application is the ability to abstract out
general principles from course material and to apply them to
solve problems in novel situations. Analysis is the ability
to break down subject material to its component parts, its
relationships and its organization, while discriminating the
essential from the irrelevant arguments in support of a
thesis. Synthesis is the ability to creatively produce unique
ideas, patterns, views and perspectives from the analyzed
elements, in effect forming a novel productive rather than
reproductive communication. Evaluation is the ability to make

judgements about the ideas based on cognitive and empirical
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reasoning, constrained by the criteria of the particular field
of the subject matter.

While Gagne et al (1988) and Bloom (1956) do not take the
position that these skills can be taught independent of
subject matter, both writers consider these skills to be
relatively consistent across subject domains. Students can
identify critical issues or perform analyses in any academic
area, and the procedures will be, at least, similar. Higher
level strategies of critical thought and problem solving are
less general, and these strategies are considered to be more
particular to their own domain. Further, strategies such as
problem solving are made up of the lower level skills. One
must first identify a problem as such, discriminate relevant
from irrelevant information concerning its solution, and so
forth (Beyer, 1987). on this basis, strategies will be
considered as a separate topic, again in terms of areas within
the field of cognitive research. Later, the SOLO Taxonomy'’s
contribution will be examined in terms of both the lower level
skills and the more elaborate procedures of higher level

strategies.

b. Strategies
i. Problem Solving

The term "problem solving" is almost interchangeable with
"higher order thinking" as used by some writers (Anderson,

1990; Best, 1986; Sternberg, 1982). Congruent with the
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perspective that higher order thought is purposeful and goal
directed and can only be defined in terms of what it
accomplishes pragmatically (Glaser, 1984; Perkins & Salomon,
1989), problem solving may indeed be the best operational
definition of higher order thought we have, and has probably
been the most investigated.

anderson (1990) defines problem solving as a procedural
strategy that consists of a sequence of operators or actions
that must be found that will transform some initial problem
state to a desired goal state. Glaser (1984) characterizes
problem solving as the matching of a well structured problen
with extant knowledge structures. Beyer (1987) summarizes the
steps as follows. First, one must be aware of a problem. It
must be clearly represented, along with factors that may
inhibit or augment the solution. A plan must be selected for
its solution such as an equation, formula or method, a simpler
trial-and-error procedure, or working backwards from an end
state. The plan must be implemented and its results
evaluated. And last, the procedure must be abstracted and
stored in memory for future reference. Bransford and Stein
(1984) have developed a similar approach to the definition of
problem solving represented by the acronym IDEAL: identify,
define, explore, act, look and learn.

Due to the complexities of academic subject domains, most
testing of problem solving models have been done with puzzles

or simple every-day problems. Anderson (1990) summarizes the
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field of laboratory results dealing with Hanol towers, broken
checkerboards, orcs and hobbits, pouring water between
different size jugs and so forth, and the generalizability of
the conclusions to undergraduate subject matter must be
questioned. Attempts at analyses of academic subject matter,
for example, Greeno’s (1976) work with high school geometry,
have been unable to define students cognitive processes much
beyond the earlier Gestalt conception of unexplainable sudden
insight. Glaser (1984) concludes that, at present, our
understanding of problenm solving procedures is too rudimentary
to tackle such a complex area.

Two more fruitful areas of problem solving appear to be
the novice-to-expert research and artificial intelligence
representations of problem solving. The former tradition
began with de Groot (1965) and Chase and Simon (1973) in theix
investigations of cognitive differences between chess
beginners and masters. These differences can be summarized by
two major points, one structural and the other procedural.
Experts were better at perceiving and comprehending chess
piece configurations primarily by virtue of their organization
or "chunking" of the relations between pieces; that is, more
information can be held in working memory for use by cognitive
processes. Further, procedural knowledge of what to do with
these configurations differed in numbers of available
procedures and in automaticity. The novices had to work

through possible moves and consequences piece by piece, while
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experts could " 1itively" follow sequences with automatic
procedures the were no longer open to conscious
introspection. It is this work that contributed so much to
our current understanding of higher order thought being so
dependent on both structured knowledge and trained processes.

The dominant area of problem solving research is that of
artificial intelligence, first developed by Newell and Simon
(1972). Their original problem solver was designed as domain-
free. By using think~aloud protocols of subjects, they were
able to identify and simulate heuristic-style searches for
solutions to problems. They also eventually concluded that
general problem solvers could not be effective without
knowledge bases, both for properly representing the problem to
be solved and for designing and evaluating effective
solutions. Again, their problems were lab puzzles with
suspect generalizability. Later models emphasized
schematically organized knowledge of the domain as necessary
for directing searches for effectivi+ problem solving
procedures (Hinsley, Hayes & Simon, 1378), which proved to be

more successful (Bransford et al, 1986; Glaser, 1984).

ii. Decision Making

Many writers group problem solving and decision making as
essentially the same procedural strategy (Wales & Nardi,
1984) . Beyer (1987) does draw a distinction, pointing out

that problem solving involves arriving at one "correct"
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solution whereas decision making consists of choosing the
"pest" alternative from several. Further, problem solving is
serial, while decision making is a simultaneous or parallel
procedure; problem solving is valueless in the sense that
answers are right or wrong rather than good or bad, while
decision making is a procedure in which results are
qualitatively evaluated. Other than that, the principles of
decision making appear to be identical to problem solving.
Wales and Stager’s (1977) steps to decision making are
practically identical, and the effectiveness of the procedure
again is seen to be based on an adequate and organized
knowledge base specific to the field in which the decisions
are being made. The areas of research, however, differ
somewhat; rather than artificial puzzles, real world problems
are used as material for investigation. This area also has
more of an applied slant to it, concentrating its efforts in
clinical, medical, business and political applications, and is

therefore outside the basic academic scope of this paper.

iii. Critical Thinking and Reasoning

As with most terms in the area of cognitive strategies,
ncritical thinking” is often used synonomously with higher
order thought in general, defining it in very general terms as
reasonable, reflective thinking focussed on deciding what to
do or to believe (Norris, 1985). Ennis (1989) sees critical

thinking as the propensity or skill to engage in a cognitive



22

activity with reflective skepticism. This emphasis on
skepticism may occasionally equate critical thought with over-
skepticism, giving it a negative connotation similar to fault-
finding or carping (Beyer, 1987). More precisely, "“critical
thinking" is used to describe evaluative processes, cognitive
procedures that ask the truth, worth or authenticity of an
idea, statement, argument, conclusion, or possibly the end
result of a problem solving procedure (Ennis, 1962).

Beyer (1987) does not consider critical thought to be a
strategy in the sense that it is not a defined sequence so
much as a collection of operations. These operations
primarily involve discriminatory processes; distinguishing
fact from opinion, <tTruth from falsehood, relevant from
irrelevant information, and logical from illogical reasoning.
They are also made up of the lower level skills defined above;
the analysis of the parts of an argument or hypothesis, the
synthesis of these parts to abstract out principles and
unstated assumptions, and the evaluation of the internal or
external consistency of the argument.

Critical thinking is the ability to produce, follow or
evaluate an argument; the making of a claim, the reasoning
through of supporting and contradicting evidence, and the
denial of alternative claims (Beyer, 1987). It is knowing not
only how to question an assertion and what sorts of questions
to ask, but also knowing when to question it. A healthy

skepticism is required, plus a judgement of what needs to be
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questioned and when. It is apparent that the proper use of
critical thought requires metacognitive judgement, as well as
the motivation or desire to achieve precision and truth
(Norris, 1989), hoth of which will be discussed later.

One clear prerequisite for critical thought is the
discrimination of the self from the argument; that is, the
ability to objectively analyse reasons in the 1light of
evidence or logic rather than on the effect the argument would
have on the person who is arguing. Another prerequisite, as
in problem solving and decision making, is a strong
interrelated knowledge base of the subject area one is
critiquing. Ennis (1989) points out that background knowledge
is essential for critical thinking in a given domain, for in
different fields, different sorts of things count as good
reasons. Critical thinking, therefore, does not generalize
from domain to domain as it is a different process in each
field. The reasoning of philosophy as a deductive method of
obtaining truth is very different from the inductive
scientific method of psychology, and the deterministic
perspective of the natural sciences differs from the
probabilistic approach of the social sciences and the
contractual approach of law. As Lehman et al (1988) showed,
specific training in one reasoning method does not transfer to
novel situations where another method is required.

While critical thinking and reasoning may be considered

different cognitive strategies, they are intertwined enough to
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consider them a single type of cognitive procedure, or at
least to see reasoning as a special sub-category of critical
thought. Logical thought and the scientific method of
gathering information follow prescribed orders of procedures
which may be considered one special approach to, or an element
of, critical thinking’s main purpose of arriving at truth or
veridical reality representations. Logic and science are both
designed as procedures to discriminate evidence from opinion,
both provide safeguards against involving the truth seeker
subjectively in the process. Most reasoning methods are
designed to produce conclusions based on evidence, to define
exactly what is supporting and contradictory evidence, and by
what criteria this evidence is to be accepted or rejected. If
critical thought is to be seen as a collection of operations
as Beyer states, methods of reasoning are essential members of

that collection.

iv. Algorithms, Models, Analogues, Learning Skills and
Heuristics

This section is a catch-all of all other cognitive
strategies representative of higher order thought that can
properly be called the province of liberal arts education.
Algorithms are similar to the methods of logic and science as
articulated above in that they are defined, step-by-step
procedures for arriving at a definitive answer. The most

often mentioned examples of algorithms are arithmetic
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operations, and therefore could be seen as a subclass of
problem solving. Due to the restricted nature of these
procedures, they are generally not seen as modes of higher
order thought in that they require little in the way of a
knowledge base beyond the ability to repeat the procedure in
novel situations.

Model building and the formulation of analogies could be
considered to be higher order strategies in the sense that
they are efficient ways of structuring knowledge in many
domains. Model building involves the recognition of
similarities between a relatively unknown complex phenomenon
and one that is simpler and well known. Through the process
of drawing analogies, model builders attempt to describe the
unknown phenomenon in the simpler terms of the known one
(West, Farmer & Wolff, 1991). The natural sciences make use
of models in describing atomic structure and gravity; the
social sciences use animals to model human behavior (Domjen,
1987) and computers to model human intelligence (Atkinson &
Shiffrin, 1968). Further to understanding complex phenomena,
models can provide a common language for communication of
ideas, and also generate testable hypotheses. The student who
is well versed in modeling new course material in familiar
terms and is capable of generating new questions from the
model has mastered a valuable learning skill.

The collection of strategies known as learning skills are

those cognitive operations involved in acquiring new
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knowledge. The essence of learning skills, including
modeling, is that they associate new subject material with
currently held world knowledge; that is, new knowledge is
assimilated into previously structured material. This can be
done in a variety of ways. Elaborative rehearsal, imaging,
semantic processing, pegwords, concept mapping and mnemonics
are just a few (Baine, 1986; West et al, 1991). These will be
discussed more fully in the section on instruction. An
essential part of the definition of what an educated person is
is the emphasis on the person’s self-educating nature, and
familiarity with these strategies contributes to education
within and beyond academia.

Heuristics are similar to algorithms in that they are
procedural methods of arriving at solutions, decisions or
judgements, but they are "rules-of-thumb”" rather than
prescribed, step-by-step operations. Anderson (1990) points
out that there is a progression of stages as one masters a new
field from simple declarative knowledge of details to
associative relationships and step-by-step procedures to
autonomous and automatic functioning. Writers in the novice-
to expert field remark that experts eventually become unable
to articulate reasons for why they did what they did (de
Groot, 1965), other than it simply "felt right" at the time.
While this sort of intuitive judgement appears to be something
other than cognitive processes, more in the line of affective

judgement, some writers have analysed these judgements as
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schema-based cognitive heuristics that are essentially short-
cuts of more complete reasoning skills, and have identified
their strengths and weaknesses (Kahneman & Tversky, 1972;
Tversky & Kahneman, 1973). The representative heuristic is a
"quick-and-dirty" method of reducing a complex judgement to a
simple judgement of similarity. For example, if one goes to
a new restaurant and identifies it as such from a few
similiarites it has in common with all restaurants (i.e.:
tables, waiters and menus), one can comfortably assume it is
indeed a restaurant and get on with the business of ordering
and eating, rather than subjecting the restaurant to a long,
drawn out and precise critical analysis concerning its
identification. Any person with social knowledge will be
familiar with restaurants and the required appropriate
behavior. Similarly, the chess expert can draw upon a vast
knowledge base of similar chessboard configurations and make
an instantaneous and non-critical judgement that is generally
correct. The second major heuristic, the availability
heuristic, is used for decisions of frequency or probability
of events occurring based on the availability to memory
retrieval of earlier events. If one has caught a bus on a
particular street corner every day for the last week, one can
comfortably predict that a bus will arrive at approximately
the same time today. If a chess master is playing a duffer
who has made a common major error in a previous game, the

master can safely look for similar errors to exploit in later
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games.

Kahneman and TversKky point out, however, that the use of
heuristics is only effective in areas of familiar knowledge
domains, and their use in novel areas often leads to misuse
and errors. The process of stereotyping exemplifies both the
heuristics discussed above. A member of a visible minority is
identified on the basis of a few similarities to others of the
same culture, and to the extent that examples of that
minority’s behavior is available to memory, this new member
quickly has attributed to him or her a list of unwarranted
traits. If a social scientist is making non-researched
estimates of rates of crime or unemployment, the availability
of memories of being mugged or suffering unemployment as a
student will color those estimates.

The misuse of heuristics provides a counterpoint to the
definition of higher order thought; in order to define what an
educated person is, it may be helpful to define what an
educated person is not. Glaser (1984) lists commoniy observed
errors in problem solving and critical thought. They are the
failing to observe and use all relevant facts of a problem,
failing to proceed in a systematic or step-by-step manner,
jumping to conclusions and not checking them, failure to
construct a representation of the problem, not defining
problem goals, unsystematic information intake, and so on.
Quite simply, what he is describing is the misuse of

heuristics in a lesser known subject domain, the shortcut
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methods of critical thought and 3judgement where a more
thorough procedure is called for. An expert in the field
could make all these procedural errors and still arrive at a
correct solution. To the extent that higher order thought has
been defined as proper and systematic procedures for arriving
at truth or solutions, the absence of higher order thought is
characterized by the over use of nonapplicable heuristics.
It is clear that procedures associated with higher order
procedural thought do not arise spontaneously but must be
actively and purposefully taught to students (Belmont, 1989),
as the natural tendency of thought is to schematically assume
rather than systematically examine incoming information
(Beyer, 1987). Greeno’s (1989) scathing put-down of those
untrained in higher order thought sees them as viewing
knowledge as "something whose validity depends only on an
unanalysed affective response." One of the goals of higher
" education is to move students encountering novel academic
knowledge domains from a heuristically based level of
procedural thought to a perspective of employing more proper
and exacting systematic procedures. The evaluation of the
SOLO Taxonomy will examine to what extent it produces this

change.

v. Communication
The last strategy to be discussed here is that of the

communication of thought processes, either verbally or in
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written form. While not generally viewed as a strategy by
cognitive theorists, it 1is certainly one of the goals of the
liberal arts curriculum in that students are being trained to
continue the transmission of knowledge to the next generation.
communication can be considered as part of the process of
analysis and synthesis of ideas in Bloom’s terms, as it is the
formation of novel, productive ideas. Communication may also
be seen as the final product or application of decision making
or problem solving strategies. Communication may be seen,
alternatively, as a separate strategy in that it is a
reflection of all other cognitive skills and strategies; a
verbal-behavioral indication of the efficacy of these
processes. Higher order thought may be structured by language
(Whorf, 1956), or may structure language (Piaget & Inhelder,
1969); it is probably the former in cognitive, language based
higher education. But it is conceivable that a student may be
capable of higher order thought by any of the above
definitions, but is poorly able tc communicate either the
process or product of this thought. The actual process of
organizing, sequencing and translating ideas into a verbal or
written communication to define, explain, analyse, synthesize
or evaluate ideas for another rcader or listener is therefore
a cognitive strategy beyond the thought processes that have
pbeen discussed to this point, and is therefore considered a
complimentary goal to the above cognitive and liberal arts

goals.
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In summary, procedural thought is the functional and
pragmatic application of structured Xnowledge. Procedural
thought covers the range of cognitive operations from the
lower level skills like simple association and categorization,
through the intermediate procedures such as analysis and
synthesis, to the most complex strategies of problem solving,
decision making and communication. Simply having knowledge is
essentially useless without the procedural abilities of
application; only then does education fulfill itself in
accomplishment. Procedural thought is also essential in the
academic assessment of knowledge. It is only through the use
of assessment instruments demanding application of knowledge
in procedures of skills, strategies and communications is it
possible to assess the ljevels of structured knowledge and the
generalizability of that knowledge that students have
attained. Assessment instruments, including the SOLO
taxonomy, must therefore be evaluated in terms of how well

they demand and reveal structural and procedural knowledge.

3. METACOGNITIVE PROCESSES

Having attained a knowledge base and the cognitive
strategies for using that information is one thing, knowing
when and where to use them and having the motivation to go
through with the extra effort of their use is something else
entirely. It has been confirmed that simply having the

declarative and procedural knowledge required for complex



32
problem solving does not guarantee that this knowledge will be
applied; it must be activated from its inert condition at the
appropriate time and place (Bransford et al, 1986). This
point is the generalizability or transfer problem that has
been discussed above, the difficulty involved in getting
learned skills and strategies to be used in novel situations
(Belmont, 1989; Ennis, 1989; Lehman et al, 1988; Pintrich
Cross, Kozman & McKeachie, 1986). Education in general, and
the SOLO Taxonomy specifically, must be evaluated in terms of
the extent to which it induces students to systematically
transfer procedural strategies to new and appropriate
situations.

Metacognition, or the executive control functions
(Sternberg, 1985), is defined as knowledge about Kknowledge
(Glass & Holyoak, 1986) or thinking about thinking (Beyer,
1987) ; knowing what one knows and the limitations of one’s
knowledge, knowing about the process of learning and what it
involves, knowing which strategies are appropriate to which
tasks, and so forth. Metacognition is considered to be the
operations involved in the direction and control of cognitive
processes; the planning, monitoring and assessment of those
processes, the selection, sequencing and executing of
cognitive operations (Beyer, 1987). Beyond differences in
levels of knowledge structures and processes, differences in
metacognitive knowledge most of all define how and why experts

differ from novices, and what constitutes an educated person.
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The processes of metacognition are often conceptually
merged with problem solving or critical thinking strategies by
many writers. The first step in problem solving is
recognizing that a problem exists and that a solution is
possible, given the correct selection of a strategy (Beyer,
1987). This awareness could be considered either part of the
cognitive problem solving strategy or a separate executive
analysis. The same can be said of the evaluation of a
solution, or of planful problem representation, or even in the
analysis of whether data are supportive of, or contradictory
to, a given thesis (Bransford & Stein, 1984). Other writers
separate cognitive and metacognitive functions as domain-
specific and domain-general processes respectively, or equate
metacognitive processes with any systematic critical or higher
order thought in general (Greeno, 1989). Others (Glaser,
1984), see all active, goal directed cognitive processes as
metacognitive, as opposed to reflexive, unreflected cognitive
functions. There is no one clear definition ot what this

modern-day deus ex machina might be, or whether its

differences from cognitive processes are qualitative or simply
guantitative. Indeed, some writers simply admit that
metacognitive processes are too general to be defined
empirically (Greeno, 1989).

One area of research that makes somewhat of a distinction
is that of learning strategies. One can have knowledge of the

world or one can have knowledge of one’s knowledge; that is,
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have some understanding of what it means to know and to learn.
Bruner (1985), for example, identifies a series of models of
what a learner might be, from tabula rasa to hypothesis
tester, and this might properly be defined as metacognitive
knowledge on his part. One can hold a personal
epistemological position, or one can define or articulate that
position (Greeno, 1989). The "mature learner" (Glaser, 1984)
is utilizing metacognitive processes when thinking about what
he or she knows and does not know, and has som2 understanding
of what efforts are necessary before one can learn a new
subject area, or can accurately predict the outcome of one’s
performance. The classic example in this field is t*° study
of giving a phone number to a child to ke recalled at a later
time (Flavell & Wellman, 1977). Younger children will be
convinced they will always remember it, but older children,
knowing their limitations, will deliberately employ strategies
l1ike rehearsal or will simply write it down.

The learning strategy area, therefore, sees metacognitive
knowledge as the deliberate application of memory skills to
the learning of a new subject, the deliberate learning of
problem solving and critical thinking skills with the purpose
of having them available for future applications (Belmont,
1989). It is learning to learn, or perhaps learning how to
learn (McKeachie et al, 1986). It is planfully reading and
writing, not simply at the sentence level of comprehension but

with a constant monitoring of whether a passage makes sense or
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is in agreement with the rest of the text (Pintrich et al,
1986). It is actively reading by questioning main points,
clarifyiny any difficulties, summarizing for the essence and
predicting what will come next (Perkins & Salomon, 1989). It
is the planful attacking of new material using understood
learning strategies; prereading, summarizing, organizing and
interrelating. It is noticing when a passage gives
contradictory or incomplete information (Bransford et al,
1986), and looking beyond the expressed ideas for the writer’s
assumptions and biases. It is the systematic and efficient
assignment of one’s time and cognitive resources. It is
monitoring one’s performance with questions like "Is this
getting me anywhere?", and "Could I be doing it better?"
(Perkins & Salomon, 1989). It 1is the planful use of
communication to serve a purpose.

It follows, then, that one of the main goals of an
undergraduate education must be the development of
metacognitive operations, the self-monitoring, reflective
processes that exemplify the higher levels of problenm solving,
critical thinking and self-educating abilities. If cognitive
strategies are to have any generalizability to novel or
everyday contexts at all, it will be to the extent that
executive processes are developed to the point that adequate
judgements can be made as to their applicability.
Metacognitive processes can be equated, at their most general

level, to judgement abilities as defined by the liberal arts
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tradition. It is the necessary conclusion to the acquisition
of knowledge structures and processes; the ability to judge
where and when this knowledge is to be applied, how one is to

do so, and why it should be applied.

4. ATTITUDINAL CONSIDERATIONS

As cognitive psychology moves further away from the
deterministic perspective that marked its earlier years, more
attention is being paid to the attitudinal aspects of the
student. It is being recognized that even if the student
possesses a large body of structured knowledge along with the
attendant cognitive processes to manipulate this knowledge and
the metacognitive judgement of when it is to be applied, it
still does not follow that the processes will be applied
optimally. This is another perspective on the
generalizability problem; in this case, processes do not
transfer not because the student lacks knowledge of when
strategies are to be applied, but because the student simply
doesn’t want to go to all the extra effort. The fourth
cognitive goal of undergraduate education is therefore the end
result of producing students that are not satisfied with quick
and easy heuristic-style answers, but value and seek as much
precision and exactitude as a situation will allow (Norris,
1989). Attitude is defined here in terms of Schachter and
Singer’s (1962) two-factor theory of emotion, which includes

an undifferentiated arousal state as well as emphasizing the
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cognitive components of understanding that emotional state and
its causes. In other words, attitudes toward the use of
higher order thought in appropriate situations are comprised
of a cognitive understanding of its practicality and a value
judgement in favor of its use.

The issue of student motivation has been addressed on two
different levels. The first, and more common, concerns
motivating the student to learn specific class material. To
this end, instructional designers have dealt with motivational
concepts such as intrinsic-extrinsic motivation, self-worth
concepts and cognitive goal formation (McKeachie et al, 1986),
as well as various ways to present course material such that
it will be adaptable to various student learning styles,
termed "aptitude-instructional (or treatment) interactions"
(Corno & Snow, 1986; Cronbach & Snow, 1977). These issues
concern instructional methods more than educational goal
analyses and will not be addressed here. The second level
seen in the literature concerns the larger goal of producing
students that are motivated not simply to learn what the class
has to offer, but are disposed in general to learn in order to
effectively apply their knowledge and processes to daily and
academic problems. It concerns producing attitudes in
students concerning the value of education and higher order
thought as an adopted perspective and approach to life.

Returning to the classical goals of a liberal arts

education, one of the more important end results is the
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production of students who are "disposed" to seek reasons,
consider other perspectives beyond their own, to withhold
judgement until all available information is collected, and to
seek alternatives even when satisfactory solutions have been
reached (Norris, 1989). Its highest goal is to produce
students who are self-educating within and beyond academia
(Gow & Kember, 1990). This attitudinal approach is seen by
Beyer (1987) as a series of personal characteristics;
flexibility of 3judgement, respect for truth, skepticism of
approach to current answers and solutions, curiosity for new
information, willingness to examine different approaches and
conflicting evidence, and a desire for the widest, most
encompassing perspective one can attain. Excellence of
thought, therefore, is best characterized not so much as the
ability to employ higher order thought processes, but as the
demonstrated use of these processes in many situations and the
articulated acceptance and valuing of these processes as one’s
own perspective. The apex of educated thought is not in the
attainment of knowledge and cognitive strategies, but in the
judgement of when to apply this knowledge and the desire to do

SO.

C. STUDENT LEARNING
Given the above goals of undergraduate liberal arts
education, instructional methods must be designed and employed

that optimally contribute to the development of students’
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cognitive structures and processes, more than a lecture style
of simply presenting course material facts and details. How
the student is perceived by the instructor dictates to a great
degree how instructional practices will proceed; notions of
how students learn determine how course material will be
presented. Several possible views of students will be
examined in this section, as well as theories of classroom
learning, both behavioral and cognitive, in order to set the
groundwork for an analysis of instructional techniques. The
aim of this section is to define this area of research such
that the SOLO Taxonomy’s place within the field as an
instructional tool can be determined.

Writers in the area of educational research (Reigeluth,
1983; Van Patten, Chao, Chun-I & Reigeluth, 1986) continually
place emphasis on the structuring of course material such that
it can be cognitively restructured by the students, on the
relating of course material to knowledge structures already
attained by the students, and on the necessity of active
processing of course material on the part of the students.
Concepts concerning the way course material is best structured
begin with Bruner’s (1985) survey of historical
conceptualizations of what a learner is, and how the learning
process proceeds. The first of Bruner’s epistemologies is the
student as "tabula rasa," the blank slate as seen by writers
from Aristotle to Watson. All knowledge is built up from

sensory impressions, from simple to complex ideas, reflecting
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the order in the real world. Implications for educational
practices would involve a careful ordering and interrelating
of course material from simple to complex concepts, and
allowing the student to experience the association of related
ideas. A more active, participatory epistemology is that of
the student as "hypothesis generator;" students are seen as
naive researchers who hold particular "theories" based on
partial evidence from limited experience, a procedure
reminiscient of the heuristic processes discussed in the last
chapter. This view, held by writers from Acquinas to Tolman
and Dewey, sees the student as an active and intentional
searcher for reasons and knowledge, and would be particularly
amenable to instruction directed at the gathering of empirical
evidence and the construction of more and more elaborate and
comprehensive theories. The "nativist" view ot Plato through
Chomsky and the Information Processing theorists sees the
students’ minds and behavior shaped as evolutionarily
deter ‘ned structures with natural tendencies toward
categorization and organization. An instructor adopting this
view would give students the opportunity to use and exercise
these innate abilities through the structuring of categories,
schemas and scripts. The "constructionist” view of Piaget and
the contextualists (Gergen, 1985; Jaeger & RoOsnow, 1988;
Rosnow & Geogoudi, 1986) holds that the world is not found and
reflected so much as constructed; knowledge is created

according to a set of rules imposed by social experience. As
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such, students learn by representing their world at more and
more detailed, discriminated and inclusive perspectives. The
"novice-to-expert" view shared by artificial intelligence
theorists stresses the task performance differences as
students master new skills, analyses and rules pertaining to
the subject matter. Implications for instruction would
involve the exposure to course material and the direction,
modelling and practice of abstracting out principles for the
creation of rule governed processes. Given the above
perspectives, the task for the instructional designer is to
choose which model, or models, best describes the learner in
the knowledge domain in question. In concert with this chosen
view, a perspective on learning must be developed.

Cognitive theories and educational practices have clearly
demonstrated that passively reading or listening to course
material is a poor way to retain information. Craik and
Lockhart’s (1972) seminal study had subjects either counting
vowels in presented target words (visual encoding of the
words), forming words that rhymned with the target words
(acoustic encoding) or fitting target words into sentences
according to their meaning (semantic encoding). Visual and
acoustic encoding can be considered a definition of "surface"
or sentence level comprehension; semantic encoding is seen as
"deep" or meaning level understanding. Subjects were then
surprised with an incidental memory test in which they were

required to recognize or recall the target words they had seen
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earlier. For recall, memory was 15%, 17% and 28% respectively
for visual, acoustic and semantic encoded words,
discrimination memory for recognition was 16%, 48% and 80%
respectively. Craik and Lockhart summarized their findings
with their Levels of Processing model: information will be
retained to the extent that it is actively encoded according
to its semantic value, interpreted in terms of extant world
knowledge.

Extensive research in schema theory provides similar
results (Bobrow & Norman, 1975; Bower, Black & Turner, 1979).
New information is retained to the point that it can be
related to existing knowledge structures. Information that
cannot be so related is poorly encoded or inaccessible to
retrieval processes. Bransford and Johnson (1972) present
similar findings; information that is organized and sequenced
such that it can be related to existing knowledge is retained,
unorganized material is encoded only at a surface structure
level. Network theories of knowledge structure (Anderson &
Bower, 1973; Collins & Loftus, 1975) contain the same premise;
knowledge is accessible to the extent that it is related to
existing concepts in an organized fashion. The implications
of these findings and theories to educational practices are
clear: if students are to retain course information at a
comprehension level, it must be actively encoded, organized
and structured by the student, and related to what the student

already knows (Reigeluth, 1983).
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Behavioral learning theories have thoroughly laid out the
environmental conditions that facilitate learning. Learning
is defined as behavioral change rather than in terms of
"latent learning," consequently responses must be elicited and
differentially reinforced. Simply reading and studying are
seen as essentially becoming familiar with the discriminative
stimuli, and little learning occurs in terms of behavioral
change. Examinations must be given frequently to encourage
distributed rather than massed studying behavior, a more
efficient way to facilitate 1learning (Dempster, 1987).
Further, it is understood that more frequent examinations
generally raise performance levels (Bangert-Drowns, Kulik &
Kulik, 1988, cited in Crooks, 1988; Hopkins, Stanley &
Hopkins, 1991). Examinations must test deeper comprehension
rather than recognition of factual detail, so recall or
comprehension studying will be reinforced while recognition
studying is on extinction. Feedback from examinations should
be extensive so as to allow students to discover what they do
and don’t know (Kulhavy, 1977). Examination marks should be
posted quickly to maximize the reinforcement value (Kulik &
Kulik, 1988).

All of the above perspectives share the idea of the
necessity of student activity and corrective feedback.
Whether cognitively restructuring course material or
practicing responses in terms of assignments or examinations,

the emphasis is on the work of the student, quantitatively and
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qualitatively. Instructional methods must be chosen that
direct, guide and evaluate students in these efforts.
Another field of inquiry concerning the student suggests
an extensive analysis of learner characteristics (Cranton,
1989; Gagne et al, 1988; Knowles, 1984) in terms of age, prior
knowledge, past experiences, attention span, IQ, and visual
and acoustic acuity, to name a few. This paper’s analysis of
university or college level education assumes a more
homogeneous student population *' \n the above models were
designed for, and does not cons.de: hese analyses necessary.
Further, these models are direc * instruction for adult
learners whose individual needs are of primary importance.
For undergraduate education, the standards of the institutions
and industries generally take precedence over those of the
student. Therefore, the emphasis here is not on giving the
individual student only what he or she wants or can handle, so
much as demanding that the student meet university or industry
standards. There is also a great deal of literature dealing
with differences in learning "styles" (Dunn, Dunn & Price,
1981; Gregorc, 1982) and brain hemispheric differences
(Rennels, 1976; Samples, 1975) which suggest that instructors
tailor their lectures to satisfy as many different students as
possible. This paper will not deal with these approaches for
several reasons. First, the postulated personality
differences are generally speculative and poorly defined, and

there is no clear evidence showing students with different
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learning styles or preferences learn more efficiently when
taught with different teaching methods (Corno & Snow, 1986
cronbach & Snow, 1977; Tiedemann, 1989; Tobias, 1989).
Second, there is no clear evidence that these differences in
students exist in any innate, determined sense (Hiscock &
MacKay, 1985), so much as learned cognitive strategies that
are modifiable, especially in higher level students (Marton &
saljo, 1976a, 1976b; McKeachie et al, 1986). And again, the
goals of higher education are not to present course work to
students’ particular cognitive strategies and preferences but
to develop those strategies to the critical thinking standards
of the liberal arts tradition. The goals are not to build up
one preferred learning style but to develop several, 1n order
to give the student a wider range of choices of skills based
on their applicability.

This is not to say, however, that students are to be
ignored by instructors and left to their own devices in the
development of those skills. As will be developed later,
teaching students how to learn, along with the teaching of the
course material, is recommended (McKeachie et al, 1986).
Instructors must also thoroughly understand the 1level of
thought at which their students are currently functioring so
as to direct their early lecture material at that level to
pest facilitate cognitive development. Aiming at too high or
too low a cognitive level will either frustrate or bore

students, at the expense of not meeting the course objectives.
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It is also a common sense idea to vary one’s teaching styles
and methods to keep up student interest and to present the
course material in a variety of contexts to facilitate
transfer. It is generally suggested that instructors become
familiar with their incoming students’ modal level of thought
when dealing with the subject domain. This can be done with
pre-tests early in the course.

It must be understood that, in a new knowledge domain,
students will have little structured knowledge at entry, and
students will have few reference points to understand new
material. As such, they will be "surface processors" of new
information (Entwhistles & Ramsden, 1983; Marton & Saljo,
1976a, 1976b), reading and listening at the level of the
meaning of the words and factual details, and not yet at the
deeper idea comprehension level. This understanding will
directly affect the initial level of instructors’ lectures and
will dictate the amount of structure the instructor must
provide (McKeachie et al, 1986); that is, the less the
students know of the area, the more structure that must be
presented for them. In summary, some writers suggest an
analysis of learner characteristics not in terms of "who they
are" so much as "what they know;" an analysis of the skills,
strategies and background knowledge they possess as they enter
the course (Gagne et al, 1988; McKeachie et al, 1986). This
analysis can be tied directly to Bruner’s models of the

learner as a guideline for how the instructor will structure
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and sequence the course. Assessment methods to fulfill this
instructional function, for which the SOLO Taxonomy is a

possible candidate, will be discussed in a later section.

D. INSTRUCTIONAL METHODS

The primary concern of instructional methods is how best
to present course material to create the desired knowledge
structures and processes in students in ways most amenable to
principles of student learning. It is a problem of the
"sequencing and synthesizing" of course material (Van Patten
et al, 1986); sequencing in terms of in what order the
material is to be presented, and synthesizing in terms of how
the material is to be related both within itself and to
knowledge structures and skills students already possess.
Course material must be analyzed so as to identify the
elements that make up the principles to be taught, the
elements must be ordered according tc some defining scheme,
and they must be tied tcgether by some encompassing and
organizing principle. The primary purpose of ‘the
instructional designer is to create an identifiable structure
that students can e'uiate and which will guide lecture
presentation such that it becomes readily assimilated into
that structure.

The most obvious sequence to use is that employed by the
course text, but most writers suggest course presentation

using a different organizational scheme, as the more contexts
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in which the student sees the material, the more memorable it
becomes (Light & Carter-Sobell, 1970). Cranton (1989)
suggests several ways that information can be sequenced, such
as historically, traditionally ~r practically. Van Patten et
al (1986) suggest logical, ciiiuunlogical or psychological
orderings; the latter referring to sequences of moving from
the known to the unknown, the simple to the complex, concrete
examples to abstract principles, and from observation to
reasoning. They also suggest organizing course material
either from the part to the whole, which Gagne (1968) also
advocates, or from the whole to the detailed elements as
suggested by Bruner (1966). It is apparent from their
analysis of the order of sequence suggested by other writers
that there is little consensus or evidence supporting any
conclusion cf how information should be ordered, as long as it
is indeed ordered according to some strongly apparent
underlying plan. It may be that more than one organizing and
sequencing scheme is more effective in that it gives students
multiple ways to structure and therefore understand the
material. This multi-structural approach is also advocated by
Bruner (1966) with his "spiral" sequence, a periodic recycling
of topics with a progressive complexity of presentation.
Ausubel (1960) and Gagne (1968) both suggest a hierarchical
structuring of course material to match students’ natural
tendencies of knowledge organization, but Ausubel advocates

teaching in a top-down fashion from general superordinate to
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detailed subordinate concepts, whereas Gagne would sedquence
material from the bottom up, from the parts to the whole.
Reigeluth (1979) also prefers a simple to complex sequencing,
but borrows Ausubel’s "advance organizer" idea of first
presenting the overall concept’s most critical ideas in
concrete, applicable terms and then rebuilding back up to them
in a bottom-up manner. There is some evidence (Donald, 1983)
on the effectiveness of hierarchical representations as an
organizing plan, with natural sciences being more amenable to
causal relationships while the social sciences and humanities
are better representatively linked by similarities. The
general lack of agreement in this area, however, suggests that
there are far too many variables at work in the classroom to
discover or comfortably predict which sequencing scheme is
most effective. But it is understood that ordering material
according to some identifiable principle is necessary, and the
more ways students can interrelate the material within itself
and to known information, the more comprehensive and memorable
it will be (Bransford, 1979; van Patten et al, 1986). it
appears to be the case that the sequencing and synthesizing of
material may also be specific to the particular knowledge
domain (Schwab, 1962) and may be expected to interact with the
instructor’s preferences and understanding of the field. 1In
the face cf the conflicting ideas in this area, it is probably
best to suggest instructors discover the sequence and relating

principles with which they are most comfortable, and which,
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according to assessment instruments, the students find most
conducive to learning.

Another view of instructional presentation is
conceptualized by Gagne (1977), emphasizing procedural
knowledge development as opposed to the above structural
views. Knowledge is seen to be built up in a hierarchical and
sequential fashion in a series of steps: 1. Simple stimulus-
response and response-consequence routines, both behavioral
and verbal. 2. The chaining together of multiple responses,
what might be called the rote memory of intellectual skills.
3. Multiple discriminations and generalizations of the
appropriate situations in which to use the response chains.
4. Conceptual learning, the abstracting out of the essential
elements of the concepts. 5. Rule learning, the formalization
of the concept or principle. 6. Problem solving, the
application of the rule. 7. Signal 1learning, the
metacognitive control of choice of rules to solve problems.
Kameenui and Simmons (1990) have adapted Gagne’s behavioral
hierarchy to the cognitive domain by specifying the steps of
learning as simple facts, verbal chains, discriminations,
concepts, rule relationships and cognitive strategies. Each
step is operationally defined in terms of the operations
students can perform at each step in the hierarchy; for
example, rule learning is defined as the ability to verbally
respond with a statement that specifies the relationship

between two or more facts, discriminations or concepts.
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A third direction of instruction toward procedural knowledge
development would be the above-mentioned taxonomy of Bloom
(1956), proceeding from factual detail knowledge through
analysis and synthesis of principles to the evaluation of
theories. In each of these conceptualizations, complex
intellectual behavior is seen as being built up from simpler
procedures, and instruction would proceed hierarchically from
the simple to the complex.

While the above views of instructional methods emphasize
the instructors’ roles in contributing to learning, it is
never suggested that this is the entire story. Students are
currently seen as active processors of information, and these
processes must be stimulated before learning can occur.
Concurrent with the teaching to students’ structures and
processes, instructors must also teach students how to learn,
both in lecture and in self study. McKeachie et al (1986)
consider it a necessity to teach learning strategies prior to
and concurrent with class material delivery, as do Gagne et al
(1988) . They see these strategies primarily in terms of
metacognitve abilities, teaching students the principles,
natural progressions and limitations of *>e learning process
so that students can planfully apply thes: v their studying.
They specifically point out the metacognitive control
processes of active attention, semantic encoding, organization
and interrelationships, and the active retrieval of

information as being crucial elements students must be taught



52

before effective 1learning of class material can occur.
Weinstein and Mayer (1986) echo these elements in their
essential processes of selection, acquisition, construction
and integration of course material, as do Pintrich and Johnson
(1990). In all cases, the perspective of the student is as an
active participant in the learning process, rather than a
passive vessel to be filled with information.

Further to the efforts of encouraging students to take a
more active role in learning, instructional designers can plan
ways to assist students to more deeply encode course material.
Wittrock (1990) suggests learning must be a generative
process; reading and listening generally become passive,
reactive processes which are not conducive to the active
construction of knowledge representations. He suggests
students make the reading process more like writing, the
active, generative constructions of relations of class
material. Pintrich and Johnson (1990) encourage instructors
to teach their students to paraphrase, summarize, elaborate
and question class material, to discuss it in class or among
themselves and to suggest possible exam guestions. Harrison
(1990) would have students translate material into their own
words, give analogies, draw distinctions, define the ¢ . ntexts,
and ask further questions of the material. Baine (1986) and
West, Farmer and Wolff (1991) advocate the use of learning
heuristics such as anagrams, imaging, elaborative rehearsal

strategies, pegwords, and so forth. In all cases, the point
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is to encourage the students to be active processors of
information and creators of Kknowledge structures, to
interrelate the elements of their Kknowledge bases and to
practice the cognitive skills and intellectual abilities of
organizing and applying this information. It is the intent of
this paper to investigate the use of the SOLO Taxonomy as an
instructional tool, to discover if demanding examination
answers in terms of the SOLO Taxonomy’s structures throughout
the term will encourage students to more actively structure

course material for themselves on a final examination.

E. STUDENT ASSESSMENT

The most obvious purpose of student assessment is
performance evaluation in the sense of differentiating which
students can and cannot continue with further instruction or
training. The primary goal as demanded by the educational
institution and later graduate schools is stratification of
students, separating those who have satisfactorily performed
from those who haven’t (Heartal, Ferrara, Korpi & Prescott,
1984, as cited in Stiggins, Conklin & Bridgeford, 1986). But
assessment has many other crucial functions as well. Hopkins,
Stanley and Hopkins (1991) envision testing as a necessary
component of a three-part system consisting of educational
objectives, learning experiences and evaluative procedures.
Each component contributes to, and provides feedback for, the

other two components. This systems approach is very much in
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line with current models of instructional design (Briggs,
1977; Gagne, Briggs & Wager, 1988), who stress that all
components of the design process must be considered in
relation to each other, with ongoing evaluative feedback
between each component. Specifically, this means that
examinations must assess whether the stated goals are being
met, and feedback from examinations must redefine the goals as
to their feasibility. Instruction must be designed to fulfill
the stated goals and goals must be restated in light of what
is possible through instruction. And examinations must test
only principles developed in instruction, while instructional
practices must be directed at the examinations. This last
approach, sometimes termed "teaching to the test," is suspect
and will result in inflated estimates of performance when
teaching and examinations deal only with factual information,
but it is the recommended approach when goals, instruction and
assessment techniques deal with higher cognitive skills of
application, analysis, synthesis, and evaluation (McKeachie et
al, 1986).

This approach considers the instructor not only as
designer but as researcher as well, in terms of the continuing
testing and evaluation of the effectiveness of the
instructional design through constant monitoring and
adaptability of approach in the light of evaluative feedback
(Angelo, 1990; Winn, 1990). The field of instructional design

is currently placing great emphasis on the development of a



55
theoretical approach to designing educational programs, and we
are seeing the emergence of a "science of instruction”
(Reigeluth, 1984) that relies on an empirical base of tested
and effective delivery systems (Andrews & Goodson, 1980; Dick,
1981; Gagne et al, 1988).

From the liberal arts perspective, the main objective of
assessment would be to evaluate and provide feedback to the
instructional design process as to whether the course is
accomplishing its goals, both at the level of a general
liberal arts education and at the level of the cognitive goals
specific to the course content. Examinations must be derived
directly from the stated course goals in order to assess to
what extent students are experiencing the development of a
basis of structured knowledge and processes in the particular
knowledge domain. Examinations are therefore the measurable
behavior or operational definition of learning:; as knowledge
is not directly observable or measurable it becomes a critical
question of what behaviors shall be choosen to test as
indicators of that knowledge. These measurements must be
valid in the sense that they do indeed reflect higher
cognitive structures and processes within the knowledge
domain, and mus<t be reliable in the sense that they are
accurate and repeatable measures (Messick, 1989).

Tests can also be used as an educational tool; that is,
as a further technique for the transference and consolidation

of subject content. The purpose of an examination is to
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direct the students’ attention to the important points of the
course, to provide a second exposure to the material, to
require active processing of the information beyond simple
exposure, and to differentially reinforce student responses
such that incorrect answers can be replaced by correct ones.
Tests can allow students to practice higher cognitive skills.
In short, assessment techniques can directly reflect and
facilitate the development of those cognitive abilities they
are measuring (Frederickson & Collins, 1989). Tests can act
as motivators for learning, not only in terms of providing the
expectation of evaluation for the student, but in 1orms of
providing the structure and goals to direct student studying.
It has long been understood also that examinations are an
effective tool in that they enhance long term retention of the
course material through overlearning (Hopkins et al, 1991;
Jones, 1923).

Assessment is an crea that suffers from a great deal of
misunderstanding in the instructional field, and as such is
seldom optimally used as an educational or evaluative tool.
University and college instructors, while generally concerned
about their evaluative profficiency, generally have little or
no formal training in evaluation (Gullickson, 1984; Stiggins
& Bridgeford, 1985). Tests of any sort, essay or objective,
are generally of poor gquality when developed by teachers
without specific training in test construction (Hopkins et al,

1991). Crooks and Collins (1986)., on the basis of judges’
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agreement, found that about 80% of test questions test the
lowest form of knowledge according to Bloom’s taxonomy; that
is, recognition memory for detailed factual knowledge. As
Nickerson (1989) concludes, higher educational assessment
restricts its testing to declarative or low level procedural
knowledge, and does not test quality of thought.

Higher education examinations are often computer scored
multiple choice examinations. This is not to say that
multiple choice examinations can’t test higher levels of
cognitive understanding; Hopkins et al (1991) present an
impressive selection of multiple choice, matching and short
answer questions that assess all levels of cognitive skills.
The point is that multiple choice questions can, but generally
don’t, get at higher order thought, according to Nickerson
(1989) and Norris (1989), and the form of communication
strategies that they test 1is certainly impoverished.
Instructors often encounter difficulties in writing higher
level questions, whereas questions of factual detail are
easily constructed. The same is true of essay questions in
that marking according to the number of included facts is
easy, whereas the analysis of a student’s level of cogritive
strategies and of qualitative understanding of course content
is very difficult. Other reasons (Haertal, 1986) for
employing factual questions are the instructors’ concerns for
the reliability of their tests. Marking is subjective, and

people are poor judges of others’ knowledge due to ubiquitous
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heuristics and biases in their Jjudgemental processes
(Kahnemann & Tversky, 1972; Tversky & Kahneman, 1973).
Hopkins et al (1991) detail the reliability problems of essay
style examinations: different standards between markers,
different distributions of grades over the rating scales, halo
effects, carry-over effects, order effects and so forth.
Stiggins and his collegues (Stiggins & Bridgeford, 1985;
Stiggins, et al, 1986) present research showing informal
observation and mental recordkeeping are the primary
assessment techniques used in lower grades, with the result
that the assessment of intellectual competence correlates
higher with social competence and skills than with acadenic
performance (Erickson, 1977). Rosenthal’s (1966) classic
study of experimenter bias and demand characteristics
suggested that teachers’ understandiny of student abilities
may change both their behavior toward the students and the
students’ performance. To the extent that higher education
instructors interact with their students and employ non-
objective assessment techniques, these biases can be expected
to be present. Instructors are also often wary of asking
difficult questions in that some percentage of the class will
experience the failure of being at a loss for any answer at
all (Haertal, 1986). And last, the marking time necessary for
large classes makes essay examinations impossible, or at least
very aversive for the instructor. For whatever reasons, most

tests require simple fectual "surface" knowledge rather than
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a "deep" knowledge of actively searching for meaning and
underlying principles (Marton & Saljo, 1976a; 1976b). The
stated objectives of a course generally deal with goals of
analytic and evaluative understanding of course material, but
students quickly pick up on the "hidden" curriculum (Elton &
Laurillard, 1979), and study accordingly, successfully relying
on rote memory to pass the examinations. White and Horwitz
(1987, cited in Masters & Misley, 1991) contend that students
can succeed in college courses in this way while still
entertaining common misconceptions about the subject matter
and never really acquiring indepth knowledge of the underlying
principles. Entwistle and Ramsden (1983) summarize research
showing that the expected type of exam has an effect upon
strategies of studying, and it is also apparent that the
nature of study strategies affects the nature of what is
learned and how it is retained and accessed (Marton & Saljo,
1976a; 1976b). Nickerson (1989) concludes that the type of
test sets the tone for instructional methods and student
behavior; if low level declarative facts will be tested,
that’s what teachers teach and students study. Students
generally prepare and perform better when expected
examinations are of the recall, essay type than if they are
recognition style multiple choice (d’Ydewall, Swerts & De
Corte, 1983). It is the case, however, that the expected
cognitive level of the test, that is, factual versus analytic-

evaluative, has more of an effect on preparation and
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performance than does test format. Hunkins (1969) showed that
students who were used to higher order thought questions
throughout the year outperformed controls who were used to
knowledge level questions when both were tested on a common
final exam. All questions were of the mnultiple choice
variety.

To sum up, essay style examinations are generally
unreliable, while multiple choice examinations and essay
questions asking for lists of facts or details are suspect in
terms of their validity. While multiple choice examinations
do provide a reliably objective and easy measurement tool,
they are seldom demonstratively valid in their evaluative
function (Frederickson & Collins, 1989). Frederickson and
Collins conclude that objective examinations generally
emphasize low level skills, factual knowledge, memorization of
procedures and isolated skills. As such, they lack systematic
validity in that they do not foster the development of the
cognitive skills claimed and desired by higher education.

As factual exanminations demand 1little in the way of
complex responding and feedback is delayed, they can’t be
considered much of a learning experience for the students
either. About the best that can be expected of such a test is
that its threat is so aversive that it can act as a negative
reinforcer for encouraging students to study for it. As such,
though, we can expect the emotional response associated with

punishment to occur, and we must recognize that the exam is
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reinforcing other than optimal studying behavior.

We lack adequate tools for assessment, and as such, we do
not know if higher education is succeeding in its stated
goals. Masters and Mislevy (1991) assert that current testing
practices are not in line with current cognitive theory.
Knowledge is not a case of either quantitatively "having" or
"not having" information, so much as a qualitative broadening
of perspectives or progressively developing more and more
complete and comprehensive representations of the world. Yet
traditional test items are scored on a "right or wrong"
criterion, reflecting a concept of knowledge being either
present or absent. What is called for, in light of recent
cognitive theories, are testing methods that allow for an
inference of students’ current perspectives and conceptions.
The underlying concept held by Masters and Mislevy is of
identifiable developmental stages of academic knowledge that
may be inferred from gradients of sophistication in student
responses. Recognition of these progressive developments will
provide feedback and reinforcement for sudents’ partial
knowledge, and will also serve as a diagnostic indicating in
what areas students must be helped. These stages can be
analyzed with multiple choice examinations by presenting
distractors of common misunderstandings that are
representative of students with partial understanding, for
which part marks may be awarded. More effective, however, are

essay style answers that do not constrain students to given
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answers, but allow students to provide their own particular
levels of understanding for the instructor’s analysis. Biggs
and Collis’ (1982) SOLO Taxonomy provides a possible solution
to the testing problems outlined in this section, in line with
the recommendations of Masters and Mislevy.

This chapter has presented an overview of the field of
undergraduate education in the liberal arts, delineatiny the
field into areas of the goals of higher education, definitions
of higher order thought in education, theories of student
learning, and perspectives concerning instruction and assess
ment. Given this view of undergraduate education, the SOLO
Taxonomy will now be evaluated as to its position and possible
contribution to the field. The taxonomy itself will first be
introduced and discussed, followed by a theoretical analysis
of its possible contribution to each of the above defined
areas; as a template for the formulation and communication to
students of academic goals, as a suggested definition of
higher order thought, as an example of the application of
cognitive learning theory, and as a tool for both
instructional methods and assessment } ractices. Following
will be an experimental analysis of the effectiveness of the
SOLO Taxonomy’s application to undergraduate psychology
classes, and an analysis of student responses to the

employment of the SOLO Taxonomy as an educational tool.
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1IXI. THE SOLO TAXONOMY
A. INTRODUCTION TO THE SOLO TAXONOMY

Biggs and Collis’ (1982) SOLO Taxonomy is purported to
quantitatively measure student comprehension of course
material by inferring hypothetical cognitive structures from
essay type examination responses. Biggs and Collis postulate
stages of comprehension, similar to the gradients of
sophistication of knowledge and progressive acadenic
development suggested by Masters and Mislevy (1991). These
stages are topographically similar to Piaget’s stages of
cognitive development (Inhelder & Piaget, 1958), but are not
age related. That is, any learner of declarative knowledge of
any age will show a stage-like progression as he or she
acquires information, in terms of how knowledge is cognitively
organized and structured, inferred from how essay answers are
organized and structured.

The postulated taxonomic stages are expressed in terms of
how examination responses are structured; that is, not only in
terms of how many facts are included, but how the information
in the response is organized, interrelated, and applied. The
stages are as follows: 1. Prestructural; answers are non-
existent, wrong in the sense of being off topic, or circular
in the sense of repeating the question while adding noc new
information. 2. Unistructural; one single idea is developed
with points or details supporting it. 3. Multistructural:

several ideas with supporting details are developed
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separately. 4, Relational; several ideas are integrated,
compared and contrasted. 5. Extended abstract; principles are
abstracted from related ideas such that they can be
criticized, applied to situations beyond the learned data, and
can provide the basis for hypothesis generation. Examples
illustrating these stages, drawn from introductory psychology

material, are presented below.

guestion: Why are rats used in psychological research?
Prestructural: Circular: They’re used to experiment on.
Wrong: Because they’re very intelligent.

Unistructural (one idea):

...used to study learning, for example, operant
conditioning where a rat is reinforced for
pushing a lever...

Multistructural (several ideas):

. ..operant conditioning (as above)...or classical
conditioning where rats will associate a neutral
environmental stimulus with an unconditioned
stimulus...

Relational (integrated):
...operant...classical conditioning (as above)...
rats and people show similar patterns of
operant and classical co:uzitiones? ....:vior
change. Therefore rats’ behavic be

generalized to human learning.
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Extended Abstract (critical analysis):
...generalizability. However, large differences
in the number of trials necessary to show
learning to criterion may indicate qualitative
differences in learning, so generalizability is
limited.

It can be seen that not only do the better answers
contain more information but they are organized in a
progressively and qualitatively better manner. The taxonomy
therefore measures both the subject matter content acquired by
the student and the process of acquisition as demonstrated by
the resulting hypothetical cognitive structure of that content
inferred from the structure of the response. The assumption
is that answers are not "right" or "wrong," but reflect the
progressive development of more and more complete
understanding.

A primary gquestion being asked in this evaluative paper
concerns the validity of the SOLO Taxonomy as an assessment
technique and as a measurable definition of academic learning.
Biggs and Collis prcvide some information on the validity and
reliability of their taxonomy. Validity, in terms of
measuring quality of learning, is Jdifficult to assess as there
are no external criteria to which SOLO Taxonomy measurements
can be compared other than subjectively evaluated essay answer
examinations or objective multiple choice results. In high

school English classes, SOLO Taxonomy measurement< .orrelate
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with subjective evaluations anywhere from r = .4 to .7.
However, different examinations within the course correlate at
about .6 when both are marked with the SOLO Taxonomy, while
the same examinations subjectively evaluated show a
correlation of about .45. In other words, the SOLO Taxonomy
appears to be the more consistent evaluative tool for quality
of learning. Preliminary results in English 1literature,
poetry and creative writing examinations show evaluations
according to the SOLO Taxonomy correlate modestly with test
battery results measuring 1Q, school performance, school
achievement, interest, motivation, learning strategies and
cognitive abilities, while correlating negatively with rote
learning abilities and strategies. In summary, Biggs and
Colis conclude that the SOLO Taxonomy is measuring some aspect
of school achievement, congruent with teachers’ subjective
evaluations and objective measures of intelligence,
motivation, achievement and organizational abilities.
Students who score the higher levels on the SOLO Taxonomy tend
to be highly intrinsically motivated students who search for
meaning in their academic work and avoid rote learning of
facts and details. What Biggs and Collis do not develop is
the extent to which the SOLO Taxonomy is grounded in cognitive
theory, or the SOLO Taxonomy’s function in operationalizing
curriculum and instructional goals, task analyses, specifying
adequate performances or determining instructional processes.

This paper attempts to establish the SOLO Taxonomy’s construct
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validity at these levels.

In terms of reliability, quality of learning outcomes is
not a trait but a response, and is therefore sensitive to
instruction, motivation and exposure to class material.
Consequently, across item and test-retest measures show poor
correlations. But the more critical measure of interjudge
reliability shows a correlation of about .8, and has been as
high as .95 for the English examinations, far higher than
subjective quality grading procedures.

Later versions of the SOLO Taxonomy (Biggs et al, 1989;
Collis & Davey, 1986) moved away from the single question
examinations in an effort to differentiate cognitive levels
more objectively. Instead, a "Partial Credit" model was
introduced, a hierarchically and cumulatively arranged set of
four interrelated questions were asked. The first required
only unistructural knowledge to answer, the second
multistructural and so on. Analyses revealed high construct
validity and internal consistency can be obtained with
questions of this sort. It is this Partial Credit Model; also
suggested by Masters (1982) and Masters and Mislevy (1991)

that will be empirically tested below.

B. THEORETICAL ANALYSIS OF THE SOLO TAXONOMY
As mentioned earlier, the field of instructional design
currently defines the goals of academic instruction in

cognitive-behavioral terms (Case & Bereiter, 1984). This is
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the perspective that emphasises the active nature of the
students’ internal cognitive processes, specifically the
organization and structuring of knowledge and the procedural
skills of use and application of that information. Yet it is
recognized that knowledge is not a question of "having"
something, so much as "doing" something one could not without
this knowledge (Kidd, 1988). Hence, the emphasis of student
evaluation is on measures of behavioral change that reflect
cognitive changes, or from which one can infer the development
of cognitive structures and processes.

The SOLO Taxonomy begins from this perspective, as its
analysis is of the observable behavior of structuring essay
ansvers. Biggs and Collis (1982) suggests the written
structure may be used to infer rhypothetical cognitive
structures;" yet go no further in theorizing what form these
structures may take, nor do they examine how studying for and
writing SOLO Taxonomy answers may contribute to the creation
and development of these structures. The SOLO Taxonomy is,
however, entirely amenable to cognitive models of schematic
memory organization, and as such, suggests it has a strong
theoretical base. Its construct validity lies in its
assumptions, drawn from cognitive research psychology, that
knowledge attainment is a progressive development of widening
perspectives, built upon structured knowledge representations
with attendant procedural abilities of use.

Biggs and Collis’ (1982) experimental results show the
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SOLO Taxonomy is effective when used as an instructional tool,
but an interpretation is necessary to model what the SOLO
Taxonomy is doing, in terms of cognitive theory. The
following perspective is offered. Schemas are conceptualized
as being knowledge structures of generic information that
specify the presence and relationship of objects, events,
people and concepts in well-learned domains (Bobrow & Norman,
1975;: Brandsford & Johnson, 1972; Mandlcer, 19847 Neisser,
1976, Rumelhart & Ortony, 1977). As such, they are considered
to be the basis of perception and understanding (Neisser,
1976;: Rummelhart, 1980), action decisions (Bower, Black &
Turner, 1979; Schank & Abelson, 1977), and of memory for past
experiences (Mandler, 1978; 1984). Schemas consist of
concepts and procedures that have been perceived through
repeated experience as spatially and temporally contiguous.
The most popular example for illustrating the concept of
a schema is the "restaurant script" (Bower, Black & Turner,
1979; Graesser, Gordon & Sawyer, 1979; Minsky, 1975; Schank &
Abelson, 1977). A person visiting a restaurant for the first
time with no prior knowledge of restaurants will have no
organized knowledge or expectations upon first entering. Suci
a person will be faced with the cognitive task of an entirely
"bottom-up"” or data-driven nature; the processing of all
details, events and objects in a non-discriminatory fashion.
Little will be understood, except to the extent that objects,

events or people match similar experiences in different
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settings. The person will not have ideas of appropriate
behavior or reactions to others’ behavior. When asked to
recall this experience at a later time, the person may recite
series of unrelated occurrences, without communicating the
essence of what a restaurant is or its purpose.

Upon visiting several different restaurants, the naive
person will begin to abstract out the essential
characteristics and typical occurances that are present in all
restaurants. One always exchanges money for food, one
generally sits and reads the menu, one is usually approached
by a waiter or waitress, and it is optional to leave a tip
when leaving. This generic information is ordered
sequentially, along with scripted behaviors of how one is to
behave, in general, at each juncture; that is, one must order,
but the details of what is to be ordered are not specified.
A range of possible or acceptable specifics is joined to the
generic information slots depending on their typicality of
occurance in other settings. The table may be metal, wood or
plastic but never paper; tips may range from 10 - 15% or even
higher depending on the service:; one orders hamburgers at a
fast food outlet but never at an expensive restaurant. Once
this schema is developed, the person will have expectations
of, and ready behavior for, any new restaurant excursion. The
perception during a new visit will be primarily "top-down" or
hypothesis driven, and behavior will become more automatic.

The detailed experiences of the visit, termed the
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instantiations of the schema’s generic slots, will be stored
relative to the schema’s organization, in effect organizing
the autobiographical memory. When asked to define the
purposes or essential characteristics of restaurants, the
person is able to do so from the stored sequence of generic
information. When asked to recall a particular visit, the
schema will guide recall and the organization of specific
occuring details, even to the point where details can be
chosen or created from the ranges of possible instantiations
to fill in, by default, details that were not specifically
retrieved. As the person becomes more familiar with
restaurants and behavior becomes more automatic, the schema
dealing with restaurants may Dbecome embedded in more
encompassing schemas, for example, a schema for '"going out on
a date," in which case the restaurant script becomes another
slot for an event during a date.

The concept of schematic processing has been applied to
comprehension and recall of stories (Bartlett, 1932), pictures
of scenes (Brewer & Teyens, 1981; Mandler & Johnson, 1976),
people and behavior (Fiske & Taylor, 1984, Hastie, 1981),
written text (Bower, Black & Turner, 1979; Schank & Abelson,
1977) and other domains, and the robustness of the concept
suggests it may be useful in conceptualizing learning in an
academic knowledge domain as well. A student of introductory
psychology, when first exposed to the topic of the scientific

method applied to the investigation of human behavior, will
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perceive, understand and recall this information as a disjoint
mass of details. Processing is again bottom-up or data-driven
as the student has no expectations and can make no inferences.
As much detail as possible is processed, with no
discrimination as to what is essential to the method or what
is simply optional. Students must cognitively process this
information through rote rehearsal memorization or simple
elaborating heuristics. To the extent that texts or lectures
point out the essential characteristics and their relations to
each other, the student will begin to construct a schematic
representation of the scientific method’s critical points and
procedures. Continual exposure to examples of their use will
allow the student to abstract out the commonalities and
defining characteristics; a hypothesis is always generated,
ways of collecting data are determined, controlled procedures
are designed, the hypothesis is tested, results are analyzed
and a conclusion is derived. The student will arrange the
concepts along a continuum of essential, usual, optional and
arbitrary occurences concerning data collection and hypothesis
testing. Generic informatinis ordered sequentially and the
student will construct a range of possible and allowable
variations and instantiations in each step; for example, which
statistical tests are amenable to describing data and
inferring effects. Once the schema is adequately represented,
it becomes available for understanding novel examples of

pehavioral studies and for recalling and analysing earlier
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studies, or for inferring elements from studies that were not
specifically stated. Students will develop expectations of,
and analytic procedures for, expusure to any new research or
empirical problem. Perceptions of empirical problems beccme
top-down, and analysis becomes more automatic. Writing about
the scientific method and having feedback provided will serve
as extensions to the experience of reading about other
studies, not only expanding and elaborating the scientific
method schema but adding the procedural or scripted behavior
elements to it. As the schema becomes more automaticized, it
can become embedded in larger, more encompassing schemas of
the variety of methods used in measuring, describing,
predicting and controlling human behavior.

This brief description of the development of schematic
representation coincides directly with the SOLO Taxonomy'’s
definition of levels of learning. A prestructured answer of
unrelated details will be offered by the pre-schematic student
who has yet to coalesce the details into a related sequence or
to abstract out the essential characteristics. une organized
schema concerning the course material would offer a
unistructural answer, several schemas would allow a
multistructural answer of applying kncwledge of the scientific
method to two or more examples, and then on to a relational
answer of comparing and contrasting their use in different
settings. As schemas become embedded as instantiations of

more elaborate schemas, an extended abstract answer becomes
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possible, as the student would now be capable of generating
the appropriate steps of the method to answer specific
questions about investigating human behavior, or for

generating new hypotheses.
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IV. EMPIRICAL ASSESSMENT OF THE SOLO TAXONOMY
A. PILOT STUDY
While the SOLO Taxonomy has a great deal of intuitive
appeal for designing classroom instruction and evaluating
student learning, it has still not been adequately tested and
no res'lts are available on its use in university or college
undergraduate classes. It was proposed, then, that its
efficiency be evaluated in this area, specifically that of
introductory psychology courses. The first question to be
answered was whether the SOLO Taxonomy was amenable to this
domain. It was piloted at Blue Quill College in St. Paul, a
college under the auspices of Grant MacEwan Community College
in Ed-onton, Alberta. The program at Blue Quill is designed
for a diploma in social work for adult students. The student
sample consisted of 10 native Indian students enrolled in the
second half of an introductory psychology course. Several had
fajled the first half but had been allowed to continue. Few
of the students had completed high school. Unstructured
questions had indicated that all but two students had
practically no understanding or memory of any course material
from the first half. If a course based on SOLO Taxonomy
instruction and evaluation could be effective here, it would
suggest it is a very powerful teaching tool.
Students received lecture instruction in a casual seminar
style in a three hour block each week and were assigned

complementary text readings. Each following week, they were
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given an hour quiz of basic concepts. Students had been given
explanations of the SOLO Taxonomy criteria for marking, and
each exam was taken up in class immediately following the
writing period, continually re-emphasizing the organization of
the material and providing them feedback of where they stood
in terms of class demands. Throughout the term, marks
according to the SOLO Taxonomy scheme of marking went up
dramatically for many of tne ~tudents. While no formal
analyses of results were conducted, the subjective impression
was that students, while upset at the amount of work required
of them, took away a significant amount of structured
knowledge of basic psychological principles.

It was proposed that a formal testing and evaluation of
the SOLO Taxonomy be conducted with a more representative
sample of undergraduate students. The question being asked is
whether the use of the SOLO Taxonomy as an instructional
technique in terms of exam demands encourages better
comprehension and retention of undergraduate psychology course

material.

B. STUDY #1
1. Introduction

Two sections of PSYcO 201 from Camrose Lutheran
University rollege, fall term, 1990, provided the students.
This course is the first half of introductory psychology,

dealing with scientific methods, statistics, neurophysiology,
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sensation, perception, consciousness, learning, memory and
cognition. Enrollment in the two sections was not random so
the design was quasi-experimental. The college administration
did, however, assign students to the two classes concurrently
in an effort to keep the enrollment number~ equal. The
classes met at 8:00 and 9:00 A.M. on Mondays, Wednesdays and
Fridays; ¢ ~in tuss determined the earlier class (N=50) to be
the experimental group and the later class (N=59) to be the
control. The larger number in tne later class suggests some
bias may be present in terms of the more motivated stucents
signing up for a class earlier in the regis*ration period and
being spared the earlier start. Drop out rates were high ior
the earlier class as well, other students were dropped from
the final analysis for reascns such as missed examinations,
suspicion of cheating on exa.ninations and deaths in the family
during exam week, leaving an experimental group of N=36 and a
control of N=48.

The independent variable was method of instruction and
evaluation. Both sections received traditional lecture-
seminar instruction for 3 hours per week for 14 weeks, with
four, hour-long examinations throughout the term. The control
group received only multivle choice examinations while the
experimental group had examinations made up of multiple choice
questions randomly chosen from the comparison groups’s exam
plus sets of four partial credit questions as suggested by the

SOLO Taxonomy. The questions from the first exam dealing with
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the introductory chapter are listed below:
i. List the five basic models cr perspectives of psychology.
2. List and explain the four goals of research psychology.
3. Give three basic assumptions of the cognitive model *hat
make it different from all the other models.
4. Wwhy are there different models or perspec '2¢ i the
field of psychol 73y~

This partial credit series ;. - sefully leads the student
through the hierarchy of struccu .. as defined by the SOLO
Taxonomy. The first question ir uristructural; it asks for a
sin - idea or structure concerning psychological perspectives
with the attendant details of simply naming those
perspectives. The second question demands ° multistructural
answer of up to four separate ideas to be listed, each with
attendent facts that will be developed in the "explanation"
request of the (uestion. The third is a relational question;
not only must the student present multistructural ideas of the
cognitive and other models, but the ideas must be compared and
contrasted to each other. The fourth question asks for
extended abstract information that goes beycnd the student’s
text material, asking for a synthesis of that material in
order to abstract cut the epistemological position of the
science of psychology in its attempt to formulate its
knowledge of human behavior in terms of models. It was
expected that the use of this partial credit approach in all

of the four gquizzes, plus full and ongoing explanations of
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what was expected of the students, would encourage them to
approach the course material in that manner; that is, by
organizing ideas, comparing and contrasting them to each other
and attempting to abstract out the basic principles of
psychology’s study of human behav.ior. It was hypothesized
that these cognitive structures will be the basis of a better,
more indepth understandinc of course material that would be
reflected n the course assessment measures, outlined below.

The identical multiple choice questions of the first test
served as a "pre-test" for both to equate the groups before
the experimental manipulation, although it was not a pre-test
in the sense that the same test was given before and afte
treatment. The dependent variable of the final exam was
identical for both sections; that is, half multiple choice and
half essay type questions covering the entire course content.
All multiple choice questions were selected from an exam file
of questions with demonstrated validity and reliability in
terms of item analyses, selected by the instructor on the
basis of intuitive judgement that they require not simple
memorization of detail but some synthesis of information in
order to draw conclusions. The essay type format for the
final exam consisted of three single, broad questions that
were marked according to the SOLO Taxonomy’s definition of
structure. These questions, and sample student answers, will
be presented in the last chapter. It was expected that the

experimental group, due to their training in organization and
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comparison of material ideas, would produce higher level
answers on the essay questions and would be able to retrieve
more factual details for the multipl2 choice section of the
final ex. ..

The second dependent variable was performance on a "post-
test" of course material, administered six months after the
end of class. Other measures of interest of lesser importance
were the number of students volunteering foir the post test
signifying differences in int’ -est in psychological
experimentation, and the traditional student evaluation of the

instructor and course that follows the end of each class.

2. Procedure

Both classes received a lecture :eminar instruction of
course material, a structured, interactive style with which
the instructor is most comfortable. Efforts were made to keep
lecture material consistent across the two sections; if
students brought up a peripheral topic for discussion in one
class, the instructor would introduce the same topic in the
other class. Both classes wrote four hour-long quizzes
throughout the term and the following class period was used
entirely for discussion and feedback on exam material and
performance. The only difference between classes was that the
experimental group alsc received instruction on the SOLO
Taxonomy marking scheme during that hour, as articulated

above. The cognitive strategies necessary for answering the
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questions and the criteria by which they would be marked were
laid out for the students. Students from both classes were
encouraged to spend as much time as they wished going over the
examinations during the feedback hour; examinations weve not
kept by the students beyond the feedback hour as the multiple
choice question [(ilm was used by other instructors in the
college and would be used in following years as well. Few
students ever mas- use of the entire hour in the control
group, many of the c' verimental group used the entire hour.

Before adminiscration of the examinations, the partial
credit questions were rated by four judges as to the level of
cognitive s.ructure needed to satisfactorily answer them. All
questicns frem the four examinations were constructed by the
instructor azcord.ng to the SCLO Taxonomy, then all questions
were randomized and given to three other judges who rated each
as unistructural, multistructural, relational or abstract.
Percentage agreement between each pair of judges is presented
in Table I. Also presented is the percentage agreement of
each level of question across judges. At least 3 judges
agreed on the designation of 81% of the exam items, although
a 4-way agreement was rather hard to obtain at only 36%. A
further analysis of these questions is presented in the last

chapter.
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TABLE I

PERCENTAGYE AGREEMENT BETWEEN JUDGES: ALL QUESTIONS

Judges 1 2 3 4
1 69 53 64
2 58 69
3 61

PERCENTAGE AGREEMENT AMONG JUDGES: EACH QUESTION TYPE

Question 3-Way 4-Way
Type Agreement Agreement
Uni 100 67
Multi 44 11
Relat 78 44
Ex Abs 58 22

Totals 8i 36
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3. Results

A marking scheme was devised that would both satisfy the
requirements of student performance discrimination for the
assignment of marks and provide a measure of performance
according to the SOLO Taxonomy stages. Out of a possible 20
marks, answers judged to be unistructural were assigned marks
between 1 »nd 5, multistruct:ral between 6 and 10, relational
between 11 and 15, and extended abstract between 16 and 20.
dnce essay answers were categorized according to levels, each
was compared to others of the same category on the baris of
number of deta.ls or facts presented. This was neces ‘s,
for example, two answers both judged to be relational may show
a great difference not in the structure of the answer but in
the nummber of details supporting that structure.

The pre-test, the common multiple choice portion of the
first quiz, shoved a significant difference between the two
classes. The experimental group averaged 56.6%, the control
group averaged 61.5% (E (1,78) = 11.20, p = 0.001). On the
final exam, neither the multiple choice (M.C.) nor the essay
answer (E.A.) portion showed significant differences between
classes. Results are presenced in Table 1I. As can be seen,
the groups were not equated on the pre-test, and although the
experimental group did marginally better on the final exanm,
this effect cannot be differentiated from regression to the

mean due to sampling error of exam questions on the pre-test.
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TABLE II
STUDENT PERFORMANCE IN PERCENTAGE ON PRE-TEST, M.C. AND E.A.

PORTIONS OF THE FINAL, AND FINAL EXAM PERCENTAGES, N = 84.

Pre-test M.C. E.A, Final N
CON 61.5 59.2 40.3 49.7 48
EXP 56.6 58.5 44.2 51.3 36

It was suspected, however, that the students were not
assigned to the groups in an unbiased fashion and consequently
the groups were hot equal in academic ability. The
experimental group showed a high rate of absenteeism and a
greater reluctance to join in class discussion. There were no
apparent differences in the number of students enrolled in
cach of the faculties, so it is unknown if the differences
were due to a bias in assignment or simply the 8:00 A.M. start
of the class. The absenteeism would be expected to decrease
the effect of the SOLO Taxonomy instruction. In any case,
efforts were made to statistically equate the two classes
before analysis. First, the lowest seven experimental
students on the pre-test were dropr2d from the analysis,
resulting in equal pre-test neans of 61.5%. This had little
effect on the final multiple choice portion, but a significant

difference was found on the essays, with the experimental
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group averaging 48.4% compared to the control’s 40.3% (F
(1,71) = 3.958, p = 0.05). Table III presents the new group

means after the removal of these subjects.

TABLE III
PERCENTAGES ON PRE-TEST, M.C. AND E.A. PORTIONS OF THE FINAL,

AND FINAL EXAM PERCENTAGES AFTER EQUATING PRE-TEST MEANS, N =

77.
Pre-test M.C. E.A. Final N
CON 61.5 59.2 40.3 49.7 48
EXP 1.5 0.5 48 .4 54.4 29

The second method of equating the groups was to look not
at their absolute scores but at the degree .o which students
changed in their performance throughout the term in relation
to their pre-test marks; that is, the differences between
their marks on the pre-test and the final.

Again, as the pre-test and final examination were not the
same test, these two tests do not share the same scale, so one
would not expect to see increases from pre-test to final that
reflect increases in structures of knowledge. A "difference
score" is therefore an arbitrary metric in itself, but

comparisons of difference scores between groups is indicative
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of the relative performance of the groups as a result of the
different methods of teaching.

It is apparent from Table III above that both classes
dropped in terms of absolute percentages, indicating a more
difficult final exam, especially in the more stringent marking
criteria of the essay portion. Differences in marks are
presented in Table IV. The control group dropped by 11.8%,
greater than the experimental’s drop of 5.2%, a significant
difference of F (1,78) = 7.425, p = 0.008. Significant
differences were found in both the multiple choice portion (F

(1,78)

]

4.081, p = .047), and the essay answer portion (F

(1,78) 5.609, p = 0.02); in both cases the experimental
group performed better than the controls relative to their

entry level abilities as measured by the pre-test.

TABLE IV
PERCENTAGE DIFFERENCES BETWEEN THE PRETEST AND EACH OF M.C.,

E.A. AND TOTAL SCORZS OF THE FiNAL, N = 84.

M.C. E.A. FINAL N
CON ~2.4 -21.2 -11.8 48

EXP 1.9 -12.4 -5.2 36
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Further analyses showed the differences between groups
were not uniform within the groups. Botn classes were blocked
by thirds according to their position within their own group
on the pre-test, labelled Top, Middle, and Bottom on Figures
1 through 3. This resulted in three groups of twelve students
in the experimental group and three groups of sixteen in the
control group. Means for blocks were not equal between
groups. However, the experimental group was only about 5%
lower than the control group at each level, which would
minimize any unequal regression tendencies.
Analyzing the differences between pre-test and final as
a 2 X 3 ANOVA showed a non-significant interaction (F (1,78)
= 2.476, p = 0.09), and post-hoc tests showed no differences
between groups for either the top or bottom thirds of the
classes. The middle third of the two classes differed greatly
(F (1,78) = 11.211, p = 0.001). This same pattern of mid-
range differences was repeated in pre-test to final multiple
choice differences (F (1,78) = 12.324, p = 0.001) and pre-test
to final essay differences (F (1,78) = 5.408, p = 0.023). As
can be seen from the figures, it appears that the difference
is due not to the experimental group doing relatively better
so much as the control group doing relatively poorly.
These differences must be seen in the context of the top
and bottom groups regressing toward their means between the
first and last examinations of the course. As these three

groups were formed on the basis of their pre-test performance,
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the regression principle would predict the top and bottom
groups would approach the class means, while the middle group
should remain relatively constant. This exfect is seen in the
experimental group pre-test to final exam differences as shown
in Table V; all differences between thirds are significant for
the entire final exam and for the multiple choice portion, and
the same non-significant trend is apparent in the short answer
portion. The control group shows the top and bottom thirds
regressing at nearly the same levels as the experimental
group, slightly less as would be expected from the unequal
pre~-test means. But the difference scores -f the middle
thirds shows the experimental group outperforming the control

group on all three measures.
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TABLE V

F - RATIOS AND PROBABILITIES OF COMPARISONS OF BLOCKED THIRDS

DIFFERENCES WITHIN GROUPS

EXP

Top vs Mid 7.40

Pre-test - M.C. (0.01)
Mid vs Bot 3.66

(0.06)

Top vs Mid 2.17

Pre~-test - E.A. (0.14)
Mid vs Bot 2.32

(0.13)

Top vs Mid 5.48

Pre-test - Final (0.02)
Mid vs Bot 4.09

(0.05)

CON

(0.
34,

(0.

(0.

(0.
23.

(0.

44)
70

001)

.06

80)

.47
.005)

.29

59)
51

001)
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4. i .st-Test

A post-test was conducted six months after the end of the
class to examine differences in long term memory of course
material between the two teaching methods. Volunteers were
solicited for an undefined "experiment," for which they would
be paid $15. A significantly larger percentage of the
experimental group volunteered, 38.5% versus 20.8% of the
control group (X (1)=5.29, p < 0.05). This higher level of
interest may have reflected students’ feelings of learning
more and therefore valuing the subject matter more highly. It
was interesting to note that all volunteers from both classes
scored between the 45th and 80th percentiles of their
respective classes on their final course mark, roughly
corresponding to the mid-range groups in Study #1 that showed
the greatest differences. All volunteers had continued with
the second half of introductory psychology in the interim, all
with a common instructor.

Students were contacted by telephone, asked if they were
still interested in participating, and a shortened form of the
final exam was mailed to them. This exam was subjectively
judged by the experimenter to be similar but somewhat easier
than the final as the more difficult multiple choice were
dropped out while the same essay questions were asked in
broader terms to give the students more leeway in their
ansvwvers. Of those students that could be located and were

still willing, 7 of the experimental group and 6 of the
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control group returned the examinations. Results were
tabulat2d and sent back to the students, with a cheque for $15
and a full debriefing, including results of the study.

The final examinations of the course were averaged within
each group fo. those who returned the post-tests, resalting in
a control groupy mean of 61.5% versus an experimental group
mean of 60.1%, a roughly cquivalent pairing of volunteers. On
the post-test, the control group averaged 35.2%, the
experimental group 56.€%. (t(ll) = 2.58, p = 0.03). There
were no significant differences in the multiple choice portion
alone, but the essay answers averaged 23.9% versus 59.5%

respectively, significantly different at the 0.05 level.

5. Discussion

Concerning the final exam, after the two groups are
equated by either dropping the 1lower portion of the
experimental group or by analyzing the change in exam
performance over the term, the experimental group was seen to
perform significantly better than the control group. This
conclusion, however, is suspect for several reasons. The
first is that almost the entire difference is accounted for by
the middle third of the two groups. It might be predicted
that the top third of both classes scored at that level
because they had already mastered some analytical cognitive
strategies and the SOLO Taxonomy instruction could not add to

the experimental dgroup’s abilities beyond that 1level.
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Conversely, the bottom third of the experimental was too ill-
prepared or unmotivated to take advantage of the SOLO Taxonomy
instruction and didn’t benefit either. This suggests that the
SOLO Taxonomy training was perfectly tailored to the average
student who most needed training in analytic skills and could
most benefit from it. This overly optimistic conclusion is
tempered by several problems. First, although the differcnces
are statistically significant, there is only a difference of
about 5 - 6 % on the final exam between the two groups; not an
effect to warrant the changing of instruction techniques. The
second problem is that it is apparent that there was a great
deal of movement within the rankings of both classes from the
pre-test to the final examinations. In both classes, several
of the initial top third students scored in the bottom third
at the final, and vice versa. Enough of the control group’s
bottom two thirds switched places such that the bottom third
on the first exam averaged a higher score on the final than
the middle third did; 47.6% versus 40.9% respectively. The
movement in rankings is reflected in the significant but mid-
range correlations between the pre-test and the three final
exam measurements presented in Table VI.

It is still the case, however, that of the middle thirds
of the two classes, half the experimental group moved up to
the final top third of their class, while more than half of
the control group moved down into the final bottom third. If

the movement in relative standings in the bottom two thirds of
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the control qroup is normative for this population, it must be
concluded that the middle third of the experimental group was

able to benefit from the SOLO Taxonomy instruction.

TABLE VI
CORRELATIONS BETWEEN PRE-TESTS AND THE THREE FINAL EXAM

MEASURES, WITHIN GROUPS

(All are significant at 0.01 or beyond)

EXPERIMENTAL GROUP (N = 36)

M.C. E.A. FINAL
PRE-TEST .69 .48 .65
M.C. .49 .77
E.A. .91

CONTROL GROUP (N = 48)

M.C. E.A. FINAL
PRE-TEST .51 .40 .49
M.C. .60 .87
E.A. .90

Over a six month period, the differences in course
material retention became more pronounced, with the SOLO

Taxonomy group scoring 21.4% higher. The post-test is perhaps
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the more important dependent measure from an education
standpoint, for it is hoped that course material will be
retained by students long enough to at least provide a basis
for advanced courses, if not to effect a permanent change in
students’ knowledge and ways of thinking. It is on this
measure that the SOLO Taxonomy manipulation had its greatest
effect. All students in the post-test study indicated they
had gone on to take the second term of introductory psychology
with the same professor. It may be surmised that the stronger
knowledge base the SOLO Taxonomy students constructed during
the first term allowed the second term material to consolidate
and elaborate that base. For example, students covered the
nature-nurture issue in the first half that was strongly
emphasised in the developmental psychology areas in the second
term. Alsc, learning and cognition principles were developed
in the first term that are the basis for abnormal and social
psychology in the second. A stronger knowledge base of these
and other principles from the first term would make second
term material more comprehensible, which would 1in turn
consolidate and provide examples for the general principles

learned earlier.

C. STUDY #2
1. Introduction
If the SOLO Taxonomy was an effective variable in raising

student marks above a normally taught control, it may follow
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that an increased emphasis on the SOLO Taxonomy may increase
marks even more. It was also hypothesized that the experience
of teaching the Camrose class may have served to further
familiarize the instructor with the SOLO Taxonomy, such that
it could be explained more clearly to later classes. An
inti1oductory psychology class from Concordia Col.ege, spring
session 1991, provided a second experimental group. This
group of 28 students was treated the same as the first
experimental group from Camrose, with a few exceptions. More
emphasis was placed on explaining and providing examples of
the SOLO Taxonomy'’s levels of answers. Sample examinations,
presented in Appendix A, were given out and thoroughly
discussed in an early class period, and more emphasis was
placed on presenting course material in terms of structures,
relational ties, and evaluations. Lectures periodically made
reference to the idea of structuring, relating and evaluating
course material in terms of the SOLO Taxonomy. A major
difference with this class was that it was held over a three
week period at three hours per day, an intensive program that
did not allow students much reading and study time. The
students were slightly older and possibly more motivated:; on
the other hand, many had full time jobs and families that
interfered with their class work. Six dropped out during the
class’s duration, leaving 22 subjects in the group.

The same course material and examinations were presented

as with the first experimental group. There were a few minor
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changes such as the wording of exam questions that had been
shown to be unclear in the Camrose class. Examinations were
the same multiple choice and partial credit combination, the

final] exam was indentical to the Camrose final.

2. Results

The pre-test of the first exam’s multiple choice portion
averaged 62.7%; dropping the top student equated the Concordia
group to the two Camrose groups at 61.5%. An ANOVA was
performed on the final examination scores of the 3 groups
crossed with the 3 levels as indicated by the pre-test,
resulting in a significant difference between groups of F
(2,89) = 6.95, p = 0.002. Means are presented in Table VII,
while difference scores for each of M.C., E.A. and final
examinations, blocked by thirds, are plotted in Figures 4
through 6. The second experimental group outperformed both
Camrose groups on the final examination at all three pre-test
levels, but again only the middle level differences were
significant. The control versus the second experimental group
was F (1,89) == 14.88, p < 0.001; the first experiwental group
versus the second experimental group was F (1,89) = 4.31, p =
0.04. This again supports the suggestion from Study #1 that
the mid-range students were most likely to benefit from the
SOLO Taxonomy manipulations, and also from the added emphasis
on the SOLO Taxonomy in the second experimental group, such

that they outperformed the middle 1level of the first
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experimental group.

TABLE VII

FINAL EXAM MEANS, ALL THREE GROUPS

M.C. E.A. FINAL
CONTROL 59.2 40.3 49.7
EXP1 60.5 48.4 54.4
EXP2 75.0 47.8 61.6

Further analysis showed the differences in the final
examinations were primarily due to the multiple choice
portion, where the second experimental group outperformed the
two Camrose groups at all three pre-test levels. 1In the essay
portion, the second experimental group showed a non-
significant improvement over both Camrose groups at the top
and middle levels, but were non-significantly lower than the

Camrose experimental group at the bottom level.
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3. Discussion

In general, the results from Concordia College support
the conclusions from the first study; there are, at least,
trends indicating an improvement of the two SOLO Taxonomy
groups over the control group, and further improvement of the
second experimental group which received more detailed
instruction in the SOLO Taxonomy. Whereas the marks on the
final examination of the control group and the first
experimental group differed by only 5%, the second
experimental group outperformed the control group by almost
12%.

It may be considered surprising that the added emphasis
on the SOLO Taxonomy instruction in the second experimental
group resulted 1in dreater increases in multiple choice
performance than 1in essay performance. This would be
expected, however, to the extent that multiple choice
gquestions demand more in the area of higher level procedural
thought than simply rote memory, and would also be predicted
by cognitive theories emphasising the structuring of detailed
information in terms of organizing schemas.

While these results are not conclusive due to possible
group differences in age and motivation, they do suggest the
employment of the SOLO Taxonomy as an instructional method is
effective for the mid-range, motivated student, and certainly
warrants further testing and improvement in its delivery and

as a teaching method.
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V. STRUCTURE OF THE SOLO TAXONOMY QUESTIONS AND ANSWERS

Biggs and Collis (1982) suggest that the adaptation of
the SOLO Taxonomy to undergraduate instruction may be
problematic for several reasons. First, due to the wide and
shallow perspective taken by instructors in teaching
introductory courses, most students do not have enough of an
opportunity to develop comprehension of course material much
beyond the multistructural level. Second, due to 1low
instructor and institution cognitive demands, few students
have the motivation to work hard enough at structuring and
integrating their course material to achieve the higher SOLO
Taxonomy levels. Their predictions have been borne out in the
present studies as only a few students achieved answers at the
extended abstract level. It was the case that these students
appeared .o enter the course with the ability to write and
think at naturally higher 1levels, and picked up the SOLO
Taxonomy’s demands very quickly, while the students with lower
incoming abilities according to the pre-tests did not. Again,
it was the mid-range student, moving from uni- to multi-
structural answers or from multistructural to relational that
accounted for most of the differences. This chapter will
excmine the above, and other, dgquestions in an indepth,
qualitative manner in order to more fully delineate the
differences between students and between the experimental

groups in terms of their answers. Examples of the questions
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and answers at all levels will first be presented, followed by
descriptive measures of where the groups scored in SOLO

Taxonomy terms.

A. INSTRUCTIONAL PHASE

This section will deal descriptively with the series of
exams throughout the term, in terms of the exam questions and
student responses. As articulated earlier, the series of four
hour-long examinations throughout the term was the main part
of the experimental manipulation, designed to give the
students instruction and practice in structuring essay answers
in SOLO Taxonomy terms. Again, an examination given to the
experimental group consisted of four hierarchically arranged
questions such that the first required unistructural knowledge
of the area, the second multistructural, the third relational,
and the fourth extended abstract.

As presented earlier in Table I, there is much subjective
disagreement among judges as to what level of knowledge is
needed to answer a particular question. Agreement was highest
for unistructural questions. Most of these questions simply
asked for definitions or 1lists such as "define random
selection" and "what is an action potential' that was easily
judged as demanding a one-concept answer.

The lowest level of agreement concerned the demands of a
multistructural question. A gquestion such as "what are the

five basic models of psychology?" was seen by two of the
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judges as unistructural, asking simply for a memorized list of
5 words, whereas two other judges termed this multistructural
in that each of the models required separate cognitive
structural representation. Other questions such as "what is
neurological habituation and how does it work?" was seen as
multistructural by tvo judges asking for two separate lines of
thought, and relational by the other two as asking for a
relating answer between a definition and an application. The
only guestion with unanimous agreement as being
multistructural was "Briefly describe the two main cognitive
biases" which specifically required two separate answers in
one.

Relational questions also received a high degree of
agreement, conceivably because it is easy to ask students to
identify relationships in specific terms. Unanimous
judgements of relational questions included "How are scripts
and schemas the same/different," "Of what use are computers in
studying human intelligence," and "Give three basic
assumptions of the cognitive model that make it different from
other models."

Judgements concerning extended abstract questions were in
agreement for the most part if the question asked "why." For
example, "Why are there different perspectives in the study of
psychology," "Why did consciousness evolve," and "Why are
psychologists interested in perceptual illusions," were all

unanimous. On the other hand, "why would a psychologist study
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a rat learning to press a lever" received two judgements as
extended abstract, one as relational and one as unistructural.
Similarly, "How is the scientific method better/worse than
common sense as a tool for knowing the world" was seen as
requiring evaluative extended abstract knowledge by two
judges, relational knowledge by one judge, and multistructural
by the fourth judge. In conclusion, the judgement of what
knowledge is required to answer a question, as distinct from
the judgement of what structure of answer is given, is a very
subjective and problematic area.

As mentioned earlier, the training in what the SO0LO
Taxonomy criteria required was given to the experimental group
both verbally and through examples, while practice and
feedback were provided through the series of short
examinations. An elaboration of the independent variable
follows, with sample student responses to the partial credit
guestions. The first examination, given after a month of
instruction, partially consisted of the four questions listed
below.

1. Define "random selection." (Unistructural)

2. What’s an "operational definition" and what does it

define? (Multistructural)

3. What’s the relationship between a dependent and an

independent variable, and how is it achieved?
(Relational)

4. How, and in what areas, is the scientific method
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better/worse than common sense as a tool for knowing
the world? (Extended abstract)

Answers to each question were marked on a four point
scale (0 - 3), partially to differentiate students for
evaluation purposes and partially to provide feedback to them
as to what extent they were succeeding at reaching the
required SOLO Taxonomy levels. There was no attempt to assign
marks according to the SOLO Taxonomy structures as student
stratification and feedback were the only objectives.
Examples of each mark value are listed below. Student answers
are presented here verbatim, without correcting spelling or
grammatical errors.

1. Define random selection:
-Random selection is that a group of people are chosen
randomly without other conditions in a research.
(0 points)

-Random selection is a process by which research subjects
are chosen from a population in such a way that the
entire population is represented equally. (1 point)

-Selecting a population without any specific preference.
Each individual/subject has an equal chance of being
selected. (2 points)

-Each person has an equal chance of being chosen and
choice of one person does not limit the fact that others
may be chosen. The sample must be representative of

the group being studied. (3 points)
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2. wWhat'’s an operational definition and what does it define:

-It is a definition given to a certain operation based
on chemical and physical research. It defines the
phenomenon that was studied based on the information
received from the equipment used in this study.

(0 points)

-Operational definitions are definitions of behaviors
wanting to be studied. An experimenter must clearly
define what behaviors he is observing in order for
future experimentors to understand and possibly test his
original experiment. (1 point)

-An operational definition states what a person
specifically means by general words in an experiment.
e.g. motivation (causes people to) work: an operational
def of work could be pushing a lever, an owerational
def of motivation could be money. Everyone has his own
idea of what defines a word (eg. work) so by giving it
an operational definition, other will know exactly what
you meant by the word in your experiment. (2 points)

-An operational definition is a statement that allows
an experimenter to work with a concept. It usually
defines a concept in terms of how it is measured. An
example would be time. We can’t talk about it unless
we talk about how it is measured or unless we give it
an operational definition. (3 points)

3. What’s the relationship between a dependent variable and
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an independent variable and how is it achieved:

-There is no relationship. The dependent variable
remains the same. The independent variable is increased
or decreased to check what will happen when it is.

(0 points)

-The change in the dependent variable relies on the
changes made to the independent variable. The dependent
variable NEEDS the independent variable. (1 point)

-The relationship is directly related between a dependent
and independent variable. The independent variable has
control over the outcome of the dependent variable.
This relationship is achieved by simply controlling the
independent variable, then observing the response of the
dependent variable. (2 points)

-A cause and effect relationship exists between the IV
and the DV. The IV is the cause and the DV is the
effect. By using controlled procedures or by treating
all groups identically that are part of the experiment
and by selecting all groups by random selection the
effect of the IV can be isolated (ie all other possible
reasons for the DV occuring are controlled or inhibited
and the only difference in the treatment and
experimental groups is that one experiences the IV and
one does not). (3 points)

4. How, and in what areas, 1s the scientific method

better/worse than common sense as a tool for knowing the
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world?

-The scientific method is better since it doesn’t "pass
of f" certain behaviors by explaining them with the use
of stereotypes or generalizations. (0 points)

-The scientific method is better than common sense
because it gives a logical sequence of steps to attain
results which give us testable evidence. This helps in
any aspect of science or everyday life where proof of
something is desired. (1 point)

-The scientific method is better than common sense as a
tool for knowing the world in that it’s a universal,
logical procedure that controls biases as best as
possible. The scientific method would be used in
scientific studies and psychological rather than common
sense. The scientific method could be worse in a
situation where immediate common sense and sensitivity
are needed. £.g. if someone was about to jump off a
bridge, you would need to use your common sense right
away, not the scientific method. (2 points)

-The scientific method is better than common sense in
areas where variables are testable. The scientific
method allows one to be objective about making
decisions, about cause and effect relationships by
providing a process by which all confounding variables
like experimenter bias etc can be controlled and

removed. It allows one to isolate the independent
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variable so that a specific cause and effect
relationship can be determined. The scientific method,
however, does not provide the tools to obtain
information about situations or variables that cannot
be defined and that are not testable. Common s~nse is
important to know and understand situations such as
these, by remembering common or similar axperTierces

people are able to understand and survive. (3 poirnts)

There were few apparent relationships from question to
question for any of the students. "Better" students had a
tendency to get higher marks on all levels of questions while
"poorer" students did poorly on all as well. The majority of
students ranged in marks from 0 to 3 for any given question in
what appeared to be a completely haphazard fashion, giving the
appearance of having studied simply in a memorization fashion
and trusting to luck as to whether or not what they studied
would be on the test. There was no sense of answers being
hierarchically arranged; marks were no lower for the higher
level questions than for the lower levels. This could have
been the case for several reasons: either the marker eased
criteria for the higher level questions to keep overall exam
marks from being too low and discouraging, or the students
were simply memorizing bits of the material and the questions
were not truly hierarchically arranged. It may be the case

that even for the most apparent extended abstract questions
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such as "why are there different perspectives in the study of
psychology," students could simply recite book or lecture
passages that wruld satisfactorily answer the question. If
this is the case, the partial credit questions are simply
tapping into prestructural and unistructural knowledge and
would not be very effective in stimulating or demanding higher
level thought.

Neither was there any quantitative evidence of marks
getting better over the term, again possibly due to more
stringent marking over the four exams as marks were assigned
in a norm-referenced rather than a criteria-referenced
fashion. It was also the case that the exams were not
cumulative; each examination dealt with novel class material
that could not be heirarchically arranged over the term.
Biggs and Collis (1982) emphasize that the levels are not
maturationally determined in the Piagetian sense and that the
structure of answers is sensitive to instruction and
motivation. Therefore, variation in the levels of answers for
any particular student, both within a single examination and

across the term’s examinations, would be expected.

B. FINAL EXAMINATION

The essay portion of the final examination consisted of
three questions requiring extensive answers that were to be
marked according to the SOLO Taxonomy. The questions are

listed below.
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1. Imagine the Department of Defense has come to you with a
question. They have developed a computer that can tell if a
plane is in the gunsights of an enemy plane, and they wish to
develop a system that will inform the pilot of that fact
immediately so he can take evasive action. Their question is
as follows. What is the best and fastest way to let the pilot
know he’s about to get shot at: a visual stimulus such as a
flashing light on the control panel, an auditory stimulus such
as a buzzer or bell, or a tactile stimulus such as a poke in
the back from a plunger embedded in the seat of the plane?
Design an experiment that will answer this question for them.
2. Compare and contrast the Behaviorist and the Cognitivist
paradigms. Define paradigm, relate hcw the two schools of
thought see human behavior and its causes, how they are
similar and different, their strengths and weaknesses, their
appropriate areas of application and so on. On the basis of
what you know of these paradigms, imagine you are about to
become a research psychologist, and summarize your above
answer by telling me in which paradigm you would choose to
work, and why.
3. The "nature-nurture" controversy has been raging for
years; that is, how much of human behavior is innate and how
much is learned through experience. Current psychology no
longer answers this gquestion in terms of nature "versus"
nurture but in terms of nature "and" nurture, that is, how the

two influences work together, how nature provides the basic



112
portential upon which nurture builds. Examine this question in
terms of information from any two of the following: a)
neurophysiology, b) sensation, c) perception, d)

consciousness, e) learning, f) coynition.

If the SOLO Taxonomy instruction had an effect, it would
be expected that the experimental groups would show a lower
proportion of students in the lower levels and a higher
proportion in the higher levels than the control group. These
results, summed over the three questions, are presented in
Table VIII. A chi square test for independence showed there
is a non-significant tendency in that direction (X (8) = 6.39,
p < 0.05). 1Individually, question one showed the greatest
difference in this direction (X (8) = 15.3, p = 0.05), with no
differences in ' 1estion two. Question three showed a much
different distribution of marks with a higher proportion of
the second experimental group at the multistructural level and
proportionally 1lower in both the higher and 1lower SOLO
Taxonomy levels. This resulted in a significant but not
meaningful difference between groups (X (8) = 39.11, p <

0.005) .
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TABLE VIII.

PROPORTIONS OF STUDENTS IN THE SOLO LEVELS:; ALL QUESTIONS

CONTROL EXP 1 EXP 2
PRE: .06 .01 .02
UNI: .31 .28 .27
MULTI: .44 .45 .48
REL: .13 .18 .15
ABSTR: .06 .08 .08

In summary, the majority of student answers in all three
groups scored in the multistructural level, and only a few
went on to relational and extended abstract comprehension. As
Biggs and Collis suspected, it may indeed be the case that
undergraduate courses may be too "introductory" in that little
opportunity is available for students to develop higher levels
of structured knowledge, except for a few exceptional and
motivated students that would do so regardless of instruction.
The effect of instruction is very small.

The variablity within the samples of student answers was
very large. To demonstrate this point, and to fu ther
exemplify the marking scheme, examples of answers within the
SOLO Taxonomy levels are presented below, drawn from the first
question requiring a design of a controlled experiment.

Again, student spelling and grammatical errors have not been
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corrected, ~nd show a cursory negative correlation with the

level of structure.

UNISTRUCTURAL:

"Hypothesis -> it can be stated that a stimulus such as a
poke in the back would be the quickest way to alert a piolet
that someone is shooting at them.

I believe this would work the best because if he were to
be poked it would have a reflex action that would start the
adrenaline pumping boom...he’d hit the steering wheel and up
they would go. This would be better than a visual warning
because the light has to go through the process of being seen
through the brain and then through to the reflexes. A poke in
the back would be an automatic reflexive action.

To test the different situations you could test different
pilots. Fer some of them their visual reflexes may be
guicker, for others it may be auditory and for others it may
be tactile stimulus.

Experiment. -> Test 100 pilots of all different training,
experience and age.

-> seat them in a controlled environment one similar to
that of a cockpit. Try the three different stimuli to see
which will work the quickest.

1) have a light on the panel in front of them, they will
have their hands on the steering wheel. When the light goes

off time how long it will take for the pilot to go up.
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2) ring the bell and time how fast it takes for them to
go up.

3) When they are poked in the back see how long it will
take for them to pull upon the steering wheel.

I think the tactile one will work the best because most
human beings are use to seeing lights going on/off and hearing
bells and buzzers their reflexes to these stimuli may not to
as quick, whereas we are not u: to being poked in the back
with a stick very often. And such a harsh stimulus would come
without any warning whatsoever and it would scare us therefore
makeing our reflexes quicker.

All the pilots will probably not be the same. Some may
find the poking annoying and dicomforting but when it come to
being shot out of the sky and a poke in the back, I would tend
to favor the poke to tell me to get out of there.

If the pilot was nervous then any little noise may
startle them same with the light because there are going to be
lichts on your control board. This may startle them too. The
poke in the back is pretty much distinguishable from something

else."

This student is only marginally out of the prestructural
level, as it is difficult to pick out any central structure to
her answer. She is unable to differentiate herself from the
subject matter; rather than testing pilots in an objective

manner, she concentrates more on her feelings and emotions and
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how she would respond in the testing or flying situation. Her
answer is embellished with emotional phrases such as
"boom...he’d hit the steering wheel and up they would go" and
"being shot out of the sky." She does not understand the
purpose of testing in order to answer the given question, so
closes immediately in her conclusion that a tactile stimulus
is best for her, but will be different for other people. She
feels no need for consistency and manages to separate tactile
and visual stimuli into "reflexes" and going "through the
brain" respectively in order to support her conclusion. The
one identifiable structure is the generally stated process of
comparing the times of 100 pilots reacting to the three

stimuli.

MULTISTRUCTURAL:

"Design a hypothesis. Using a random choice of three
pilots, place them in the experimental setting. Tell the
subjects what the experiment is about and what to expect,
either a visual stimulus (flashing light), auditory stimulus
(buzzer or bell), or tactile stimulus (poke in the back),
signalling the shooting.

Have a controlled experiment setting. With the
independent variable being the 3 different stimulus and the
dependent variable being the responses. Have all the
environments identical except for these stimulus.

Have all the subjects set in a situation where it seems
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as if he/she is going to be shot at. When they are about to
be shot at, give them the stimulus. Record reaction time.
Repeat 's experiment 2 more times for each stimulus and
take the av .ge of the three times and compare the data for
the stimuluses. If the best reaction rate corresponds to your

hypothesis, incorporate it into a theory."

This student is demonstrating the ability to hold several
concepts in mind at one time; random selection, controlled
procedures, variables, recording and comparing data, and so
forth. Further, they are strung together in an acceptable
fashion. What is lacking is a clear relating of the
procedural elements so as to answer the given question; there
is no application to the problem at hand. This becomes clear
in the student’s perseveration in the last sentence; the point
about "theory" shows she is simply reciting the points she has
memorized from the 1lecture, without interrelating these
concepts as a method for answering practical questions. It is
interesting to note that this answer is much shorter, yet much
better, than the previous unistrucc.ral effort, as this

student gets right down to the task at hand.

RELATIONAL:
If a certain stimulus was given to a pilot during war
then he would react quicker in a dangerous situation.

Operational Definition: A visual stimulus, a flashing light,
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will be given to one experimental group, a bell will be given
to another experimental group, and a tactile stimulus, a poke
in the back, will be given to another experimental group. We
will observe how 1long the reaction time is between the
stimulus and the response.

First, will have to get 30 pilots, all between the ages
of 30-35 years old. They will all have to be married or
single. Then randomly they will be placed into three
experimental groups, each individual having equal chance to
get into either group. All groups are egual and must be
treated equal, except for the independent variable. Then the
groups are given the independent variable, either the visual,
auditory or physical stimulus, and "blind" observers are
recording the observations. The observers are recording the
reaction time between the independent variable and the
response or dependent variable. The researcher also gives
false alarms to exclude any subject bias. After the
experiment is complete you must analyze and find the
statistics. If statistics show the results are less than 5
percent you can be sure it is the independent variable
determining the results or responses. Then there must be
replication.

Conclusion: I believe that the poke in the back will create
a faster reaction time as long as the stimulus isn’t given too
much time to cause inhibition of the cells so they quit

firing. This could be more a reflex action so you would react



119

before you thought about it. I believe the visual and
auditory stimulus take longer because of all the noise from
actually controlling the plane, you have probably other

signals and noises to contend with while flying."

This student is struggling mightily with a topic that is
too much for her, but somehow manages to construct a
relational answer. As in the previous multistructural answer,
the necessary elements of variables, controlled procedures and
data analysis are present, even if the student has no idea
what statistics are all about. What distinguishes this answer
from the previous is the student’s insistence on random
assignment, isolating the independent variable and controlling
for experimenter and subject biases. She has a sense,
althouagh dimly perceived, that the experimental method is
followed in order to clearly discover an answer to the given
question, and it is around this point that her concepts are

interrelated.

EXTENDED ABSTRACT:
"The Evasive-Action Experiment"

Before an experiment is designed, the problem must first
be clearly stated. 1In this case, the problem is as follows:
What type of stimulus will provide the most effective
orienting response and the shortest reaction time for a given

motor response; a visual, tactile or acoustic stimulus? Next
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the premises on which the experiment is based must be
outlined. These premises will form the basis for the
hypothesis. Because a pilot is consciously attending the
visual stimuli on both his/her control board and outside
his/her cockpit, additional visual stimuli would have a
reduced probability of having sufficient salient value to get
past the sensory filter (Broidbent’s theory) and into short-
term memory. Further, bcrause a pilot’s attention |is
primarily focussed on the airspace around him, a visual
stimulus could distract him from actually flying the plane,
perhaps leading to a crash. A tactile stimulus would also not
be an effective way of eliciting the motor response of moving
the control stick. A tactile stimulus could result in the
pilot reflexively pulling away from the "poke", perhaps
interferring with his/her control of the plane. Further,
cutaneous sensation (i.e. pressure, or in the extreme, pain)
may not be viewed as a true sensation. There are Pacinian
corpuscles in the integument which register pressure, but the
"sense" can be over-shadowed by distracting one’s attention
away from the stimulus, a technique often used in pain
control. In the context of an air-battle, the pilot’s
attention will be very much focussed on visual stimuli;
attending to the visual stimuli will hold more survival value
for the pilot and thus, the tactile stimulus may be ignored.
Because of this, it may be hypothesised that a tactile

stimulus would not be an effective method of signalling that
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an enemy plane has the plane in its line of sight.

The acoustic stimulus would be the most salient stimulus
in the context of a cockpit, and would result in the shortest
reaction time. An impulse which had physical properties from
other sounds heard via the pilot’s earphones would be most
effective, as described in Broadbent’s dichotic listening
experiments (i.e. in the unattended ear, an automatic
orienting response could be elicited by presenting an acoustic
stimulus which differed in pitch and/or amplitude from other
acoustic stimuli, such as conversation with other pilots).

To prove that the acoustic stimulus would elicit the best
orienting response and the shortest reaction time, the
following experimental design could be used. In the
laboratory, a stratified sample of the general population will
be used; that is, only pilots will be used as subjects so that
the general knowledge and procedures taught in the military
would be basically constant. Out of the population of
military pilots, random sampling would be used such that each
pilot would have an equal chance of being chosen and each
choice would be independent of all others. The pilot would be
given a complex visual distraction task (such as a flight
simulator) to mimic the environment in the cockpit. They
would be provided with a control stick like the one in the
cockpit. The independent variables would be a visual stim'lus
(a flashing red light), an auditory stimulus (a high-pitched

tone) and a tactile stimulus (a poke in the pilot’s back).
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Each pilot would undergo each stimulus condition such that
within-subjects variables could be compared, and also such
that large deviations in results (between pilots) could
perhaps be explained by such extraneous variables as
personality types. Each pilot would undergo three trials with
each stimulus. This is an arbitrarily chosen figure for
number of trials, but it is chosen because many trials would
produce a practice effect, skewing the results. The
effectiveness of a given stimuli would be operationally
defined as the reaction time between presentation of the
stimulus and moving the control stick.

When the data were all collected, the information for the
different kinds of stimuli would be separately analysed using
descriptive statistics. Using inferential significance, the
differences between the different reaction times would be
determined. If statistical significance were reached (i.e.
the probability that the difference in reaction times were due
to chance is less than 5%), the data could be accepted as
valid, and the stimulus showing the shortest reaction time
would be deemed most effective in informing a pilot that
he/she can take evasive action.

As stated in introducing the hypothesis, the auditory
stimulus would probably be the most effective way of eliciting
evasive action because of the preattentive processing of gross
physical features which takes place when other types of

stimuli are being consciously attended."
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This over-achiever has presented as fine an answer to the
question as could be expected from a time~constrained student
who has been exposed to psychological concepts for a total of
three months. She has, of course, over-done the answer, but
it is this level of motivation that makes for exceptional
students. What makes this an extended abstract answer is that
the student has done such a thorough job of analyzing the
problem in terms of what she knows of sensation and perceptual
theories, and of situating her research in terms of those
theories. Although she has not really stated 1it, one
understands that she is not only correctly applying the
experimental procedure but understanding its limitations, as
she hints that the laboratory results must be carefully
interpreted because the procedures m y not adequately simulate

actual flying conditions.

C. MAINTENANCE OF LEVELS TO POST TEST

Levels of the post test answers were compared to the same
students’ levels at the final exam to discover if the
students’ level of comprehension had changed over the six
months. The proportions of the SOLO Taxonomy levels that
students achieved on the final and the post test are presented
in Table IX. In general, it can be seen that both groups
dropped levels on the post test showing that course material
had been lost over the six months. However, the experimental

group dropped much less than the control group did.
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For the control group, seven answers were at the same
level at post test, four had dropped one level, six had
dropped two levels, and one had dropped three levels; an
average decrease of 1.06 levels. For the experimental group,
six answers had stayed the same, ten had dropped one level and
two had dropped 2 levels. Interestingly, one student answer
had gone up one level, and two had increased two levels, for
an overall average decrease of .4 leveis. 1In conclusion, the
experimental group, influenced by the SOLO Taxonomy method of
marking, showed a greater ability to retain course information

over the six month period.

TABLE IX
PROPORTIONS OF ANSWERS AT EACH SOLO TAXONOMY LEVEL; FINAL AND

POST TEST

EXPERIMENTAL (N = 7, 3 gquestions each)

PRE UNI MULT REL E.A.
FINAL .00 .14 .71 «14 .00
POST .00 «57 .29 .10 .05

CONTROL (N = 6, 3 questions each)
FINAL .00 «33 <44 «11 .11

POST .33 .56 <11 .00 .00
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VI. EVALUATION OF THE SOLO TAXONOMY

The educational community is currently concerned with
developing a valid understanding and measurement of academic
learning in terms of the goals of education, methods of
instruction to achieve these goals, and assessment to discover
if students are reaching those goals. In the previous
chapters, these three areas have been defined and expanded,
the SOLO Taxonomy has been presented and examined from a
theoretical cognitive perspective, and the experimental
application of the SOLO Taxonomy as an instructional tool has
been presented. Throughout, the emphasis has been on an
evaluation of the SOLO Taxonomy as a contributor to the field
of undergraduate education as a basis for a definition of
academic learning. The evaluation of the SOLO Taxonomy has
involved three areas: 1its cognitive theoretical basis, its
practical and conceptual use as a tool of instructional
design, and its empirical viability in the undergraduate
classroom. This chapter will summarize the abouve evaluation
and will present conclusions on the use of the SOLO Taxonomy
in undergraduate instruction.

Primarily, the use of the SOLO Taxonomy as an assessment
technique, and secondarily as an instructional method, results
in better performance in undergraduate psychology courses.
The demands of the midterm examinations encouraging students
to work through the levels of the partial credit questions

appear to be inducing students to generalize this approach to
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the final examination. The practice and feedback 1in
structuring answers for the midterms have resulted in better
structured essay answers for the experimental groups. This is
especially true for the student of mid-range ability and high
motivation, and especially for the retainment of course
information over a longer period of time. That, in itself, is
reason enough to institute it in undergraduate classes, but
the SOLO Taxonomy also provides a valid and valuable
perspective on conceptualizing student learning, knowledge and
performance, as detailed below.

The SOLO Taxonomy, from the perspective of cognitive
psychology, promises to provide a workable and measurable
definition for learning in undergraduate education. Concepts
of schematic representation of knowledge, as inferred from the
structure of observed essay answers, provide a valid
conceptualization of academic knowledge and of the extent to
which students have successfully structured declarative course
material. Concepts of scripted actions can be extended to
define the procedural processes of dealing with that material.
The SOLO Taxonomy may provide a basis for a definition of the
educated or knowledgeable person: essentially one who has
easy, automatic access or retrievability to structured
information such that it can be applied to the novel situation
of questions or problems demanding extended abstract answers.
The SOLO Taxonomy’s definition of learning may be seen to

provide the basis for the goals of liberal arts education as
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defined above, in terms of the declarative and procedural

knowledge that exemplifies the critical and rational thinker.

Instruction in what the SOLO Taxonomy expects on
examination answers may stimulate metacognitive monitoring on
the part of the student as he or she conceptualizes new course
material in structural terms. Students can be taught to
question their own perspectives on course material, monitoring
themselves as to whether they are approaching it in uni-,
multi-, relational or abstract structural terms, and furthey,
what more needs to be done to reach the higher levels. 1In
terms of fulfilling attitudinal goals, the reinforcing value
of specifically defining what behavior is expected of the
student is very effective in creating positive values for the
learning process, and in motivating the student to achieve
these levels.

The SOLO Taxonomy may provide the basis for structuring
course content in a definitive way for both student and course
designer. From the SOLO Taxonomy'’s perspective,
"synthesizing" of course material would be conceptualized
around the organizing principle of structures,
multistructures, related structures and extended abstract
structures, all in terms of schematic processing. Any segment
of an undergraduate psychology course can be presented as a
central structured principle with attendent details, related

to other structures of similar material, and compared,
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contrasted and evaluated in relation to other concepts.
"Sequencing" could be conceived as inducing students to move
progressively through these stages. The SOLO Taxonomy is more
amenable to a part-to-whole sequence similar to Gagne (1968)
or to Bruner’s (1966) spiral approach, as 1its postulated
levels are cumulative and progressively increasing in
complexity. As an instructional technique, the SOLO Taxonomy
demands student involvement at the metacognitive level and
encourages the activity of self-structuring of course
material. A carefully constructed marking scheme, similar to
the one developed above with the Partial Credit Model,
provides the feedback for the students to discover to what
extent they are approximating the required levels with their
examination answers.

The SOLO Taxonomy may provide a workable measure for
evaluation of both student performance and the efficacy of the
learning institution’s curriculum. Careful implementation of
the SOLO Taxonomy as an instructional tool may specifically
define the course goals and measure whether or not students
are meeting them. Further, the level of student answers will
suggest whether the instructor is effectively implementing the
technique in terms of lecture structure and testing. The SOLO
Taxonomy examination demands an active, constructive and
generative process on the part of the student, and both
measures and contributes to those processes. Essay answers

evaluated in this way can serve as an operational definition
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of learning in the perspective developed in the previous
chapters.

Student answers to SOLO Taxonomy dquestions can be
compared to an "absolute" frame of reference for minimum or
adequate performance for mastering course content rather than
relying entirely on students’ relative standings. This is, of
course, not to say that the SOLO Taxonomy should be the entire
evaluative criterion for marking. 1Instructors’ capabilities
as teachers must always be controlled for by using relative
marking procedures; that is, students must not be penalized if
the instructor is not providing adequate instruction to allow
students to acquire extended abstract structures. They must
also not be penalized if the knowledge level of incoming
students is too low to permit acquisition of high levels of
knowledge within the class time frame. But the SOLO Taxonomy
will also provide feedback to the instructor on incoming
knowledge levels and whether or not teaching procedures and
course content are at levels capable of producing
comprehension understanding. The SOLO Taxonomy is therefore
very useful as an evaluative iovol for curriculum and
instructional design. It can provide feedback as to where
students are regarding course content and at what level course
material should be delivered, according to course pre-te=ts
and periodic feedback throughout the ternm.

The expectation of having examinations marked by the SOLO

Taxonomy criterion may put higher expectations on the students
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in terms of quality and quantity of work. It has been
demonstrated that higher standards lead to higher performance
(Natriello & Dornbush, 1984) in most students, but only to a
point. If the standards are seen as unattainable, students
tend to give up (Rosswork, 1977). The effectiveness of
examination feedback lies in its strength in identifying where
each student is in terms of his or her comprehension, and
exactly what more is needed to move upward through the
taxonomy. If each student is encouraged to take "one step at
a time" through the SOLO Taxonomy stages, goals and standards
of the next level can be seen as within reach, and most
students will more likely continue to show improvement.

1n summary, the SOLO Taxonomy, as an instructional and an
assessment technique, may be very effective in undergraduate
education. It is, however, not a technique that can be easily
implemented by an instructor. Personal experiences in its use
in the above studies show many difficulties. The concept of
structured knowledge, in terms of schemas or networks, must be
thoroughly understood by the instructor in order to create a
structure of course material. There always seems to be a
question as to whether or not eno.gh structure is being
presented in lectures, and whether the goals of the SOLO
Taxonomy have been sufficiently articulated. Examinations are
very difficult to construct, as there always seems to be the
question of whether a given exam gquestion is requiring or

allowing a unistructural or multiztructural response. Judges’
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estimates on the level of student comprehension needed to
answer a given question is far from perfect agreement,
especially between a single structure question with multiple
details and a multi-structured question. And last, there is
still an uncomfortable subjective judgement involved in
marking examinations. Many students’ answers are clearly
sufficient for the demands of the partial credit questions,
but there are also many that are debatable. Also, the marking
of essay answers shows that criteria for judging the level of
an answer is very dependent upon the class norms and the
students’ relative performance, and is not as objective as one
might imagine.

It was, however, very gratifying to see students rising
to meet the challenges that the SOLO Taxonomy o ed. While
there was some complaint as to the fact that these
examinations demanded much more work than did other courses,
students seemed appreciative of the method. Many saw the
training of how to build knowledge structures as very
beneficial, and it was heartening to see them drawing
diagramatic hierarchies and schemas in their notebooks for
studying purposes. Many comments were made from later classes
concerning how they were forced to change their learning
strategies from memorization of detail to comprehension and
application of principles, and the expectation that this
information would be of more use and would stay with them for

a longer period of time. It would be interesting to more
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formally gquestion students as to how this method of
instruction has changed their studying and learning
strategies.

ons of the SOLO Taxonomy’s strongest points is that its
use iy extremely effective as a feedback tool for the
instructor. Far more effectively than impersonal multiple
choice or short answer examinations, essay answers give the
instructor a strong understanding of where the student is in
terms of knowledge and understanding of course content.
Further, an instructor gets a very firm idea of what ideas are
getting across to the majority of students and which are
falling flat, what works in the classroom and what needs work.
The use of the SOLO Taxonomy as instructional feedback can
only result in a more aware and conscientious instructor.

The use of the $S0LO Taxonomy demands continuing use,
experience, feedback and constant revision of instructional
and asssessment techniques. Yet this in no way disqualifies
it from use, as any instructional technique must be constantly
evaluated in this way. Seen from this perspective, the SOLO
Taxonomy offers an excellent tool around which to design,
implement and assess undergraduate education, and has the
potential to contribute conceptually and empirically to

Reigeluth’s (1984) call for a science of instruction.
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APPENDIX A
SAMPLE EXAM

An example of the SOLO marking scheme (Structure of the
Observed Learning Outcome).

Question: What is a kitchen?

Answer #1: A kitchen is a place with a lot of things in it,
like a stove, some chairs, and flowered curtains on the
windows.

This answer is prestructural, there is some information
presented as isolated details, no relationship between details
is shown, no discrimination is made between necessary and
arbitrary elements. See page 3. 1 point.

Answer #2. A kitchen is a room that has a refrigerator,
stove, cupboards, a table, and often a microwave.

This answer is unistructural, there is one central theme,
essential elements are presented as to what makes a kitchen a
kitchen, and arbitrary elements are left out. 2 points.

Answer #3: A kitchen is a room that contains several
appliances. There is a refrigerator for keepiny food cold so
it won’t spoil. There is a stove or a microwave for cooking
or warming food. There are cupboards for storing plates and
utensils, and a table for sitting and eating.

This answer is multistructural, four themes (each apnliance)
are presented separately, and developed as to their function.
3 points.

Answer #4: A kitchen is a room in a house used for the
purpose of storing, pieserving, preparing and eating food.
When food is purchased, it is stored in cupboards or, if
perishable, in a refrigerator, in order to keep it from
spoiling. Before mealtime, food is taken from the storage
facilities and preprred on a stove or microwave to ready it
for eating. At m-caltime, the food is laid out on the table
for eating, using plates and utensils from the cupboards.

This answer is relational, containing the same four structures
from answer #3, but related in terms of the purpose and
sequence of food consumption. 4 points.
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Answer #5: Houses generally contain kitchens, bedrooms, living
rooms, bathrooms, closets and so forth, each of which serves
a specific purpose or function for the people living in the
house. While bedrooms are for sleeping and living rooms are
for socializing and watching television, the purpose of the
kitchen 1is centered around the storage, preservation,
preparation and consumption of food. When food is
purchased... (all of answer #4)...from the cupboards.

This answer is extended abstract, containing everything from
answer #4, but the concept of a kitchen is embedded in the
larger context of the house, sc¢:ving one purpose of daily

living as do each of the ~*“.-- -soms. 5 points.
NOTE:
1. Striving for higher 1levels of answers without first

developing lower levels doesn’t work. For example:

Answer #6: A kitchen is a room in a house that generally
consists of kitchens, bedrooms, bathrooms, living rooms and
closets, each used in daily living.

While this answer contains the same higher context as answer
#5, it 1is developed in a unistructural manner; one central
theme with attendant details. 2 points.

2. It is true that better answers are generally longer than
poorer answers, but the reverse is not true; longer answers
are not better answers. It is possible to write pages and
pages of answers, and say practically nothing. This is known
as "padding" and is not appreciated. Generally, this shows
the writer has not yet abstracted out the essential points
from the background mass of details.

3. If you study by memorization, you’ll average 2 out of 5,
if you memorize very well, possibly 3 out of 5. This may be
enough to pass the course. If you think about the material,
structure it while you study, and incorporate and apply the
information into your own perspectives and understanding, you
will do very well.



Cognitive structures are often imagined as hierarchies.
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The

following are hypothetical structures for each of the above

answers.
#1. Stove Chairs Curtains
#2. Kitchens
-refrigerator
-stove
-cupboards
~-table
- (microwave)
$3 (& #4) Kitchens
I
I
------------------- (food) —===~--—rmemmme e
I I I I
I I I I
refrigerator stove cupboards table
-keeps cool -warming -storage ~-sitting
-food spoils -co2king -utensils -eating
#5. House
I
I
I I I I
I I I I
Kitchens Bedrooms Living rooms Closets
I

(as above)



