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Abstract—Some of the most remarkable issues related to inter-
harmonic theory and modeling are presented. Starting from the
basic definitions and concepts, attention is first devoted to interhar-
monic sources. Then, the interharmonic assessment is considered
with particular attention to the problem of the frequency resolu-
tion and of the computational burden associated with the analysis
of periodic steady-state waveforms. Finally, modeling of different
kinds of interharmonic sources and the extension of the classical
models developed for power system harmonic analysis to include
interharmonics are discussed. Numerical results for the issues pre-
sented are given with references to case studies constituted by pop-
ular schemes of adjustable speed drives.

Index Terms—Discrete Fourier transform (DFT), frequency res-
olution, harmonic analysis, interharmonics.

I. INTRODUCTION

HARMONICS are spectral components at frequencies that
are integer multiples of the ac system fundamental fre-

quency. Interharmonics are spectral components at frequencies
that are not integer multiples of the system fundamental fre-
quency. Besides the typical problems caused by harmonics such
as overheating and useful life reduction, interharmonics create
some new problems, such as subsynchronous oscillations,
voltage fluctuations, and light flicker, even for low-amplitude
levels.

Interharmonics can be observed in an increasing number of
loads in addition to harmonics. These loads include static fre-
quency converters, cycloconverters, subsynchronous converter
cascades, adjustable speed drives for induction or synchronous
motors, arc furnaces, and all loads not pulsating synchronously
with the fundamental power system frequency [1], [2].

As for interharmonic limits, the first proposal of standards
was in fixing a very low value (i.e., 0.2%) for interharmonic volt-
ages of weekly 95th percentile short time values at low frequen-
cies. Such a low-value limit would guarantee compliance of in-
terharmonic voltage distortion with lighting systems, induction
motors, thyristor apparatus, and remote control systems. Due
to measurement difficulties the alternative solution, still under
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discussion, is: 1) to limit individual interharmonic component
voltage distortion to less than 1%, 3%, or 5% (depending on
voltage level) from 0 Hz up to 3 kHz, exactly as for harmonics;
2) to adopt limits correlated with a short-term flicker severity
value, , equal to 1.0, to be checked by IEC flickermeter for
frequencies at which these limits are more restrictive than those
previously evidenced; and 3) to develop appropriate limits for
equipment and system effects, such as generator mechanical
systems, signaling and communication systems, and filters, on a
case-by-case basis with using specific knowledge of the supply
system and connected user loads. Therefore, different limits are
necessary for different ranges of frequency and two kinds of
measurements (i.e., interharmonic components and light flicker)
are simultaneously needed.

The presence of interharmonic components strongly in-
creases difficulties in modeling and measuring the distorted
waveforms. This is mainly due to: 1) the very low values of
interests of interharmonics (about one order of quantity less
than for harmonics), 2) the variability of their frequencies and
amplitudes, 3) the variability of the waveform periodicity, and
4) the great sensitivity to the spectral leakage phenomenon.

In this paper, some of the most remarkable issues related to
interharmonic theory and modeling are presented. Starting from
the basic definitions and concepts, attention is firstly devoted to
interharmonic sources. Then, the interharmonic assessment is
considered with particular attention to the problems of the fre-
quency resolution and of the computational burden associated
with the analysis of periodic steady-state waveforms. Finally,
modeling of different kinds of interharmonic sources and the ex-
tension of the classical models developed for power system har-
monic analysis to include interharmonics are discussed. Numer-
ical results for the issues presented are given with reference to
case studies constituted by popular schemes of adjustable speed
drives.

II. CONCEPT AND SOURCES OF POWER

SYSTEM INTERHARMONICS

Nonlinear and switched loads and sources can cause distor-
tions of the normal sinusoidal current and voltage waveforms in
an ac power system. This waveform distortion may be character-
ized by a series of sinusoidal components at harmonic frequen-
cies and of sinusoidal components at nonharmonic frequencies.
In this section, basic definitions and concepts associated with
the analysis of periodic steady-state waveforms containing com-
ponents at nonharmonic frequencies, that are called interhar-
monics, are discussed.
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A. Mathematical Basis

The harmonic concept is based on Fourier analysis whose
motivation is to reconstruct nonsinusoidal periodical waveshape
by a series of sinusoidal components. If is a continuous pe-
riodical signal with period of and it satisfies Dirichlet condi-
tion, one can represent it by a Fourier series of

(1)

where is called fundamental angular frequency and
is the Fourier coefficient at the th harmonic which is

determined by

(2)

This implies that a nonsinusoidal periodical signal can be sepa-
rated into a series of sinusoidal components with frequencies,
which are integer multiples of the fundamental frequency. It
is noted that, for the Fourier series, both the time- and fre-
quency-domain signals have infinite length.

In order to implement Fourier analysis in computer, the signal
in both time and frequency domains is discrete and has finite
length. Discrete Fourier transform (DFT) is then introduced. As-
sume that is sampled with a rate of points per cycle, i.e.,

. The corresponding DFT will be

(3)

where , is the so-called
spectrum of . Here is assumed to be one cycle of a
periodical signal. In other words, the signal is supposed to pre-
cisely repeat itself for every point. The angular frequency
resolution of the spectrum is determined by the length of the
signal as

(4)

Thus, if is selected as one period of , the outcome spec-
trum will only show components that are integer multiples of the
fundamental frequency, which are defined as harmonics. How-
ever, if the data length is selected as cycles ( and
is an integer) of the fundamental, the frequency resolution will
change as

(5)

This implies that once we use more than one fundamental cycle
to perform DFT. It also becomes possible to obtain components
at frequencies that are not integer multiples of the fundamental.
These noninteger order components, according to the IEC defi-
nition, are called interharmonics.

For example, if we select five 60-Hz cycles for Fourier trans-
form, the frequency resolution will be ,

Fig. 1. Spectrum with interharmonics. (a) Synchronized analysis. (b) Desyn-
chronized analysis.

then it will be possible to get bins at frequencies of
. These components, whatever the

cause is, are defined as interharmonics.
There are various causes that could lead to the previously de-

fined interharmonic components. One example is a signal that
actually contains in the frequency domain a component whose
frequency is noninteger multiples of the fundamental frequency.
If the sampling window is selected properly so that there are ex-
actly integer cycles of that component in the window, one can
observe it at the right frequency. These are genuine interhar-
monics. For example, if a signal that consists of two frequencies
is given by , the 90 Hz
component lies between the fundamental frequency and the 2nd
harmonic and is a genuine interharmonic. The signal will repeat
itself every two 60 Hz cycles (i.e., 33.4 ms). Therefore, if we
perform DFT on this signal with a window size of 33.4 ms, the
aforementioned assumption for DFT, the windowed waveform
repeating itself, can be satisfied. The frequency resolution will
be Hz; consequently, one can find the 60 Hz com-
ponent at the 3rd bin and the 90 Hz at the 4th bin, as shown in
Fig. 1(a). This is the case of genuine interharmonics. The spec-
trum represents the actual signal components.

There are cases, however, where the interharmonic compo-
nents are produced by the picket-fence effect of the DFT, due
to sampling the signal spectral leakage. For instance, if the fre-
quency of the noninteger harmonic component is changed to 100
Hz in last example and the selected rectangular window size is
still 33.4 ms, the window will contain 3.33 cycles of the 100
Hz component. Since DFT assumes the windowed waveform
will repeat itself outside the window, the repetition of the 100
Hz component is therefore incomplete. The waveform “seen”
by the DFT is different from the actual waveform, as shown in
Fig. 2. This leads to the creation of a main interharmonic com-
ponent at 90 Hz with a low amplitude but similar to that of the
genuine interharmonic at 100 Hz, and further additional spectral
components as evidenced in Fig. 1(b) being not genuine due to
the spectral leakage effect. Of course, the entity of these nongen-
uine interharmonic components strictly depends on the spectral
characteristics of the window adopted (for instance, Hanning)
to weight the signals and, thus, an opportune choice can reduce
the spectral leakage effects (see Section III for more details).
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Fig. 2. Effect of noninteger cycle truncations.

B. Genuine Interharmonic Sources

There are some types of loads that indeed introduce interhar-
monics. This section will list some examples and discuss the
relationship between interharmonic frequencies and load char-
acteristics.

1) Double Conversion Systems: In general, power electronic
equipment that connects two ac systems with different frequen-
cies through a dc link can be an interharmonic source. Variable
speed drives, HVDC, and other static frequency converters are
typical examples of this class of sources. Their common fea-
tures are that they contain an ac/dc rectifier and a dc/ac inverter,
the rectifier and inverter are coupled through a reactor or a ca-
pacitor called dc link. If the reactor or the capacitor has infinite
value, there will be no ripples on the dc side, and consequently
the ideal rectifier will only generate characteristic harmonics of

(6)

where is the pulse number of the rectifier, is an integer, and
is the power frequency.
In practical cases, however, the dc-side has finite re-

actor or capacitor values and, consequently, ripples at
dc side are inevitable. When a rectifier’s dc link current
is not ideally flat, its ac side will be modulated by the
dc ripple and interharmonics could be produced. For ex-
ample, for a 6-pulse rectifier, its characteristic frequencies are

. If its dc side has a
ripple of , the ac side current will be modulated as

.
These are interharmonic components.

For general cases, the dc-side ripple frequency can contain a
series of components determined by the inverter type: current
(CSI) or voltage (VSI) source inverters [3].

In CSI converters, the dc side ripple frequency depends on the
pulse number, the control method, and the inverter output fre-
quency. If the pulse number of the inverter is and the output
frequency is , the dc ripple will contain frequencies of

(7)

where is an integer number.
In VSI converters, more complex formulas are needed to de-

termine the dc ripple generated by the inverter. In the case of

TABLE I
VALUES OF PARAMETERS j AND r FOR DIFFERENT m CHOICES

Fig. 3. LCI drive supply system current interharmonics for f = 40 Hz, am-
plitudes in percentage of 230A versus interharmonic frequency.

synchronous PWM modulation strategy, the harmonic frequen-
cies generated by the inverter are evaluated as

(8)

with and are integers depending on the modulation ratio, ,
as reported in Table I. The dependency of is related to the
switching strategy adopted.

In both cases of CSI and VSI converters, the frequencies gen-
erated by inverters, as indicates in (7) and (8), will modulate
with the rectifier’s characteristic harmonics of (6) and generate
the supply-side frequencies of

(9)

that are interharmonics of as long as is asynchronous with
.
In Fig. 3, the current interharmonics absorbed by a CSI drive

adopting a load commutated inverter (LCI) for and
are reported. In Fig. 4, the current interharmonics

absorbed by a VSI drive operated with synchronous PWM mod-
ulation for , and are reported.

2) Cycloconverters: The current spectral components intro-
duced by cycloconverter are a particular case of those of other
double stage converter systems and are thoroughly documented
in [4] as

(10)

where

pulse number of the rectifier section;

pulse number of the output section;
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Fig. 4. PWM drive supply system current interharmonics, amplitudes in per-
centage of 248A versus interharmonic frequency.

Fig. 5. Source current spectrum absorbed by a cycloconverter working at 5 Hz
in the presence of passive filters.

integers;

power frequency;

output frequency of the cycloconverter.

For and , values of fi are all harmonics
of f, generated by the dc component of the rectifier modula-
tion. For , and , with
being an integer, the values are all harmonics of , gener-
ated by the double modulation operated by the output section
and rectifier section at the output frequency of . For ,

and , with being an integer, the
values are all noninteger multiples of , which are interhar-

monics and are generated by the double modulation operated by
the output section and rectifier section on the output frequency,

.
Intuitively, it is not difficult to understand the interharmonic

injections by a cycloconverter, since it directly connects two
systems at different frequencies. In Fig. 5, the source current
spectrum absorbed by a cycloconverter working at 5 Hz in the
presence of passive filters is reported [5].

3) Time-Varying Loads: Another major group of interhar-
monic sources are the time-varying loads, including both regu-
larly and irregularly fluctuating loads.

Fig. 6. Current absorbed by a laser printer. (a) Time waveform. (b) Frequency
spectrum.

Typical examples of regularly fluctuating loads, which cause
sinusoidal and square modulated signals, are welder machines,
laser printers, and devices with integral cycle control. For such
loads, the frequency at which the load varies will determine the
frequencies of interharmonics. Assuming the system voltage is

and a load has a characteristic of
, where and is the load varying frequency,

then the load current is

(11)

Further mathematical operation on (11) can show that con-
tains interharmonic components of ,
etc. As a result, interharmonics will be seen in the current spec-
trum as long as is asynchronous with . In more realistic sit-
uations, the load is modulated by means of square wave modu-
lating functions and consequently the spectrum is richer in inter-
harmonic components. In Fig. 6 an example of current absorbed
by a laser printer is reported [6].

Typical examples of irregularly fluctuating loads are arc fur-
naces. The time-varying and nonlinear behavior of the arc gen-
erates in both current spectra with several spectral components,
including harmonics and interharmonics, which are difficult to
model analytically.

In the case of ac arc furnaces, significant interharmonics are
concentrated around the power system frequency. The dc arc
furnaces can be characterized by a significant presence of in-
terharmonics around the harmonics of the ac/dc converters. In
practice, the ac side of the ac/dc converter is modulated by the
dc ripple which depends on the dc arc behavior and on the ac/dc
converter control system. Since the arc behavior is “chaotic,” the
interharmonics generated by arc furnaces are characterized by
constantly changing chaotic frequencies.
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Fig. 7. Arc furnace current spectra. (a) AC arc furnace in a 60-Hz system. (b)
DC arc furnace in a 50-Hz system.

Finally, with reference to a window in which the frequency
variation can be neglected (see also Section III), the current
spectra of an ac and a dc arc furnace are shown in Fig. 7.

4) Wind Turbines: Regarding power generation, wind tur-
bines may play an important role for producing voltage inter-
harmonics. In this case, the origin of interharmonics is essen-
tially mechanical. In particular, during the continuous opera-
tion of the fixed-speed wind turbines, wind variations and the
tower shadow effect result in power fluctuations and, hence,
in line voltage interharmonics. Fig. 8 reports the mechanical
torque, M, from the wind turbine (solid line) and the electrical
torque, Me, (dotted line) from a wind generator obtained in
[7]. Fig. 9 reports, in logarithmic axes, the output voltage spec-
trum which results rich of interharmonics around the funda-
mental frequency as a consequence of the mechanical torque
oscillations shown Fig. 8. The results are obtained from both
the time-domain model (solid line) and the frequency-domain
model (circled line) described in [7].

5) Unexpected Sources: A nonlinear load or network com-
ponent by itself is not able to generate interharmonics. For
instance, a simple rectifier or reactive power static generators
when it reacts to the interharmonic components present in the
supply voltage, only absorbing interharmonic currents. Some
interharmonic current components are at the same frequencies
of the voltage and some are at frequencies determined by the
modulation operated by the nonlinear load on the original
voltage interharmonic frequencies. Therefore, these compo-
nents become sources of new interharmonic frequencies when
interharmonic supply voltages are present. Simple case studies
have demonstrated high sensitivity (more than two times of the
50 Hz value) at specific frequency couples (voltage and current)
corresponding in the example of Fig. 10, reported in [8], to
intersections (20 Hz, 20 Hz), (20 Hz, 120 Hz), (120 Hz, 20
Hz), (120 Hz, 120 Hz). It means that the 20 Hz (or the 120 Hz)

Fig. 8. Mechanical torque from a fixed speed wind turbine (solid line) and cor-
responding electrical torque (dotted line) from the generator.

Fig. 9. Comparison of voltage spectrum obtained for wind turbines of Fig. 8
from the time-domain model (solid line) and frequency-domain model (circled
line) in logarithmic axes.

Fig. 10. Interharmonic current spectrum absorbed by a rectifier supplied by a
50-Hz voltage with a 1% interharmonic at 120 Hz.

voltage interharmonic produces high current interharmonics
both at 20 and 120 Hz.

III. INTERHARMONICS ASSESSMENT

A practical assessment of interharmonics involves various as-
pects and presents some difficulties. One of the main difficulties
is due to spectral leakage phenomenon and picket-fence effect
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Fig. 11. Signal with an interharmonic at 34.5 Hz. (a) Actual spectrum versus
frequency. (b) as for (a) versus harmonic of 0.5 Hz order. (c) as for (b) with a
frequency resolution of 1 Hz. (d) as for (b) with a frequency resolution of 5 Hz.

of the DFT already mentioned in Section II-A. Therefore, tech-
niques for the interharmonics assessment [9] are of primary in-
terest and it is useful to develop some basic considerations.

An ideal technique should ensure that all nonzero bins refer
to genuine interharmonics or harmonics: this means obtaining
conditions in which the sampling window is effectively synchro-
nized with all the signal frequency components.

When the frequencies of genuine interharmonics present in
the signal are known a priori, it is possible to introduce the
Fourier fundamental frequency, , as the greatest common di-
visor of all the frequency components contained in the signal.
Then, the signal is sampled with windows of duration being an
integer multiple of the corresponding Fourier fundamental pe-
riod, . In practical cases, it may happen that reaches
a very small value with corresponding enormous .

A simple example can help to understand the aforementioned
difficulties and to introduce some practical solutions adopted: a
signal composed by two tones, one harmonic, at 50.00 Hz, and
the other interharmonic, at 34.50 Hz, is considered, as shown in
Fig. 11(a).

The Fourier fundamental frequency is, of course, equal to
0.50 Hz [Fig. 11(b)] and the interharmonic appears as the 69th
harmonic of it. The corresponding fundamental period is of 2 s
so, assuming a sampling frequency of 5 kHz, needed to manage
frequency components until 2.5 kHz, the enormous value of
10000 samples should be processed. Moreover, during such a
long period of time, in real systems, the signal components (har-
monic and interharmonic) may vary their amplitudes, frequen-
cies and phase angles.

Reducing the frequency resolution to 1 Hz [Fig. 11(c)], four
main spectral lines at 33 Hz, 34 Hz, 35 Hz and 36 Hz (black
lines) appear in the spectrum instead of the original compo-
nent (gray line). In spite of a still high computational burden

, the energy of the original interharmonic component
is spilled in different bins and the information about the exact

Fig. 12. IEC subgrouping of “bins” for harmonics and for interharmonics.

interharmonic amplitude, frequency and phase angle is lost (or
difficult to obtain).

The IEC Standard 61000-4-7 [10] and the under-revised IEEE
519 fix the frequency resolution of the spectral analysis at 5
Hz as a trade-off between accuracy and computational burden
reduction. The effects on the signal of Fig. 11(a) are reported
in Fig. 11(d) and are similar to those illustrated in Fig. 11(c);
they are managed with the grouping technique described in the
following part of this section.

Comparing Fig. 9, it is possible to observe as the frequency
resolution adopted affects the representation of the actual inter-
harmonic component.

Other important signal processing aspects are reported in the
standards that suggest:

1) DFT performed over a rectangular time window of exactly
ten cycles for 50 Hz systems or exactly twelve cycles for
60 Hz systems, which is approximately 200 ms in either
case;

2) phase-locked loop or other line frequency synchronization
techniques to reduce the errors due to the spectral leakage
effects due to the desynchronization of fundamental and
harmonics [9].

Furthermore, the remarkable concept of harmonic and inter-
harmonic groups and subgroups is introduced. In particular,
the subgrouping concept is illustrated in Fig. 12 with refer-
ence to the 7th, 7.5th and 8th order subgroups. The amplitude,

, of the interharmonic subgroup of order
is defined as the root mean square (rms) value of all the inter-
harmonic components between adjacent harmonic subgroups.

The standard approach is attractive for compliance with mon-
itoring and compatibility testing, since compatibility levels can
be fixed on the basis of the energy of the specified interharmonic
groups or subgroups rather than relying on the measurement
of specific tones. It is also possible to improve its accuracy by
means of Hanning windowing as illustrated in [3] of [11].

Regarding high-resolution methods, recently in [11] dif-
ferent proposals of both DFT-based and Prony-based advanced
methods have been recalled and compared to each other; both
approaches succeed in estimating the exact interharmonic
frequency. These techniques, together with time-frequency
techniques [12], are of crucial importance for accurate analysis
when time-varying or chaotic signals appear in the system.
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IV. MODELING INTERHARMONIC SOURCES

The interharmonic currents generated by nonlinear devices
are more affected by the waveforms and peak values of supply
voltages and by the supplied load operating point than harmonic
currents. Further on the current magnitude and phase angle,
this aspect regards also the current frequency. Therefore, it is
desirable to represent the devices with their actual nonlinear

characteristics in distortion studies, instead of as voltage
independent harmonic current sources. Depending on the
source characteristics, comprehensive models for interhar-
monic sources are summarized as follows.

• Low-power analogue electronic simulators consisting of a
number of scale model converters and model power system
components, such as high -factor chokes, low magne-
tizing current transformers, capacitors, and small 6-pulse
thyristor bridges.

• Time-domain models that can refer in principle to very
general schemes, taking into account any kind of nonideal
conditions as background distortion, unbalances, magnetic
material saturation, and firing asymmetries.

• Frequency-domain models based on the modulation theory
extended for double stage converters, which constitute very
fast to solve models, flexible and characterized by accuracy
determined by the accuracy of the modulation functions
utilized.

• A hybrid of previously described models.
In the following for the different kinds of sources referred to

Section II-B, specific information on the different models pro-
posed in the relevant literature is reported.

A. Double-Stage Converters

A great effort has been made in modeling HVDC links and
high-power adjustable speed drives based on line-commutated
converters [2], [13]–[18]. An important aspect of the problem
is related to the modeling of ac/dc/ac conversion systems
in order to achieve a detailed description and computational
efficiency. Various models are available to obtain the ac and
the dc absorbed currents: experimental analog, time- and fre-
quency-domain models [15]. Each of them is characterized
by different degrees of complexity in representing the con-
verters, the dc link, and the ac supply systems. In most cases,
frequency-domain models operate with different degrees of
complexity by using the modulation function approach and do
not require heavy computational efforts and are very quick in
execution [13]–[21].

On the other hand, less attention has been devoted to different
systems such as ASD using PWM inverters. This is partly due
to the assumption that the dc capacitor completely eliminates
the interaction between the two converters [22], [23]. In other
words, the generation of interharmonics for an HVDC and the
high-power ASD has been modeled and analyzed in depth [24],
while the interharmonics produced by PWM ASD are consid-
ered negligible [23], whichever is the drive power or the oper-
ating point for a given drive. However, a more detailed analysis
for PWM ASD has been recently developed in [25].

B. Cycloconverters

In [26], an electromagnetic transient simulation program
with a graphical interface of a cycloconverter including a
detailed three-phase transformer model with nonlinear magne-
tizing characteristic was presented. In [27], a three-phase bridge
cycloconverter for a traction load is modeled. The simulation
results from an ideal model (i.e., no losses, no resistance in the
thyristors, no inductance in the load, and ideal current source
load) are compared with Pspice simulation results and actual
measurements. The Pspice model contains high-order models
for the thyristors and an RL load model with load dynamics.

C. Time-Varying Loads

Regarding regularly fluctuating loads, in [28], the impact of
switching strategies on PQ for integral cycle controllers is con-
sidered. The load current is evaluated as a time-domain product
of a modulating signal and a 60 Hz sine wave. The modulating
signal is taken as the addition of a series of phase shifted square
functions, representing the integer number of cycles “on” and
the integer number of cycles “off” that constitute the period of
the resulting modulated wave. The 60 Hz current is that obtained
for ac circuit in the steady-state conditions in a continuous duty.
For irregularly fluctuating loads, as described in [29], several
models have been proposed in the relevant literature for ac arc
furnace modeling. In the next the models that appear most suit-
able for interharmonic assessment are considered.

In [30] ac arc furnaces are represented by voltage generators.
The simulation of arc operation is realized by varying the am-
plitude of the voltage generator that can provide, besides the
fundamental voltage, harmonics, as well as interharmonics pro-
duced by the arc. In [31] and [32] the electric ac arc is simu-
lated by a proper resistance used to describe both the nonlinear
voltage-current characteristic of the arc and its changes with
time. The choice of the time-varying nonlinear resistance is ef-
fective in order to produce voltage distortions and fluctuations at
frequencies and typical levels of actual ac arc furnaces. In [33]
a voltage-current characteristic based on Mayr’s model is pro-
posed. This arc model incorporates the most significant aspects
of the physical mechanisms of the arc. In [34] and [35] power
or energy balance models are used to represent the arc in time
or frequency domain while in [36] a hybrid model, based on fic-
titious diodes and dc voltage sources, is used for inclusion in a
harmonic power flow.

Further ac arc models proposed in the literature are based
on stochastic or adaptive models [31], [37]–[40] which em-
ploy a band-limited white noise generator to simulate arc
length/resistance, a voltage source model, and a resistance
model. DC arc models are proposed in [41] and [42] where the
typical voltage-current characteristic tuning requires significant
analyses of on-site measurements. Another example of dc arc
furnace model is reported in [43] where the dc arc is modeled as
a resistance randomly varying at periodical manner. Recently,
the electrical fluctuations in the arc furnace voltage have been
proven to be chaotic in nature, hence some chaos-based models
have been applied to simulate ac and dc arc furnaces [44]–[47].
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D. Wind Turbines

As is well known, the oscillatory components of the mechan-
ical torque in wind turbines produce the voltages interharmonic
components that can cause the Light Flicker. These oscillations
have stochastic as well as deterministic origin because they are
produced mainly by wind variations and the tower shadow ef-
fect. Comprehensive modeling is needed requiring modeling
of wind input, that includes both stochastic and deterministic
effects, and mechanical elements further on the electrical ele-
ments. General modeling aspects of wind turbines are reported
in [48]. References [49] and [50] also predict the flicker level
and interharmonics produced by a wind turbine when connected
to the power grid and various generator models in time domain
are used. In [7], a fast and accurate method in the frequency
domain is proposed and a comparison of the results obtained
by different approaches, as shown in Fig. 9 of Section II, is re-
ported.

E. Unexpected Sources

In [51], the couplings among interharmonic supply voltages
and absorbed currents are modeled by means of so-called “fre-
quency coupling matrices” obtained with a circular convolution
method, starting from the converter switching functions. The
absolute values of the matrix elements in positions mea-
sure the sensitivity of the th current component to the th sup-
plying voltage component, assuming that the operating point of
the system is not modified.

The result reported highlights that conversion systems exhibit
greater frequency coupling at interharmonic frequencies than at
harmonic frequencies. Therefore, modeling of traditional non-
linear loads cannot miss interharmonic consideration.

V. EXTENDING POWER SYSTEM HARMONIC ANALYSIS

According to the assessment procedures introduced in
Section IV, the introduction of a base frequency of the fre-
quency-domain analysis allows transforming the problem of
modeling harmonics and interharmonics of the system fre-
quency (50 or 60 Hz) into that of modeling harmonics of the
base frequency (i.e., 5 Hz). This allows, in principle, to adopt
each kind of technique proposed for harmonic penetration
studies, also in the presence of interharmonics. This section
describes the problems difficulties and cares to be adopted in
the presence of interharmonics.

Nodal harmonic and interharmonic voltages are the result
of harmonic and interharmonic current injection in nodes
and propagation through the network. The current injection
depends itself on the voltage supply. For the harmonic and
interharmonic distortion analysis in electrical power systems,
it is recommended that the methods adopted to evaluate the
current injection are as comprehensive as possible, because they
have to be able to model nonideal conditions such as ac-side
imperfections (supply voltage distortion and unbalance, supply
system impedance unbalance, transformer magnetic saturation,
etc.). Simplified methods, that do not take into account the
nonideal conditions, may lead to erroneous numerical results
for the actual behavior of the system.

To include interharmonics in distortion models means to start
from the critical analysis of classical models for harmonics to

extend such models when possible [52]. Particular attention
must be devoted to the problems of the frequency resolution
and of the computational burden. As for components such as
cables, overhead lines, and capacitors banks, specific models
are not required. Those models developed for harmonic studies
can be easily applied.

As for electromechanical components, in particular, trans-
formers and induction motors, are characterized by the need of
specific models for interharmonics, mainly for subharmonics,
which have to be still developed. Basic results are reported in
[29] and [53]. It seems that their modeling will require the use
of accurate time-domain approaches.

A. Classical Methods for Harmonic Analysis

The methods referred to in the relevant literature for harmonic
penetration studies can be classified as

a) direct current injection;
b) harmonic power flow;
c) iterative harmonic analysis;
d) experimental analog modeling of the whole system;
e) time-domain modeling of the whole system.
The first three methods have the common characteristic

of representing and solving the ac system equations in the
frequency domain. Models b) and c) are both iterative and, in
particular, model b) uses a Newton–Raphson algorithm while
model c) uses a Gauss–Seidel algorithm. A combination of
both types of algorithms have also been proposed. The direct
injection method is able to take into account unbalances but
not interactions between converters. The harmonic power flow
is able to take into account the interaction between converters,
and in its most recent formulation, which takes into account
unbalances and other nonideal conditions. The iterative har-
monic analysis is able to take into account both the unbalance
and the interaction between converters and also other nonideal
conditions. Convergence problems may arise for methods b)
and c); solutions to such problems have been proposed, as
described in [52], for both models.

The remaining two models, d) and e), analyze each system
component or subsystem by means of equivalent circuits in the
time domain. The low-power analogue models or time-domain
models may obtain in principle any desired level of details. Prac-
tical difficulties limit the use of the first of these methods to the
case of a small system size, while references to the second cate-
gory with new approaches seem to offer interesting perspectives
[29].

B. Extension to Include Interharmonics

In principle, it is very easy to include interharmonics in the
classical model by the main concept of the Fourier fundamental
periods, developed in Section IV. At the end of the analyses on
the voltage , it is very easy to recognize as harmonics the
signal components, whose frequencies are integer multiples of
the system fundamental frequency, and as interharmonics as the
other components.

In practice, the following considerations apply [52].
• the extension of low-power analog models and of time-do-

main models does not suffer from specific problems but
practical difficulties limit the use of these models to cases
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of small system size as is typical also for the case of con-
ventional harmonic analysis;

• the extension of the direct injection method is easy to ob-
tain but gives, as typical for this kind of method, inaccurate
results;

• the extension of the harmonic power flow seems possible
but very difficult as a consequence of the difficulties which
arise in modeling nonlinear loads in the frequency domain
when interharmonics are present;

• the extension of the iterative harmonic analysis is com-
plex if one wants to use analytical expressions to model
the nonlinear loads while, if time-domain simulations are
used, only computational effort problems remain and this
method can be utilized, obtaining high accuracy results.

Some more details about the extension of the methods are
reported in the Appendix.

C. Computational Burden

Extending all classical models to include interharmonics im-
plies taking into account a larger number of frequency compo-
nents and referring to a larger waveform periodicity interval.

Let us consider the case in which a fixed resolution frequency
is introduced (see Section III). Both harmonic and interhar-

monic frequencies are integer multiples of the resolution fre-
quency. Therefore, all of the components can be treated as har-
monics of . Give a maximum frequency of interest, and
the number of components of interest, , which is equal to
the ratio between and . Compared with the maximum
number of components when only harmonics are present, it is
easy to demonstrate that it is equal to amplified by the factor
of , where is the system fundamental frequency. For in-
stance, if , , and , it
means that while .

Similar considerations apply to the periodicity interval, which
is of great importance for time-domain simulations. It also re-
sults in amplification by the same factor of . With the same
conditions as the previous example, the minimum time interval
to be simulated in the presence of interharmonics, once reaching
steady-state conditions, is equal to 200 ms instead of 20 ms.

Comparisons among different models in the presence of in-
terharmonics give the same results that are well known for the
same models in the absence of interharmonics.

VI. CASE STUDIES

Two case studies referred to two popular schemes of ad-
justable speed drives (ASDs) are reported in this section.
Methodologies previously described are used to obtain the
results reported.

A. LCI ASD

Several numerical experiments are reported in [54] to test
some of the methods described in Section V-B. The results ob-
tained by the well-known EMTP are utilized as a reference to
verify the accuracy obtained by a direct method and by an iter-
ative method.

The results obtained for the LCI drive for asynchronous mo-
tors, as depicted in Fig. 13, are reported.

Fig. 13. Typical scheme of an LCI asynchronous motor drive.

TABLE II
PARAMETERS FOR THE LCI ASD

The system parameters are listed in Table II. The system was
simulated for output frequency values varying from 17.5 to 50
Hz with a resolution of 0.5 Hz [54]–[56].

Table III reports the currents for an output frequency of 47.5
Hz with and . The inverter output
current is also reported due to the great interest recently de-
voted to the negative effects of interharmonics, mainly at low
frequency, in terms of the reduction of asynchronous motor ex-
pected life [57]. The errors of both frequency-domain models
are acceptable and the highest values appear at specified inter-
harmonic frequencies and in correspondence of low-amplitude
values. The iterative analysis effects, in terms of accuracy, are
always present but never relevant as a consequence of the non-
criticality of the operating point considered.

Table IV reports the currents for the output frequency of 27.5
Hz, with and . The errors are not
acceptable for the direct method at least for all interharmonic
components. This is due to the value of the output frequency,
which causes strong interactions between the converter and the
output impedance. The iterative analysis succeeds in improving
the accuracy and makes the errors acceptable. Moreover, in [54]
it is shown that interharmonic components are evaluated with
relevant errors by direct method in a wide range of motor fre-
quencies (from about 21 to 37.5 Hz); the iterative analysis al-
ways solves the problem.

B. PWM ASD

In [58], analytical solutions of harmonic/interharmonic char-
acteristics of the VSI-fed ASD shown in Fig. 14 are compared
with time-domain simulation results obtained by the use of
Simulink. Laboratory tests for validation of the solutions are
also conducted: the test setup, which consists of the ideal
three-phase ac source, a VSI-fed ASD, an induction motor, an
electrodynamometer module, and a LabView-based data-ac-
quisition/monitoring computer system and the experimental
conditions considered are fully described in [58]. Table V
reports simulations and laboratory test conditions.

In Figs. 15 and 16, the results that are indicated are the har-
monic and interharmonic spectra of the ASD input current with
respect to the motor operating frequency of 40 Hz. It is possible
to observe that the solutions obtained by the approach proposed
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TABLE III
CURRENTS FOR ASD-A OF TABLE II WITH FM = 47:5 Hz

TABLE IV
CURRENTS FOR ADS-A OF TABLE II WITH f = 47:5 Hz

Fig. 14. Schematic diagram of the PWM VSI-fed adjustable speed drive.

TABLE V
SIMULATION AND LABORATORY TEST CONDITIONS

in [58] are in good agreement with those obtained by using the
time-domain simulation tool and by laboratory tests.

C. Computational Burden

As recalled in Sections III and V-C, the computational burden
of numerical simulations in the presence of interharmonics is
strongly influenced by the choice of the frequency resolution

Fig. 15. Harmonic spectra of the ASD input current with induction motor op-
erating frequency of 40 Hz at a full-load power level.

Fig. 16. Interharmonic spectra of the ASD input current with induction motor
operating frequency of 40 Hz at a full-load power level.

to be adopted. Moreover, the choice of the specific modeling
technique to use plays an important role.

Tables VI and VII report the results in terms of execution
times and “speedup” with reference to two case studies (an LCI
drive and a PWM inverter drive) reported in [56], for different
values of the frequency resolution . The solution methods
considered are:

• time-domain simulations [Electromagnetic Transient Pro-
gram (EMTP) and power system blockset (PSB)]
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TABLE VI
LCI DRIVES: EXECUTION TIMES AND SPEED-UP VERSUS f VALUES

TABLE VII
PWM DRIVES: EXECUTION TIMES AND SPEED–UP VERSUS f VALUES

• Models based on switching function approach [55], SF
Model, that combine models described in Section IV-A for
ASD and the iterative method principle described in Sec-
tion VIII-B.

Reference is made to a 1.7 GHz PC. The times reported in
both tables do not take into account the final DFT application
to time-domain waveforms and the speedup is defined as the
ratio between time-domain and SF models simulation times. It
is worthwhile underlining that time-domain simulations suffer
from the need of waiting for the end of the unavoidable transient
stage affecting the beginning of the simulation [56].

Looking at Tables VI and VII, it is evident that:
• whichever is the model, execution times sensibly increase

as decreases;
• SF models are always sensibly faster than time-domain

modeling;
• the speedup reaches very high values and varies with .
Finally, Fig. 17 shows that the reduction of the calculation

time when the Fourier fundamental frequency increases is more
sensible for the models than for the time-domain simulator,
which seems to be due to the absence of transient stages in the
models.

VII. CONCLUSIONS

Some of the most remarkable issues related to interharmonic
theory and modeling have been presented. Starting from the
basic definitions and concepts, attention has been firstly devoted
to interharmonic sources. Then, the interharmonic assessment
has been considered with particular attention to the problem
of the frequency resolution and of the computational burden
associated with the analysis of periodic steady-state waveforms.
Finally, modeling of different kind of interharmonic sources
and the extension of the classical models developed for power
system harmonic analysis to include interharmonics have been
discussed. Numerical results for the issues presented have been
given with referring to case studies constituted by popular
schemes of adjustable speed drives.

Fig. 17. Speedup versus Fourier frequency for different case-studies: LCI drive
� � �� PWM drives x.

APPENDIX

A) Direct Current Injection: The direct injection method
is the simplest method because the evaluation of current har-
monics for each load is independent from the evaluation of the
ac system voltage harmonics. The method, in its typical form,
is based on the following steps.
Step 1) The execution of a conventional load-flow study

to obtain all bus voltages with assuming converter
busses are load buses.

Step 2) An estimation of the converter currents at each har-
monic using bus voltages from step 1) by means of
time-domain simulations, analytical models, or ex-
perimental measurements.

Step 3) The calculation of the bus admittance matrix, , at
each frequency of interest.

Step 4) The use of expression, , to calculate the
vector of voltage harmonics, , .

In order to take into account the presence of interharmonics,
the following additional factors are necessary.

a) To foresee all the interharmonic frequencies, , that will
be present in the frequency range of interest.

b) During Step 2) to estimate the synchronous motor drive
currents at each harmonic and interharmonic frequencies
by means of an appropriate frequency-domain experi-
mental analogue or a time-domain model as discussed in
[1] of [52] or by analyzing available field measurements.

c) During Step 3) for each interharmonic frequency, , of in-
terests to calculate the corresponding bus admittance ma-
trix, , starting from the ac system knowledge or, if this
is not possible, by interpolation of the known harmonic
admittance matrix values.

d) During Step 4), the evaluation of the vector of voltage
interharmonics using the expression for
each interharmonic frequency, , of interests.

It is important to note that it is not necessary to modify the
converter model adopted in step 2), because this method does
not account for supply harmonic and interharmonic distortion
in modeling the converters.

In conclusion, no particular difficulties arise in extending the
direct injection method to take into account interharmonics. The
direct injection method presents the well-known advantages of
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speed, extendibility to unbalanced cases and the absence of di-
vergence phenomena. Disadvantages are the poor accuracy and
the impossibility of taking into account interaction between con-
verters.

B) Iterative Harmonic Analysis: The iterative harmonic
analysis is a method based on a Gauss–Seidel algorithm. It can
be summarized by the following fundamental steps.
Step 1) Input information is obtained on system component

characteristics and ac system impedances. Then, ini-
tial conditions are evaluated by means of an ac/dc
three-phase power-flow for each node supplying a
converter.

Step 2) Starting from the voltage waveforms at the converter
terminals, the current waveform over one cycle
under steady-state conditions is estimated for each
converter.

Step 3) The steady-state time-domain current waveforms
previously obtained for each converter are subject
to a FFT in order to obtain the vector, , of their
harmonic current components.

Step 4) The current harmonics , obtained in 3) are utilized
to perform steady-state harmonic analyses of the ac
system by means of the harmonic impedances of the
acsystemtoobtain thecorrespondingupdatedvector,

, of voltage harmonics at the converter busses.
Steps 2)–4) are repeated until convergence is achieved. That

is, until the voltage harmonics do not change significantly com-
pared to those obtained in the previous iteration.

In greater detail, Step 2) requires for each converter the solu-
tion of analytical models proposed in [12]–[24] of [52] or, as an
alternative, a time-domain simulation in [5], [16], and [25] of
[52]. In a recent version proposed in [14] of [52], the algorithm
described has been modified to include in the iteration process
the three-phase load-flow stage to take into account the funda-
mental power variations produced by the converters.

Extension: In order to take into account also the presence
of the interharmonics, the following additional factors are nec-
essary.

a) To foresee all the interharmonic frequencies, , that will
be present in the frequency range of interest.

b) To calculate for each interharmonic frequency, , of in-
terest the corresponding bus admittance matrix .

c) To substitute Step 2) by Steps 2)’ for conventional con-
verters and 2)” for the synchronous motor drive.

d) To start Step 2)’ from the voltage waveforms at the con-
ventional converter terminals and estimates the current
waveforms over an appropriate number of system
fundamental frequency cycles to obtain an entire Fourier’s
fundamental frequency cycle under steady-state condi-
tions for each converter.

e) Step 2)” starts from the voltage waveform at the syn-
chronous motor drive terminals and estimates the current
waveforms over an entire Fourier’s fundamental fre-
quency cycle under steady-state conditions for each syn-
chronous motor drive.

f) During the Step 4), to add the evaluation of the vector
voltage interharmonics using the expression,

, for each interharmonic of interest.

It is worthwhile underlining that the foreseen of all the inter-
harmonic frequencies present in the frequency range of interest
is necessary to fix the frequency to be used in the ac analysis
part. This can be done by means of theoretical studies, such as
those reported in [3], or, in absence of enough information on
the system under study, choosing a fixed frequency cycle based
on engineering considerations (see also Section III).

In 2)’ analytical models can be, in principle, utilized ex-
tending the current waveforms construction proposed in [12]
of [52] to the entire Fourier’s fundamental cycle. Such solution
seems suitable but, to the author knowledge, it has not been ex-
perimented. In step 2)” new synchronous motor drive analytical
models should be utilized. To the authors’ knowledge, they are
not yet available and seem to be difficult to obtain. To perform
some first experiments, about the iterative harmonic analysis
model extension, it is possible to adopt time-domain simula-
tions for both 2)’ and 2)” steps, sacrificing the computational
method efficiency.

In conclusion, some difficulties arise in extending the itera-
tive harmonic analysis model to take into account also interhar-
monic distortion, particularly the use of the time-domain model
for solving the nonlinear loads at each iteration. The iterative
harmonic analysis model presents the well-known advantages of
comprehensive modeling, which accounts for distortion and un-
balance, impedance resonances, interaction between converters
and other non ideal conditions. It presents the disadvantages of
convergence problems that can be overcome by means of appro-
priate techniques (please see [5], [15]–[17] of [52]).

C) Multifrequency Power Flow: The three main con-
stituent parts of a multifrequency power flow are

1) a three-phase ac/dc power flow at the fundamental fre-
quency [59];

2) a three-phase harmonic flow model of the linear part of the
power system with multiended harmonic sources [4].

3) a harmonic domain representation of the individual non-
linear components [60].

These three components need to be solved simultaneously
using the Newton method. The full Jacobian matrix, with no
decoupling to reduce the number of converter mismatch equa-
tion evaluations by reducing the number of iterations to conver-
gence, is utilized. A unified power flow and harmonic solution
in Cartesian coordinates is more efficient than the one in polar
coordinates.

Extension: In order to solve for interharmonic frequencies,
the base frequency of the harmonic domain is reduced to the
highest common denominator of the frequencies of all the har-
monic and interharmonic frequencies.

Interharmonics can be accommodated efficiently by means
of an adaptive technique complemented by interpolation be-
tween integer frequencies [61]. A large proportion of the har-
monics and interharmonics are below a certain threshold. Thus,
by solving only for the significant frequencies the solution time
can be substantially reduced.

To avoid updating the Jacobian at every iteration, during the
first two iterations, the current and voltages frequency compo-
nents produced by the converters from their distorted inputs are
combined at their respective busses. These combined contribu-
tions are then limited with a tolerance level, and sparse lists are
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formed. These lists are used to form the solution variables, mis-
match arrays, and a Jacobian to update only the selected fre-
quencies. It is found that after two of such iterations, all of the
significant frequencies have been selected and that the solution
arrays can then be held constant for the remainder of the solu-
tion. From then on, the Jacobian is only recalculated and rede-
composed, if the rate of convergence drops below a specified
level.

The computational burden of the converter model is reduced
by using basic modulation theory to the six-pulse converter, to
predict what frequencies are going to be generated from the ter-
minal frequencies, and consequently only do the convolution for
those frequencies.
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