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In this paper, the nodal domain decomposition with relaxation (NDDR) scheme is proposed to solve the nonlinear finite-element
(FE) problem in electromagnetic apparatus without assembling the global system of equations. Each sub-domain contains only one
node with unknown magnetic vector potential, and the calculation of each sub-domain can be massively parallelized to utilize the
prevalent parallel computing architectures. The sub-domain solver has excellent modularity for single instruction multiple data
programming with a specific data structure, and the required memory shows a linear increase with the problem size. The NDDR
scheme is implemented on both multi-core CPUs and many-core GPUs, and the accuracy and efficiency are discussed for different
problem sizes. Result comparison with a commercial FE package shows a speedup of more than 30 times for a magnetostatic case
and an average speedup of more than 53 times for a time-domain nonlinear FE case with different time steps while maintaining an
error of less than 0.85%.

Index Terms— Distributed algorithms, domain decomposition (DD), electromagnetic (EM) apparatus, finite-element method (FEM),
graphics processing units (GPUs), massively parallel, nonlinear system of equations, relaxation.

I. INTRODUCTION

THE finite-element method (FEM) has been dominantly
utilized for the modeling and design of electromagnetic

apparatus, such as rotating machines and transformers, due to
its accuracy and flexibility for complex geometries. The noto-
rious computational burden, stemming from repeatedly factor-
izing the updated Jacobian matrix, demands an exploration of
efficient nonlinear FE solvers for conveniently designing and
testing electromagnetic apparatus.

The prevalent trend in high-performance computing
resources is to increase the number of cores massively either
as clusters of multi-core central processing units (CPUs)
or many-core graphics processing units (GPUs); for exam-
ple, the recently released NVIDIA Tesla V100 accelerator
card is equipped with 5120 Cuda cores and 16 GB of
HBM2 memory [1], and it has motivated engineers to explore
suitable parallel algorithms to make full use of its compute
power. In the past, a GPU-accelerated conjugate gradient
solver [2]–[5] and the domain decomposition (DD) method
on CPUs [6], [7] have been implemented to improve the
efficiency of the electromagnetic field computation. However,
a massive parallelism could be hardly achieved, since the
assemble and then solve procedure in a traditional FE tech-
nique is essentially a centralized way of thinking. On the
other hand, with the purpose of fully exploring the com-
putational power of GPUs, a decentralized thinking pattern
resulting in massive parallelism would be greatly promising.
For example, the elementwise FE technique was proposed
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Fig. 1. Illustration of the traditional FEM, the DD-based FEM, and the
proposed NDDR-based FEM. (a) Centralized (M = 1). Each node must be
solved within the N × N system (no parallelism). (b) Partially Decentralized
(M = 4). Each node must be solved within its Ni × Ni sub-system (partially
parallelized). (c) Fully decentralized (M = N ). Each node must be solved
within its 1 × 1 sub-system (massively parallelized).

for matrix-vector multiplication with independent computa-
tion at the triangular element level [8], [9] and was then
developed to solve a linear FE problem on a GPU architecture
[10], [11]. In addition, the Jacobi-based GPU solver has
also been explored for the computation of Poisson’s equa-
tion [12]. Although deficient to handle nonlinear FE problems,
the massive parallelism and a decent speedup are achieved
on GPUs due to the divide-and-conquer strategy. Massively
parallel simulations have also already been investigated for
large-scale power system dynamic and transient simulation
applications [13]–[18].

In this paper, the nodal DD with relaxation (NDDR) is
proposed to explore the massive parallelism in FE computation
of both linear and nonlinear problems. This novel idea is
inspired by the following question regarding the extreme
partition of a domain: what if a sub-domain contains only
one unknown node?

As shown in Fig. 1, the proposed NDDR has the following
features compared with the traditional nonlinear FE solver
based on the Newton–Raphson (NR) algorithm.
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1) There exists only one unknown in each sub-domain,
and thus, no matrices are necessary, i.e., the NDDR is
matrix-free and memory-friendly.

2) Instead of applying the NR algorithm to a global system,
which is sequential in nature, the problem is solved,
utilizing a neat relaxation scheme by iteratively updating
each node (sub-domain) in a massively parallel manner.

3) Each sub-domain is solved independently following the
same pattern, and the computation is concise since there
is only one unknown. Therefore, the NDDR shows
perfect modularity for Kernel programming on GPU
architectures.

4) A specific data structure is required for the single
instruction multiple data (SIMD) programming on GPU.

The matrix-free feature stems from the fact that the more
number of sub-domains, the fewer the number of unknowns
required to be solved for each sub-domain. It is also worth
mentioning that for a linear problem, both the NDDR scheme
and the N-scheme in [10] using the weighted summation of
elemental contributions are equivalent to the Jacobi iterative
scheme. However, the proposed NDDR scheme can be easily
extended for nonlinear problems; in this sense, the NDDR
scheme better reveals the DD advantage regardless of the lin-
earity or nonlinearity of the problem. In addition, the massively
parallel computing resource (either large-scale CPU or GPU
clusters) that matches the FE problem size is a prerequisite to
explore the full potential of the NDDR scheme, especially for
large-scale FE problems.

This paper is organized as follows. Section II briefly intro-
duces the FE equations of general EM apparatus with the non-
linear B–H curve. Then, Section III presents the methodology
of the NDDR and the supporting data structure. In Section IV,
case studies employing the NDDR scheme are implemented
on both CPUs and GPUs, and the results are compared with
the commercial FE package Comsol Multiphysics with regard
to the accuracy and speedup. At last, Section V gives the
conclusion.

II. FINITE-ELEMENT EQUATIONS OF EM APPARATUS

Governed by Ampere’s law, a 2-D magnetostatic problem
can be described by the following equation:

∇ · (υ∇ A) = −J (1)

where A is the z-component of the magnetic vector potential
to be solved, υ is the material reluctivity, and J is the
z-component of the impressed current density.

The problem can be solved by the well-known Galerkin
FEM [19], and the general steps are discretizing the domain,
forming elemental equations, assembling, applying boundary
conditions, and solving. The product of the weight function
and the residual is integrated over each triangular element
(see Fig. 2). and the following elemental equations can be
obtained by forcing the integral to be zero:

υe

4�e

⎡
⎣

k11 k12 k13
k21 k22 k23
k31 k32 k33

⎤
⎦

⎡
⎣

A1
A2
A3

⎤
⎦ = J e�e

3

⎡
⎣

1
1
1

⎤
⎦ (2)

Fig. 2. Triangular element and the interpolation (weight) function for the
Galerkin FEM.

where

k11 = b1b1 + c1c1, k12 = k21 = b1b2 + c1c2

k22 = b2b2 + c2c2, k23 = k32 = b2b3 + c2c3

k33 = b3b3 + c3c3, k31 = k13 = b1b3 + c1c3.

For ferromagnetic triangular elements, the reluctivity υe

depends on the strength of the unknown magnetic vector
potential, implying that the problem is nonlinear. For the
nonlinear solution, the calculation of the Jacobian matrix for
(2) is required using the NR scheme. To obtain (∂υe/∂ Ai),
the following chain rule in partial differentiation is usually
utilized [20]:

∂υe

∂ Ai
= ∂υe

∂ B2

∂ B2

∂ Ai
(i = 1, 2, 3). (3)

The ∂υe/∂ B2 can be obtained from the nonlinear B–H
representation, while ∂ B2/∂ Ai is derived using the definition
of the magnetic flux density: B = ∇ × A.

For the traditional nonlinear FE solver, all the elemental
equations are assembled to form a global sparse system
and then solved with some iterative schemes, such as the
NR technique. Therefore, large matrices and efficient sparse
solvers are always inevitable.

In the proposed NDDR scheme, the nonlinear system is
solved in a totally decentralized manner.

III. NODAL DOMAIN DECOMPOSITION

WITH RELAXATION

The traditional Schwartz DD [21] divides the whole domain
into several sub-domains, and each sub-domain can be
solved independently. The information exchange between sub-
domains is implemented by subtly manipulating the boundary
conditions (see Fig. 3), and an iterative scheme is required to
achieve the steady state for final solutions since the values of
the inner boundaries are unknown and are usually assigned
guessed values.

As shown in Fig. 3, in each sub-domain, the inner nodes
are solved based on the global boundary nodes and the
neighboring boundary nodes from other sub-domain, and
they also serve as the boundary nodes for other sub-domain.
Although this neighboring information is not always correct,

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on April 18,2022 at 20:13:41 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY



LIU AND DINAVAHI: MATRIX-FREE NDDR FOR MASSIVELY PARALLEL FE COMPUTATION OF EM APPARATUS 7402507

Fig. 3. Information exchange in a sub-domain for overlapping Schwartz DD.

if all sub-domains work together repeatedly at the same time,
the information exchange becomes effective to converge to the
final solution. In this sense, the DD method is a relaxation
scheme.

Note that the term relaxation describes the iterative nature
of the solution process, namely, the independent sub-domain
solver and the repeated data communication between sub-
domains.

Despite the necessity of iteration, the reduced problem size
and the parallelism have made the DD method beneficial for
parallel computing architectures, such as multi-core CPUs.
The number of nodes in each sub-domain, which determines
the matrix size of the sub-problem, depends on the domain
partition. It is very common that each sub-domain can still
contain more than hundreds of nodes for a medium size FE
problem [6], [7], and only partial parallelism can be achieved.
However, from the perspective of a Cuda core on a GPU,
which is suitable for massive parallelism, an ideal sub-domain
should contain as few nodes as possible.

With the relaxation scheme, an extreme situation where
each sub-domain contains only one inner node is considered.
As shown in Figs. 1(c) and 4, each non-boundary node and
its direct neighbors make up a sub-domain. Applying the
neighbors’ values from the previous iteration as boundary
conditions, the value of the inner node can be updated, which
is a miniature FE problem. Due to the overlapping, each node
is updated based on its direct neighbors and, meanwhile, serves
as boundary conditions when its neighbors are updated. Thus,
each inner node is updated independently, and the steady state
can be reached in an iterative manner, which is perfect for
massively parallel architectures.

At first glance, solving the miniature FE problem in Fig. 4
is to solve a 7 × 7 nonlinear system, but a closer inspection
reveals that it is actually a 1 × 1 nonlinear system because
the other equations are overwritten by the imposed boundary
conditions.

As shown in Fig. 4, all the neighboring elements �K i

(i = 1, 2, 3 . . .) contribute to the solution of the inner node
AK , whereas not all the elemental equations are useful depend-
ing on the element-node numbering scheme. For example,
for element �K 1, the node AK to be solved is numbered 1,
and A2 and A3 are given as boundary conditions, and thus,
only the first elemental equation (highlighted in blue) is valid

for the solution of AK , since the other two equations will
be overwritten. Similar things occur in the other neighboring
elements; therefore, the following equations considering all the
neighboring elements need to be solved for AK :

N∑
i=1

FK i (AK ) = 0 (4)

where K is the index of the node to be solved, N is the total
number of neighboring elements of node K , Ki is the element
index of its i th neighboring element, and FK i is one of the
elemental equations of element Ki determined by the element-
node numbering scheme.

To solve the 1 × 1 nonlinear equation (4), the Newton
iteration is applied, and the increment �AK can be calculated
by

�AK = − ∑N
i=1 FK i (AK )∑N

i=1
∂FK i (AK )

∂ AK

. (5)

Note that the updating scheme in (5) works for all cases
where the neighboring elements are all linear elements, all
nonlinear elements, or a mixture of linear and nonlinear
elements.

Since all the calculations are executed at the nodal level
and no matrices are involved, a matched data structure is
required for efficient data access. Based on the solution process
presented in Fig. 4, the structs defined in C language are
presented in Fig. 5. Each node or element is an entity with
some attributes. Thus, the memory required for the NDDR
scheme increases linearly with the problem size, and all
computations can be completed only with two arrays of the
defined structs. Note that the maximum number of neighbors
was set to 8 based on the inspection that for general 2-D
triangular mesh, each node has no more than 8 neighboring
triangular elements. For some extreme 2-D mesh or 3-D mesh,
the limit can be adjusted accordingly.

IV. CASE STUDIES

A. Finite-Element Model of E-Core Transformer

The 2-D E-core transformer model in Fig. 6 is studied. The
transformer size is 5.2 m × 3.6 m, the width of the yoke
and the limb is 0.5 m, the coil size is 0.25 m × 2 m, and
the coil turns are 390 for the primary side and 810 for the
secondary side. The conductivity is 106 S/m, and the time-
varying winding currents are Ip = 5000 sin(120πk�t) A and
Is = 2000 sin(120πk�t) A (k = 0, 1, 2 . . .). The transformer
core material is Electrical Steel 35ZH135, and the nonlinear
B–H curve can be found in [22]. Both the primary winding
and the secondary winding are fed with sinusoidal current
sources, and the produced magnetic vector potential can be
calculated with the NDDR scheme. The flowchart of the
NDDR scheme is presented in Fig. 7(a).

The same FE problem was solved with the commercial
software package Comsol Multiphysics. The DD solver set-
tings are presented as follows: the number of available cores
for parallel processing is set to 40; the additive Schwarz
scheme is applied with 40 sub-domains and the direct linear
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Fig. 4. Sub-domain in NDDR and its solution.

Fig. 5. Data structure related to the FE nodes and elements for the NDDR
scheme.

solver is used; and the nonlinear method is automatic Newton
and the termination technique utilizes a tolerance factor of
10 3 or a maximum iteration number of 25. Other settings,
such as damping factor and coarse preconditioning, remain the
defaults. The results are regarded as reliable, and the efficiency
of its optimized nonlinear DD solver is assumed to be state
of the art. Thus, the results obtained from Comsol serve as
the benchmark to evaluate the accuracy and efficiency of the
proposed NDDR scheme.

B. Implementation, Accuracy, and Efficiency of
Magnetostatic Case

To evaluate the accuracy and efficiency of a single FE
computation, a magnetostatic case is studied, where the

Fig. 6. FE model of an E-core transformer for the case studies.

winding currents are set to the peak values (Ip = 5000 A
and Is = 2000 A).

As an iterative relaxation scheme, the accuracy of the
NDDR is determined by the convergence criteria, i.e., the
relative tolerance ε0 between two successive iterations.
The change of the problem size is also considered. The
problems are solved with both the NDDR scheme and Comsol,
respectively, and Table I provides the prescribed ε0, the itera-
tion number N required, and the relative error Error of the
two methods for five different problem sizes.

It can be concluded from Table I that the NDDR scheme
converges exactly to the same solution of Comsol if the
iteration number keeps increasing. In engineering problems,
since an error of less than 1% is usually acceptable, it is safe
to set the relative tolerance ε0 of the NDDR to 10−5 in all the
cases in Table I.

The field distributions of the magnetic vector potential and
the magnetic flux density obtained from the NDDR scheme in
Case 2 with ε0 = 10−5 are plotted in Fig. 8 with a relative
error of 0.15% compared with Comsol.
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Fig. 7. Detailed implementation of the NDDR scheme on CPUs and
GPUs. (a) Flowchart of NDDR. (b) Parallelization on CPUs and GPUs.
(c) Sub-domain solver.

As mentioned before, the NDDR scheme is perfectly suited
for massively parallel architectures, since each sub-domain
can be solved independently within each iteration. The NDDR
scheme is implemented on a parallel workstation with multi-
core CPUs and many-core GPUs. Specifically, the workstation
has dual Intel Xeon E5-2698 v4 CPUs, 20 cores each, 2.2 GHz
clock frequency, and 128 GB RAM. The GPU is the NVIDIA
Tesla V100-PCIE-16 GB with 5120 Cuda cores, and details
can be found in [1]. Fig. 7(b) provides the parallel implemen-
tation with regard to POSIX Threads on CPUs and Kernel
on GPUs, and Fig. 7(c) shows the details of the sub-domain
solver. For the implementation on the 40 CPU cores, each
core still needs to handle hundreds of sub-domains due to the
limited number of cores, whereas, for the implementation on
the GPU, each Cuda core can handle much fewer sub-domains.
In fact, in Cases 1–4, each Cuda core only needs to handle
one single sub-domain, since the number of nodes is less than
the number of Cuda cores. The massive parallelism of the
NDDR scheme also results in decent computational efficiency.

TABLE I

RELATIVE TOLERANCE ε0 , ITERATION NUMBER N , AND Error OF THE

NDDR SCHEME FOR DIFFERENT PROBLEM SIZES

Fig. 8. Field distribution of the NDDR scheme in Case 2 with ε0 = 10−5.

With prescribed ε0 = 10−5, the execution time and speedups
of the parallel NDDR scheme implemented on CPUs and GPU
are provided in Table II. It can be inferred that the execution
time of the optimized Comsol solver increases almost linearly
with the problem size (node number), and it is revealed from
Table I that the iteration number required for NDDR also
increases linearly with the problem size (node number).

In Cases 1–4, the maximum parallelism is achieved,
i.e., enough hardware resources are available so that each
sub-domain is projected onto one single hardware core.
Therefore, the execution time is only determined by the
iteration number and thus also increases linearly with the
node number. Compared with Comsol, a steady speedup of
more than 30 times is achieved on the GPU implementation.
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TABLE II

NDDR EXECUTION TIME AND SPEEDUP FOR CPU AND GPU

PARALLELIZATION WITH ε0 = 10−5

However, in Case 5, the speedup drops because each Cuda core
has to handle two sub-domains instead of only one. Similarly,
for CPU implementation, the drop of the speedup when node
number increases can also be explained. With multiple GPUs
in the future with more than 10 000 cores, the speedup of
Case 5 with maximum parallelism can also reach more than
30 times without a doubt.

C. NDDR for Magnetodynamic Case

For magnetodynamic case, the governing equation will
include the eddy current term

∇ · (υ∇ A) = σ
∂ A

∂ t
− J. (6)

Similarly, applying the Galerkin FEM will result in the
following elemental equations:

υe

4�e

⎡
⎣

k11 k12 k13
k21 k22 k23
k31 k32 k33

⎤
⎦

⎡
⎣

A1
A2
A3

⎤
⎦ + σ e�e

12

⎡
⎣

2 1 1
1 2 1
1 1 2

⎤
⎦

⎡
⎢⎢⎣

∂ A1
∂t

∂ A2
∂t

∂ A3
∂t

⎤
⎥⎥⎦

= J e�e

3

⎡
⎣

1
1
1

⎤
⎦. (7)

The following algebraic equations can be obtained after time
discretization with the Backward Euler method:
υe

4�e

⎡
⎣

k11 k12 k13
k21 k22 k23
k31 k32 k33

⎤
⎦

⎡
⎣

A1(t + �t)
A2(t + �t)
A3(t + �t)

⎤
⎦

+ σ e�e

12�t

⎡
⎣

2 1 1
1 2 1
1 1 2

⎤
⎦

⎡
⎣

A1(t + �t)
A2(t + �t)
A3(t + �t)

⎤
⎦

= J e(t + �t)�e

3

⎡
⎣

1
1
1

⎤
⎦ + σ e�e

12�t

⎡
⎣

2 1 1
1 2 1
1 1 2

⎤
⎦

⎡
⎣

A1(t)
A2(t)
A3(t)

⎤
⎦. (8)

Thus, the magnetic vector potentials at time point t +�t are
unknowns, and the solution procedure at each time step is very
similar to the magnetostatic case. The sub-domain equation (4)
needs to be adjusted according to (8).

Note that in the magnetostatic case, the initial guess of the
magnetic vector potential for each node is set to 0, since there
is no information for reference before the problem is solved.
In fact, the number of the required NDDR iterations is less if
the initial guess is closer to the correct solution. This feature
is very useful for the magnetodynamic case, since the final
solution of each time step can serve as the initial guess of

Fig. 9. Number of iterations required for different time steps to maintain a
relative tolerance of 10−5 for the NDDR in Case 2.

the next time step and contribute to the converging process.
In the transient simulation where a small time step is applied,
the field usually changes slowly, implying that the NDDR
iteration number between two successive time steps can be
less than the magnetostatic case presented before.

For Case 2 in Table I with 1273 nodes, 2483 elements,
and the prescribed relative tolerance ε0 = 10−5, the required
iteration number is 537. If the windings are fed with the time-
varying sinusoidal currents provided, the initial guess of the
magnetic vector potential for each time step could be set to
the solution of its previous time step instead of 0. Fig. 9
shows the number of iterations required for each time step
when a different �t value is applied, which reveals that the
required iteration number can be much less than 537 for a
magnetodynamic problem. For example, the average number
of iterations required is 254, 128, and 40 when the applied
time step is 100, 10, and 1 μs, respectively. And the average
execution time per time step of the Comsol time-domain solver
is 2.5 s when �t = 100 μs, 1.6 s when �t = 10 μs, and
0.52 s when �t = 1 μs. Thus, the average speedup of the
NDDR scheme for time-domain FE computation is 53, 60, and
70 times for the time steps of 100, 10, and 1 μs, respectively.

D. Scalability and Limitation

As mentioned before, with unlimited parallel hardware
resources, the execution time of the NDDR scheme will
increase linearly with the problem size and gives more than
30 times speedup compared with the commercial solver, which
are very attractive features. However, in practical applications,
the potential of the NDDR scheme may be capped by the
available parallel hardware resources. For any fixed parallel
hardware resource, the execution time of the NDDR scheme
will eventually increase quadratically with the number of
nodes N , while the time cost of the NR and incomplete
Cholesky conjugate gradient solver will roughly increase
with N1.5, and the execution time of the commercial software
only provides a linear increase with N . Therefore, to gain
decent speedup for an FE problem, parallel hardware resources
that match the problem size would be a prerequisite for the
proposed NDDR scheme.
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Fortunately, the development of modern high-performance
parallel computing architecture provides many possibilities for
such massively parallel algorithms. In our future research,
the FE problems with tens of thousands of nodes would be
solved on the workstation with multiple GPUs; for larger 3-D
FE problems, computer clusters would be considered, which
consists of millions of computational cores.

It is also worth mentioning that due to its matrix-free
property, the NDDR scheme is also promising in those FE
problems with dynamic mesh generation such as rotating
machines with moving parts. The changing geometries only
impact the attributes of the nodes and elements involved,
and all the other computations remain the same, because the
proposed NDDR scheme is essentially decentralized.

In addition, the Galerkin scheme in this paper utilized node-
based FEM, and thus, the sub-domain is defined by a node and
its neighboring triangular elements. Also, the NDDR scheme
can be potentially applied in the edge-based FEM such as 3-D
problems using tangential vector FEs. In that case, the sub-
domain consists of an edge element and all the tetrahedrons
that share this edge.

V. CONCLUSION

In this paper, a novel NDDR scheme is proposed, and the
massive parallelism is implemented on the prevalent parallel
computing architectures. For the first time, the nonlinear FE
problem in EM apparatus is solved in a decentralized manner
without having to assemble a global matrix. The miniature
sub-domain solver shows perfect modularity for SIMD pro-
gramming with the specifically defined data structure, and the
memory required increases linearly with the problem size. The
accuracy and efficiency of the NDDR scheme implemented
on both multi-core CPUs and many-core GPUs are discussed
for different problem sizes, and comparison with the results
from Comsol shows a speedup of more than 30 times while
maintaining high accuracy (error less than 0.85%). In addi-
tion, for time-domain FE computation, the average speedup
achieved is more than 53 times, since the solution of each
time step could serve as a valuable information to contribute
to the convergence of the next time step.

Future research will focus on applying the NDDR scheme in
coupled electromagnetic field-transient FE computation where
dynamic mesh generation is required, and extending it to a
large-scale 3-D FE solution on compute clusters of multiple
CPUs and GPUs.
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