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Abstract

The necessity to secure reliable water resources has always been a challenge for hu-

man societies. Numerous factors contribute to heightened concerns, often resulting in

serious crises for governments striving to ensure the provision of clean potable water

for diverse purposes. At the same time, overpopulation, global warming, and indus-

trial growth have motivated researchers to think about alternative ways to provide,

recycle, reuse and treat water resources. Besides, increased access to social media and

stricter environmental regulations compel industry sectors to find suitable, efficient,

and feasible approaches to treat their wastewater, so that treated water can be safely

disposed of to water bodies or reused in similar applications. There has been a myriad

of conventional methods for water and wastewater treatments some of which are still

frequently used. However, a more advanced approach capable of being utilized for a

wide range of pollutants present in water is still an open research avenue.

First part of this thesis is devoted to coupling cold plasma activation with hydro-

dynamic cavitation to leverage better mass transfer between gas and liquid phases

via microbubble generation and collapse. A modified Venturi tube with an opening

is used to allow the self-entrainment of air as the plasma gas into the water flow.

Three sample pollutants widely observed in wastewater streams are studied i.e., two

antibiotics (sulfathiazole and norfloxacin) and an azo dye (methylene blue). The ef-

fects of initial concentration and water flow rate are investigated. Energy yield and

degradation kinetics of experiments are also elaborated and applications are extended

to larger volumes to show the ability of method to be applied in larger capacities.

In the second part, Computational Fluid Dynamic (CFD) simulations are performed
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to study the interactions in a three phase system. Cavitation effect is elaborated in

detail along with the impact from air as the plasma activated gas. Effect of different

water flow rates on the generation and expansion of cavitating bubbly flow is studied

and results are validated versus experiments that were conducted in the first chap-

ter. Transient simulations are performed in ANSYS Fluent 2020R2 commercial CFD

software. Reynolds Averaged Navier-Stokes (RANS) models are utilized to capture

turbulence phenomena and mixture model is considered for multiphase flow. Post

processing of results are performed in CFD-Post to better understand the dynamics

and physical behavior of the system.

To conclude, this thesis introduces the cold plasma discharge combined with cavi-

tation as a novel Advanced Oxidation Process (AOP) for wastewater treatment. The

applicability is shown by testing the method in a wide spectrum of pollutants and

results show the successful performance even at higher water volumes. CFD sim-

ulations help better understand the complex phase interactions and how cavitation

can assist in degradation of endocrine pollutants in water streams. Insights from this

thesis can guide future studies on optimizing the system and testing other pollutants

where other AOPs do not show effective outcomes.
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Chapter 1

Introduction

1.1 Background

1.1.1 Degradation of pollutants in water

The problem of securing reliable water resources for people has always been a chal-

lenge for communities. Population increase and unsustainable utilization of natural

resources puts extra pressure on providing water supplies. Besides, global warming

makes water tension inevitable and many countries in arid and semi arid regions

have started to think about alternative water resources. Recycling water seems to

be an efficient approach that does not stress out natural bodies of water and also

reduces the wastewater released to the nature. There are many traditional methods

to treat water and wastewater with the goal of reusing it either for drinking or in-

dustrial purposes. Chlorination[1], boiling and solar disinfection[2], flocculation and

coagulation[3], ozonation[4–6], and photochemical treatment[7, 8] are some of the

methods fairly investigated in the literature. Although many of these methods are

still being used in water treatment facilities worldwide, there are considerations to

be made. Solar disinfection and desalination is not effective for water supplies with

high concentration of pollutants. However, it is fairly reliable for desalination and in

combination with other techniques. In other words, solar disinfection alone cannot

degrade many pollutants in water. Treating water with chlorine derivatives obviously

adds an external chemical to water which in turn can increase the risk of having an
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unhealthy water. Unreacted chlorine along with by-products of reactions can lead to

residual chemical species that can harm human bodies. Flocculation and coagulation

also has the down side of adding chemicals to water. Nevertheless, it is widely used

in water treatment plants. According to Gomez et al. [9], ozonation cause the forma-

tion of bromate in water. Additionally, it is mentioned that ozonation is less effective

in degrading antibiotic resistant genes compared with chlorination and the intensity

should be controlled carefully[10]. Photochemical water treatment is an advanced

promising technology for water treatment, but there are some aspects that should

be taken into account. Zhao et al. [11] and Sukhatskiy et al.[12] have reviewed the

disadvantages of each photochemical treatment system.

There is another major factor when trying to find a reliable solution for degrading

chemicals in water. The pollutants chemistry undoubtedly has a major impact on de-

termining which method to be used. Recently, we have faced new array of pollutants

that are known as emerging contaminants. Mostly coming from hospitals or farms

(due to using pesticides) these emerging contaminants require more effective degra-

dation techniques. Khan et al. [13] states that emerging contaminants are those

caused primarily by micropollutants, endocrine disruptors (EDs), pesticides, phar-

maceuticals, hormones, and toxins, as well as industrially-related synthetic dyes and

dye-containing hazardous pollutants. Advancements in biotechnology and environ-

ment engineering necessitates the need to look for more innovative water remediation

implementations. Figure 1.1 illustrates life-cycle and distribution of some of these

emerging contaminants.

More specifically, antibiotics develop as the bacteria modify and the chemicals and

agents that used to be effective in the past lose their advantage. Apart from the

chemical nature of pollutants, in some cases the scale of the contaminants requires

other methods that are able to penetrate in small micro and nano scales. Micro

plastics are one of the examples in this regard. Not only are the micro plastic resistant

to many advanced oxidation processes, but also they are abundant in micro scales in

2



Figure 1.1: Life-cycle distribution of emerging (micro)-pollutants from sources to
receptors viewpoint. [13]
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open water bodies.

Plasma technology is introduced as a green method that is strong enough to degrade

resistant pollutants in water. The flexibility of plasma technology makes it possible

to be integrated to most water treatment facilities with different aspects. The unique

feature of not adding any chemicals in water makes it more attractive than many

competing methods. In addition, the power supply can be provided by renewable

energies which reduces the environmental footprints.

1.1.2 Plasma technology

Plasma is the fourth state of matter[14]. It can be produced by subjecting gases

such as air, argon and oxygen to high electric energy. The resultant ionized gas is

a cocktail of highly reactive oxygen species (ROS) (O, O3, OH, H2O2) and reactive

nitrogen species (RNS) (NO, NO2, NO3)[15]. Plasma occurs both naturally (such as

in solar winds resulting in Aroura Borealis and thunder bolts) and man-made. Huge

potential difference causes electron excitation which in turn results in the dispersion

of energy in different forms. There are some principal components in plasma systems:

• Charged particles (electrons, negative and positive ions)

• Excited atoms and molecules (vibrationaly and electronically)

• Active atoms and radicals

• UV photons

In order to have plasma, the gas needs to be just partially ionized. Both natural and

artificial plasmas are quasi-neutral, which means that concentrations of positively

charged particles (positive ions) and negatively charged particles (electrons and neg-

ative ions) are well balanced. The range of electron temperature falls in 1-20 eV (1

eV=11600 K) and electron densities (as the possibility of presence of electrons in in-

finitesimal element of space) are in the range of 106–1018cm–3. There are approaches
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to classify plasma. One conventional method is to consider the temperature of the gas

that is to be ionized. In this regard, plasma is categorized into thermal plasma and

cold plasma (also known as non-thermal plasma or NTP). In order to have a sense

of the temperature scales one must know there are mainly two kinds of temperature

in this field. Electron temperature (Te) which is usually in the range of 1 eV (∼

11600 K), and gas temperature (Tg) which is attributed to temperature of neutral

gas molecules. In some references warm plasma is also added to previous groups as

a third category [16, 17]. Based on this logic, in cold atmospheric plasma (CAP)

electron temperature can go as high as 2 eV while the gas temperature which is the

bulk of gas that we sense in the media remains in room conditions. This phenomenon

can be achieved by producing a non-uniform electric field either by applying high

voltage field on specific point locations (like sharp edges) or by applying a pulsating

electric field which avoids gas temperature to reach high values. Whether we have a

non-thermal or thermal plasma, the maximum temperature (Te) is in the order of 1

eV which is 10 % of the total ionization energy required for ionization process. In

other words, in NTP, electron density is smaller but those few electrons have higher

temperatures. In contrast, in the case of warm and thermal plasma, Te does not go

so high but greater electron density causes the gas temperature to increase. It should

also be noted that for NTP, pressure levels also remain in room conditions following

the fact that temperature of gas molecules have not raised so much. Table 1.1 (taken

from [16] with some changes) summarizes different types of plasma based on electron

temperature, density and gas temperature. The reactive species in CAP (gas phase)

can be directly applied to dry samples, or to samples in solution. CAP interacts with

water to form additional reactive species, such as hydroxyl radicals, hydrogen perox-

ide, nitrous and nitric acids. Gas phase plasma can only have surface effects and the

penetration of reactive species (O, O3, and NO) is not considerable. On the other

hand, in liquid phase, plasma species can interact with all surrounding components.

Based on the plasma-liquid interactions, plasma-liquid systems can be classified

5



Table 1.1: Typical features of three types of plasma[16]

ne (cm
−3) Te (eV) Tg (K) P (Pa)

Cold plasma ≤ 1011 ∼ 2 ∼ 300 ≤ 100

Warm plasma 1011 − 1012 1-2 1500-3000 ∼ 105

Thermal plasma 1013 1-2 ≥ 4000 ∼ 105

into direct discharges in liquid and discharges in the gas phase over a liquid [18].

During direct plasma treatment, not only long-lived reactive species are persistently

present during the treatment, but also short-lived radicals, atomic and molecular

species, and electrons are transferred into the liquid.

1.1.3 Cold atmospheric plasma sources

There are also other classifications for cold plasma made in the literature based on

other factors such as reactor type. More frequently systems used in water and decon-

tamination purposes are dielectric barrier discharge (DBD)[19, 20], corona discharge

[21–24], and gliding arc (GA)[25–27]. Generation principles of these configurations

are described here.

Dielectric barrier discharge

As its name suggests, dielectric barrier discharge is when the current and charge

transfer are limited by the dielectric barrier layer covering the electrode [28]. The in-

sulating materials (glass, ceramics, silicon, quartz and polymers) can avoid conversion

of plasma into a spark or an arc discharge. As a result, DBD is a safe configuration to

generate CAP. DBDs can be generated by using alternate current (AC) (1-100 kV, 50

HZ – 1 MHZ) or pulsed voltage. Power source, the energy input, is associated with the

intensity of plasma species, whereas gas type is related to the type of plasma species

[28]. There are various DBD electrode arrangements that can be used to produce

CAP [18, 28, 29], which are depicted in Fig 1.2. For example, the volume of DBD is
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Figure 1.2: Typical configurations of dielectric barrier discharge adapted from [18,
29, 31]

comprised of two electrodes separated with a gap, and the insulating materials can

be placed on one electrode or two electrodes (Fig 1.2a, b, and c). DBD is one of the

most frequently used types of CAP due to its low cost and versatility. Application

range from material science to agriculture and food industries [30].

Corona discharge

Corona discharge occurs when a high electric field is applied to a sharp edge or sur-

face in atmospheric pressure. At that sharp point which is also called ”corona”,

illumination of plasma commences and ionization of gas starts. Due to system con-

figuration, corona discharge alone has been less studied and applied for different
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Figure 1.3: Schematic of corona discharge plasma configuration adapted from [18, 28,
31]

purposes. Banaschik et al. [32], have used pulsed corona discharge for degradation

of pharmaceutical compounds. It has also been used for removal of textile dyes [33],

and pesticides [34].

Continuous mixing of solution (wastewater) during corona discharge is essential for

uniform distribution, effective mass transfer, and penetration of ROS species in batch

reactors [35]. Wardenier et al. (2019) have reported that although, corona discharge

represents good results but it cannot effectively be coupled with large wastewater

systems in batch setup [36]. The reason is the short life time of reactive oxygen and

nitrogen species (RONS) that are generated in gas phase. Besides, RONS generated

may not be able to sufficiently penetrate to deep layers of water and thus may not be

able to treat the bulk of water properly. A simplified schematic of corona discharge

setup is sketched in 1.3.

Glow discharge

Glow discharge is a well-established and self-sustained plasma discharge that is widely

used in analytical spectroscopy [37], textile industry [38], and seed germination [39].

In glow discharge mode, electron density is high and longer proximity where nitrogen
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species are emitted can infuse more easily to samples and treat them more effectively.

Elevating the operating pressure to higher than atmospheric levels can make the

discharge unstable and convert the glow to a spark. Furthermore, operating glow

discharge at atmospheric pressure levels require special configurations to obtain stable

and uniform glow discharge at atmospheric pressure. For instance, the frequency of

power supply should be higher than 1 kHz, dielectric barriers are needed, and the

operating gas is best be helium [28, 40]. Thus, the operation of this mode is more

difficult and more expensive despite its better performance for degradation.

Atmospheric pressure plasma jet

Atmospheric pressure plasma jet (APPJ) is a broad concept, which includes any

plasma source with an open electrode and projection of plasma species into an open

area [41]. In fact, in APPJ a stable array of plasma activated species can transfer

to another media via a nozzle. As an example for its applications, thermal arc can

be applied for etching and cutting in materials industry. For biomedical purposes,

APPJ can be utilized for dental treatment, virus deactivation and decontamination

of surfaces using different power supplies (AC, DC, RF, pulsed and microwave) and

gases. APPJ has been used recently for food germination and microbial deactivation.

Veerana et al. (2021) [42] have used non-thermal atmospheric pressure plasma jet

to germinate α–amylase in potato dextrose broth (PDB). Normal maize starch was

modified to a waxy maize starch by using APPJ [43]. The influence on the structure

and physicochemical properties of both starches was demonstrated by treating a 5%

starch suspension (w/w) with APPJ for times of 1 to 7 minutes. Nevertheless, APPJ,

owing to its small dimensions is usually applied to small scales [44].

It should be mentioned that there are more different classes of plasma based on con-

figuration and generation principles. However, the above-mentioned modes are more

frequently used in the case of non-thermal plasma. Other modes and configurations

involving warm and thermal plasma can be found in the literature [45–48].
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1.1.4 Applications of cold plasma

During past decades, providing a reliable water resource for the growing world pop-

ulation is believed to be a serious challenge. Global warming and requirement to

safely dispose wastewater (containing emerging contaminants) are two other com-

pelling factors motivating scholars to think about novel water treatment approaches.

Traditionally, biological oxidation, physical adsorption and chemical coagulation have

been discussed intensively in the literature [49–53]. In some of the mentioned meth-

ods and in majority of conventional degradation processes, introducing new chemical

agents and/or requirement to separate the products limits sustainable functionality.

More robust techniques with minimum environmental footprints are desired to treat

these trace and endocrine compounds.

Plasma is the fourth state of matter[14]. Gas molecules dissociate to other atoms

and transfer energy upon contact and collision with other species including electrons,

reactive species (radicals, peroxides, super oxides, hydroxyl radicals, singlet oxygen,

alpha oxygen) and positive ions[54]. Based on gas and electron temperature, plasma

is grouped into thermal, warm, and non-thermal (cold) subsets. Heat that is being

sensed mainly comes from gas temperature which can go as high as 10000 K in thermal

plasma[17]. Nonetheless, for cold plasma, electron temperature can reach the afore-

mentioned values, while gas temperature and pressure remain at room conditions[16].

This fact has interested researchers to leverage non-thermal plasma for many applica-

tions including water treatment, food disinfection, CO2 utilization, seed germination

and etc. Plasma Activated Water (PAW) has been recently introduced as a method

capable of being utilized in many applications. The principle in PAW is based on

activating a gas media by high energy electric field to provide plasma.Providing a

plasma activated environment and passing water through the system causes forma-

tion of PAW that can be used for decontamination [55–57], food germination [58–61],

pollutant degradation [62–66], E-waste removal [67], and directly for antimicrobial
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applications[68, 69]. Plasma can also be used for biomass conversion [70, 71], CO2

utilization [16, 17], and surface modification. For instance, It was mentioned in [70]

that gas discharge plasma can transfer renewable electric energy to chemical energy.

This is accomplished by formation of highly reactive media which in turn can be

used in agricultural waste valorization. The goal in many of the biomass conversion

processes is to raise the energy in the waste and biomass with the aim of convert-

ing the raw materials to other more useful commodities or fuels. There are low and

medium-temperature biomass conversion processes, including biomass pretreatment

and delignification in order to help enzyme or acid-catalyzed hydrolysis to sugars

and biomass liquefaction using plasma electrolysis. Besides, high and very high-

temperature conversion processes, such as plasma-assisted pyrolysis and gasification

to syngas are discussed. This includes plasma application to tar removal, combus-

tion, and vitrification. A summary of plasma technology in biomass conversion is

sketched in Figure 1.4. There are many reactions involved in plasma systems produc-

ing free radicals, ions and high energy species. Reactive oxygen and nitrogen species

(RONS) comprise a great share of radicals generated with different life-times, includ-

ing long-lived species. It is stated in [54, 72] that hydroxyl radicals (OH), nitrogen

dioxide (•NO2), nitric oxide radicals and more durable species such as ozone (O3),

hydrogen peroxide (H2O2), nitrate (NO−
3 ), and nitric oxide (NO) can be generated

with respect to the gas atmosphere. As brought in [73] water molecules react with

energetic electrons to form hydroxyl radicals. These hydroxyl groups can combine to

form H2O2. Then H2O2 may react with UV light to yield OH radicals:

∗e– +H2O ↦→ •H + •OH + e– (1.1)

•OH + •OH ↦→ H2O2 (1.2)

H2O2 + UV ↦→ •OH + •OH (1.3)

Apart form producing many reactive species, NTP can emit UV and visible light, and

generate shockwaves capable of inducing cavitation. Some works have investigated
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NTP for water and wastewater treatments. Huang et al. [74], have used Dielectric

Barrier Discharge (DBD) plasma to decompose methyl orange in water. It was shown

that 99 % of dye molecules can be removed after 35 minutes. However, the volume

of samples was only 25 mL and also the configuration is in a batch mode. Zhang et

al.[75] have used DBD for degradation of norfloxacin in water. The volume was only

1 liter and different combination of O2 and N2 were tried. Different discharge schemes

and reactor configurations are discussed in [76] and kinetics are analyzed, though in

most cases, the discharge happens only at a superficial layer at the surface of liquid,

inhibiting efficient collision between reactive species and pollutant molecules.

There are different approaches to put water in contact with plasma environment.

Some scholars have tried generating plasma above water surface and then in con-

tact with water [77, 78]. However, some works studied generating plasma in bubbles

(Plasma Microbubbles PMBs) [62, 64]. Providing a mechanism to produce bubbles

and then providing the plasma-activated air inside them is shown to result higher

energy yields compared to GLDBD. In fact, Meropoulis and Aggelopoulos [79]have

compared PMBs and GLDBD in their research. It is argued that generating plasma

inside bubbles and then having them collapsed in the liquid environment can have a

more powerful impact on degrading the pollutant species. In addition, there are more

OH radicals in the PMBs compared with GLDBD and the energy yield dominate in

the first case (82,1 g/kWh). Improved mass transport in the case of plasma microbub-

bles cause enhanced kinetics and better energy yields. In this study, hydrodynamic

cavitation assists in producing plasma microbubbles. Having the plasma activated

media embedded in microbubbles which are generated by hydrodynamic cavitation

leverages faster mass transfer and thus more effective pollutant decontamination.

Plasma can also be applied for CO2 conversion. As stated in [17] plasma is a

complex mixture of highly reactive and excited species which is favorable in many

applications. Plasma can be categorized to thermal, warm and cold depending on the

temperature and pressure conditions. Thermal plasma is referred to the occasions
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when the temperature is in the range of 4000 to 20000 K or the at high gas pres-

sures. At temperatures as high as 2300 K the media cannot be effectively used for

CO2 conversion while it can be ideal for coating technology, fine powder synthesis,

(extractive) metallurgy (e.g. welding, cutting) and the treatment of hazardous waste

materials.

Electrons can be deemed as the initiators of highly reactive chemical mixture. This

obvious key advantage of cold plasma: allowing gases as inert as CO2 to be activated

at room temperature by energetic electrons make the cold plasma an efficient pro-

cess for conversion of CO2. The second salient advantage of non-thermal plasma

technology for CO2 conversion is its flexibility or turnkey process. This can be im-

mediately switched on or off with conversion and product yield stabilization times

generally lower than 30 minutes. Besides, power consumption can be easily adjusted

and scaled. Additional advantages of plasma conversion of CO2 comparing with other

emerging technologies include: low investment cost for the reactors (they do not rely

on rare earth materials), and their simple scalability from watt to megawatt appli-

cations (as already demonstrated by the successful development of ozone generators

[80].

Recent works have illustrated there is a transitional plasma type sharing properties

of both thermal and cold plasma and is called warm plasma. Since the operating

conditions are at the boundary levels, non equilibrium discharges are able to supply

(re)active species, and also offer some controlled level of translational temperature.

This translational temperature is still lower than electron temperatures but at the

same time are much higher than room temperatures and can easily reach up to 2000-

3000 K.

The way plasma is used is determined based on the intended application. Reactive

species are first produced in gas phase. Then they can be transferred to the solid or

liquid surface or stay in a gas phase mixture. In this thesis, we are mainly focused on

systems in which plasma is applied to gas-liquid interface as this comprises the bulk
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Figure 1.4: Plasma technology for biomass conversion to value-added products.The
plasma cartoons represent the usage of plasma been reported. [70]

of projects in water and wastewater treatment with plasma technology.

1.1.5 Gas-liquid interface

One of the major hurdles in chemical industries is the problem of species transport

from gas to liquid or vice versa. Attempts are done to enhance the transfer which in

turn can intensify the process. By enhancing mass transfer, not only does the mass

transfer rate of a device or system increase but energy consumption may be lowered

and efficiency may rise. There are many ways to improve gas-liquid mass transfer

such as increasing temperature, using nanoparticles and nanofluids [81], improving

mixing by optimizing reactor design, and increasing surface area. The goal in all

of these methods is to increase the contact time and contact area between gas and
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Figure 1.5: Diagram of applications of cold plasma technology in different industries

liquid phases. It is worthwhile to mention that same issue is faced in heat transfer

where process engineers search for boosting heat transfer between the phases. One

of the novel methods to achieve this target is to use microbubbles. Microbubbles

with dimensions in the range of micrometer can yield considerable increase in surface

area. Besides, there is no need to add a secondary chemical or particle to improve

the mass transfer. The challenge for microbubbles is their generation and stability.

Finding economical ways to produce bubbles and optimizing parameters such as pres-

sure, temperature and viscosity to control their collapse can nominate this method

as a clean and reliable approach for gas-liquid mass transfer. Liu et. al (2018) have

reported that using microbubbles in combination with DBD plasma reactor can en-

hance the efficiency in degaradtion of aniline in water [82]. Hydroxyl radicals were

mentioned to be the major reactive species contributing to degradation of recalci-

trant chemicals and microbubbles collapsed under water surface increased production

of hydroxyl radicals. More recently, Zhang et al (2021) [83] have tried microbubbles

and non-thermal plasma for decomposition of perfluorooctanoic acid. Their research
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was conducted in a needle–plate pulsed discharge reactor integrated with a water jet

to which microbubbles with different carrier gases (air, N2, and Ar) were introduced

to enhance interfacial reactions. Although concentration of pollutants were high (30

mg/L), high energy requirements (up to 331.95 kWh/m3) and small scale treatment

shows the potential for further work in this field. There are different approaches to

generate MBs such as using a gas diffuser, nano-bubble generator, using sonication

methods or leveraging cavitation. In this research we are focused on MBs induced

from hydrodynamic cavitation which is believed to give further advantages in degra-

dation of pollutants owing to the generation mechanism i.e cavitation itself causes

some reactive species to form.

1.1.6 Hydrodynamic cavitation

Hydrodynamic cavitation is one of the Advanced Oxidation Processes (AOPs) that

can be used in conjunction with other methods to enhance the overall performance.

Variation in pressure causes the liquid to reach below vapor pressure and form micro

to nano-sized bubbles. Sudden collapse of bubbles results in transfer of internal gas

along with release of massive point source energy. It can be used in a wide range

of industries for different applications including wastewater treatment [84], chemical

synthesis and food processing to mineral processing [85]. In mineral processing, it im-

proves fine particle flotation efficiency. In flotation, there is density difference and the

intended minerals which are hydrophobic agglomerate on top of the surface and can

be collected. Flotation efficiency largely relies on the particle size. The recovery rate

decreases significantly for particles smaller than 20 µm[85]. Therefore, hydrodynamic

cavitation creates a practical approach for efficient fine particle flotation because of

raising particle-bubble collision and attachment probability and at the same time

decreasing chance of detachment. In summary, using cavitation for flotation has the

following advantages: production of micron- and nano-sized vapor bubbles [86], which

are effective in better particle aggregation and more effective collision of hydrophobic
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particles with bubbles generated after cavitation. A schematic of the flotation column

with the cavitation tube is depicted in Figure 1.6.

Few works have combined plasma with bubbles to degrade pollutants[65, 88].

Plasma treatment was enhanced by microbubbles in [65] to activate water for food

decontamination and dye decolorization. Compared with systems without microbub-

bles, degradation rate constant was increased 5 times showing improvement in perfor-

mance. The setup has the capability of self-injecting air into the chamber thus does

not require forced injection of plasma. Another advantage of design is its applicability

in a steady mode while allowing plasma-activated air to come in contact with flowing

water. In spite of achieving high degradation levels, application was not scaled to

larger volumes and the effect of initial concentration was not studied.

Performance of the cavitating Venturi tubes is hugely dependent on the geometry

of the device. Factors such as the throat length, the throat diameter or the convergent

and divergent angles play a crucial role. With the improvements in Computational

Fluid Dynamics (CFD) and new cavitation models, our understanding of this phe-

nomenon has increased. Bashir et al.[89] conducted CFD analyses of different Venturi

tubes such as circular, slit, and elliptical Venturies. The throat diameter to throat

length ratios were 1:0.5, 1:1, 1:2, and 1:3 and divergent angle (5.5,6.5, 7.5, and 8.5°).

Margot et al.[90] tried various 3D turbulence models such as k − ε/low Re/hybrid,

k−ε/high Re/standard, k−ε Re-Normalisation Group (RNG)/standard, k−ω shear

stress transport (SST) and standard/high and low Re/hybrid and standard to study

the cavitation flow within a throttle channel at different operating conditions. The

k − ε/low Re/hybrid showed better agreement with experimental data.

Some works have focused on studying the hydrodynamic cavitation in Venturi

tubes. Shi et al.[87] have done experimental and numerical study on cavitation in

Venturi tubes with different geometries. Each Venturi tube has a converging part

and a diverging section. The converging angle was selected at 19 and 45°. It was

shown that a 45°convergent angle enhances cavitation in comparison with 19°angle.
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Figure 1.6: (a) Schematic view of flotation column used in mineral processing,(b)
scheme of cavitation tube. [87]
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The geometry was scaled up using CFD-based numerical simulation.

Dillon et al.[91] have performed experimental and CFD simulations at three water

flow rates and three air flow rates. After validating the model with experimental data,

it is used to study the effect of diverging angle and throat length/throat diameter

ratio on produced microbubble size. It was revealed that increasing water flow rate

and reducing the air flow rate produce smaller microbubbles. The prediction from the

CFD results illustrated that throat length/throat diameter ratio and diffuser divergent

angle have a small effect on bubble diameter distribution and average bubble diameter

for the range of the throat water velocities used in the study.

1.2 Motivation

Previously, researchers have focused on studying the effect of plasma in combination

with microbubbles. This study brings up a novel Venturi design that utilizes hy-

drodynamic cavitation along with cold plasma for water and waste water treatment.

Few works have studied the synergetic effect of HC-cold plasma [65]. However, ef-

fect initial concentration of pollutants is not considered. Besides, by using different

water flow rates in the flow system we can better study the effect of water flow rate

in the system. Additionally, previous research works did not scale up the setup for

larger applications. We have increased the sample column to 2, 10, and 20 L so as

to analyze the behavior of the system at larger scales. In the literature, there are

some numerical works that aimed to study the cavitation in Venturi tubes [65], but

there is no validation for the models and this puts the results under question. Here,

we have validated our model with the experimental results and a good agreement is

shown. In turbulent flows like the one that is used in this setup, k − ω model can

better capture flow behavior near walls. Therefore, this model is selected for CFD

simulations. Mixture model was used for multiphase flow. It assumes that the ve-

locities, temperature and densities of both the liquid phase and the vapor phase are

the same at every position in the two-phase fluid field. Another advantage of using
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mixture model is its compatibility with cavitation model that is used here.

Apart from studying the effect of initial concentration, three different types of

pollutants are considered in order to show the applicability of the system for different

water flows. Two antibiotics and a dye are selected to demonstrate the potential for

degradation of potentially resistant agents.

1.3 Thesis Objectives

At the first step, this study aims to propose a novel modified Venturi design that can

be used in combination with cold plasma technology for water treatment. The setup is

prepared in a continuous system and the chemicals are treated in a parametric study.

Studied factors include sample identity (chemistry), concentration, volume, and water

flow rate. One of the key objectives was to investigate the effect of initial concentration

of pollutants as it is a determining parameter in waste water treatment. In some

applications, the concentration is so low that cause a challenge for the treatment

facilities. Besides, working at the optimized conditions enables researchers to look for

green and low cost methods.

CFD simulations are then carried out in the next chapter to demonstrate the appli-

cability of the system for other volumes. Numerical studies allow better understanding

of the cavitation phenomenon and its role in the system. Cavitation inception and

effect of water flow rate is also studied. Different velocity, pressure and flow charac-

teristics will be examined with the goal of optimizing the operating conditions and

optimizing the system. As far as we know, it is the first time using mixture model

to simulate the multi-phase flow in modified Venturi tubes and in combination with

cold plasma.
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1.4 Thesis Outline

In chapter 1, a comprehensive literature review of plasma systems is conducted and

different plasma types are explained. Cold plasma is differentiated and focused more

in details. There are many different methods and systems that utilize plasma. Some

configurations used in the previous research works are illustrated. The application of

plasma and more specifically cold plasma is described and its advantages are men-

tioned. Then concept of hydrodynamic cavitation are explained and its role in differ-

ent industries is studied. Chapter 2 first summarizes the methodology and chemicals

used in the experimental section and then the setup and parameters for the numerical

study is explained. The parameters analyzed and formulas used in chapter 3 are de-

scribed in detail in chapter 2. After that chapter 3 presents the microbubble-enhanced

cold plasma activation for water decontamination. Degradation dynamics and energy

yield in relation to pollutant concentration, total volume and flow rate of water is

studied in this chapter. This is based on the published paper in the journal of Water

Process Engineering. In chapter 4, the numerical simulations are performed to show

a better understanding of the microbubbles interactions in the multi-phase system.

Mixture model is used with k − ω model for the turbulence. Schnerr-Sauer model

is utilized for cavitation in the chamber. Different flow conditions are simulated at

different times and flow characteristics are sketched in contours and figures. Chapter

5 brings the conclusion of the thesis and then discusses the future works and the

potential of the system to be used for other applications. Besides, parameters such as

other chemical pollutants, other volumes, concentrations, and designs are discussed.

Key findings and contributions of this work are summarized in chapter 5.
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Chapter 2

Methods and procedure

2.1 Methods and procedures for chapter 3

2.1.1 Materials and chemicals

Methylene blue (MB) (C16H18ClN3S), sulfathiazole (STZ) (C9H9N3O2S2), and nor-

floxacin (NOR) (C16H18FN3O3) analytical standard ≥ 98 % were purchased from

SigmaAldrich (see Fig 2.1). Pure water was obtained from water purification unit

(Milli–Q, Merck, Germany), having electric conductivity of 18.2 µ Ω.cm−1 and nat-

ural pH of 6.23 at room temperature (25 °C) was measured. Samples were prepared

by making stock solutions using pure water. For each chemical used, the respective

amount of solid powder was dissolved in water and ultrasonicated to yield the final

stock solution.

Concentrations chosen were 2, 5, 8, and 10 mg/L for 0.5 and 2 L volumes and 0.1,

0.5, and 2 mg/L for 10 and 20 L tests. Samples concentrations were quantitatively

characterized using UV-visible spectrophotometry following Beer-Lambert’s law. The

Venturi tube used in this work was fabricated with a 3D printer (Form3 Low Force

Stereolithography (LFS)). Preparation procedure is described in detail elsewhere [92].

In brief, the model was designed in SolidWorks, and exported to 3D printer for setting

up supports and final layering. The converging angle (α) was 26°and the diverging

angle (β) was designed to be 12 °. The diameter of the tube and the throat section

were 9.7 mm and 3 mm, respectively. The throat length was 7.5 mm while the neck
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diameter (denoted by e) was only 2 mm. A schematic of the model is shown in Fig

2.2.

(a) (b)

(c)

Figure 2.1: Molecular structures of three model compounds. (a) methylene blue
(MB), (b) sulfathiazole (STZ), and (c) norfloxacin (NOR) [93–95].

2.1.2 Degradation pathways of pollutants

In the literature, various pathways are pointed out for these chemicals using High

performance liquid chromatography-Mass spectrophotometry (HPLC-MS) or Surface

enhanced Raman sepctroscopy (SERS) techniques. Possible degradation of MB is

represented using LC-MS [96]. High energy ozone, electron and hydroxyl radicals are

claimed to be main species responsible for production of intermediates. Presence of

peak at molecular weight (m/z) of 284 proves the existence of MB. Demethylation

of MB molecules results in generation of structures with m/z of 256, 270, and 228.

Organic molecules withm/z values of 292 and 343 are attributed to the hydroxylation

reaction. Dissociation of bonds in CH3–N(CH3)C6H5 and C6H5–S–C6H5 causes the

formation of products with molecular weights of 273, 262, and 247[96]. Possible

breakage of rings would then cause the formation of compounds with m/z of 170,

135, and 125. Final stage of degradation pathways comprises of mineralization to

generation of CO2, H2O, SO2−
4 , and NO−

3 .
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Figure 2.2: (a) Schematic of ”Plasma-Venturi” treatment loop. Water is circulated
with the pump. Plasma is generated and self sucked through Venturi neck and enters
water tanker to close the loop.(b) Geometric model of the Venturi tube used in the
system
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Plasma treatment of sulfonamide antibiotics including STZ was studied was studied

by Kim et al. [97]. Liquid chromatography - time of flight- mass spectrometry (LC-

TOF-MS) technique was utilized to analyze intermediates. It is mentioned that ozone

can contribute intensively to the degradation of these antibiotics especially when the

generated ozone is dissolved in water. As shown in Figure A.2, 5 intermediates

are introduced as possible degradation products of STZ. A3 (C9H11N3O4S2 with

m/z of 290.0264) results from hydroxylation of thiazole ring. Pathway B begins

with hydroxylation of benzene ring and S-N bond in A2 can be broken to yield A1.

Following path C, amine group is substituted by hydroxyl to produce A5 which can

be oxidized further to A4 (m/z = 256.0208, C9H9N3O2S2), subsequently. Breakage of

S-N bond in A5 and A4 can also occur leading to generation of A1(2-amino thiazole,

m/z = 101.0174, C3H4N2S). Finally, more oxidation and mineralization will cause

production of oxalate, acetate, and formate (see Figure A.1 Appendix A).

Treatment of NOR with oxygen plasma was studied and 5 degradation products

were highlighted [98]. As shown in Figure A.3, at least three pathways can be con-

sidered for NOR. C - F bond of NOR breaks to form P1 with m/z=302. Then a

substitution reaction on benzene ring starts to yield P5 (m/z = 318) due to hydroxyl

radical attack [99]. Breakage of C - COOH bond in NOR results in formation of P4

(m/z = 274). Additionally, either C - OH bond of NOR or C - F and piperazine

bonds are broken to form P3 with m/z = 304. Piperazine ring in NOR structure can

also be broken to form P2 (m/z = 279)[100].

2.1.3 Methodology and experimental setup

The flow loop for cold plasma activation is sketched in Fig 2.2. The setup consisted

of a peristaltic pump (WT600-4F, Longer, China), a plasma nozzle (BD-20AC, ETP,

USA), a Venturi tube, and containers for liquids being treated. Flow rate is varied

from 3 to 5 L/min. Activation time was 30 minutes in most conditions with the

exception of sulfathiazole at 2 liter where the activation time was extended to 60
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minutes in total. Samples were taken every 5 minutes in the first 20 minutes and

every 10 minutes afterwards. Discharge power of the plasma activator was adjusted

via the controller knob at the top of the device and was fixed at 40 W . Voltage was

also fixed at 15 kV . Pump power was measured using BLUETTI EB70S Portable

Power Station 800 W 716 Wh. The values were 26, 35, and 40 W for flow rates 3, 4,

and 5 L/min, respectively. Concentrations were measured by UV-visible spectropho-

tometer model GENESYS 150. Concentrations were increased for more convenient

detection with spectrophotometry device. For each activation condition, the exper-

iments were repeated three times and the average values were reported in the plots

and calculations.

Degradation Efficiency (DE) is calculated from the following equation:

DE =
C0 − Ci

C0

∗ 100 (2.1)

where C0 is the initial concentration and Ci is concentration at any time t. Degra-

dation dynamics and energy yield (EY) can then be captured using set of below

equations:

Ci = C0.e
−k.t (2.2)

EY =
DE ∗ V ∗ C0

P ∗ t
=

Pollutant degraded

Energy consumed
(2.3)

Here, k (min−1) is degradation rate constant and EY (mg/J or m3/kJ) is energy

yield[101–103]. P (W ) is the combined power of the plasma device and the pump

and t is treatment time. V is the sample volume which in the case of small treatment

is 500 ml and is further raised to 2, 10, and 20 L to treat water in larger volumes.

Energy yield consists of volume, initial concentration, time, and efficiency. Therefore

this term can be used to analyze the performance of the system. The larger EY

conveys more samples can be treated per Joules of energy paid for.
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Table 2.1: Solution and flow conditions used in this work

Compound Initial Concentration (mg/L) Volume (L) Flow rate (L/min)

MB

2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

0.1, 0.5, 2 10, 20 5

STZ
2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

NOR

2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

0.1, 0.5, 2 10 5

2.2 Methods for Chapter 3, Numerical methodol-

ogy

Experimental setup is described in detail in [104]. The experimental setup is composed

of a peristaltic pump (WT600-4F, Longer, China), a plasma nozzle (BD-20AC, ETP,

USA), a Venturi tube, pressure gauge (Digital Remote Transmission Pressure Gauge-

Asmik), and containers for liquids being treated. Flow rate is varied from 3 to 5

L/min. Test conditions are brought in Table 2.5. Plasma nozzle is fixed at 15 kV

via a rotating knob located at the top of the device and can provide a stable corona

discharge. Venturi tube preparation procedure is explained in [92]. Model is designed

in SolidWorks, and exported to 3D printer for setting up supports and final layerings.

Converging angle (α) is 26°and diverging angle (β) is designed to be 12 °. Diameter

of tube and throat section are 9.7 and 3 mm, respectively. Throat length is 7.5 mm

while the neck diameter (denoted by e) is only 2 mm. X1 and X2 are 600 and 5 mm,

respectively. A schematic of the model is shown in Fig 2.3.

Finite Volume Method (FVM) was used for solving transport equations via com-

mercial CFD software package ANSYS ®Fluent 2020R2. For boundary conditions

velocity and volume fraction are specified at water inlet and air inlet for all phases.
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Figure 2.3: Schematic of (a) plasma setup including pressure sensor, Venturi tube,
plasma jet and container, (b) Dimensions of the modified Venturi.
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For walls, no-slip condition is selected and the outlet has the pressure outlet condi-

tions at atmospheric pressure. Air velocity is specified at the air inlet (Please see

Fig 2.3b) in the range 1.06 to 1.42 m/s according to experiments. Water inlet ve-

locity was calculated from flow rate ranging in 3 to 7 L/min. Mixture model was

used for multiphase flow. It assumes that the velocities, temperature and densities

of both the liquid phase and the vapor phase are the same at every position in the

two-phase fluid field. It is also compatible with cavitation model that is used here.

The Schnerr-Sauer cavitation model [105] is used to model phase change from water

to vapor. Assumptions used in this model are isothermal, incompressible, and zero-

slip velocity between the liquid phase and vapor phase. Number of spherical bubbles

per volume of liquid should be specified in multiphase model setup. As suggested in

the literature [106, 107], it is taken as 1013 in this study. It should be noted that the

effect of dissolved gas on cavitation is not considered in this model and vapor-induced

cavitation is only highlighted [87]. For all cases, vapor saturation pressure is taken

constant and is equal to 2338 Pa (at 20 °C).

For turbulence modeling, standard k−ω model is used which is a Reynolds-averaged

Navier-Stokes (RANS) solver capable of solving two-phase turbulent flows [108]. Fur-

thermore, k − ω model can interpret flow behavior near walls more accurately com-

pared with k − ϵ model. The foundation is based on Boussinesq hypothesis and

comprises of transport equations for the turbulent kinetic energy, TKE, and the spe-

cific dissipation rate, ω. Equations used to solve continuity, momentum, volume

fraction, Schnerr and Sauer equations for cavitation, and turbulence model are sum-

marized in Table 2.4. Simulation is conducted in a 3D geometry and meshing was

carried out in ANSYS ICEM module. Solution parameters used in the mixture model

are represented in Table 2.2. Pressure-velocity coupling was used to solve mass and

momentum equations. Implicit discretization of pressure gradient terms is combined

with coupling scheme to solve the mass and momentum conservation equations. The

Quadratic Upwind Interpolation for Convection Kinematics (QUICK) scheme is used

29



Table 2.2: List of different models and schemes used in multiphase mixture model for
modeling three–phase, water liquid-water vapor-air.

Model name Parameter/scheme

Multiphase Mixture

Volume fraction parameters Implicit scheme

Viscous RANS k − ω standard

Cavitation Schnerr - Sauer [105]

Pressure-velocity coupling Coupled scheme

Spatial discretization: gradient Least squares cell based

Spatial discretization: pressure PRESTO!

Spatial discretization: momentum Second order upwind

Spatial discretization: volume fraction QUICK [109]

Spatial discretization: turbulence Second order upwind

Transient formulation First order implicit

for discretization of convective terms present in volume fraction transport equation.

For the convective terms in the momentum equation as well as the terms in RANS

turbulence models, second order discretization scheme is used which is more accurate

numerically compared with first order schemes[108]. Simulations are performed in

transient mode with time step size of 1e-6 s with 20 iterations for each time step.

Convergence criteria was set as 1e-4 for continuity, velocity and turbulence. Heat

transfer is not included in simulations as the temperature difference is not consider-

able in the simulation time [65, 87].

For the analysis of the results, cavitation number (σ) is used which represents the

potential of a flow to cavitate. Cavitation number (also known as Euler number) is

inversely related to the cavitation potential of the flow [110]. In fact, this dimension-

less number compares the pressure difference from the flow and the vapor pressure

versus kinetic energy. With increase in pressure, velocity also increases but the rate

of growth for kinetic energy is one order higher. In Equation 2.4, uth is defined as the
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Table 2.3: Physical properties of materials used in numerical model.

Material Viscosity (kg/m.s) Density (kg/m3)

Water liquid 1e-3 998.2

Water vapor 1.34e-5 0.5542

Air 1.7894e-5 1.225

average velocity in the throat, and Pv is water vapor pressure. P is the downstream

pressure [87] and ρl is the density of the liquid. Inlet Reynolds number is defined at

water inlet based on Equation 2.5 where uin is inlet velocity, din is inlet pipe diameter,

and µl is the dynamic viscosity of the liquid. Numerical results from the transient

model are averaged over time using data sampling to get the time-averaged variables

and the mean values are retrieved and used in the result section.

σ =
P − Pv

1
2
ρlu2

th

(2.4)

Rein =
ρluindin

µl

(2.5)

Physical properties of liquid water, water vapor and air at 20°C is brought in Table

2.3 as in ANSYS Fluent data base.
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Table 2.4: Equations embedded in mixture model available on ANSYS Fluent 2020
R2. Equations are used to solve the mixture model for the air-water vapor-water
liquid system.

Continuity equation

∂ρm
∂t

+▽.(ρmv⃗m) = 0

v⃗m =
∑︁n

k=1 αkρk v⃗k
ρm

ρm =
∑︁n

k=1 αkρk

Momentum equation

∂
∂t
(ρmv⃗m) +▽.(ρmv⃗mv⃗m) = −▽ P +▽.[µm(▽v⃗m

+▽ v⃗Tm)] + ρmg⃗ + F⃗ +▽.(
∑︁n

k=1 αkρkv⃗dr,kv⃗dr,k)

µm =
∑︁n

k=1 αkµk

Volume fraction equation

for the vapor phase ∂
∂t
(αvρv) +▽.(αvρvv⃗m) = Re −Rc

Schnerr and Sauer cavitation equations

WhenPv ≥ P∞, Re =
ρvρl
ρm

αv(1− αv)
3

RB
(2
3
Pv−P∞

ρl
)0.5

WhenPv ≤ P∞, Rec =
ρvρl
ρm

αv(1− αv)
3

RB
(2
3
P∞−Pv

ρl
)0.5

αv =
n 4

3
πR3

B

1+n 4
3
πR3

B

RB = ( αv

1−αv

3
4πn

)
1
3

n = 1013

Standard k-ω turbulence model

∂k
∂t

+ uj
∂k
∂xj

= τij
∂ui

∂xj
− β∗

wkω + ∂
∂xj

[(v + σ∗
wvt)

∂ω
∂xj

]

∂ω
∂t

+ uj
∂ω
∂xj

= αw
ω
k
τij

∂ui

∂xj
− βwω

2 + ∂
∂xj

[(v + σwvt)
∂ω
∂xj

]

αw = 5
9
, βw = 3

40
, β∗

w = 9
100

, σw = σ∗
w = 1

2

τij = 2vtSij, Sij =
1
2
(ui,j + uj,i)
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Table 2.5: Solution and flow conditions used in this work

Compound Initial Concentration (mg/L) Volume (L) Flow rate (L/min)

MB

2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

0.1, 0.5, 2 10, 20 5

STZ
2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

NOR

2, 5, 8, 10 0.5 3, 4, 5

2, 5, 8, 10 2 5

0.1, 0.5, 2 10 5
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Chapter 3

Microbubble-Enhanced Cold
Plasma Activation for Water
Decontamination: Degradation
Dynamics and Energy Yield in
Relation to Pollutant
Concentration, Total Volume and
Flow Rate of Water

Nima Shahsavari, Xuehua Zhang

Necessity to safely dispose effluents from industrial wastewater and also water short-

age has motivated the search for novel techniques in water treatment. Cold plasma

technology is a green, robust, and flexible approach that can sustainably address con-

cerns about removal of pollutants in water. In this study, hydrodynamic cavitation

(HC) in a venturi tube is combined with plasma activated water (PAW) in a con-

tinuous system to treat two common antibiotics (sulfathiazole and norfloxacin) and

an azo dye (methylene blue). HC increases mass transfer of active species generated

from cold plasma discharge from gas to liquid by formation and collapse of cavitation

microbubbles. Effects of initial concentration, total volume of circulating water, and

water flow rate are studied. Results show that operating at flow rate of 5 L/min and

volume of 500 mL for 30 minutes, all three pollutants with initial concentration of 8
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mg/L or lower can be degraded to more than 80 %. Energy yield and degradation

kinetics of experiments are also elaborated. Thus, the setup ameliorates the hurdle

of gas - liquid mass transfer. Finally, larger volume samples (2, 10, and 20 L) were

treated to show the applicability of the method for more industrial scale levels. Lower

concentrated samples degrade faster compared with more concentrated solutions. Be-

sides, a direct relation is shown between water flow rate and degradation signifying

the fact that at higher flow rates the amount of reactive species being able to enter

the cavitation chamber are greater. The energy yield is estimated to be the highest as

the higher initial concentration with short treatment time. Further studies can focus

on optimization and extension of the current setup to other chemicals and other gas

atmospheres.

3.1 Effect of initial concentration of contaminants

in water

3.1.1 Degradation of methylene blue

Degradation dynamics of MB is presented in Fig. 3.1. As can be seen in this figure,

samples with lower initial concentration degrade faster and easier compared with

more concentrated samples. Fig. 3.1a shows the evolution of UV-visible spectra of

samples at treatment time of 5 minutes for different concentrations. Reduction in the

peak of intensity implies reduction of pollutant concentration. Fig. 3.1b shows the

degradation efficiency (DE) calculated from 2.1 for MB at flow rate of 4 L/min. It

is observed that lower concentrated samples are situated higher indicating more DE

is achieved at a fixed time compared with highly concentrated samples. Considering

10 minute time interval, DE is 93.7 % for C0=2 mg/L, and is 67.5, 65.6, and 62.2 for

5, 8, and 10 mg/L, respectively.

Raising concentration of MB causes a competition between reactive species to

decompose the molecules present in the flow. As a result, degradation rate slows down.
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Figure 3.1: Effect of initial concentration on degradation of MB. a) absorption spectra
at t=5 minutes, b) degradation efficiency vs time at four initial concentrations. Flow
rate is 4 L/min and the total volume of solution is 500 ml.

However, extending the activation time results in nearly full degradation of samples

even at rich concentrations [103]. In other words the total amount of pollutants in

water can be degraded even starting at higher initial concentrations.

3.1.2 Degradation of sulfathiazole

Results from decomposition of sulfathiazole (STZ) at Qw = 4L/min are illustrated in

Fig. 3.2 with the maximum absorption intensity at wavelength of 284 nm. As shown

in Fig. 3.2b, samples at the lowest concentration C0 of 2 mg/L have the highest

DE, consistent with the degradation of MB. At treatment time of 10 minutes, the

DE values decrease from 86.9 to 34.1 % for initial concentration from 2 to 10 mg/L,

respectively.

STZ belongs to sulfonamide antibiotics, harder to degrade when compared with

MB. This can also be implied by noting the same concentration (for instance 10

mg/L) treated in parallel activation conditions. DE of MB can reach to 90 % but

of STZ can hardly reach 60% at same treatment time of 30 min.It should be pointed

out that the biological effects of treated water needs to be verified further before real

scale consumption.
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Figure 3.2: Effect of initial concentration on degradation of STZ. a) absorption spectra
at t=5 minutes, b) degradation efficiency vs time at four initial concentrations. Flow
rate is 4 L/min and the total volume of solution is 500 ml.

3.1.3 Degradation of norfloxacin

A few studies have focused on the effect of initial concentration on plasma treatment

of norfloxacin. Zhang et al. [75] have reported that initial concentration has a reverse

relation with degradation meaning that increment in concentration leads to decline

in degradation. Our results are provided in Fig. 3.3. Absorption peak happens at

about 274 nm and the DE and variation in absorption spectra at treatment time of

5 minutes are captured in this figure. After 10 minutes, DE decreases from 81.6 to

59.8. % as C0 increases from 2 to 10 mg/L, respectively.

The dependence in DE with the increase in the concentration of norfloxacin is

consistent with the report in literature [75]. DBD plasma activation with current of

1.8-2 (A) was performed to treat the solution in a centrifuge tube. DE at the initial

concentration of 200 mg/L was 30 % after 1 minute of treatment while the respective

value for initial concentration of 50 mg/L was three times greater.

Results from figures 3.1 to 3.3 indicate at fixed activation condition (voltage, flow

rate, treatment time), the total number of reactive species generated by plasma may

be the same. When the initial concentration is low, the reactive species are sufficient
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Figure 3.3: Effect of initial concentration on degradation of NOR. a) absorption
spectra at t=5 minutes, b) degradation efficiency vs time at four initial concentrations.
Flow rate is 4 L/min and the total volume of solution is 500 ml.

to degrade the compounds. It should also be noted that at high initial concentrations

the total amount of pollutants that can be degraded is greater, despite of taking

longer time to reach a target DE.

3.1.4 Degradation pathways of pollutants

In the literature, various pathways are pointed out for MB, STZ, and NOR using

HPLC-MS (High Performance Liquid Chromatography-Mass Spetrophotometry)or

SERS (Surface Enhanced Raman Sepctroscopy) techniques. In general, HPLC anal-

ysis is used to quantify the residual concentrations of the parent antibiotics molecules

whereas UV-Vis spectroscopy investigates both the oxidation of parent molecules

along with those with similar conjugate structures which absorb at near wavelengths

[111]. Possible degradation of MB is represented using LC-MS [103]. High energy

ozone, electron and hydroxyl radicals are claimed to be main species responsible for

production of intermediates. Demethylation of MB molecules results in generation

of structures with m/z of 256, 270, and 228. Organic molecules with m/z values of

292 and 343 are attributed to the hydroxylation reaction. Possible breakage of rings

would then cause the formation of compounds with m/z of 170, 135, and 125. Fi-
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nal stage of degradation pathways comprises of mineralization to generation of CO2,

H2O, SO2−
4 , and NO−

3 .

Plasma treatment of sulfonamide antibiotics including STZ was studied by Kim

et al. [97]. LC-TOF-MS (Liquid chromatography - time of flight- mass spectrom-

etry) technique was utilized to analyze intermediates. It is mentioned that ozone

can contribute intensively to the degradation of these antibiotics especially when the

generated ozone is dissolved in water. As shown in Figure S2, 5 intermediates are

considered as possible degradation products of STZ. A3 (C9H11N3O4S2 with m/z of

290.0264) results from hydroxylation of thiazole ring. Pathway B begins with hydrox-

ylation of benzene ring and S-N bond in A2 can be broken to yield A1. Following

path C, amine group is substituted by hydroxyl to produce A5 which can be oxi-

dized further to A4 (m/z = 256.0208, C9H9N3O2S2), subsequently. Breakage of S-N

bond in A5 and A4 can also occur leading to generation of A1(2-amino thiazole,

m/z = 101.0174, C3H4N2S). Finally, more oxidation and mineralization will cause

production of oxalate, acetate, and formate (see Figure S1 in Supporting Informa-

tion).

Treatment of NOR with oxygen plasma was studied and 5 degradation products

were highlighted [98]. As shown in Figure S3, at least three pathways can be con-

sidered for NOR. C - F bond of NOR breaks to form P1 with m/z=302. Then a

substitution reaction on benzene ring starts to yield P5 (m/z = 318) due to hydroxyl

radical attack [112]. Breakage of C - COOH bond in NOR results in formation of

P4 (m/z = 274). Additionally, either C - OH bond of NOR or C - F and piperazine

bonds are broken to form P3 with m/z = 304. Piperazine ring in NOR structure can

also be broken to form P2 (m/z = 279)[113].In our previous work [65], it is shown

that during treatment, pH of water that is initially pure drops to as low as 4. After

30-minute treatment, acidity does not increase much further. As for temperature,

it is illustrated that temperature of water does not rise to more than 32◦C after 30

minutes of treatment. Additionally, temperature increase only happens in some lo-
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cations, not for the whole volume of water. Besides the setup is in a loop hence heat

transfer occurs rapidly helping cooling off the water.

3.2 Effect of water flow rate on degradation
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Figure 3.4: Degradation of (a) MB (b) STZ, and (c) NOR at 5 L/min (top), 4 L/min
(middle), and 3 L/min (bottom) starting with different concentrations. Same colors
in curves represent same initial concentrations from 2 to 10 mg/L. Qw refers to water
flow rate and sample volume is 500 mL.

Fig. 3.4 shows the effect of the flow rate for MB. Moving from 3 L/min to higher

flow rates, we can see a shift in degradation efficiency levels, indicating more pollu-

tants are getting degraded with increment in flow rate. This effect is also indirectly

shown in the literature [103]. In their setup, air was injected at different rates to the

system, different from our setup where air flow is controlled with flow rate of water.

Considering STZ degradation, a low flow rate shows poorer DE as provided in
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Fig. 3.4a. At treatment time of 10 minute and for C0 = 5mg/L, DE is only 36 %.

The respective value at Qw = 4L/min is 50 % and at Qw = 5L/min is 63 %. this

clearly conveys the significant effect from flow rate on degradation of compounds in

our microbubble-enhanced plasma activation processes.

The effect for norfloxacin is provided in Fig. 3.4. DE values starting with C0 =

2mg/L at Qw = 3L/min is 48 %. Raising the flow to 4 and 5 L/min yields 81

and 86 % degradation. Another point that can be taken from this figure is the

sharper slope of degradation in the case of higher flow rates indicating faster removal

of pollutants. Also, the difference from C0 = 8 and C0 = 10mg/L is not notable at

different flow rates. One of the main challenges in chemical industries is the problem

of mass transfer between gas and liquid phases. Here hydrodynamic cavitation can

help with decontamination in the following ways. First, cavitation lowers the barrier

of mass transfer between gas and liquid phase resulting in better transfer. Second,

at higher flow rates, the volume of plasma air that can be injected from Venturi neck

is higher. Consequently, the amount of reactive RONS and other free radicals can

be controlled by adjusting water flow rate. Furthermore, it should also be noted

that cavitation itself causes generation of highly energetic molecules such as ozone

and OH radicals. Hydrodynamic cavitation is utilized in many different industries

leveraging the formation and collapse of bubbles. It is simply based on variation

in pressure field. At points where the local pressure drops below vapor pressure,

micro to nano-sized cavitation bubbles are formed. Then at some points downstream

where the pressure reverts to higher magnitudes, abrupt collapse of bubble clouds

cumulatively can produce huge point energy. In water treatment, hydrodynamic

cavitation has been used in conjunction with advanced oxidization processes to treat

micro pollutants in waste streams and free bodies of water [84, 91, 114]. On the basis

of formation and growth of bubbles, cavitation can be classified into hydrodynamic

cavitation, vaporous cavitation, gaseous cavitation, and vibrational (also known as
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Table 3.1: Different plasma systems used for dye removal
Volume
(ml)

C0 (mg/L) Plasma Configuration Electrical specifications Plasma gas Pollutant Degradation and treatment duration Ref

17000 10 Venturi tube + Corona 30 kV, 41.4 W air Methyl orange 95 %, 240 min [65]
100 10 Pulsed corona 40 kV, 0.6 W air Methyl orange 90 %, 15 min [118]
100 10 Pulsed corona discharge 40 kV, 0.6 W air Methyl orange 99 %, 25 min [118]
450 10 Surface discharge 22 kV, 50 Hz air Methyl orange 90 %, 15 min [119]

100 50-75-100-150-
200

DBD with air flow from a diffuser 6-8 kV, 30-50 mA air Methylene blue 90 % after 30 min [103]

50 100 DBD plasma with double chamber 6 kV, 18 W
air

Methylene blue
85.3 % after 100 min

[102]
oxygen 99.98%, 20 min

20 13.25 Pulsed corona 40 kV
air

Methylene blue
100 % after 120 min

[120]
oxygen 100 %, 25 min

170

1

DBD in solution 450 V, 6 A - Rhodamine B

100%, 180 min

[121]5 100%, 210 min
10 100%, 270 min
15 100%, 330 min

acoustic) cavitation[84]. More works on hydrodynamic cavitation can be found in the

literature[115–117].

In the current study, hydrodynamic cavitation can assist in plasma treatment due

to the fact that it can provide bubbles with greater surface area which in turn leads

to better mass transfer from gas to liquid phase. In other words, plasma is the main

influential factor and hydrodynamic cavitation can enhance the transfer of reactive

agents from gas phase to liquid media. Active species in air are self-injected due to

low pressure caused by sudden constriction in flow. Keeping the Venturi geometry

constant and increasing the water flow rate results in higher pressure drop inside the

throat section of Venturi tube. As a result, more activated air can be injected to the

tube.

3.3 Treatment of a large volume of water and po-

tential for scale-up

Application of plasma treatment in most of the previous works is limited to small

volume solutions. As outlined in table 3.1, few works have been dedicated to treat

large volumes of dyes or other pollutants with plasma. Set-up used in this study

can work in continuous conditions rather than a batch process and does not require

plasma gas to be entered by force. Self suction of air through the neck and flow system

facilitate expanding the method to larger scales. Fig. 3.5 (a) and (b) represents

treating of 2 liters MB with 4 initial concentrations. Due to long treatment times
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and power considerations, and to better study the effect of parameters at large scales,

0.1, 0.5, and 2 mg/L were chosen as initial concentration levels for volumes of 10 and

20 L. As can be seen in Fig. 3.5b, 62, 89, and 96 % of samples with C0 of 8, 5, and

2 mg/L could be degraded after 30 minutes. Even in the case of most concentrated

pollutant (C0=10 mg/L) DE of 38 % could be attained after 30 minutes. In these

experiments, volumetric flow rate was fixed at 5 L/min and treatment time was

tailored experimentally with regard to the compound being tested. It should be

pointed out that the same trend between C0 and DE in small samples also applies

here (i.e DE is higher in leaner solutions).

In order to identify and verify the applicability of system for large volume solu-

tions, we performed experiments with 10 and 20 liters of MB solution treated in a

same approach as discussed in methodology section. From DE vs treatment curves,

provided in Figure 3.5, it can be perceived that the system is capable of treating

higher volumes of MB.

Figures 3.5 middle and bottom are associated with results after 30 minutes of

treating MB respectively for 10 and 20 liters. At initial concentration of 2 mg/L and

after 15 minutes, DE value is 75.40 % for V = 2L. When the volume is increased

to 10 liters, DE gets to 50.76 % and further raising the volume to 20 L gives in the

DE value of 33.77 %. This means that even at fixed flow rate, we still can degrade

the pollutants at 10 times greater volumes. For 10 liter samples starting with 0.5

ppm of pollutant, we can end up with 93 % of DE after 30 minutes. And doubling

the volume to 20 L with C0 = 0.5mg/L we still can reach 67 % degradation after

30 minutes. In the case of 0.1 mg/L samples, above 91 % DE can be obtained after

treatment both in 10 and 20 liters tests. Fig. 3.6 shows solutions (C0 = 0.1mg/L)

before and after treatment. Decoloration is completed for this dye compound using

plasma-microbubble scheme. To the best of our knowledge, it is the first time applying

plasma treatment of dye waste at these scales.

Experiments are extended to other compounds at different volumes. As plotted
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Figure 3.5: (a) UV absorption spectra at time=5 minutes of activation for MB. (b)
Degradation efficiency versus activation time. Volume of samples is 2 L. flow rate
(Qw) is 5 L/min and initial concentrations are 2, 5, 8, and 10 mg/L. (c) and (e)
UV absorption spectra at time=5 minutes of activation for MB. Initial concentrations
are 0.1, 0.5, and 2 mg/L. (d) and (f) Degradation efficiency versus activation time.
Volume of samples is 10 and 20 L. Flow rate (Qw) is 5 L/min.
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Figure 3.6: MB container with C0 = 0.1mg/L (a) 10 L at start of activation. (b)
after 30 minutes of plasma treatment (c) before treatment V=20 L, and (d) after 30
minutes of treatment
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in Fig. 3.7, STZ solutions were decomposed during 60 minutes of activation. For

initial concentration of 2 mg/L more than 85 % of pollutants can be degraded after

1 hour but more time is needed to decompose samples with higher concentrations

at this volume. The reason can be attributed to presence of endocrine benzene and

sulfonamide groups at structure of STZ. Either more reactive species or more contact

time is needed to fully degrade the samples. It is noteworthy to mention that DE

values for lower initial concentrations are higher compared with more concentrated

samples.

Tests with volumes of 2 and 10 liter with NOR is done and results are available at

Figures 3.7 top and middle. Peak of absorption occurs at 274 nm[75]. NOR can

be effectively degraded to more than half in 30 minutes. Increasing the volume to

10 liters, 0.1 mg/L samples are degraded to 90 % and DE values are 86 and 76 %

respectively for two higher initial concentrations.

3.4 Kinetic study and energy yield analysis

In this part, the kinetics and energy consumption of the system is analyzed. Results

for DE values are calculated based on Equation 2.1. For each experimental condition,

the degradation rate constant can be calculated by fitting a pseudo-first order reaction

rate on the data at V = 500ml. Then, these values are plotted against C0 at each

flow rate and results are presented in Fig. 3.8.

For a fixed initial concentration, degradation constant K value is often greater at

high levels of flow rate. As can be observed in Fig. 3.8a, rate constants for MB follow

a descending pattern with increase in C0. Values of K start from 0.011 1/min at

C0 = 5mg/L and Qw = 3L/min and increase to 0.121 1/min for Qw = 4L/min and

finally to 0.180 1/min at same concentration and for flow rate of 5 L/min. With

respect to STZ at C0 = 8mg/L (see Fig. 3.8 b) the rate constants start from 0.017

1/min for Qw = 3L/min and increase to 0.056 and 0.067 1/min for two higher flow

rates. The descending pattern between K and the initial concentration applies at all
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Figure 3.7: (a) UV absorption spectra at time = 5 minutes of activation for STZ.
(b) Degradation efficiency versus activation time. Volume of samples is 2 L. Flow
rate (Qw) is 5 L/min and initial concentrations are 2, 5, 8, and 10 mg/L. (a)
UV absorption spectra at time = 5 minutes of activation for NOR. (b) Degradation
efficiency versus activation time. Volume of samples is 2 L. flow rate (Qw) is 5 L/min
and initial concentrations are 2, 5, 8, and 10 mg/L. (a) UV absorption spectra at
time = 5 minutes of activation for NOR. (b) Degradation efficiency versus activation
time. Volume of samples is 10 L. flow rate (Qw) is 5 L/min and initial concentrations
are 0.1, 0.5, and 2 mg/L
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flow rates. For norfloxacin (see Fig. 3.8 c), the rate constants are 0.038, 0.063, and

0.072 1/min for C0 = 10mg/L at Qw from 3 to 5 L/min.

Following the initial concentration series, rate constant for MB at Qw = 3L/min

and C0 = 5 is 0.076. The respective value for same flow rate is 0.1502, 0.051, and

0.04 for C0 = 2, 8, and10mg/L. In the case of STZ, at fixed Qw of 3 L/min, rate

constants are 0.051, 0.026, 0.011, and 0.014 1/min for C0 of 2 to 10 mg/L. Finally,

for NOR and at specific flow rate of 3 L/min, K = 0.077, 0.057, 0.054, and 0.043

1/min for initial concentrations of 2, 5, 8, and 10 mg/L.
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Figure 3.8: Degradation rate constant k for (a) MB, (b) STZ, and (c) NOR at different
flow rates plotted as a function of C0. Initial concentrations vary from 2 to 10 mg/L
and volume of samples is 500 mL

In order to further analyze the energy used to decompose each pollutant, energy

yield [102] is defined and calculated based on Equation 2.3.Energy Yield (EY) shows
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mass of solution being degraded per unit of energy consumed. Plotting EY curve

against time for each one of the compounds at various initial concentrations results

in Figure 3.9.

As can be seen in Fig. 3.9, energy yield tends to decrease with increase in treatment

time. This is because the amount of energy being consumed increases as time elapses.

In other words, energy yield conveys the amount of pollutants that can be decomposed

per Joules of energy. What’s more, in most of conditions, at a fixed flow rate, energy

yield increases at higher initial concentrations. For instance, EY for MB at Qw =

3L/min, t = 5min, and C0 = 10mg/L is only 6.93mg/kJ . In contrast the respective

value for C0 = 2mg/L is 2.58 mg/kJ . Similar trend is observed in the case of

STZ and NOR. As presented in Fig. 3.9b,e, and h, the gap between various initial

concentrations are larger for STZ and NOR compared with other pollutant.

However, this difference is gradually reduced at higher flow rates since DE values

are improved at greater flow rates (Fig. 3.9e and Fig 3.9h). Comparing results for

NOR at flow rate of 3 L/min (see Fig. 3.9c) at treatment time of 10 min, EY values

are 3.52, 3.48, 2.58, and 1.19 mg/kJ for C0 = 10, 8, 5, and 2mg/L, respectively. At

same conditions results are 3.05, 2.14, 2.23, and 1.43 L/kJ for STZ. Furthermore, the

respective values for MB are 6.37, 4.51, 4.09, and 1.95 mg/kJ . It be inferred from

above mentioned comparison that MB is showing to be degraded more easily followed

by NOR, and STZ. This is also elaborated in the results of degradation at higher

volumes (V=2 L). However, increasing the plasma voltage and increasing residence

time can help decontaminating STZ even at higher volumes and concentrations.

Results of EY for three compounds at higher flow rates are shown in Figure 3.9 (d-

i). In general, there is improvement in EY in most cases because of the augmentation

in hydrodynamic effect. For instance, EY for MB at t=10 min and C0 = 5mg/L

ranges from 3.81 to 4.30 mg/kJ for Qw ranging from 3 to 5 L/min. For STZ,

considering treatment time of 10 minutes and C0 of 5 mg/L, the energy yield varies

from 2.23 to 3.32mg/kJ with flow changing from 3 to 5 L/min. The change in EY for
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Figure 3.9: Energy yield EY plotted as a function of treatment time for (a-c) MB,
STZ, and NOR at Qw = 3L/min. (d-f) MB, STZ, and NOR at Qw = 4L/min.
(g-i) MB, STZ, and NOR at Qw = 5L/min. Initial concentrations are 2,5,8, and 10
mg/L.
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norfloxacin is smaller ranging from 2.58 to 3.95 mg/kJ when looking at C0 = 5mg/L

at t = 10min. This is confirmed when looking at the DE values at stated conditions.

The same trend is also reported in the literature[102] where the yield is defined as the

quantity of pollutant removed (g) per discharge power (kW.h). Increase in treatment

time results in consumption of more energy and despite of increase in DE, the overall

energy yield drops.

3.5 Conclusion

A setup design that integrates a cavitation tube and plasma discharge in air is used

for microbubble-enhanced cold plasma activation to remove various pollutants in wa-

ter at low concentrations. This novel setup design enables scale up and treatment of

a large volume of water. The model compounds methylene blue, sulfathiazole, and

norfloxacin are degraded in a small (500 ml) and larger volumes (2,10, and 20 L) with

lower initial concentrations degrade faster than their more concentrated counterparts.

The reason may be attributed to the fact that at any fixed plasma discharge, there is

a certain amount of reactive species capable of removing pollutant molecules. There-

fore, RONS and other free radicals cannot effectively react and degrade molecules.

Increasing water flow rate can enhance the degradation performance by means of

improving hydrodynamic cavitation and self-suction of more reactive species into the

flow. Degradation efficiency of methylene blue reaches more than 70 % with three

initial concentration levels (C0 = 0.1, 0.5, and 2mg/L) for 10 and 20 liters. Among

three compounds tested, sulfathiazole is degraded less from same treatment time in

larger volumes. Energy yield (EY ) is a measure for the compound degraded by per

unit of energy consumed. This study demonstrates the potential of microbubble-

enhanced cold plasma activation as a sustainable approach for water and wastewater

treatment in a flow system.
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Chapter 4

Numerical simulation of cold
plasma system for degradation of
pollutants in water

With the growth in world population and increase in demand for a reliable water

source, the search for a green water resource is ongoing. There are certain features

when thinking to a premium water resource such as being recyclable, having lowest

possible environmental footprints, and being cheap and accessible to communities.

Non thermal plasma technology is a clean energy able to treat wastewater.

Hydrodynamic Cavitation (HC) is considered as an Advanced Oxidation Process

(AOP) which can be coupled with other treatment methods to enhance the overall

performance. The key factor is the variation in pressure that causes the formation of

microbubbles and in turn with their collapse, the polutants get degraded. Combining

cold plasma with hydrodynamic cavitation can be a novel green method that can be

nominated as a reliable water source.

In this study, Computational Fluid Dynamic (CFD) simulations are performed to

study the interactions in a three phase system. Cavitation effect is elaborated in

detail along with the impact from air as the plasma activated gas. Effect of different

water flow rates on generation and expansion of cavitating bubbly flow is studied

and results are validated versus experiments that were conducted in the first chap-

ter. Transient simulations are performed in ANSYS Fluent 2020R2 commercial CFD
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software. Reynolds Averaged Navier-Stokes (RANS) models are utilized to capture

turbulence phenomena and mixture model is considered for multiphase flow. Post

processing of results are performed in CFD-Post to better understand the dynamics

and physical behavior of the system.

4.1 Grid independence

In order to ensure the independence from grid refinements on numerical results, grid

independence study is done using three meshes. Hexahedral structured grids are

generated in ICEM meshing which is embedded in ANSYS ®CFD package using

blocking and O-grid methods. Grid 1 is the most coarse grid with 1406000 elements,

grid 2 consists of 1839000 elements, and grid 3 comprises of 2293000 elements. A

schematic of grid 2 is shown in Fig 4.1.

The purpose in grid independence analysis is to ascertain the effect from refinement

of calculation grid is minimal in results. Therefore, refining the mesh from grid 1 (the

most poor grid) to grid 3 (the finest grid) should not cause considerable change in the

flow behavior. As shown in Fig 4.1 d and e, pressure at center-line passing through

the pipe is taken as the flow variable. As can be observed in Fig 4.1 e, refining the grid

from grid 2 to grid 3 does not improve the results considerably. Thus, to maintain

good accuracy and moderate computational cost simultaneously, all the simulations

are performed using the fine grid. Other researchers have also used the same approach

to perform mesh independence analysis [122, 123]

4.2 Model validation

To validate the results obtained from the numerical model, experimental data are

used and compared with numerical model. As elucidated in Fig 4.2, there is good

agreement between the simulation results and the experimental results. Both data

sets are time-averaged pressure at the inlet of the Venturi tube and the experiments
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are measured with water flow rates varying from 3 to 6 L/min with increment of 0.5

L/min. The trend as reported in the literature [87, 123] tends to increase with the

increase in water flow rate. Maximum relative error of numerical results is 6.37 %

calculated based on Equation 4.1 where F represents the pressure at Venturi inlet.

Standard deviation from the experimental results can also be calculated according to

Equation 4.2 [87] with the value of 2.64 %. σest is the standard deviation, and N is

number of data points.

Errrel =
|Fexp − Fnumerical|

Fexp

× 100 (4.1)

σest% =

√︃∑︁
(Fexp − Fnumerical)2

N
× 100 (4.2)

4.2.1 Cavitation inception

In cavitating flows, the start of the transition from liquid to vapor is known as cavi-

tation inception. As elaborated in Fig 4.3 (a), Re at inlet is plotted as a function of

cavitation number. cavitation number is inversely related to the potential of a flow

to cavitate [110], thus lower values represent higher Re numbers a well as higher inlet

water flow rates. As can be observed in 4.3 (a) there is a variation in the trend before

and after a critical σ number where can be taken as the inception of cavitation. It

should be mentioned that unlike systems with only water, here presence of air plasma

ameliorates the sudden change in the trend of Re− σ [124]. Based on the numerical

results, at flow rate of 4.5 L/min which corresponds to Rein = 9.8e3, volume fraction

of vapor begins to raise sharply (see Fig 4.3 (b)). Vapor volume fraction is calculated

considering the time-averaged values over the whole fluid domain. Similar trend is

also reported in the literature [87, 110, 123]. Relationship between pressure drop

across the Venturi and the Re at inlet is shown in 4.3 (c). There is an ascending

pattern with increase in flow velocity which causes higher pressure drop when the
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flow passes through the constriction region [87, 110]. In other words, higher veloci-

ties cause higher pressure drop thus making local pressure drop to lower than vapor

pressure. As a result more water can cavitate. This is also in agreement with the

results in 4.3 (d). As can be observed in this figure, volume fraction of vapor and air

are plotted with respect to cavitation number. Around σ value of 1.76, vapor volume

fraction starts to grow more rapidly which signifies more water is vaporizing after this

flowrate. On the other hand, noting the volume fraction of air in the same diagram

(see Fig 4.3 d) it can be inferred that air volume reduces with increment in vapor

present in fluid domain.

4.3 Simulation results

4.3.1 Air self-suction

In this section effect of water flow rate on self injection of plasma air is discussed.

In conventional Venturi tubes passage of flow from a constriction causes variation

in pressure field. This sheds light on the idea to change the design to leverage the

pressure drop inside the throat of tube. In current design, reduction of pressure

to sub-ambient levels causes air (which is activated with plasma discharge) to flow

spontaneously inside the throat. As shown in Fig 4.4, air volume rendering is shown

in three cases for times= 0.1, 6, and 10 ms. Starting from flow rate of 3 L/min the

amount of air that is being injected grows. In all cases, from left to right more air can

be entrained into the chamber with elapse of time. Air plasma that gets trapped in

the Venturi then can release the reactive species to degrade the pollutant molecules.

Comparing Flow rates (4.4 (A) to (C)) higher water flows can cause more intensive

air flow rate. It should also be mentioned that increasing water flow rate also adds to

operation costs. Therefore, there is a balance between operating at higher voltages

or longer times (plasma generator factor) or increasing the water flow rate (pump

factor). Based on the experiments conducted here, maintaining the flow level at 5
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Figure 4.4: Air mean volume fraction for water flow rates of (A) 3, 4, and 5L/min.
Columns from left to right are for t = 0.1, 6, and 10ms. Air volume fraction is shown
as volume rendering from post processing of CFD simulations

L/min with plasma discharge at 15 kV can be capable of decontaminating a wide

range of pollutants.

One of the novelties of this design is the better mixing of the plasma and pollutant

molecules. As sketched in Figure 4.5 air plasma can better mix and agitate in higher

flow rates. Fig 4.5 (A) to (C) show the turbulence kinetic energy (TKE) in the

fluid domain. TKE is the mean kinetic energy per unit mass associated with eddies

in turbulent flow [125]. It is defined according to Eq 4.3 where u′, v′, and w′ are

the difference between average and instantaneous velocity components in turbulent

regime.

TKE = 1/2((u′)2 + (v′)2 + (w′)2) (4.3)

What is demanded for this application is to have the maximum vortexes and high
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agitation. As shown in the streamline contour for three cases after 10 ms of flow

time (see Fig. 4.5 (D) to (F)), the constriction in the flow field causes the formation

of vortices and this enhances the mixing process. Secondary flows perpendicular to

the main flow streams yield more proper mixing. Intensity of turbulent features are

higher for flow rate of 5 L/min as shown in the same figure and implied by TKE

values. In other words, eddies movement are more impressive and these fluctuations

can transfer the reactive oxygen and nitrogen species faster. After flow get passed

from the divergent section it slides towards the bottom of the pipe since gravity body

force is activated. Vortex shedding continues to develop in the rest of the pipe until

effects of constriction gradually fades and pressure field reverts back to atmospheric

levels. Besides, the velocity contours for same conditions show that flow can achieve

higher turbulence and velocity levels at the flow rate of 5 L/min compared with lower

flow rates (see Fig. 4.5 (G) to (I)). Impact of air injection inside the Venturi tube

is also elaborated in [65] where volume of fluid (VoF) model is used to simulate the

multi phase flow. However, here, the effect of cavitation is also investigated using

mixture model for multi phase flow containing liquid water, air, and vapor.

4.3.2 Effect of cavitation and vaporization

Cavitation is one of the advanced oxidation processes used recently in a wide range

of configurations for water treatment [84]. Either hydrodynamic cavitation (in which

vaporization occurs over a larger active zone) or acoustic cavitation (where the cav-

itation happens in smaller area but with higher intensity) [126] can be used in con-

junction with other advanced oxidation processes to enhance the overall performance.

This involves Fenton reaction, UV radiation, ozonation, and other AOPs [114, 127–

129]. As the flow faces a constriction on its path, velocity raises. This phenomena

can be better interpreted considering the continuity of flow. As the velocity increases

the pressure gets reduced according to Bernoulli equation along any streamline (Eq

4.4). In the equation, P , v, and ρ stand for pressure, velocity and density of the
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fluid. Reaching values lower than vapor pressure results in the formation of cavi-

tation bubbles inside the flow which can then collapse downstream where pressure

returns to higher values. Cumulative collapse of microbubbles in this manner can gen-

erate considerable energy inside the fluid and this helps in degradation of endocrine

pollutants.

P +
1

2
ρv2 + ρgh = c (4.4)

Time-averaged of vapor volume fraction is presented for different flow rates at

various time instances. Noting Fig. 4.6 vapor starts to form in the throat section just

after the neck where the plasma air is introduced to the main flow. Then the shearing

forces stretch the vapor over a wider range. As depicted in Fig4.6 vapor slowly

begins to detach to smaller bubbles downstream and finally completely disappears

at the outlet. Breakdown of the bubbles to micro bubbles is also beneficial in mass

transfer due to the availability of higher surface area. Additionally, higher values

for vapor volume fraction at higher flow rates confirm the fact that operating at

increased velocities results in generation of more vapor bubbles which can assist in

decomposition of pollutant species. It should be mentioned that here, there is a

contribution from air plasma bubbles mixing in the main fluid and there are cavitation

bubbles which are fewer compared with the volume occupied by air.

In order to delve more into the cavitation mechanism, Fig. 4.7 shows the mean

vapor volume fraction as well as mean absolute pressure contours for flow rate of

5L/min at the beginning and at t = 10 (ms). As brought in (C) and (D) the vapor

starts to form in zones with minimum pressure. To be more specific near the exit of

the throat region and when the flow starts to expand in the divergent section of pipe.

It should also be pointed out that pressure in the convergent section of pipe reaches

higher than atmospheric levels, thus changing the geometrical parameters alter the

pressure field.
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4.3.3 Analysis of hydrodynamic cavitation

In the current study, the mixture contains water liquid as the main component, water

vapor (relating to cavitation), and air (as the plasma component). The modified

design of the Venturi paves the path for simultaneously leveraging the air bubbles

and vapor bubbles. In other words, reduction in local pressure field not only results

in self-suction of the air into the media, but also causes the formation of vapor micro

bubbles which collapse downstream and act as a disrupting agent in decontamination.

However, numerical results show that after some points, increasing the water flow rate

does not add to the amount of air that can enter the tube. In fact, at higher flow rates,

where the cavitation begins, the composition of the total gases present in the media

shifts towards more vapor fraction. This means vapor bubbles populate the tube more

and former air bubbles give their place to newly formed cavitation bubbles. Figure

4.8 demonstrates this fact by plotting time-averages volume of total gases present in

the fluid domain. At low Re numbers majority of the composition comes from the

air plasma. Increasing the water flow rate causes more intense cavitation, thus air

volume gradually is substituted with water vapor. It should also be mentioned that

still at greater Re values, air makes up a higher portion of the mixture. For instance,

at Re = 1306284 corresponding to Qw = 6 (L/min) air accounts for 75 (µL) of the

total gas volume. This value reduces to about 70 at flow rate of 7 (L/min). On the

other hand, vapor constitutes 3.29 (µL) at Qw = 6(L/min) and increases to 8.55 at

flow rate of 7 (L/min). Results are in agreement with Fig 4.3 (d) where the volume

fraction of air and vapor are plotted as a function of σ values. Cavitation inception

can also be deduced from this figure where there is a high raise in volume of vapor in

the fluid media.
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4.4 Conclusion

In this study, a novel design of Venturi tube is modeled using computational fluid

dynamics to leverage cold plasma treatment combined with hydrodynamic cavitation

for water treatment. The mixture model for multi phase could capture flow character-

istics and results are in agreement with experiments previously done in our research

group. It is demonstrated that the self suction of the modified Venturi causes air

plasma to easily enter the fluid domain. Besides, the convergent-divergent nozzle in

the loop triggers a pressure drop in flow domain resulting in the cavitation. Therefore,

better mass transfer can be achieved downstream by collapse of vapor micro bubbles

as well as the breakdown of the plasma air bubbles. Numerical results also show at

higher flow rates the composition of gases present in the fluid domain shift towards

more vapor bubbles. Utilizing hydrodynamic cavitation along cold plasma treatment

can select this method to be used for water and wastewater as a state-of-art AOP.

Since there are no extraneous chemicals used in this method, it can be considered

a green technology and there is the possibility to use sustainable energy sources to

power the plasma generator.
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Chapter 5

Conclusions, Recommendations, &
Future Work

5.1 Conclusions

In chapter 3, it was found that non thermal plasma can be used in combination with

hydrodynamic cavitation to represent a novel green and sustainable water treatment

technology. Microbubbles generated after the cavitation effect carry the highly reac-

tive species (RONs) produced because of plasma generation. Then collapse of these

micro-sized bubbles transfer the species and radicals to the water environment and

degrade the pollutants present in water. This system has some unique advantages

compared with other AOPs including removing the gas-liquid transfer hurdle and not

producing any chemical agent. Besides, the operation is in a loop which enables the

high degradation results. In this research, a range of pollutants in mili-Q water were

tried. Two antibiotics and a dye were tested with a reasonable performance. Factors

such as initial concentration of pollutants, volume of the samples and water flow rate

were varied and their effect on degradation results were studied. Higher flow rates

cause better degradation and this is related to the stronger hydrodynamic cavitation

at higher flow rates. More concentrated samples tend to degrade more slowly since

the reactive species start in a competition to degrade the core pollutant molecules.

Treatment of larger volumes was also done successfully.

In chapter 4, a simulation study was performed in order to better understand the
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mechanism supporting the hydrodynamic cavitation. The CFD modeling was done in

ANSYS software and three flow rates were tested. The mixture model was selected to

simulate the multi-phase flow and Schnerr-Sauer model was used for the cavitation.

Flow characteristics such as pressure, velocity, and turbulent quantities (Turbulence

kinetic energy) were measured and presented to give a better comparison between

test conditions. It was concluded that higher flow rates can cause a higher pressure

drop in the Venturi tube causing generation of more microbubbles which in turn helps

with transferring the reactive species more effectively.

The findings from this research can be used in water treatment facilities and also

providing a green and novel solution for the water shortage globally. It is the first

time the modified Venturi tube used in the system is modeled and this can be helpful

for optimizing the system and scaling it up for other industrial purposes. Besides,

the powerful cold plasma combined with cavitation can be applied for a range of

pollutants that are hard to degrade. While most of the plasma work is done in a

water environment and in a batch mode, this research uses a continuous flow avoiding

direct contact with the liquid phase which considerably increases the lifetime of the

device and cuts down the costs.

5.2 Future Work

Cold plasma is considered a new technology which has gained a lot of attention in the

last decade. The exceptional features provided by this technology and its applicability

in many industries makes huge research devoted in this field necessary. Here we have

summarized the future work and recommendations.

1. One possible research method involves the identification of chemicals that re-

main in the treated water. Although RONs formed after plasma activation

have minuscule lifetimes, it is still strongly advised to put considerable effort

on detecting all chemicals that might exist in water. This fact becomes more
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significant if the treated water is to be used for drinking purposes.

2. Another approach is to scale up the set up to even more volumes. The unique

characteristics of cold plasma makes the potential for searching for the capa-

bility to scale up the system for treating even higher capacities. Obviously,

a tremendous feasibility study is required and the environmental aspects and

regulations should also be considered.

3. Recently the problem of emerging contaminants have become a major challenge

in societies. Advancements in biotechnology, medical industries, and new fertil-

izers used in farming sector has led to introduction of new contaminants. These

emerging contaminants are resistant to traditional remediation methods and

require more effective strategies. Non-thermal plasma combined with hydrody-

namic cavitation is flexible enough to be implemented in the treatment facilities

and is strong to address the endocrine contaminants. Examples of wastes that

can be investigates are biohazards and microplastics.

4. The plasma generator can also be modified. Plasma device plays a crucial

role in the treatment. Analyzing the available plasma generators, their energy

requirements, and their performance can hand in a more optimized plasma

device. It is advantageous to use renewable energy sources such as solar or

wind energy to power the system. As a result, the whole setup can be called a

green and sustainable treatment scheme.
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Appendix A: Supplementary
information
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Figure A.1: Possible degradation pathway of MB. m/z represents the molecular
weight of the intermediates identified by liquid Chromatography Mass Sepctrome-
try (LCMS)[96].
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Figure A.2: Proposed degradation pathways for STZ [97]. A1 – A4 are intermediate
molecular structures with molecular weights shown as m/z.
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Figure A.3: Possible degradation pathways for NOR [113]. m/z represents the molec-
ular weights of the intermediate structures which are denoted by P1 to P5.
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