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Abstract

Quality of Service (QoS) Routing is concerned with the problem of finding 

paths to satisfy connections’ QoS requirements, e.g., bandwidth, delay, jitter, 

packet loss, as well as to efficiently use network resources. One prominent 

problem with QoS routing is scalability. In this thesis, we approach the issue 

of scalability by tackling the following problems: QoS routing with inaccurate 

information, cost-effective routing information dissemination, and deflection 

routing.

Routing inaccuracy is tightly related to the scalability problem because 

scalable solutions are primarily aimed a t reducing the amount of link state 

exchange, which directly causes imprecise routing information. Furthermore, 

some QoS metrics are not accurate, e.g. link delays. We deal with the in

accuracy problem using m ulti-path  routing. We propose a family of routing 

construction and selection strategies to compensate for the inaccurate infor

mation. Our results show that among the proposed algorithms, the hop-based 

one provides the best performance. Compared with the single-path routing 

and other popular methods, our hop-based scheme shows superior capabilities 

in dealing with inaccurate information. Also examining the costs and bene

fits dem onstrates th a t the proposed m ulti-path  routing schemes are scalable 

solutions.

Confronted with the redundancy and blindness of the conventional flooding 

scheme, we propose a set of routing information dissemination schemes, i.e., 

the distance-based link state update schemes. The experiments show that the
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proposed mechanisms offer comparable performance to flooding while greatly 

reducing the update overhead. Then based on the analysis of the reason be

hind large update periods, we propose to qualitatively separate the content 

of updates. We conclude th a t the link state  update frequency is not the only 

factor th a t influences routing performance, and with large update periods, the 

nature of the link state information also has a dram atic im pact on perfor

mance. Based on these observations, we can further improve the effectiveness 

of routing information distribution.

Finally, deviating from the traditional connection-based QoS provisioning 

model, we re-approach the m ulti-path  routing problem without depending 

on fixed path  sets. Under the deflection model, we investigate the impact 

of m ulti-path  routing on real-tim e delay jitte r  sensitive voice traffic. Using 

multiple paths for packets inside a session brings about the issue of packet 

m is-ordering in the network, and therefore assembly buffers are needed at the 

destination; on the other hand, the lossless feature of deflection routing allows 

us to reduce the buffer space at the interm ediate routers. Consequently, we 

address the trade-off of buffer resource allocation between interm ediate routers 

and destination hosts. We also conduct a comparison between the proposed 

lossless deflection strategy and the conventional shortest path  strategy. Our 

results show that, from the global viewpoint of network resource management, 

deflection-base routing is a preferable choice.
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Chapter 1 

Introduction

1.1 Prelim inaries

This dissertation focuses on the scalability problem of Quality o f Service (QoS) 

routing in the Internet. The diversification of Internet applications have 

raised new challenges to its service architecture. Observing th a t the exist

ing best-effort model can not satisfy the diverse requirements of applications, 

researchers have proposed new QoS architectures, such as the Integrated Ser

vices (IntServ) and Differentiated Services (DiffServ) architectures. However, 

inharmonious with the proposed QoS architectures, current Internet routing 

mechanisms are still best-effort based, impeding the effectiveness of controlling 

QoS. Therefore, specialized QoS based routing appears to be an indispensable 

aspect in QoS provisioning.

In this chapter, we will first introduce routing basics in Section 1.2. Then 

in Section 1.3 and Section 1.4, we will review the currently existing QoS ar

chitectures and the routing deficiencies under the proposed architectures. In 

Section 1.5, we will touch upon some traffic engineering tools pertinent to QoS 

routing. Finally we will give the organization of the whole dissertation.

1.2 R ou tin g  Basics

1.2.1 In tern et U n icast R o u tin g  P ro to co ls  O verview

The Internet is organized into areas named Autonomous Systems (AS). Each 

AS is composed of many routers working together under the control of a cer-

1
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tain adm inistrative entity, such as an Internet Service Provider (ISP), a uni

versity or a corporation. Based on the area in which routers exchange their 

information and cooperate to transport packets, routing protocols fall into 

two categories: the Interior Gateway Protocol (IGP) and the Exterior Gate

way Protocol (EGP). IGP is an intra-A S routing protocol designed for routers 

within an AS to exchange routing information, whereas EGP is an inter-AS 

routing protocol designed for routers to exchange routing information between 

ASs [55].

Historically, IGP protocols fall into two categories: the distance vector pro

tocols and the link state protocols. The Routing Information Protocol (RIP) [33, 

51] and the (Enhanced) Interior Gateway Routing Protocol ((E)IG RP) are rep

resentatives of distance vector routing protocols, while the Open Shortest Path 

First(OSPF) protocol and the Intermediate System-Intermediate System  (IS

IS) protocol are typical link state routing protocols. A typical example of EGP 

is the Border Gateway Protocol (BGP), a path vector protocol. The content 

of BGP is beyond the scope of this dissertation, therefore in the following, we 

will only present RIP and OSPF, the representatives of IG P protocols.

1.2.2 D ista n ce  V ector and Link S ta te  R o u tin g  P ro to co ls

A distance vector protocol employs a distributed processing model [55], under 

which route computation is distributed on the whole network. In the distance 

vector routing mechanisms, “distance” refers to the path construction metrics, 

i.e., the path distance in number of hops, and “vector” means the routing 

table. Specifically, all the routers cooperate to find the best path to each 

destination. In the following, we will present the routing procedure of RIP, a 

canonical example of distance vector protocols.

•  Each RIP router maintains a routing table, each entry of which indicates 

the path distance to a certain destination and the corresponding next 

hop.

•  Every 30 seconds, every RIP router broadcasts its routing table to all of 

its neighbors.

2
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•  Upon receiving the routing table update from its neighbor, N , a RIP 

router, checks all the destinations of the update and finds out the 

new path distance from itself to the destinations via N  (by adding the 

distance from itself to  N  to the distance from N  to a certain destination). 

If the new path distance is shorter than the one in its current routing 

table, then the next hop of R  is updated to its neighbor N .

The advantage of RIP is its simplicity, but it also has drawbacks. First, it 

is only suitable for m oderate sized networks, i.e., the largest hop length is 15. 

Second, in case of network failures, it takes a long time for RIP to converge. 

This is referred to as counting to infinity and is the reason why the maximum 

path length is limited to  a very small number. Schemes such as split horizon 

and triggered updates [33] have been proposed to deal with counting to infinity, 

but they only work in lim ited situations. Third, RIP uses a single fixed metric 

to calculate paths, and therefore can not deal with situations where paths need 

to be chosen based on real-tim e parameters, such as reliability or load.

A link state protocol such as OSPF employs a distributed database model [55]. 

The basic idea is as follows:

•  Each router maintains a link state database, a topology map of the whole 

network. Based on the database, each router conducts route com putation 

using D ijkstra’s shortest path  algorithm.

•  Every 30 minutes, each router sends Link State Advertisements (LSA), 

the topology information of itself, to every other nodes through reliable 

flooding. In doing so, each router has an identical topology map of the 

network so th a t routing loops and “black hole” are avoided.

As a representative of link state  protocols, OSPF provides more advanced 

features than the typical distance vector protocol RIP. For example:

•  fast convergence. By flooding link state information, all the OSPF 

routers can immediately receive the updated status of the network.

• more descriptive routing metrics. Unlike RIP, which only uses the hop 

count as a metric, OSPF allows for a variety of link metrics, e.g., link

3
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delay and costs, etc. In addition, the value of the configurable link metric 

ranges from 1 to 65, 535, eliminating the network diameter lim itation of 

15 hops in RIP and being able to support large networks.

•  supporting routing hierarchy. OSPF provides a scalable routing solution 

bv supporting routing hierarchy, while R IP only supports routing in 

“flat” networks.

•  supporting equal-cost-multi-paths. OSPF supports multiple paths with 

equal costs, while RIP only supports single path  routing. The former 

obviously increases the possibility of load balancing.

1.3 Q uality o f Service A rch itectures

The current standard IP-based Internet supports only best effort services. 

Under this service model, all the applications compete together for the limited 

network resources, such as buffers and bandwidth. As a result, applications 

can not predict their service quality, which depends on the congestion situation 

on the network. For example, if the buffer a t a certain port is full, then the 

packets going through th a t port will have to be dropped. If there is not enough 

bandwidth available on a certain link, then packets will have to wait in the 

queue and experience long queuing delays.

W ith the overwhelming growth of the Internet, various new types of ap

plications have gained increasing importance, e.g., IP  telephony, video con

ferences, and on-line games, etc. The emerging applications have posed new 

challenges to the Internet community. In particular, the diversification of ap

plication types calls for service differentiation. For example, the quality of 

Voice over IP  (VoIP) and video conferencing applications are extremely de

pendent on delay and delay jitte r (the delay variation), while for file transfer 

applications, the most im portant quality metric is the loss rate. Moreover, 

satisfactory services require resource assurance. For instance, IP telephony 

has stringent delay requirements: if the delay between two conversation party 

exceeds 0.5 seconds, then the perceived conversation quality would be unac-

4
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ceptable. Confronted with the diverse requirements of emerging applications, 

the current IP -based network, unfortunately, does not meet the challenges, 

which motivates the research on quality o f service (QoS). Quality of Service 

refers to “the capability to provide resource assurance and service differenti

ation in a network” [69]. In the following sections, we will review the major 

QoS architectures.

1.3.1 T h e A syn ch ron ous T ransfer M od e (A T M )

The Asynchronous Transfer Mode is a technology based on fast packet switch

ing of small fixed sized packets called cells. It is designed to provide a high

speed low-delay multiplexing and switching network to support diverse user 

traffic, such as voice, video, and da ta  applications [68]. Its underlying fea

ture is QoS support, which is facilitated by its  connection-oriented nature and 

negotiation phase, i.e., contract driving connection setup. ATM supports ser

vice differentiation by defining five service categories: the Constant B it Rate 

(CBR), the Real-Tim e Variable B it Rate (rt-V B R ), the non-Real-Tim e Vari

able B it Rate (nrt-V B R), the Available B it Rate (ABR), and the Unspecified 

Bit Rate (UBR). The CBR service is used for traffic with very strict band

width requirements, e.g., video on demand applications. The network offers 

constant bandwidth and minimum delay, delay variation and loss rate. The 

rt-V B R  service is suitable for real-tim e applications, such as real-tim e video 

conferencing, requiring tight delay and delay variation, but not exhibiting the 

fixed bit rate of CBR. The nrt-V B R  service is used for bursty data  tha t is not 

sensitive to delay variation, e.g., m ultim edia E-m ails. The UBR service is a 

best effort service with no real guarantees, and an example application is file 

transfers. The ABR service is intended for applications th a t can adapt their 

rates based on the feedback from the network. When an ABR connection is 

established, the user specifies a maximum required bandwidth and a minimum 

usable bandwidth. The bandwidth available from the network may vary, but 

is never less than the minimum bandwidth [27].

Despite its high-bandw idth promise and QoS features, ATM has not been 

widely used as expected because while ATM was in the process of standard-

5
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ization, the emerging Gigabit Ethernet technology and QoS capabilities of IP 

networks reduced the attractiveness of ATM. In addition, ATM is too compli

cated and expensive to employ, making customers reluctant to adopt it once 

cost-effective solutions became available.

1.3.2 T h e In tegrated  S e r v ic e s /R S V P  M od el

The Integrated Services (IntServ) [15] framework supports the transport of 

audio, video, real-tim e, and classical da ta  traffic within a single network in

frastructure. The architecture provides the ability for applications to choose 

among multiple controlled levels of delivery services for their da ta  packets. 

Currently, two types of services are defined — the Controlled-Load Service [71] 

and the Guaranteed Service [67]. The former is for adaptive tolerant real-tim e 

traffic (i.e., traffic with loose delay requirements). It guarantees a  QoS similar 

to tha t achievable by a best effort traffic in an unloaded network. The la tter is 

for non-tolerate real-tim e applications with tight delay requirements. It guar

antees assured level of bandwidth, m athem atically bounded end-to-end  delay 

and no loss for conforming traffic, which stays within the “expected capacity” .

The IntServ model features per-flow resource reservation. This idea is 

similar to the virtual circuit in ATM, but the objective of IntServ is to preserve 

the datagram  model of IP networks while supporting resource reservation for 

real-tim e applications, and the challenge is to integrate resource reservation 

into the existing Internet architecture [69].

In [15], Braden, Clark and Shenker proposed a reference framework (see 

Figure 1.1) to implement the IntServ model. Our work is based on the as

sumption of this framework. According to this framework, the IntServ model 

encompasses five components: the reservation setup protocol, the QoS rout

ing agent, the admission control agent, the packet classifier, and the packet 

scheduler. The first three components are background functions, and the last 

two are functions in the forwarding path. According to the Integrated Service 

model, an application must depend on resource reservation to receive guaran

teed service. Therefore, the reservation protocol is the key component of the 

background functions. But QoS routing and admission control is needed to

6
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QoS routing Agent

QoS routing table

Background functions

Forwarding path

Admission Control

Packet Classifier Packet Scheduler

Reservation State Table
Reservation Agent

Figure 1.1: A Reference framework for Integrated Service model.

assist with the reservation setup. In particular, QoS routing is responsible for 

establishing the QoS paths, along which the reservation is to  be made. During 

the procedure of reservation setup, the admission control agent a t each node 

determines whether the resource request should be granted or rejected based 

on its knowledge about the resource availability. In the forwarding path, the 

classifier identifies each packet as belonging to a certain reserved flow and 

maps it to a certain service class. All the packets inside the same class are 

treated equally. Once a packet has been identified, the router will look up 

the reservation table to find the corresponding reservation state, and then the 

packet will be dispatched to the packet scheduler with the reservation state  

associated with the flow [69].

In the IntServ architecture, the ReSerVation Protocol(RSVP) [16] has been 

developed as the reservation setup protocol. According to [16], “ The RSVP 

protocol is used by a host to request specific quality of service from the network 

for particular application data streams or flows. RSVP is also used by routers 

to deliver quality-of-service (QoS) requests to all nodes along the path(s) of 

the flows and to establish and maintain state  to provide the requested service.

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Service Level Agreement
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metering, marking, performing scheduling and
shapping, policying buffer management based on PHBs

Figure 1.2: An example Differentiated Service network.

RSVP requests will generally result in resources being reserved in each node 

along the data  pa th .” To sum up, RSVP provides per-flow reservation support 

for the IntServ model, which implies accurate and fine-grained QoS provision

ing. However, the per-flow state m aintenance and per-flow processing at the 

routers also make the IntServ model suffer from scalability problems, which 

motivates further research into QoS models.

1.3.3 T h e D ifferen tia ted  S erv ices M od el

The goal for the differentiated services (DiffServ) [11] model is to  define a scal

able service discrimination without the need for per-flow state  and signaling 

at every hop. It pushes most of the state  information to the edges of a net

work, while the core network only needs to perform fast forwarding. Traffic 

entering a network is classified and probably conditioned at the boundary of 

the network and assigned a DiffServ codepoint (DSCP), which is the first six 

bits in the Type of Service (TOS) byte in the IP header. W ithin the core of 

the network, packets are forwarded according to the per-hop-behavior (PHB) 

associated with the DSCP [11]. The DiffServ architecture “is composed of 

a number of functional elements implemented in network nodes, including a 

small set of per-hop forwarding behaviors, packet classification functions, and 

traffic conditioning functions including metering, marking, shaping and polic-

8
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ing.” Figure 1.2 depicts an example DiffServ network.

Two PHBs are defined in the DiffServ architecture: the Assured Forwarding 

(AF) and the Expedited Forwarding (EF). AF provides better than best-effort 

services. It specifies four forwarding classes, within each there are three drop 

priorities. EF provides minimum delay and jitte r and is suitable for mission 

critical applications.

1.3.4 R efin em en t o f  th e  Q oS A rch itecture: In tS erv  over 
D iffServ

As a summary to the above description, the IntServ/RSV P model enables 

per-flow quantifiable resource reservation along end-to -end  da ta  paths and 

the DiffServ model enables scalability across large networks. The two models 

can be characterized as representing a state-based and an (almost) state

less approach respectively. Owing to the per-flow state maintenance, the 

IntServ/RSV P model provides accurate service level but raises the scalability 

problem. In contrast, the DiffServ model possesses scaling properties because 

of being stateless, however, it introduces some degree of service level approx

imation. These two architecture are complementary in pursuit of end-to-end 

QoS. Based on this observation, further refinement of the QoS architecture is 

proposed [10], which applies the IntServ model end-to-end across a network 

containing one or more DiffServ regions. The IntServ is used as the architec

ture which allows applications to interact with the network, and DiffServ is 

used as the architecture to manage admission the network’s resources [10]. As 

presented in [34]: “The architectural direction tha t appears to offer the most 

promising outcome for QoS is not one of universal adoption of a single archi

tecture, but instead use a tailored approach where aggregated service elements 

are used in the core of a network where scalability is a m ajor design objective 

and use per-flow service elements at the edge of the network where accuracy 

of the service response is a sustainable outcome.”

9
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1.4 R outin g  D eficiencies in Q oS A rchitectures

Although capable in different ways to provide Quality of Service, both the 

IntServ/RSV P and the DiffServ architecture implicitly assume that “the short

est path” routing is used to  route both best effort traffic and distinguished 

service traffic [34], Up till now the most prevailing 1GP protocols are shortest- 

path and destination-based routing, which possesses the inherent drawback of 

causing congestion and inefficient resource allocation. Specifically,

• In destination-based routing, the destination address is the only infor

mation used in forwarding a packet. A lthough this property enables 

highly scalable routing, it also limits the capability to influence the ac

tual paths taken by packets. For example, it limits the capability to 

evenly distribute traffic among multiple paths.

•  The shortest path might not be able to accommodate the flow’s QoS 

request and request combination, e.g., bandw idth and loss rate, etc. 

However, alternative longer paths exist which can satisfy the requests.

• Traditional routing schemes provide lim ited support for alternate rout

ing, which incurs inefficient resource usage on the network. T hat is, if 

the best path cannot adm it a flow, the flow will be blocked even if some 

other, suboptim al, alternate paths exist. The Open Shortest Path First 

(OSPF) [5-5] includes an Equal-Cost-Multi-Path  (ECMP) mechanism, 

which supports load splitting between equal-cost-m ulti-paths. How

ever, since ECMP does not always exist, it cannot provide load splitting 

between multiple paths with different costs. Moreover, the exactly equal 

load share cannot be changed even if the load distribution over these 

paths has already been biased.

Therefore, the conventional shortest-path  and destination-based routing 

does not provide QoS support, nor does it enable network-wide efficient re

source utilization, which are essentially Traffic Engineering (TE) problems. 

The Internet Engineering Task Force (IETF) have introduced some new routing-

10
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related traffic engineering technologies. The most im portant ones are Constraint- 

based Routing (CBR) and Multiple Protocol Label Switching (MPLS).

1.5 Traffic E ngineering Tools: M PLS and C B R

Traffic engineering is the ability to control specific routes across a network to 

reduce congestion and improve the cost efficiency of carrying IP traffic. MPLS 

is strategically significant for traffic engineering. It simplifies and expedites the 

routing process by using labels to determine the next hop. Furthermore, MPLS 

also incorporates features from both the IntServ and DiffServ. For example, 

it allows bandwidth reservation to be made over a Label Switched Path (LSP) 

and support packet marking based on their priorities. More importantly, its 

explicit routes provide a mechanism for overriding the paths established by 

IP routing. For example, MPLS allows adm inistrators to explicitly configure 

LSPs to send selected traffic (such as VoIP) along QoS routes. The LSPs which 

can satisfy the special requirements of traffic are computed using Constraint- 

based Routing, an im portant component of Traffic Engineering. Specifically, 

CBR computes a feasible network path  based on a traffic description and a 

set of constraints. The constraints include bandwidth, hop count, delay, cost, 

and administrative attributes, such as bandw idth requirements, maximum hop 

count, and adm inistrative policy requirements, etc. Its objective is to com

pute routes th a t meet QoS requirements, while efficiently utilizing the network 

resources.

For routers tha t use topology driven hop-by-hop IGPs, CBR can be in

corporated in at least one of two ways [8]:

•  Overlay model: by adding a CBR process which can co-exist with current 

IGPs [9].

•  IGP Extension model: by extending the current IGPs, such as OSPF 

and IS—IS, to support constraint-based routing [3]. In this model, some 

enhancement is required to enable the IGP protocols perform CBR. For 

instance:

11

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-  Content of LSA. Apart from existing topology change LSAs, such as 

link down and restoration, more state  information is needed, such as 

remaining bandwidth on the network links, which is indispensable 

for constraint-based routing calculation.

— Frequency of LSA updates. The Internet is a dynamic network en

vironment, in which not only topology changes occur, but also the 

resource status (such as available link bandwidth) keeps changing 

at a rate much higher than th a t of the topology changes. Hence, 

LSA updates need to be flooded more frequently compared to nor

mal IGPs. Compared with conventional routing com putation, CBR 

com putation is more dependent on this dynamic status, therefore 

accurate CBR calculation requires more frequent updates of the 

dynamic link state information.

1.6 S tructu re and C ontribution  o f th e  D isser
ta tio n

In the previous sections, we have reviewed the working mechanisms of con

ventional IG P routing techniques, the current QoS architectures and the defi

ciency of routing under these architectures. In the following, we will describe 

the concept and challenges of QoS routing in Chapter 2 . The following three 

chapters focus on the scalability problem: in Chapter 3, we will review existing 

approaches to tackle the QoS routing problem with inaccurate information; in 

Chapter 4, a family of multiple path construction and selection schemes will be 

presented to deal with the routing inaccuracy problem; in Chapter 5, we will 

propose and evaluate a set of cost-effective routing information dissemination 

schemes as a further effort towards the scalability issue of QoS routing. Chap

ter 6 will focus on a connectionless m ulti-path  routing paradigm, i.e., the 

deflection-based routing. We will prim arily investigate the buffer trade-off 

problem associated with this routing model.

The contribution of the dissertation are as follows:

• First, we deal with the scalability problem of QoS routing from the

12
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point view of routing algorithms. In particular, to compensate for rout

ing inaccuracy, we propose a family of multiple path construction and 

selection algorithms, one category of which provides good performance 

with imprecise routing information. The simulation results show that 

the proposed algorithm outperforms the traditional single-path scheme, 

providing improved blocking rates and load balancing w ith lower rout

ing costs. Moreover, compared with some popular QoS routing methods 

discussed in the literature, it offers better performance in an inaccurate 

environment [38, 39, 40].

•  Second, we approach the scalability problem from the point view of 

routing information dissemination [40, 41]. Specifically, to reduce the 

redundancy and blindness of the current flooding mechanism without 

significantly degrading routing performance, we design selective routing 

information dissemination schemes which assign different update prior

ities to  nodes based on their location information. Moreover, by dif

ferentiating between “good” (increase of available resource) and “bad” 

(decrease of available resource) updates, we observe a  noticeable perfor

mance gap, which implies th a t the quality of link state  dissemination 

can be improved by qualitatively separating link state updates.

•  Finally, as an extension of our previous work of m ulti-path  routing under 

a connection-based paradigm, we further explore the m ulti-path  rout

ing strategy under a connectionless paradigm, i.e., deflection routing. 

We examine the impact of deflection routing on real-tim e delay jitte r 

sensitive voice traffic and address the trade-off of buffer resource allo

cation between interm ediate routers and destination hosts [42]. We also 

conduct a comparison between the proposed lossless deflection strategy 

and the conventional shortest path strategy. Our results show that, from 

the global viewpoint of network resource management, deflection-base 

routing is a preferable choice. These results inspire our further thinking 

about the routing and congestion control problems of the Internet.
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Chapter 2 

QoS R outing

In the previous chapter, we have learned th a t QoS-based routing is a missing 

piece in the proposed QoS architectures and th a t some im portant QoS tech

nologies, such as MPLS, need the support of constraint-based routing, which 

is a generalization of QoS routing. In this chapter, we will present the concept 

of QoS routing, how it is related to the previously covered QoS concepts, and 

the main issues in QoS routing.

2.1 W hat is Q uality o f Service R outing?

QoS routing is a routing mechanism th a t determines paths for flows based on 

knowledge about resource availability in the network and QoS requirements of 

the flows [22]. As implied in the definition, the objectives of QoS routing are 

as follows:

• To meet the f low ’s QoS requirements. Traditional routing algorithms 

are concerned with path reachability, length, and cost, etc, but cannot 

deal with diverse QoS requirements of a path, such as bandwidth, delay, 

jitte r, and loss rate, etc.

• To efficiently use network resources. By taking the dynamic resource sta

tus into consideration, QoS routing can be designed to make efficient use 

of network resources, e.g., to avoid over-utilization and under-utilization 

of network resources and to balance the load of network traffic. Tradi

tional shortest path based routing protocols do not take this factor into
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consideration when making routing decisions.

2.2 QoS R ou tin g  and O ther QoS Issues

2.2.1 Q oS R o u tin g  vs. R esou rce R eservation

QoS routing and Resource Reservation are often used in conjunction. QoS 

routing serves as the routing mechanism needed by the Resource Reservation 

to find a path with QoS capabilities, but it cannot provide resource reserva

tion by itself. Conversely, resource reservation includes resource request and 

reservation mechanism, but without determining the path to accommodate 

the request with QoS requirements [22],

2.2.2 Q oS R o u tin g  vs. Traffic E ngineering  and C o n stra in t-  
based  R ou tin g

As addressed above, one of the objectives of QoS routing is to efficiently use 

network resources, e.g., find multiple paths to balance traffic load. Therefore,

QoS routing can be thought of as part of dynamic Traffic Engineering [29].

“It can also be seen th a t constraint based routing (including QoS routing), 

MPLS and DiffServ, all provide mechanisms (control capabilities) in support 

of Internet Traffic Engineering [7].”

CBR is the extension of QoS routing, and they share some common char

acteristics, such as satisfying the QoS requirements of the traffic and utilizing 

resources efficiently. Their difference exists in tha t CBR is defined in a broader 

sense as applicable to traffic trunks (flow aggregations) as well as individual 

flows, while QoS routing is individual flow oriented. Traffic trunks are consid

ered to make “large” reservation with long holding time, which is the case for 

network core traffic aggregates. Besides, CBR extends QoS routing by dealing 

with non-QoS constraints like adm inistrative policies.
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2.3 M ain Issues in QoS R ou tin g

2.3.1 In trod u ction

As QoS requirements are added into routing schemes, many relevant problems 

come up. For instance, some m ajor ones [22] are as follows:

• QoS Metrics and computational complexity. The combinations of differ

ent QoS metrics greatly impact the routing decision process. As we will 

see in Section 2.3.2, some of the combinations can be computationally 

hard problems. Therefore efficient heuristics in m ulti-constraint-based 

QoS routing com putation are needed to reduce the complexity and reach 

good performance as well.

•  Routing overhead and scalability. W ith QoS being introduced into rout

ing protocols, network states become more dynamic from the viewpoint 

of the routing protocol. The reason is tha t, compared with conven

tional routing metrics, such as path hop counts and cost, etc, QoS rout

ing parameters vary frequently, e.g., remaining bandwidth. As a result, 

more frequent routing information updates are needed, which unavoid

ably brings about sharp increase of routing overhead, especially when 

flooding [55] is used to exchange network updates. This increased over

head introduces scalability problems.

•  Routing performance objectives. QoS routing does not merely mean rout

ing a flow on any path  th a t accommodates its QoS requirements. This 

simple approach ignores the resource allocation for the whole network 

and hence is likely to be ineffective. For example, as we will see in Chap

ter 3, given a set of eligible paths th a t can satisfy the QoS requirement 

of a connection, how to select a path for the connection significantly 

influence the resource allocation situation of the network and therefore 

the routing performance. Similar consideration of global resource allo

cation also exists in the telephone networks, e.g., trunk reservation [44], 

The idea is to use alternative paths of a certain source-destination only
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when they do not negatively influence the shortest direct paths for an

other source-destination pair. O ther performance objectives also need 

to be considered, e.g., global throughput, load balancing, and oscillation 

avoidance, etc.

•  Routing decision granularity. In descending order of granularity, routing 

can be destination-based, (as in the current Internet routing protocols), 

source-destination based, (as in Q O SPF [77]), and flow-based, (as in the 

InteServ/RSVP architecture). Finer granularity schemes provide accu

rate routing decisions but heavy state  overhead, while coarser granularity 

schemes trade routing accuracy for small s ta te  overhead. In this disser

tation, we will use flow-based granularity, as most of the current QoS 

routing research [6, 47, 65] does.

In the following, we will mainly address the first two problems as they are the 

foundation of the feasibility of QoS routing.

2.3.2 Q oS M etr ics and C o m p u ta tio n  C om p lex ity

QoS route com putation can be very complicated because it involves multiple 

tim e-varying route metrics. According to [70], link metrics fall into three cat

egories: the additive, the multiplicative and the concave. An additive metric 

(see (2.1) ) of a path is the summation of the metric of each single link on 

the path. Typical examples for the additive metrics are delays and monetary 

costs. A multiplicative metric (See (2.2)) of a path  is one minus the product 

of one minus the metric of each single link on the path, e.g., the loss rate 

metric. A concave metric (See (2.3)) of a path  , e.g., the available bandwidth, 

is the minimum metric of all the links along the path. We call th a t link with 

the minimum metric the bottleneck link. The following formulas depict the 

characteristic of the three kinds of metrics.

lep

lep
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Mp =  m iniepMi, (2.3)

where M p is the metric of a path p  and Mi is the metric of a link / on 

the path. In QoS routing, it is not uncommon for the user to have a request 

involving multiple metrics. Unfortunately, the problem to compute a path 

with two or more of additive and multiplicative metrics is N P-hard  [36, 70]. 

The formal description of the problem is as follows:

Given n  additive metrics A l and integers ai separately, where 1 < i < n, 

and K  multiplicative metrics M3 and integers rrij separately, where 1 < j  < k, 

the problem of deciding if there exists a path p which satisfies

1. A? < ai} (2 <  i < n ), or

2. M j <  rrij, (2 < j  < k), or

3. A \  <  ai; (1 <  i < n) and M j  < m 3, (1 < j  < k) 

is NP-hard.

Specifically, if the metrics are two or more of delay, delay jitte r, cost, and 

loss rate, etc, the route computation problem will be N P-hard  [70]. Heuristic 

algorithms have been proposed to deal with this problem [36, 43, 45, 57, 64, 72], 

but this is not our focus. In this dissertation, we concentrate on the routing 

overhead and scalability problem of QoS routing.

2.3 .3  R o u tin g  O verhead and Scalab ility

QoS routing encompasses two tasks: QoS-based route com putation and net

work sta tus propagation and collection. Correspondingly, the main overheads 

of QoS routing are computational overhead, storage overhead and protocol 

communication overhead [6]. Among all these cost factors, the protocol com

munication overhead is the dominant contributor [4, 6]. It is caused by link 

state information generation and propagation since most of the current QoS 

routing protocols are link state based [2, 6, 47, 66], whose characteristic is 

to frequently exchange link state information by flooding. The exponential 

growth of the number of Internet users implies a sharply increasing routing
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protocol communication costs. Moreover, with flooding being the main pro

tocol communication mechanism in current QoS routing schemes, each node 

sends out its state information to all the other nodes, even if the la tter might 

never or seldom use the information. Obviously, a great deal of redundant 

information is generated in this procedure, which occupies a lot of network re

sources. The situation will deteriorate as network size increases. Furthermore, 

QoS routing requires more link state updates (LSU) than conventional rout

ing does because, unlike traditional routing, which cares about infrequently 

changing connectivity information such as link up/down changes, QoS routing 

cares about frequently changing QoS metrics such as remaining bandwidth, 

and therefore requires more frequent updates to support accurate route calcu

lation. Consequently, the protocol communication overhead makes scalability 

a key issue in QoS routing.

In [31], a taxonomy of routing scalability techniques is presented. Cur

rent techniques fall into two basic categories: techniques for reducing path 

com putation and techniques for reducing routing updates. (See figure 2.1)

Scalability techniques

routing update reduction path com putation reduction

quantity reduction frequency reduction 
(use coarse update trigger)

path cachingpre-com putation

quantized topology limite update threshold-based class-based hold-dow n tim er-based
update aggregation distribution

hop count lim ited flooding reverse path update

Figure 2.1: A taxonomy of scalability techniques

Pre-computation [14, 48, 61, 65] and path caching [60] are two well known 

approaches to reducing path computation. Path-com putation means com

puting paths periodically or upon receipt of a network state update. It was 

shown [6] to be more cost-effective than on-demand  computation (compute
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for each request) although the former results in a small routing performance 

loss. Efforts to  reduce routing updates include quantity reduction and fre

quency reduction. Q uantity reduction aims to compress the update contents 

and to lim it the update propagation range. Frequency reduction, as the name 

implies, reduces the frequency of link state updates. In the following, we will 

address the two techniques.

In the frequency reduction approach, update triggers [6] are used to deter

mine when to propagate a link update. It is an effective technique [6] used 

by many QoS routing schemes [2, 6, 47, 66] to reduce link state  update costs. 

Typically, there exist 3 categories [6], the threshold-based, the class-based and 

the hold-down timer based. The threshold-based trigger does not emit QoS 

LSU until link metric changes exceed a certain absolute or relative threshold. 

In the class-based scheme, link state is divided into several classes. W hen

ever a link state  change runs across a class edge, an update is triggered. The 

hold-down tim er based trigger conducts updates when the hold-down tim er 

expires. Generally the hold-down timer is used in conjunction with the other 

two schemes to control the volume of updates when network state  oscillates in 

a narrow range. Obviously the trade-off of the setup of this param eter lies in 

the update costs and routing accuracy.

The quantized update content approach means disseminating some quan

tized approximation to link state  information instead of exact one. Obviously, 

the update information is not precise, but it reduces the amount of updates 

and also increases the number of equal cost paths, which avoids being stuck 

with a “bad” choice. [6]

The topology aggregation in ATM Private Network-to-Network Interface 

(PNNI) [26, 32, 46] is a typical example of compressing update content. Ac

cord ing  to  the  scheme, large networks are s tru c tu re d  hierarchically  by recu r

sively grouping nodes into routing domains (See Figure 2.2). The topology 

information of each domain is represented in a “compact” manner. To the 

outside of a domain, the original topology information inside the domain is 

invisible. Instead, what can be seen is simplified topology information of the 

domain. Apparently, topology aggregation simplifies the representation of the
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Figure 2.2: Topology Aggregation

network structure, reduces routing information exchange and cuts down on 

routing table sizes, and therefore it scales well.

Although PNNI [26] defines the idea of topology aggregation, it does not 

specify how to perform aggregation. Certain aggregation schemes have been 

proposed. Specifically, as presented in [46], the sym m etric-node approach, 

the full mesh approach and the star approach are conventional methods for 

topology aggregation. Routing performance can be very different depending 

on the aggregation method. Hao [32] performed a systematic evaluation of 

the performance of different routing algorithms under topology aggregation 

and concluded th a t topology aggregation does not always have a negative im

pact on routing performance. Despite these observation, the results in [32] 

showed th a t  perfo rm ance  degrada tion  is no t significant only in lim ited  s i tu a 

tions. The reason behind the performance deterioration is the inherent “lossy” 

characteristic of topology aggregation and the consequential non-optim al path 

selection. Besides, the problem becomes more complicated when multiple QoS 

constraints are involved [62], For instance, if there exist two paths between 

two border nodes of a domain, with one path favoring bandwidth constraint
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and the other favoring delay constraint, it is difficult to pick the best QoS pair. 

Open issues like this make topology aggregation a challenging problem.

Limited update distribution aims to reduce the flooding range or reduce 

global flooding to partial flooding. Two existing methods are hop count lim

ited flooding and reverse path update [17]. Hop count limited flooding means 

distributing link state  information in a scope whose radius is less than a certain 

number of hop counts. Reverse path update [17, 24] exploits the sparse char

acteristics of internetwork traffic [17], for example, routes originating from 

a domain are often destined for a certain set of domains or frequently pass 

through some transit domains. It assumes th a t the current active routes are 

still going to be active in the future. The idea is to propagate routing in

formation updates only to the sources of the current active routes, which are 

recorded at each node and represented by installed setup state  or by a cache 

of the most recent used source routes. The propagation is along the reverse 

direction of the active routes.

In summary, the aforementioned techniques deal with the scalability prob

lem by reducing either the amount of fink state  exchange or path computation. 

These techniques have proved to be effective in reducing routing cost, however, 

the price paid is performance deterioration. Consequently, in the next chapter, 

we will address the inaccuracy tolerant QoS routing problem.
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Chapter 3 

Inaccuracy Tolerant QoS 
Routing

As presented in Chapter 2, the reduction of QoS routing overhead causes 

performance degradation. For example, with path  pre-com putation, some 

flows have to use obsolete routing table information. The performance of 

pre-com putation is worse than tha t of on-dem and computation, especially 

when the pre-com putation period is large. Moreover, routing update reduc

tion brings about stale state information (e.g., by infrequent updates) or ap

proximated link states (e.g., by topology aggregation) on network nodes, which 

can cause a node to select a suboptimal path  or a path th a t cannot accom

modate the new connection. Aside from that, some QoS metrics per se are 

imprecise, e.g., the link delay, which is dependent on the dynamically changing 

traffic characteristics. Therefore, how to conduct QoS routing with inaccurate 

information is a crucial task for the QoS routing scalability problems. In this 

chapter, we will review some existing work related to  this problem.

3.1 QoS R ou tin g  w ith  Inaccurate Inform ation  
—  T heory  and  A lgorithm s

In [30], Guerin and Orda investigated the im pact of inaccuracies in the avail

able network state  and metric information on the path  selection process. Faced 

with inaccurate information, they proposed to select paths by computing path 

success probabilities. Specifically, they considered two cases: (a) routing with
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bandwidth guarantees and (b) with end-to -end  delay guarantees.

For the case (a), a probabilistic model is used to capture the inaccuracy of 

the link states. As a result, each link I is assigned with a pi(x) value, which 

is the probability tha t link I can accommodate a connection with bandwidth 

requirement x. Then the problem of QoS routing is described as follows: find 

a path p *  such that, for any path p ,

n  p m   ̂ i[pi(w).
le p *  l ep

where w  is the requested bandwidth. This problem can be transformed into 

the standard shortest path algorithm with metric (—logpi(w)) and solved.

The case (b) is broken further into two sub-cases, the delay-based model 

and the rate-based model. In the delay-based model, each node advertises 

the local delay bounds it can guarantee and conducts path com putation based 

on the delay metrics. But the disadvantage is th a t the local delay is depen

dent on traffic characteristics, which varies from connection to connection, 

and therefore the advertised delay tends to  be inaccurate. In the rate-based 

model [16, 67], delay guarantees are m apped into rate guarantees, and nodes 

advertise the residual rate they have available. Since the residual rate does 

not depend on the characteristics of new connections, it is a more accurate 

metric.

In the context of the rate-based model, the end-to-end  delay guarantee 

d(p) can be determined as follows:

d(p) =  — I-----—  b (3.1)
r r ftp

where a  is the size of the connection’s burst, q  is the maximum packet length 

for the connection, and r  is the minimal rate for the connection along the 

path. In this model, the QoS routing problem with delay constraints can be 

described as follows: given a maximum delay requirement D  for a connection, 

and 7 T £ )(p ) ,  which is the probability th a t d{p )  < D  for a path  p ,  find a path 

p *  such tha t, for any path p ,

7Td(P *) <  7Td(p),
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They proved th a t this problem is NP-com plete and showed th a t there exists 

a number of special cases of particular practical significance, for which they 

proposed tractable solutions.

In the context of the delay-based model, the QoS routing problem with 

delay constraints D  can be described as follows: given a graph G (V ,E ),  the 

p.d.f.’s pi(d) for all link I £ E,  which is the probability th a t link I will introduce 

a delay of a t most d, (i.e., di < d,) and 7T £>(p), which is the probability tha t 

Y,i£pdi < D  for a path p ,  the problem is to find a path p *  such th a t, for any 

path p ,

7Td(P*) <  TX D (p )  •

They showed th a t this problem is also NP-com plete and proposed tractable 

solutions for several special cases of practical importance. [30] laid a theo

retical ground for inaccuracy tolerant QoS routing with bandw idth and delay 

metrics, but performance evaluation is expected to examine the effectiveness 

of the particular algorithms.

3.2 Safety—B ased R outing

Based on the idea of using probabilistic model to describe inaccuracy, as de

scribed in the aforementioned case (a), In [5], a “safety-based” algorithm was 

presented with an attem pt to compensate for the inaccuracy in the link state 

information. Instead of using residual/rem aining bandwidth as the path com

putation and selection metric, as commonly used in many algorithm s [47, 66], 

a “safety” value was used. Given the requested amount of bandwidth, the last 

advertised value of available bandwidth, and the triggering policy parameters, 

e.g., update triggering threshold, it is possible to compute the range of values 

for the actual available bandwidth on a link. Based on this range and an as

sumption about the distribution of the real bandwidth within the range, the 

probability th a t the requested bandwidth is available on this link can be ob

tained. The probability, or the “safety” value, of the path, then can be used to 

rank links/paths and consequently used in routing com putation and selection. 

By doing so, the scheme avoids dependence on the ou t-o f-date  bandwidth
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Figure 3.1: Flow proportion com putation based on VCR

information and takes inaccuracy explicitly into consideration when making 

routing decisions.

3.3 Localized R outing

In [56], Nelakuditi, Zhang and Tsang proposed a Proportional Sticky Routing 

(PSR) scheme, which does not depend on the global exchange of routing infor

m ation but requires the local observed blocking information instead. The PSR  

assumed tha t a number of paths have been pre-com puted between source and 

destination pairs, and it operates in two stages: the proportional flow routing 

stage and the computation of flow proportions stage. The proportional flow 

routing stage is an observation period. During this period, a source allocates 

to each route a certain proportion of traffic, which is calculated in the com

putation of flow proportions stage. At the end of the observation period, the 

source computes the blocking probability of each route, based on which the 

traffic proportion assigned for each route is re-com puted with the purpose 

of balancing blocking rates among all the paths and giving the shortest path 

higher priority than the alternative paths (i.e., trunk reservation).

Figure 3.1 describes the procedure of a typical flow proportion computation 

stage using Virtual Circuit based Routing (VCR). The procedure is as follows:
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1. given a set of pre-computed paths, R, and the observed blocking rate for 

each path, compute the virtual capacity of each path, v c ^  using 

Erlang’s Loss Formula (line 4 and 5).

2. based on the trunk reservation principle and the objective of equalizing 

the blocking probability of each path  in both the minimum hop paths 

R mtn and the alternative paths R alt, compute the target blocking rate 

for R min, i.e., and the blocking probability for R alt, i.e., b* (line 1

and 2).

3. with the target blocking rate/probability  and the virtual capacity of each 

path, compute the new target loads for each path, v*, based on Erlang’s 

Loss formula (line 6 - 9 ) .

4. given the new target loads for all the paths, compute the new proportion 

of flows, c4"+1\  for each path  r, resulting a new load (line 

10 and 11).

Despite the theoretical feasibility of the localized routing scheme, its perfor

mance curve is not exciting according to the comparative study conducted 

in [74] — after all the routing decisions are based on merely the local infor

mation which is very limited and not very accurate.

3.4 P aram eter—Tuning—B ased  R outing

In [66] the routing performance and implementation overhead were evaluated 

with respect to a number of parameters: link state update policies, link cost 

metrics, network topology, and traffic patterns, etc. For example, the in

fluence of different update mechanisms on routing blocking performance and 

its two composing elements, signaling failure and routing failure, were evalu

ated. By observing th a t signaling failure is more expensive in tha t it consumes 

processing resources and delays the establishment of other connections, it was 

suggested to use a hybrid update policy with a moderately large update trigger 

value and a small hold-down timer. Subsequently, the impact of the above pa-
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rameters on the routing performance and implementation overhead was stud

ied. By carefully tuning the param eters, the results in [66] suggested tha t 

a balance can be achieved between high accuracy and low com plexity/better 

performance. The lim itation of the work is th a t it is based on cooperation 

of existing techniques, which provides lim ited space to increase performance. 

Aside from that, the study in [66] is based only on one kind of topology — the 

regular A;- array n-cube topologies.

3.5 M u lti-P a th  R outing: T ick et-B ased  R ou t
ing

In [63], Chen and Nahrstedt proposed a distributed scheme, called ticket-based 

probing, which searches multiple paths in parallel to find a delay-constrained 

least-cost path. In particular, every time a connection request arrives, a source 

sends out some probes, each of which is composed of a number of tickets. These 

tickets collect the delay and cost information along the paths until arriving at 

the destination. At an intermediate node i, if a ticket probes tha t the delay 

it has experienced so far plus the estim ated delay from i to the destination 

violates the delay bound, then the ticket will be dropped and won’t be able 

to reach the destination. Those tickets which successfully make it to the des

tination indicate successful paths, from which the one with the least cost is 

selected. The above procedure requires each node to estimate the delay from 

itself to the destination, and this is done based on their delay estimation model: 

Di(t) keeps the minimum end-to-end delay from % to t.

A Di(t) keeps the estim ated maximum change of Di(t) before the next update. 

D f d(t) and D™ew{;t) are the values of D ^ t)  before and after the update.

A D f d(t) and A Dliew(t) are the values of A D ^ t)  before and after the update.

A D feu’(t) is calculated as:

A D f ew(t) =  a  x A D f d{t) + (1 -  a)  x \D?ew(t) -  D f d(t) |,

and the end-to -end  delay from i to t is estim ated to be between D ^t)  — AZA(f)

and Di(t) + A Dx{t) in the next update period.

Their scheme is an effective heuristic to find delay-constrained least-cost
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paths, but since a number of probes are sent out the network upon each con

nection request, the routing information overhead is large.

3.6 M u lti-P a th  R outing C om bined w ith  R e
source R eservation

Cidon et al. [21] also made use of multiple paths to  make reservation along 

several paths in parallel. They proposed four reservation schemes: the fast 

algorithm, the logarithmic algorithm, the superfast algorithm, and the slow 

algorithm. The first three are flooding-based, which a ttem pt to establish 

a connection fairly fast at the cost of path  optimality: a Request message 

originates from a source and are duplicated on their way to the destination 

as long as there is resource available on the way; if intermediate nodes do 

not have enough resource, then Reject messages are issued to early release the 

reserved bandwidth; the destination issues an Accept message upon receiving 

the first Request message. In contrast, the slow algorithm pursues optim ality 

of a reservation path at a price of reservation speed: a node waits until it 

receives messages from all its incoming links before it sends Reject messages to 

upstream  links. In summary, the flooding based m ulti-path  algorithms realize 

fast reservations but sacrifice path optimality. Also it is not a scalable solution 

because of its high message complexity, especially considering th a t reservation 

is made on a per-connection base. The slow algorithm  obtains optim al paths 

at a price of slow reservation. P u t into a per-flow reservation context, this is 

also not a scalable solution.

3.7  Sum m ary

In [74], Yuan, Zheng and Ding conducted a comparative study of some of the 

previously mentioned QoS routing schemes: safety-based routing, randomized 

routing, ticket-based m ulti-path  routing, and localized routing. They divide 

imprecision into two categories: random imprecision, caused by non-negligible 

propagation delay or infrequent link state updates, and deterministic impre

cision, caused by threshold-based or class-based link state  update policies.
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Their performance study shows tha t randomized routing, which randomly 

chooses a path  from a set of feasible paths computed based on the impre

cise global network state information, performs the worst. The ticket-based 

m ulti-path  routing performs the best, being able to deal with deterministic 

imprecision as well as random one. In contrast, the safety-based routing is 

effective in dealing with deterministic imprecision but ineffective in dealing 

with random imprecision. The localized routing offers much worse perfor

mance than  the ticket-based m ulti-path  routing scheme. Their study shows 

th a t the only class of schemes with a promise of widely acceptable perfor

mance appears to be m ulti-path  routing. Therefore, in the next Chapter, we 

will present our m ulti-path  QoS routing solution.
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Chapter 4

M ulti—Path R outing in 
Networks w ith Inaccurate 
Information

Our work is based on the IntServ/R SV P model, where each connection needs 

to make a reservation in order to receive guaranteed routing services. Similar 

to [21] and [63], multiple paths are used when making reservations, but unlike 

their approaches, which construct reservation paths upon the arrival of each 

connection request, our approach pre-computes multiple paths, along which 

per-flow reservations are to be made. The purpose of the pre-com putation 

is to reduce the cost of path construction and routing information exchange; 

also, making reservations along several pre-established paths of limited length 

causes lower reservation signaling overhead than the flooding-based reserva

tion mechanism used in [21, 63]. On the other hand, path pre-com putation 

reduces the accuracy of the paths; therefore we enlarge the success opportu

nity of reservation by sequentially scanning all the multiple paths until success 

instead of in parallel searching for only one path, as in [21, 63].

In our study, the QoS metrics of concern are the bottleneck bandwidth (de

fined below) and the number of hops. As pointed out in [75] and [49], certain 

QoS metrics (notably, bandwidth, delay and delay jitter) are not indepen

dent when specific scheduling policies are used. In particular, with W FQ-like 

scheduling, the end-to -end  delay and delay jitte r depend on the requested 

bandwidth [75] and can be translated into bandwidth requirements [61]. Con-
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scqucntly, several studies, e.g., [66], consider b an d w id th  as the sole metric in 

route computation. As stated  in [30], this simplifies to some extent the path 

computation process, so th a t tractable solutions can be provided in a number 

of interesting cases. Following this approach, we do not take delay metrics into 

consideration in this study. The second metric of our concern is the number 

of hops, a good indicator of the to tal amount of resources used along the path 

and an im portant factor from the viewpoint of economy, efficiency and global 

performance of the network. Our studies indicate tha t regardless of the other 

criteria, it always makes sense to keep the connection path as short as possible, 

as long as it fullfills the QoS constraints.

We develop two categories of iL-shortest routing algorithms, the hop- 

based and the bandwidth-based, and correspondingly five path selection al

gorithms: B es t-K -W id es t  (BKW), R andom -K -W idest  (RKW ), Shortes t-K -  

Widest (SKW), B est-K -Shortes t  (BKS), and W idest-K  -Shortest (WKS). In 

order to appreciate the im pact of the plurality of paths (K  > 1), we extensively 

investigate the performance of the proposed routing scheme in large networks 

(up to 1000 nodes) and topologies th a t have been [50] dem onstrated to capture 

the current Internet topology in a realistic way.

Our results dem onstrate th a t routing based on multiple paths gives bet

ter performance in term s of blocking rates and load balancing features than 

single-path solutions, if the link state information is inaccurate. We also in

vestigated the cost/perform ance of our scheme with inaccurate information as 

compared to the single-path scheme with accurate information. Furthermore, 

we find tha t the hop-based algorithms, i.e., ones using hop count as the pri

mary metrics, tend to outperform the bandw idth-based solutions, and th a t 

the network topology has a param ount im pact on the behavior of a routing 

algorithm. Last but not the least, we show th a t some multiple path  solutions 

may fail to take advantage of their supposedly “bigger choice,” if they do not 

account properly for the possible inaccuracies in link state information.
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4.1 T he R ou tin g  M odel

Our routing model is a link state-based one. Link state  routing requires each 

router to maintain a link state  database, which is essentially a map of the 

network topology with associated resource allocation. Each node periodically 

exchanges its own link state  information with all the other nodes on the net

work using flooding. The link state update period (LSUP) reflects the accuracy 

of the routing information: the larger the LSUP is, the less accurate the infor

mation is. Obviously, there is a trade-off between the accuracy of the link state 

database and the cost of performing those updates both in terms of the extra 

network bandwidth and the processing time at the routers. We assume in our 

model th a t after every update, each node immediately has the full knowledge 

of the current link states in the whole network. This is justifiable because the 

propagation delay of a LSA message is generally small compared to the length 

of the update period and to  the duration of a traffic session.

After the link state database at each router is updated, each router re

calculates its routing tables to all the destinations. Therefore, routes are 

precomputed periodically, with the com putation period equal to the LSUP. 

At the time of path computation, the router calculates top K  best paths from 

itself to all the other nodes.

Every time a connection arrives, reservation starts  along the path which is 

selected from the top K  paths using a certain path selection algorithm. The 

actual ordering of those paths depends on the specific scheme being used and 

will be detailed in subsequent sections. If the connection cannot be estab

lished via one of the paths, e.g., due to  the insufficient remaining bottleneck 

bandwidth, the router picks one of the remaining paths and tries again. The 

request is blocked if no path  is found after all K  of them have been attem pted.

4.2 P ath  C onstruction

Our path construction algorithm [38] is a label-setting algorithm based on the 

Optimality Principle and being a generalization of D ijkstra’s algorithm [52],
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which we have modified to  find K  one-to-all loopless paths instead of one-  

to-one non-loopless paths. Its space complexity is O( Km) ,  where K  is the 

number of paths and m  is the number of edges. By using a pertinent da ta  

structure, its time complexity can be kept at the same level O( Km)  [52], 

W ith the hop count and path bottleneck bandwidth used as two separate 

metrics, our algorithm generates K  paths th a t are either shortest in terms of 

the number of hops (hop-based, algorithms), or widest in terms of the bottle

neck bandwidth (bandwidth-based algorithms). In order to limit the impact 

of requests for trivially small bandwidth, a threshold is used to prune unsuit

able links right away at the path construction stage. Formally, the m ulti-path  

construction problem to be addressed in this section is described as follows: 

Given a network represented by a Directed Acyclic Graph (DAG) G(V, A), 

the capacity of each link, bi, where I G A, a source node s, and a bandwidth 

threshold B , find the best K  paths from s to all the other nodes, {Ptfc|0 <  k < 

K , t  G V,t  /  s}, such that b(Pjf) > B , V 0 < k < K , t £  V ,t s, where 

b(Pf) = rrdnlePk bi is called the bottleneck bandwidth of path P f .

The path construction algorithm is described as follows:

Let a DAG (V , A) denote a network with n  nodes and m  edges, where 

V  =  {1, . . . ,  n}, and A  =  { % |i, j  G V }.  The problem is to find the top K  

paths from source s to all the other nodes. Define a label set X  and an one- 

to-m any projection h : V  —> X , meaning th a t each node i G V  corresponds to 

a set of labels h(i),  each element of which represents a path from s to i. Each 

label/path  is associated with a m ajor weight and a minor weight. For the 

hop-based algorithm, the m ajor weight is the inverse of the number of hops 

and the minor weight is the bottleneck bandwidth of the path represented by 

this label. Those weights are interchanged for the bandwidth-based algorithm. 

The minor weight is not used by the path construction algorithm (except for 

being computed), but it is needed later for path selection. We introduce the 

following notation:

s the source node

X  the label set
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the link bandwidth from v to  j

count[v] the number of paths found so far from s to v

IbO

IbO.bw

IbO.ver

the permanent label selected from X  (such tha t IbO.bw > 

Ib.bw, V lb G X)

the node corresponding to label IbO

the bottleneck bandwidth of the path from s to IbO.ver

IbO.parent the label that generated IbO

Pv( count[v]) the count\v\-th path from s to v

Ibl a new label generated from IbO

The following algorithm calculates the K  best paths from source s to all 

destinations according to the major weight:

count[i\ =  0,V i € V 
IbO = 1 
IbO.ver =  s 
IbO.bw — in f in i te  
IbO.hops =  0 
IbO.parent — N U  LL  
X  =  {760}
while ( X  ^  0 and 3 i such that count[i\ < K , 

where 0 < i < n) 
do begin

find a permanent label IbO from X , such that

v = IbO.ver
count[v} — count[v] + 1;
if (count[v\ < K  and IbO.hops < Max-Hop-Num) 
then begin

record the path Pv(count[v\) by 
following the IbO —> parent link 

for each av] € A  /*generate new labels*/ 
do begin

if (the potential new label does not result in 
a loop and bV] > bw-thrsh 

do begin /*generate this label*/
Ibl.ver = j  
Ibl = IbO + 1

IbO.bw > Ib.bw, V lb € X  
X  = X  -  {160}
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Ib l .b w  =  m i n ( l b 0 . b w , b vj )
Ibl.hops — IbO.hops +  1 
Ibl.parent =  IbO:
X  = X  U {M} /*add  it into the label set*/

end
end

end
end

P ro o f

W ithout loss of generality let us consider the hop based algorithm, and let the 

K  labels found for node v be lblt , V 1 <  i < K .  Suppose th a t if we continue 

executing the algorithm, we will find a new path from s to v, with a hop 

number smaller than one of the K  determined ones. T hat is, the algorithm 

will generate a new label Iblo, such th a t 3 1 <  i < K ,  Iblo.hops < Ibli.hops. 

Naturally we get lbl0.parent, hops < Ibk.parent.hops (because l.parent.hops =

l.hops + 1, V I € X ) .  This implies th a t the Iblo.parent must have been marked 

as a perm anent label earlier than the Ibli.parent, because in each step of the 

algorithm, only the best label is marked as a permanent label. If this is true, 

it should be lbl0, not Ibk, tha t was generated earlier—a contradiction. The 

bandwidth based case can be proved in a similar way.

4.3 P ath  Selection

Below we list five path selection algorithms resulting from two different major 

criteria and different ways of applying the minor criteria.

BKW Best-K-W idest:  from the K  widest paths, select the one whose 

bottleneck bandwidth most tightly fits the request bandw idth (best- 

fit).

RKW Random-K-W idest:  from the K  widest paths, select one at ran

dom.

SKW Shortest-K-Widest:  from the K  widest paths, select the one with 

the least number of hops.

36

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



BKS Best-K-Shortest:  from the K  shortest paths, select the one whose

bandwidth most tightly fits the connection request.

WKS Widest-K-Shortest: from the K  shortest paths, select the one with

the largest bandwidth.

Note tha t, although the names Shortest-K -W idest  and W idest-K-Shortest  

resemble Shortest-Widest from [70] and Widest-Shortest (WS) from [3], our 

algorithms are quite different from those previously proposed solutions. In 

particular, our SKW finds the top K  paths, while the Shortest-Widest algo

rithm  of [70] uses the “shortest-w idest” constraint during the (single) path 

construction phase. T hat is, when multiple labels with the same bandwidth 

are found, only the shortest one is permanently labeled and the others are 

deleted. SKW m aintains all the widest labels for later use and is therefore 

able to  find top K  paths. It decides on the “shortest” path  during the path 

selection phase rather than when the path is being computed.

Furthermore, note th a t although the widest-shortest algorithm  from [3] 

also generates multiple paths for a given destination, it is different from WKS 

in th a t it provides fewer choices for selecting short paths, and the resulting 

connection is thus likely to need more resources. In particular, it uses an 

upper bound for the hop count and for each hop count, it only keeps one 

widest path. Consequently, it ignores the equal-hop-count multiple paths. 

Besides, the widest-shortest algorithm requires th a t the (i +  l ) - th  path be 

“wider” than the i- th  path. This makes sense when the link state  information 

is accurate, but if it is not the case, some feasible paths may be incorrectly 

ignored. Thus, the very nature of the algorithm in [3] impairs its performance 

when the link state  information is inaccurate. We will make a comparison 

betw een th is  schem e a n d  ou r p roposed  one in Section  4.5.
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4.4  T he S im ulation  M odel

4.4 .1  P erform an ce M etr ics

We are primarily interested in three performance measures as functions of the 

offered load and link state  update period: the connection bandwidth blocking 

rate 9, the coefficient of variation (Cov) of the link utilization and the protocol 

overhead. The blocking rate is weighted by the connection bandwidth [47, 49] 

and defined as:
Y  bandwidth .o f  .blocked .connections 

Y  bandwidth-0 f  .requests  
The coefficient of variation of the link utilization captures the variability 

of the load between different links and indicates how well the offered load is 

spread over the network resources. We define it as:

Coo(£tr> = aM r y

where LU  stands for link utilization (i.e., the fraction of time the link is being 

used), a and ji are the Standard Deviation and mean respectively.

The protocol overhead in our routing protocol consists of the signaling 

overhead and the link state  exchange overhead. W ith QoS routing, we need 

to make a reservation along the selected path before routing a request. The 

cost expended during this procedure is called signaling overhead, represented 

by the number of hops experienced by signaling messages. The link state  

exchange overhead is represented by the number of hops experienced by link 

state update messages. As dem onstrated in the simulation, the link state 

update overhead is the dom inating overhead.

4.4 .2  T opologies

We consider four different network topologies: two artificial ones, i.e. the 

power-law based topologies [25] and the regular torus ones, and two real-life 

ones, the MCI [47] and Cluster [47] topologies.

The most representative of our simulation results have been obtained for 

random network configurations built by the generator of Magoni and Pan- 

siot [50]. Reasonably large networks generated by this program have been
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Figure 4.1: A 4X5 torus

demonstrated to obey the most relevant (from the viewpoint of routing) power 

laws found in existing wide area networks (e.g., sections of the Internet). A 

random network configuration in our experiments is characterized by two pa

rameters: the number of nodes, N ,  and the average node degree, S. A typical 

value of 8 found in the Internet is 2.5 [50]. Besides, we consider sparser net

works, with 5 — 2.0, as well as denser networks, with 8 =  2.9. For reliability, a 

single experiment has been verified on a number of different topology samples 

generated for a  given pair < N , 8 >. For a network of a reasonably large 

size (>  500nodes), the obtained results are highly consistent across different 

topology samples (obeying the same power laws).

For reference, we also consider regular torus networks with the same pop

ulations of nodes as the power law configurations. Figure 4.1 illustrates an 

example torus graph. Certain performance measures, notably our coefficient 

of variation may be affected by the inherent irregularities present in any ran

dom network, even if it is large and obeys reasonable statistical laws. A 

regular topology eliminates those problems and helps us find out how much 

our performance measures are influenced by statistical aberrations in network 

configurations. Every link in our network has the same bandwidth of 155Mbps 

unless otherwise specified.
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Figure 4.2: The MCI topology

Last but not the least, we also investigated the performance of the pro

posed schemes in real-life networks, i.e., the 19-node MCI topology [47] (see 

Figure 4.2) and the 16-node Cluster topologies [47].

4 .4 .3  Traffic

The offered traffic consists of randomly generated sessions with exponentially 

distributed interarrival time. The mean value of this distribution is a simula

tion param eter th a t determines the global load in the network. Following [12], 

the connection holding time is sampled from a log-normal distribution with 

the mean of 3 minutes. The requested bandwidth of a connection is uni

formly distributed between 1 and 5 Mbps. Additionally, the arriving traffic 

can be evenly distributed over the entire network, i.e., uniformly selecting 

the source-destination pair from the network, or biased, i.e., favoring some 

source-destination pairs.

The link state  information is updated periodically, with LSUP values vary

ing from 0 to 100 minutes, creating scenarios with different levels of accuracy.

The to tal amount of simulated time for a single experiment was originally 

set at 24 hours, and six independent experiments were used to obtain a single
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point of a performance curve. The high observed consistency of results allowed 

us to reduce the amount of simulated time by half, and the number of samples 

by the same factor.

4.5 R esu lts

The goal of our experiments is to answer the following questions:

1. Is there a path selection algorithm (among the ones listed in Section 4.3) 

th a t gives consistently the best performance?

2. How does the m ultiple-path approach fare in the context of inaccurate 

link state  information? In particular, how does the performance of our 

m ultiple-path routing scheme depend on the LSUP?

3. How large should the m ultiple-path selection be, i.e., how does K  (the 

number of paths to choose from) affect the performance of our routing 

scheme?

4. W hat are the costs and benefits of the proposed m ultiple-path algo

rithms?

5. How does our routing scheme compare to other schemes?

4.5 .1  C om parison  b etw een  th e  H o p -B a sed  and th e  
B andw id th -B ased  A lgorith m s

Figure 4.3, obtained for the MCI network, illustrates the blocking rates under 

all five path selection algorithms with the number of alternative paths K  = 3. 

The trend shown in this figure has been clearly visible in all our experiments. 

First, it turns out th a t the hop-based selection algorithms (i.e., WKS and 

BKS) unquestionably outperform the bandw idth-based ones (BKW, RKW 

and SKW), with WKS winning over BKS. Although the superiority of WKS 

over BKS is not obvious in Figure 4.4, it becomes visible in a larger/denser 

network and the MCI network , e.g., see Figure 4.5 and Figure 4.3.
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K=3, MCI Topology Load = 750Mbps
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Figure 4.3: The MCI network, K  — 3

Bandwidth Blocking Rate(250 node Power-Law Topology(degree=2.5)), Load=1.70Gb/s
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Figure 4.4: Small typical networks, K  — 3
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Bandwidth Blocking Rate(1000 node Power-Law Topology(degree=2.9)), Load=1.70Gb/s

Best-K-W idest —0— 
Best-K-Shortest • ■ + • ■ - 

Random-K-W idest - -0  - ■ 
Shortest-Widest ■ _

W idest-K-Shortest • 
.........

40

•a

4000 50002000 30000 1000 6000
LSUP (seconds!

Figure 4.5: Large dense networks, K  — 3

The reason why the hop-based algorithms win in this competition is that 

by making the path length the primary optimization criterion they focus on 

minimizing the amount of resources needed to sustain a connection. Conse

quently, the network tends to use less of its total bandwidth per session and 

is thus able to accommodate more connections.

Figures 4.3, 4.4, and 4.5 also demonstrate th a t past some narrow initial 

range of the LSUP, the quality of our routing schemes (especially the hop- 

based ones) is not adversely affected by the inaccuracies in the link state 

information. In all cases, as the link state update period goes to infinity, the 

blocking rate stabilizes to a constant. This is not surprising, since then the 

calculated paths are not much better than ones selected a t random. A more 

im portant observation is the relative insensitivity of the hop-based schemes 

to the link state  update period.

Aside from blocking performance, we also made a comparison between the 

link state  error distribution associated with the two types of algorithms. Based 

on Figure 4.6 and using a quantile-quantile plot method [37], we found that 

the error is approximately normally distributed. The figure indicates th a t the 

hop-based algorithms generate a smaller error variance . According to the 

graph, we found th a t with the hop-based algorithm, BKS, 98.40% errors lie in
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The Distribution of Link State Error (Torus 23 X 22)
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Figure 4.6: Link state error distribution

a range as narrow as [—10%, 10%], while with the bandwidth-based algorithm, 

BKW, only 66.41% of errors are in th a t range, and the remaining 35.59% are 

out of this range, meaning th a t the hop-based algorithm generates smaller 

link state  errors than the bandwidth-based one.

4 .5 .2  Im pacts o f  th e  N um b er o f A ltern a tiv e  P a th s

To answer questions 2 and 3, we examined the impact of the K  on the perfor

mance of a path selection algorithm, and found it to depend on the algorithm 

and on the network density. Fortunately, the hop-based schemes perform quite 

well with a small number of alternative paths to select from. Figure 4.7 and 4.8 

show the blocking rates of WKS in two medium-sized networks for different 

values of K.  In the sparse network, the impact of K  is quite negligible, which 

means that alternative path  selection brings about little, if any, improvement. 

This is understandable, because low connectivity implies a small number of 

alternative paths with comparable length (using a comparable amount of net

work resources). Consequently, even though multiple alternative paths may 

still exist, they tend to be of different length, so selecting an alternative to 

the shortest path in such a sparse network is statistically a poorer choice than 

in a network offering multiple shortest paths. In Figure 4.8, we see a clear
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Widest-K-Shortest(500_S node Power-Law Topology(degree = 2.0)), Load = 1.70Gb/s
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Figure 4.7: Medium sparse networks, different values of K
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Figure 4.8: Medium dense networks, different values of K
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MCI graph, Shortest-K-Widest Algorithm, Load = 750Mbps

CQ
-C

20  -

K=3 - Q -  
K=5 X 
K=7 - ■

1000 1200 1600 1800200 400 600 800 14000
LSUP (seconds)

Figure 4.9: The MCI network, different values of K

improvement caused by the statistical presence of sensible alternatives. Fig

ure 4.9 dem onstrate the blocking performance of the SKW algorithm for 5 

increasing K  values in the MCI network. Again, it confirms the intuition that 

a larger K  implies a lower blocking rate.

Regardless of the circumstances, the gap between the cases K  — 1 and K  =  

3 is significantly bigger than between K  — 3 and K  =  oo. This indicates tha t 

while it is advantageous to have a choice, th a t choice need not be excessively 

big. This observation is good news. It means th a t the complexity of the 

routing algorithm can be well contained, because all it needs to do is to find 

just a few (e.g., 3) alternative paths, which effort is only moderately bigger 

than finding a single path.

4.5 .3  Load B alancing  F eatures

Our primary intuition behind multiple paths was th a t with several alternative 

routes, we would be able to spread the offered load more evenly over the entire 

network. Thus, one would expect th a t the better path selection algorithms 

should result in a lower observed value of the coefficient of variation of the 

link utilization, Cov.

Alas, as indicated by Figure 4.10, this kind of study must be performed
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Cov Comparison(1000 node Power-Law Topology(degree = 2.9)) P= 1200sec 
300 i 1---------- 1---------- 1---------- 1---------- 1---------- 1---------- 1---------- 1 r

a

>oU Best- K-Widest 
Best-K-Shortest 

Random-K-Widest - -Q 
Shortest-Widest ■ X

W iyest-K-^hortest j

5 6 7
Load (Gbps)

Figure 4.10: Large dense networks, K  = 3
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Figure 4.11: Large regular networks, K  — 3
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Bandwidth Blocking Rate(500 node Power-Law Topology (degree=2.9)), WKS
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Figure 4.12: Blocking rate comparison of multiple path and single path  routing

on a regular topology to make sense. W ith local irregularities th a t are bound 

to occur in a random network of any size, by trying to consistently follow the 

shortest paths, a routing scheme may quite legitimately create localized hot 

spots. Those departures from a uniform spread of the offered load will tend to 

increase w ith the decreasing average length of a connection path , because the 

irregularities in topology manifest themselves on a small scale, and they tend 

to disappear when we look at larger regions of the network. Consequently, in 

Figure 4.10, the observed value of Cov is higher for the path selection schemes 

th a t offer better performance, i.e., target shorter paths. On the other hand, in 

Figure 4.11, obtained for a perfectly regular torus network, the coefficient of 

variation shows a reversed trend, which remains in a perfect agreement with 

intuition.

4 .5 .4  A ltern atives: A ccu rate  S ingle P a th  R o u tin g  vs. 
In accurate M u lt i-P a th  R ou tin g

So far we have only examined the performance improvement of the proposed 

m ultiple-path scheme, in the following we will investigate whether it is a cost 

effective solution. The comparison is made between two alternatives: WKS 

with L S U P  — 1200 and K  — 2 (or K  =  3), representing m ulti-path  rout-
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Signaling 0verhead(500 node Power-Law Topology(degree=2.9)), WKS
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Figure 4.14: Total overhead comparison of m ultiple-path and single path  rout
ing
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ing with inaccurate information, and L S U P  =  120 and K  =  1, representing 

single-path routing with accurate information. Figure 4.12 shows th a t WKS 

with L S U P  =  1200 and K  =  2 or K  = 3 outperforms the shortest path rout

ing scheme with L S U P  =  120. In other words, the m ultip le-path  scheme with 

inaccurate information wins over the single path scheme with accurate infor

mation. This performance benefit is obtained a t a cost of increased signaling 

overhead, as shown in Figure 4.13. Nevertheless, as revealed in Figure 4.14, 

the total cost of the m ultip le-path  scheme with inaccurate information is far 

less than tha t of the single path  scheme. By total cost, we mean the summa

tion of the signaling overhead and link state exchange overhead. Therefore, 

we can say tha t the proposed m ultiple-path scheme is a scalable solution.

4.5 .5  C om parisons w ith  O ther Schem es

In Section 4.3, we introduced a well-known QoS routing algorithm, WS [3], 

and compared the difference between the WKS and WS. In [47, 49], Ma in

troduced and compared several routing algorithms, advocating the Dynamic-  

Alternative (DA) as the best-perform ing solution under QoS constraints. The 

confrontation of WKS with the DA and WS illustrates why routing schemes 

th a t do not account for the inaccuracies in the link state  information may per

form poorly, even if they appear superior when th a t information is accurate. 

This comparison has been performed on real topologies, i.e., the MCI topol

ogy used in [49], regular topologies, such as torus, and power-law topologies. 

From Figure 4.15, Figure 4.16, Figure 4.17 and Figure 4.18, we observe th a t if 

the link state  information is accurate (L S U P  =  60sec), DA and WS exhibit 

almost the same performance as WKS, if not better. However, they perform 

worse than WKS with outdated (L S U P  — 1200sec) link state information. 

Figure 4.19 and Figure 4.20 show that WKS, even in the case of K  =  2, wins 

over DA and WS with either K  = 2 or K  = 3.

In Section 4.3, we have analyzed why the WKS is better suitable for in

accurate information than  the WS, and in the following, we will explain why 

WKS is superior to DA in an inaccurate environment. Assume that for a given 

source-destination pair,
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22X23 Torus, DA and WKS, load=540Mb/s, link bandwidth=8Mbps
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Figure 4.15: 22X23 torus, Blocking rate vs. Load of DA and WKS
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250 node Dense Power-law, DA and WKS, load=540Mb/s, link bandwidth=8Mbps
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Figure 4.17: 250 node dense power-law, Blocking rate vs. Load of DA and 
WKS
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22X23 Torus, DA, WS, and WKS, load=540Mb/s, link bandwidth=8Mbps
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Figure 4.19: 22X23 torus, Blocking rate vs. LSUP of DA, WS and WKS
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•  the paths in the routing table are denoted as path(i) (1 <  % <  K  for 

WKS and 1 <  % < 2 for DA),

•  bw(i) is the bottleneck bandwidth of the ith  path,

•  hop(i) is the hop count of the ?th path,

•  hmin is the hop count of the the minimum hop path, and

•  H  is the to tal number of different hop counts for all the K  paths.

According to [49], a DA path is a “w idest-shortest” path with no more than 

n  +  1 hops. DA actually is a m ultip le-path  scheme with K  = 2, hop(2) — 

hop( 1) =  1, and bw{2) > bw( 1). In the case of L S U P  = 0, if there exist paths 

with hmin and hmin-f 1 hops, DA has two alternative paths to choose from. But 

the situation is more complex for WKS. When the paths are calculated based 

on accurate link state  information, there are in fact only H, not K ,  paths tha t 

can possibly succeed. This is because for all the paths with the same length, if 

the widest route fails, the others will also fail due to their smaller bandwidth. 

Only if H  > 1 can WKS have at least two alternative paths. Thus, if the link 

state  information is accurate, W'KS may occasionally provide fewer feasible 

paths than  DA. However, this is not the case when L S U P  >  0. For WKS, 

even if H  =  1, all K  paths can possibly be successful. Besides, for DA, some 

paths are eliminated by the restriction bw(2) > bw( 1), and those eliminated 

paths could be feasible due to the inaccurate information. Thus, if L S U P  > 0, 

WKS always provides K  > 2 routes to select from while DA provides a t most 

two. As illustrated in Figure 4.19 and Figure 4.20, WKS outperforms DA even 

when K  =  2.

4.6 C onclusions

We have studied a collection of m ultip le-path  routing schemes and investigated 

their performance. Our study considered a diverse set of traffic conditions and 

topologies (including realistic topology models) with the intention of uncover

ing the benefits and lim itations of m ultiple-path routing schemes.
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Our experiments have indicated th a t the proposed approach to routing of

fers a significant improvement over the single-path approach, especially if the 

link state  information is outdated and inaccurate. Particularly, the proposed 

routing schemes trade insignificantly increased signaling overhead for signifi

cantly improved blocking performance and reduced link state  exchange over

head, which is the major part of the total routing overhead. The experiments 

also show th a t the hop-based algorithms consistently win over the bandw idth- 

based ones. The best of our routing algorithms, W idest-TT-Shortest, also 

outperforms the dynamic alternative and widest-shortest in inaccurate infor

m ation environments.

We have dem onstrated tha t multiplicity of paths to select from is one pos

sible remedy to the problem of limited accuracy of the link state  information, 

which is bound to haunt all networks of non-trivial size. Routing solutions 

th a t do not take this problem into account will poorly scale to large networks, 

in which the link state  information cannot be updated and propagated too 

often. As it turns out, it is more im portant to have a choice at all than  to 

be able to choose from a large selection. Consequently, in terms of com puta

tional complexity, our routing algorithms are comparable to those th a t prefer 

to  stick to a single path. Overall, there is ample evidence th a t m ultiple-path 

schemes can be a scalable solution for QoS routing in environments with in

accurate link state  information. Nevertheless, the schemes presented here for 

the path construction and selection are by no means the only way to consider 

K alternate paths in QoS routing. Moreover, despite the evidenced advantage 

of W idest-Af-Shortest, other schemes may exist tha t perform equally well. At 

the same time, a variety of relevant issues become interesting to study. One 

example is whether it is possible to approach the performance of selection 

schemes th a t select between the shortest paths (as W idest-if-S hortest does), 

if, instead, we are forced to select between the widest paths due to adminis

trative or contractual restrictions th a t prohibit a view of the topology (and 

hence of the hop count) of other network providers.
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Chapter 5

C ost-E ffective R outing  
Information D issem ination

5.1 In troduction

In Chapter 4, we proposed multiple path based QoS routing schemes to deal 

with the routing inaccuracy problem. In this chapter, we will approach the 

scalability problem from the point of view of link state  dissemination mecha

nisms.

In traditional link state  routing, routers use flooding to disseminate link 

state information. Figure 5.1 demonstrates the flooding procedure of a LSA 

originated from node F. In reality, for every LSUP, each router initiates the 

flooding of its LSAs associated with the link attached to it. As can be seen 

from the figure, flooding is a costly operation, with every piece of information 

reaching every corner of the network and the same link state  information 

arriving at a node more than  once from different paths. For example, node B  

receives the LSA from node F for 3 times and node C  receives it for 4 times.

In this chapter, we will first tailor the flooding mechanism by adjusting the 

scope and frequency of link state  updates and by qualitatively separating the 

update messages. Specifically, we will propose three schemes for reducing the 

update information, which are aimed at differentiating the priority of nodes of 

different distance and sending more updates to those nodes of higher priorities. 

Besides, we will exploit the qualitative impact of the link state  updates on 

routing performance, and our results show th a t by differentiating the content
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Figure 5.1: The flooding procedure of one LSA

of update messages, we can further reduce update costs without impairing 

routing performance.

5.2 C ontrolling Link S ta te  D issem ination

5.2 .1  D is ta n c e -B a se d  Link S ta te  U p d a te  R ed u ction

As introduced in Chapter 2, existing efforts towards reducing routing infor

mation distribution include update frequency reduction, which still depends 

on flooding, localized routing [56], which conducts routing without depend

ing on globally exchanged information at all, and routing information aggre

gation/quantization [6, 26]. Confronted with these solutions, we raise two 

questions:
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1. a t a certain node, should the update information from all the other nodes 

be treated equally, as in the flooding scheme?

2. given th a t the local information about links adjacent to a node is ac

curate, should the information of the remaining links be completely ig

nored, as in [56]?

We think th a t the localized routing is extremely restrictive in th a t it only 

depends on the very limited local information; on the other hand, flooding is 

blind and redundant in th a t it generates a large amount of repetitive informa

tion. Therefore, in this section, we present an alternative th a t stands between 

the localized routing and flooding. Instead of ignoring non-local information 

at all, our schemes make use of it, but instead of treating updates from all 

the links the same, a node assigns different priorities to the received link state  

information based on how far their originating link is. In particular, the closer 

a link is to a node, the more im portant the value of the link’s state becomes. 

The intuition supporting this approach has to  do both with issues of spatial 

locality (the closer to a node a link is, the more likely it could be used by 

one or more paths th a t originate at th a t node) as well as less inaccuracy (the 

closer the link is to a  node, the relatively faster the link state  information will 

arrive).

We consider a distance-based update frequency reduction scheme, accord

ing to which link state  information is sent to  the closer neighbors more fre

quently. Specifically, we consider three variants of the scheme, the Determinis

tic Frequency Reduction (DFR), the Probabilistic Frequency Reduction (PFR), 

and the Hop/Distance Threshold (HDT).

The DFR and P F R  are based on the same idea. Given an update source s, 

define the h -hop neighbors of s as the nodes h hops away f r o m  s. Supposing 

a node receives m  link state update messages from an upstream node, then it 

forwards only a portion a (0 <  a < 1) of the m  messages to each of its direct 

neighbors, rather than  forwarding all the m  message to them, as flooding 

would. T hat is, if there are m  update messages generated from s, then each 

of its h-hop neighbors only receives m  ■ ah messages, where a is named as
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the frequency coefficient (FC). The only difference between PF R  and DFR 

is th a t in DFR, it is deterministically decided how many link state updates 

are forwarded to the direct neighbors, while in PFR, it is probabilistically 

determined. For example, if F C  =  0.8, then with DFR, for every 5 link 

state  updates received, a node forwards only 4 to its direct neighbors. W ith 

PFR, however, every time a node receives an link state  update, it forwards 

the update to each of its direct neighbors with a probability of 0.8. Obviously, 

the extreme case of F C  being 1.0 is actually the case of flooding.

In the third scheme, the HDT, there are two update frequency levels. If the 

distance from a node i to the update source s is smaller than  the hop/distance 

threshold, then node i is updated once every LSUP time, otherwise, i is up

dated once every two LSUP times. The idea is to update near nodes twice as 

frequently as far away nodes.

In term s of implementation, the proposed schemes require only minor mod

ifications to OSPF. For example, for D FR  with a F C  of 0.8, a router only need 

to keep a counter with an initial value of 5 for each neighbor. Every time the 

router receives a LSA from a neighbor, the router checks if the counter is larger 

than  1. If so, it would forward the LSA to its downstream nodes and decrease 

the corresponding counter by 1; otherwise, it does not forward the LSA to any 

of its downstream neighbors and reset the counter to 5.

5.2 .2  S im u lation  R esu lts

In the following, we will investigate the im pact of the three schemes on network 

blocking rates and costs savings from flooding. The blocking rate is weighted 

by the connection bandwidth, as used in Chapter 4. The metric capturing the 

communication cost savings (in term s of link state  message exchanges) relative 

to flooding  can  be defined as follows:

Cost Savings (%) =  -J±ood ~  Cl)F,'\
C  f l o o d

where Cfi00d is the costs in the case of flooding, and Cr f r  is the corresponding 

communication costs for DFR. Equivalently we define the cost savings of PFR 

and HDT.

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



We make use of the simulation model and the SKW scheme presented in 

C hapter 4, and observe the results of applying a scheme such as D FR on a 

regular torus topology. Since the results for a torus are not representative 

of real topologies, we simulated both a torus and a realistic power-law based 

random  Internet topology [50]. The torus topology includes 16x16=256 nodes, 

while the power-law topology includes 250 nodes. All link bandwidths are set 

to  155 Mbps, unless otherwise indicated. Connection requests arrive at a rate 

controlled by the offered load param eter. The requested bandw idth for each 

connection is generated in a random uniform fashion between the values of 1 

and 5 Mbps. The connection requests follow an exponential interarrival distri

bution. The connection holding time is log-normal with an average duration 

of 180 seconds.

F irst let us look into the results of applying a scheme such as D FR on a 

regular torus topology. Figure 5.2 and Figure 5.3 illustrate both the impact on 

the blocking rate as well as the im pact on the costs (in terms of messages). The 

cost reduction for a FC less than 1.0 is dram atic because of the compounding 

effect from reducing the information as it propagates further away from its 

source. However, the blocking rate deteriorates only slightly for large values of 

FC. Indeed the maximum benefits for the least penalty in additional blocking 

are realizable for an FC of 0.9 in the case of DFR and torus topology. The 

results of P F R  are very similar to those of DFR but the best value for FC is 

not the same as th a t for DFR.

Figure 5.4 provides a comparison of the blocking rate results for DFR, PFR  

and HDT. In all cases there appears to exist a value, either in the FC param 

eter, or in the hop threshold param eter (for HDT) th a t minimizes blocking 

when large values of LSUP are used. Specifically, in D FR and PFR, for large 

LSUPs, increasing  the  FC leads to  im proved b locking up  to a  p o in t, beyond 

which any increase leads to a worse, but eventually converging, behavior. In 

HDT, the increase of the hop threshold first improves blocking performance, 

but after a certain point, it eventually results in a worse blocking behavior. 

These counter-intuitive observations are also true for non-regular, random 

power-law topologies. Figure 5.5 presents the results for a random 250 node
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network following the topology construction in [50]. In fact, the results in 

realistic topologies suggest an even more dram atic behavior, which confirms 

the same observations we pointed out for the torus topology simulations.

Why would more information about the link state  result in worse blocking 

in case of large LSUPs? We find th a t under the following scenarios we can 

observe high blocking rates:

1. small LSUPs (e.g., LSUP =  60 or 120 seconds,) with small FC s/hop- 

thresholds (i.e., few nodes get updated). The smaller the FC is, the 

higher the blocking rate is.

2. large LSUPs with small FC s/hop-thresholds. The smaller the FC is, the 

higher the blocking rate is.

3. large LSUPs with large FCs/hop-thresholds. The larger the FC is, the 

higher the blocking rate is.

The first two cases share a common feature th a t the number of nodes which 

receive updates is extremely small. As a result, during the long simulation 

period, only a small part of nodes receive fresh information, while a m ajority 

of them keep using the same piece of information to make routing decisions, 

which inevitably causes network traffic congestion a t some hot-spot links and 

therefore causes high blocking rates. Small LSUPs can not help because, de

spite the fact th a t the updated nodes receive accurate information, the number 

of nodes which do not receive updates are still huge, causing biased load dis

tribution.

Based on the aforementioned analysis, we can easily understand why case 

3 results in a high blocking rate. Since the LSUP is very large, all the updated 

nodes m a in ta in  th e  o ld link  s ta te  for q u ite  a  long tim e. In the  case th a t  

a m ajority of nodes receive updates, i.e. large FCs/hop-thresholds, same 

facts as in the first two cases still hold. T hat is, a majority of nodes stick 

to a certain link state  database for quite a long time, which brings about 

biased traffic distribution and congested links. Therefore, it is understandable 

why the performance is the worst when FC=1. Accordingly, we can also
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understand why the performance turns better as the FC value is reduced (but 

not extremely small as in the first two cases). W ith smaller FCs, the fact 

is that, during the long time between two updates, quite some nodes make 

routing decisions based on the stale link state  database (because they do not 

receive updates at the last update), which have two advantages:

a) compared with all the nodes holding the same piece of information (e.g.,

F C  ~  1) for a long time, some nodes having different information (e.g., 

F C  < 1) results in the diversification of computed paths and therefore 

realize better traffic dispersion.

b) in case of large LSUPs, fresh link states (e.g., F C  =  1) are no more accurate

than stale ones (e.g., F C  <  1, or some nodes do not receive new link 

state  at the update time).

Observing case 3, one may ask why the performance becomes better as the 

FC value approaches 1 in the case of small LSUPs, as apposed to the case 

of large LSUPs. The reason is tha t, with small LSUPs, the dilemma with 

large FC s/hop-thresholds in both case a) and b) does not hold any more, 

therefore the performance is consistently better as the FC value turns larger. 

In particular,

a) in case of large FCs/thresholds, it is still true th a t a m ajority of nodes hold

the same piece of information, but with small LSUPs, every node’s link 

state  database changes more frequently than in the case of large LSUPs, 

thus impeding the occurrence of congestion.

b) when the LSUP is small, fresh link states imply accurate information;

consequently, the more nodes are updated, the better the performance 

is.

5 .2 .3  Sum m ary

Our simulation results show that the proposed distance-based link state  up

date reduction schemes provide a cost-effective solution for link state  dissem-
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ination. It is interesting to find that, with large LSUPs, we can obtain opti

mized routing performance without depending on a large FC or hop-threshold 

value. This observation shows the scalability feature of our proposed algo

rithm . Moreover, the proposed schemes only need minor modifications to the 

existing OSPF flooding mechanism; consequently, it is easy to implement.

5.3 Q ualitative Im pact o f Link S ta te

The results of Figure 5.4 and 5.5 suggest tha t when the LSUP is large enough, 

fresher information may cause worse performance. To observe the impact of 

large LSUPs to the performance, in the following, we will break the situation 

into four cases. For link Z, denote the available bandwidth of this link at the 

tim e of last update by B. Some time after the last update, we receive a connec

tion request specifying b as the requested bandwidth. The actual bandwidth 

of link Z a t th a t time, which we do not know exactly, is B '. Essentially, there 

are four possibilities:

1. B  < b and B ' < b.

2. B  > b and B ' > b.

3. B  < b and B ' > b.

4. B  > b and B ' < b.

Cases 1 and 2 are less interesting because they do not influence the cor

rectness of the routing decision for the current request. Let us focus on cases 

3 and 4 th a t quite drastically change our options regarding the link. In case 

3, Z is considered infeasible, while in fact it is feasible, whereas in case 4 it is 

the other way around. The question is now this: what are the consequences 

of scenarios 3 and 4? We think tha t the negative impact of case 3 is more 

significant than  tha t of case 4, because case 3, by underestim ating the link 

capacity, disables a successful route, while case 4, by overestimating the link 

capacity, ju st enables an unsuccessful route. Specifically, if a t some time t you
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find a link heavily loaded, i.e., infeasible for a typical request, then as con

nections on the link start terminating, the link tends to become less loaded. 

However, the released bandwidth can not be utilized until the next link state 

packet is sent, which is not in the near future if the LSUP value is fairly large. 

Therefore, we conjecture th a t it makes sense to propagate “good news” faster, 

by which we mean besides sending out updates periodically, to propagate an 

update whenever a heavily loaded link becomes less loaded. In doing so, we 

reduce the chances of case 3. In another word, we propose to qualitatively 

distinguish between update contents.

In this section, we will investigate the qualitative impact of link state  in

formation. We define a qualitative link state update dissemination scheme 

as a scheme according to which decisions to send new link state information 

is triggered upon a drastic quantitative change, sufficiently large to consider 

th a t the corresponding link has changed essentially in a qualitative sense. The 

qualitative changes monitored here are drastic increases and drastic decreases 

of the link bandwidth. In our study, any change of 30% of the link’s bandwidth 

is considered “drastic” . To examine the aforementioned conjecture, we review 

the performance of four information propagation schemes, dubbed Good News 

(GN), Bad News (BN), Good and Bad News (GBN) and Beriodic Link State 

Only (PLS) as they apply to QoS routing using the m ultiple-path technique 

to compensate for inaccuracy. In GN, aside from periodic link state  updates, 

there are also updates sent whenever the load decrease on a link exceeds the 

’’drastic” threshold since the last value reported in link state messages. BN 

sends updates periodically as well as when the link load increase exceeds the 

threshold. By the same token, GBN conducts updates not only periodically 

but also when the increase or decrease of the load of a link exceeds the thresh

old. PLS is the  regu lar period ic  u p d a te  schem e. In all cases, we keep track  

of the costs introduced by the exceptional messages necessary to convey the 

“bad” (or “good” ) news.

We investigate the blocking rates and link state exchange costs of GN, BN, 

GBN and PLS as functions of the LSUP and network load. Figure 5.6 reveals 

th a t when the LSUP is less than a certain point, the traditional PLS scheme
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Figure 5.6: Blocking rate vs. LSUP on a power-law random topology of 250 
nodes.

performs the worst compared with the other three. This is understandable 

because in case of a small LSUP, the other three schemes produce more u p - 

to-date information in addition to periodic updates. Among the remaining 

three, GBN appears to perform the best, BN the worst, and GN is in-between, 

but the upside for GN is th a t it achieves a comparable blocking ratio to tha t 

of GBN with significantly less message overhead, as shown in Figure 5.6 and 

Figure 5.7.

The second observation is th a t the BN approach is definitely the worst for 

increasing LSUPs. The explanation is fairly straightforward. Between link 

state updates, there exist K  paths th a t can be used. If “bad news” arrives 

then chances are th a t we are going to restrict the number of feasible paths to 

something less than K . T hat is, we s ta rt with limited options tha t, along the 

way, are limited further, until the next link state  update arrives. This is also 

the reason why BN turns out to be worse even than PLS.

We conclude by looking into the load-dependent performance of BN, GN, 

GBN and PLS. In Figure 5.8, Figure 5.9, Figure 5.10 and Figure 5.11, we vary 

the load and observe the blocking rate and the number of link state messages 

sent. It is clear th a t regardless of whether the LSUP is short or long, the two
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Figure 5.7: Cost vs. LSUP on a power-law random topology of 250 nodes.
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F igure  5.10: Blocking rate vs. network load for a LSUP of 250 seconds. Power-law 
random  topology of 250 nodes.
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Figure 5.11: Message costs vs. network load for a LSUP of 250 seconds. Power-law 
random topology of 250 nodes.

schemes GN and GBN perform the best. BN’s impact is not as detrim ental, 

if the LSUP is sufficiently short, but for a comparable cost in terms of link 

state messages, GN guarantees a better behavior. For a significantly higher 

cost one can get the advantage of GBN. However, as Figure 5.8, Figure 5.9, 

Figure 5.10 and Figure 5.11 illustrate, the overall improvement cannot be 

considered spectacular. Nonetheless, smaller overhead for GN suggests th a t it 

is a reasonable compromise between the blocking rate improvement and the 

additional message overhead involved. The simulation confirms our intuition 

th a t “good news” should travel “faster” . In other words, it is more im portant 

to learn when a loaded link becomes free than  when a free link becomes loaded. 

After all, we are bound to discover the la tte r anyway if we a ttem pt to setup a 

connection over it.

5.4 C onclusions

In this chapter, based on our previous work on iF -path  selection criteria, we 

attem pt to establish cost-effective link state  dissemination mechanisms. First 

we propose three distance-based link state  update reduction schemes, DFR, 

PFR, and HDT, which are aimed a t reducing the redundancy and “blindness”
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of the traditional flooding mechanism by assigning different priorities to nodes 

based on their distance to the updating source. The proposed schemes appear 

to offer comparable performance with flooding while consuming significantly 

reduced update messages. Furthermore, we find a counter-intuitive observa

tion tha t, with large LSUPs, the best performance points are not associated 

with the scenarios where all the nodes receive link sta te  updates, but with the 

scenarios where some nodes keep their out-o f-date  link states. We argue tha t 

this phenomenon results from the traffic dispersion caused by partial nodes 

keeping stale information. This observation reveals the scalability feature of 

the proposed link state propagation mechanisms; also, it inspires our further 

thinking about the consequences related to large LSUPs.

As a result, we find th a t the frequency of link state  dissemination is not 

the only factor to influence performance. For large LSUPs, the nature of the 

link state  information also has a dram atic effect. We study the problem by 

considering exceptional additions to the periodic link state  updates, when the 

residual link bandwidth decreases or increases dramatically. We subsequently 

examine the resulting blocking rate improvement and its corresponding control 

message overhead. Our findings indicate th a t the “good news” strategy, i.e., 

the one to propagate extra bandwidth increase information, is the most cost- 

effective routing performance boosting techniques among all the alternatives.
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Chapter 6 

D eflection R outing

6.1 Introduction

In previous chapters, we have approached the QoS routing problem using mul

tiple paths based on the assumption of a reservation-based model. According 

to this model, all packets of an end-to -end  session follow exactly the same 

path  from source to destination. Intuitively, the deterministic character of 

such a connection makes it easier to set aside the right amount of resources 

at every intermediate node and predict what is going to happen when several 

virtual circuits pass at the same router. Consequently, most work on QoS- 

driven resource allocation focuses on path selection algorithms [1, 38, 47, 73], 

assuming th a t once selected the (single) path will be followed by all packets of 

the session. This approach essentially equates a transport-layer session with 

a network-layer virtual circuit, even if (as in the Internet) the network-layer 

virtual circuit is not explicit.

While moderate attem pts a t m ulti-path  routing schemes found in the lit

erature [6, 21, 63, 38] do dem onstrate th a t a better load balancing can be 

achieved this way, they still restrict the selection of alternative routes based 

on a more or less explicit notion of a network layer session. T h is  often tacit as

sumption about the inherent superiority of virtual circuits over datagram s has 

resulted in a complete oblivion of forwarding ideas based on deflection [13, 53] 

(which can be viewed as an extreme implementation of unkempt spontaneous 

routing) and has brought us the paradigm of ATM  networks, which, until 

not so long ago, was viewed by many authors as the ultim ate solution to all
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problems of networking.

Even if one was to consider a pure datagram  network-layer protocol, such 

as IP, where virtual circuits are absent, one can still identify a strong insis

tence on determ inistic-path forwarding. As keeping track of TC P sessions in 

the network (IP) layer is neither easy nor natural, this insistence practically 

removes all flexibility from the transport layer. This is because, with the split

ting of a single session over multiple paths considered harmful, there seems to 

be no alternative to forwarding all IP traffic between a given host pair via the 

same route. This in tu rn  effectively kills all opportunities for load balancing.

Moreover, a conceptually similar approach to ATM virtual circuits survives 

to this day in the guise of MPLS [23] whereby bundles of transport layer flows 

are grouped (for the sake of efficiency) together in logical virtual circuits and 

are routed together. Unsurprisingly, MPLS further limits the potential for load 

balancing th a t could exist between transport layer flows. While the potential 

for load balancing a t the level of MPLS “bundles” still exists, the fact th a t it 

can only be accomplished by (costly) routing decisions and routing algorithm 

(re-)calculations, results in MPLS being less than  attractive for responsive 

load balancing.

In this chapter, we consider a flexible routing model based on deflection, 

whose degree is affected by the amount of buffer space available at the router. 

Our objective is to investigate how the QoS perceived by a transport-layer 

session depends on the way the buffer space available globally in the network 

is partitioned among the routers and the destinations. We conclude th a t with 

a global view of network resources, multiple alternative paths explored by 

different packets of the same transport-layer session need not be harmful. 

Just the opposite, they may in fact improve the utilization of those resources 

and, at the same time, improve the critical QoS characteristics of isochronous 

sessions. This is in contrast to  what most people seem to believe. While one 

can easily agree th a t the increased routing flexibility naturally translates into 

a more balanced utilization of network resources, realizing th a t this approach 

may also imply better (more predictable) end-to -end  delivery is a less obvious 

(and somewhat counterintuitive) step to take. This seems to confirm the
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speculations expressed in [18] and suggests th a t single-path forwarding is an 

inherently flawed routing strategy.

The rest of the chapter is organized as follows: Section 6.2 introduces 

the basic design tradeoffs related to the placement choice for storage (buffer 

space) in the interior of the network versus the periphery. Section 6.3 provides 

a simplified network model for the sake of exploring the tradeoffs using a 

quantitative framework. Section 6.5 reviews the relevant simulation results and 

observations about the tradeoff and the comparison between deflection routing 

and conventional shortest path  routing. Finally, conclusions and avenues for 

further research are summarized in Section 6.6.

6.2 T h e Tradeoff

Consider a router within the network core th a t is about to forward a packet 

belonging to a transport-layer session. Regardless of the assumed routing 

paradigm, the complete list of options regarding the fate of this packet consists 

of the following possible outcomes:

1. The packet is queued for transmission on the “best” output port (offering 

the “most attractive” route to the destination).

2. The packet is dropped, e.g., because of the lack of buffer space at the 

router.

3. The packet is queued for transmission on an output port tha t is consid

ered a secondary choice (by the assumed route preference scheme).

W ith the single-path forwarding paradigm, the third possibility is ex

cluded. The optim ization effort regarding the utilization of network resources 

is thus directed towards a precise description of what is meant by the “best” 

route to the destination, as well as determining the right packet scheduling 

policy a t the router. The la tter can be interpreted as part of the buffer man

agement scheme, as it also prescribes the packet dropping rules.

If the third option is admissible, an alternative to dropping a packet (or 

sending it over the congested preferred path) is to forward it via a suboptimal
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route. The most serious consequence of this decision is tha t the packet may 

(legitimately) arrive at the destination out of order. Thus, to consistently 

play back the received packets as fragments of the transport-layer session, the 

recipient must use a reassembly buffer [20, 58, 59] to re-order and possibly 

delay packets arriving out of schedule.

Consider a session with some specific QoS expectations carried out between 

a  source S  and destination D. Suppose th a t the global forwarding scheme of 

the network excludes option 3, i.e., the session path  is fixed. A router R  along 

the session’s path may drop a packet if it runs out of buffer space, but all 

packets eventually delivered to D  are going to  arrive in order. Consequently, 

D  needs no reassembly buffer to play the session back, although, depending on 

the session type, it may still need some buffer space to smooth out the jitte r  

caused by variable buffering delays a t the routers. Larger buffers at the routers 

will result in a lower packet dropping rate perceived by D , although they may 

increase the jitter, which, at least for some session types, may render the 

packets useless upon arrival. Depending on the scheduling policy (or policies) 

adopted by the routers, late packets may also be identified (and dropped) 

before they reach their destinations.

If option 3 is admissible, packets may arrive a t D  out of order, and D  may 

have to reassemble them, for which task it may need some extra buffer space. 

But with this option, R  is able to  carry out its duties with less buffer space 

than in the previous scenario. This is because now R  has an alternative to 

dropping a packet. Consequently, it is possible th a t the reduced am ount of 

buffer space at the router will be compensated by the increased amount of 

buffer space at the destination.

In [18], it is argued th a t deflecting instead of dropping may be a fun

damentally better approach from the global viewpoint of network resource 

management. First, managing the private per-session playback buffer at D 

is considerably simpler (and better defined as a  problem) than managing the 

shared buffer space at R  in the face of multiple and diverse sessions passing 

through the router and (possibly) its multiple scheduling policies. In contrast 

to  A, D  applies the buffer to a single session a t the exact point where its
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delivered QoS parameters can be monitored w ith ultim ate fidelity and author

ity. Thus, it can easily, consistently, and meaningfully adjust the buffer size to 

compensate for occasional fluctuations of the perceived QoS measures. Second, 

if the session can put up with packets arriving out of order (e.g., the packets 

can be processed as independent datagram s), D  does not have to bother with 

reassembly buffers, while R  would still try  to “fix what ain’t  broke” and buffer 

the packets in its effort to provide for (unneeded) in-order delivery. This is 

because R  doesn’t know any better: even if it differentiates some elements of 

the service (the scheduling policy), this one element (i.e., the individual route 

of a datagram ) offers no degree of freedom.

6.3 T he R outing M odel

Our experiments reported in this dissertation can be viewed as the first step 

aimed a t putting the above speculations on a formal ground. As the routing 

approach in our network model, we use asynchronous deflection, somewhat 

similar to th a t described and analyzed in [28], but adm itting limited buffers 

a t the routers. In our model, no packet is ever dropped a t a router. W hen a 

packet arrives for forwarding and there is no buffer space available to queue 

it for transmission on the preferred ou tput port, the packet is directed to an 

alternative output port instead of being dropped. This way, some packets that 

would have to be dropped by a conventional router are now likely to reach their 

destinations via alternative paths.

Each node ranks its repertoire of alternative paths using the approach 

described in [28], and limiting the choice to 4 paths. In essence, it calculates 

the four shortest first-hop-disjoint paths to each destination, with the shortest 

path considered most attractive. Obviously, to offer alternatives from the 

viewpoint of routing, the different paths cannot share their first hop.

The buffer space available at a router is partitioned among all the output 

ports, such th a t each port is assigned the same fixed amount. Every time a 

packet arrives at the router, it will be directed to the best output port with 

available buffer space. Although no packets will ever be dropped in this model,
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the late arrivals of excessively delayed packets will render them  useless at the 

destinations.

One may be somewhat concerned about the inflexibility incurred by the 

rigid partitioning of buffer space at the router. This approach simplifies the 

model and seems to be acceptable in a scenario involving regular network 

configurations. Besides, one can easily see tha t the conclusions from our ex

perim ents cannot be reversed (and are likely to be amplified) when a more 

flexible buffer allocation scheme is used.

Each node in our network behaves both as a router and a host, i.e., a 

source and /o r a destination of a traffic session. The to ta l am ount of buffer 

space in the network is equal to B  + 46, where B  denotes the amount of 

space assigned to the destinations (to be used for reassembly buffers) and 6 

stands for the amount of storage available at each output port at the routers. 

Intentionally, 5  +  46 remains fixed in a given experimental setup, while the 

ratio  B /b  determines the adjustable balance between the two categories of 

storage.

6.4 T h e Sim ulation M odel

We designed and implemented a packet-level simulator. Each node has four 

input and outgoing queues. Application packets are generated at a source 

node and inserted into an application queue. In an interm ediate router, a 

background queue is maintained for the newly generated background traffic. 

For each forwarding interval, one packet, which could be an application packet 

or a background one, is fetched from each of the input queues to be routed and 

sent to  the corresponding output queue; only when there is no packet waiting 

in a certain input queue can an external background packet be processed. 

Doing so avoids the overflow of one or more of input queues and guarantees 

the lossless feature of the network.

We consider perfectly regular 4-connected 5 x 5  and 8 x 8  torus networks 

respectively. All links have the same bandwidth of 1Mbps. For the length of 

links, we consider two cases: the even link length case, where each link has the
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same length, and the biased link length case, where link lengths fall into four 

categories. Specifically, we use a*bn, (0 <  n < 3), where a and b are simulation 

parameters, to represent the link length of a category. For the even link length 

case, b is set to be 1, (e.g., a =  1000km and b =  1,) while for the biased link 

length case, b > 1, (e.g., a =  100km and 6 =  5.) The biased link length case 

creates larger delay variance than the even link length case, and thus we are 

able to observe the buffer tradeoff in different delay variance situations w ithout 

resorting to a random topology. Similar results can be obtained from both of 

these cases. While such networks may seem large, one should notice th a t 

geographically smaller networks can only be more advantageous for deflection 

(owing to a smaller variance in m ulti-hop propagation delays), which will 

result in more pronounced conclusions regarding the observed tradeoffs.

The network caters to  an isochronous application described by a Pulse 

Code M odulation (PCM) voice traffic model, whereby 53-byte packets (corre

sponding to ATM cells) are sent at the average rate of 64Kbps. Their actual 

arrival process is Poisson. The reason why we use the Poisson process to model 

the voice packet arrival is because this model requires minimum assumption. 

We look a t the behavior of a selected source/destination (S/D) pair involved 

in an isochronous session, with the remaining nodes contributing uniform as 

well as biased background traffic with exponentially-distributed session ar

rivals. For the uniform background traffic situation, all the non-S /D  nodes 

are uniformly selected to serve as session source and destination. For the bi

ased background traffic situation, two sub-sets of nodes are selected, serving 

as a source and destination set respectively. The source (or destination) of 

a background session is uniformly generated from the source (or destination) 

set. Actually the uniform background traffic can be seen as a special case of 

th e  b iased  background  traffic, w ith  b o th  th e  source and  the  d e s tin a tio n  set 

being all the non-S /D  nodes. The simulated time period is 400,000ms, cor

responding to over 60, 000 packets. Six independent experiments are run for 

each data  point.

Our simulator keeps track of several performance measures related to the 

voice session.
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• The loss rate is equal to the ratio of the number of packets discarded at 

the destination to  the to ta l number of packets transm itted by the source. 

In the context of deflection routing, since a packet cannot be dropped a t a 

router, loss can only occur at the destination—in two possible scenarios. 

First, it may happen th a t when the packet arrives, the reassembly buffer 

is full and there is no way to store the packet until its scheduled playback 

time. Second, the packet may arrive too late, i.e., after its playback 

time, in which case the reassembly buffer cannot help, even if storage is 

available.

•  The network delay of a packet is measured as the interval separating the 

packet’s generation at the source and its arrival at the destination.

•  The network delay is composed of the queuing delay and the propaga

tion delay, the la tte r of which also includes the (re)transmission delay 

experienced by the packet.

•  The playback lag represents the time elapsing after a packet arrives at 

the destination and before it is played back. It reflects the pure impact 

of the reassembly buffer.

• The end-to-end delay captures the overall processing time of a packet 

within the network counting from the moment the packet is generated 

at the source, until its playback at the destination. It is the sum of the 

network delay and the playback lag.

• The jitter  is defined as the standard deviation of the network delay.

• The average deflection number is defined as the average times of deflec

tion for each packet. This param eter reflects the degree of deflection.

6.5 R esu lts

In this section, we will investigate the router and destination buffer allocation 

tradeoff. Besides, we will compare the DeFlection (DF) routing strategy, as
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described earlier in Section 6.3, with the conventional Single Path (SP) routing 

strategy, wherein packets are routed only along the shortest path and dropped 

in case of buffer overflow.

6.5.1 T h e Buffer A llo ca tio n  T radeoff

The highly consistence of the results allows us to present only a small fragment 

of the large collection of results from our simulation experiments. In the 

following, we will primarily illustrate our observations with the 5 x 5  network 

of even link lengths.

Figures 6.1, 6.3, 6.5, 6 .7 ,6 .9 ,6 .11, 6.13 and 6.15 are the results obtained 

from biased background traffic, and Figure 6.2, 6.4, 6.6, 6.8, 6.10, 6.12, 6.14 

and 6.16 are obtained from uniform background traffic. Although the biased 

traffic situation is more realistic than the uniform one, we investigate the 

routing behavior in both traffic situations to obtain a complete view of the 

routing performance.

The following figures show how the observed performance measures in the 

network depend on the partitioning of the global buffer space between the 

routers and destinations. Every single curve corresponds to a specific fixed 

total amount of buffer storage (B  + ib ) and is a function of its allocation (B /b ). 

Also, comparisons are provided between the DF and SP routing strategies.

Figure 6.1 depicts the loss rates of SP and DF under biased background 

traffic in 8 x 8 and 5 x 5  torus respectively. Figure 6.2 is the uniform traffic 

counterpart. We can see th a t the observed drop rate tends to decrease as the 

mass center of the buffer space is shifted from the routers to the destination, 

then flattens for a while, and finally increases sharply. 1 W hat we see is two 

counteracting phenomena in action. The reduced amount of buffer storage 

at the routers results in more packets being deflected (and misordered) (see 

Figure 6.3 and 6.4), while the increased size of the reassembly buffers com

pensates for the misordering and makes it possible to reconstruct the session

1The sharply rising tails are not plotted in the biased traffic graph, because the the 
number of packet arrivals at the destination is too few (implying a large loss rate) to surpass 
the playback threshold and therefore the loss rate is not measured by the simulator.
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torus 8x8, r = 8M, with fixed Total_Buf_Size, Biased background traffic
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Figure 6.1: Loss rate vs. log(B /b), Biased Load.
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torus 8x8, r = 50M, with fixed Total_Buf_Size, Uniform background traffic
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Figure 6.2: Loss rate vs. log(B /b), Uniform Load.
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torus 5x5, r = 18M, w ith  fixed T o ta l_ B u f_ S iz e ,  Biased background traffic
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Figure 6.3: Average Deflection Number vs. log(B/b), Biased Load.
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torus 5x5, r = 18M, with fixed Total_Buf_Size, Biased background traffic
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Figure 6.5: E nd-to-end Delay vs. log(B /b), Biased Load.

without dropping packets. It appears th a t below a certain B /b  threshold 2 this 

compensation is more beneficial than the increased level of deflection is harm 

ful. For example, according to Figure 6.1, with a reasonable total buffer size, 

e.g., 500 packets, a workable low-loss regime falls roughly within the range 

0 <  log (B /b) < 5, which translates into 1 < B /b  < 148. This means th a t we 

have a large selection of B /b  resulting in an acceptably low loss rate, which 

widens as the total buffer space (B  +  46) becomes larger. For the SP scheme, 

we can also observe the tradeoff, but to a less pronounced degree. The DF 

outperforms the SP in terms of loss rates, and the performance gap increases 

as the B /b  value goes up. This implies tha t deflection routing better suits 

the cost-effective buffer allocation scheme — large assembly buffers plus small 

intermediate router buffers.

The negative impact of the reassembly buffer on the QoS measures per

ceived by the voice session consists in increasing the end-to-end delay, as 

shown in Figure 6.5 and 6.6. The end-to-end delay is composed of the net

work delay (Figure 6.7 and 6.8 ) and the playback lag (Figure 6.9 and 6.10). 

According to these four graphs, the playback lag is the dominating factor, 

and therefore we observe an increasing end-to-end delay. The playback lag

2 Same as 1.
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torus 5x5, r = 32M, with fixed Total_Buf_Size , Uniform background traffic
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Figure 6.6: E nd-to-end Delay vs. log(B /b), Uniform Load.

increases along with B  because the destination buffer has to be filled up to 

a certain fraction of its to tal capacity before playback can commence. (This 

fraction was set a t 80% based on the previous work [58].) The decreasing 

trend of the network delay is not surprising because, between its two compo

nents, the queuing delay (Figure 6.11 and 6.12 ) and the propagation delay 

(Figure 6.13 and 6.14), the former is the dom inating factor. Obviously, the 

falling queuing delay curves are a ttributed to the reduced interm ediate buffer 

size.

Another noticeable observation about the end-to -end  delay metric is th a t 

the DF scheme exhibits a lower end-to-end delay than the SP scheme. Track

ing the simulation unveils the reason: the playback points of the voice packets 

in the DF are earlier than in the SP, or the DF surpasses the playback thresh

old earlier than the SP. This is because deflection allows packets to be diverted 

to less congested network areas, increasing packets’ chances to reach destina

tion and avoiding the destiny of being dropped as in the SP case. Also, it 

implies tha t under a certain load condition, the DF scheme soothes network 

congestion more effectively than the SP scheme.

In the following, we will only focus on the loss rate and the end-to-end 

delay because these two QoS metrics are directly perceived by the end users.
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Figure 6.7: Network Delay vs. log(B/b), Biased Load.
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Figure 6.8: Network Delay vs. log(B/b), Uniform Load.
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torus 5x5, r = 18M, with fixed TotaLBuf_Size , Biased background traffic
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Figure 6.9: Playback Lag vs. log(B/b), Biased Load.
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Figure 6.11: Queuing Delay vs. log(B /b), Biased Load.
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Figure 6.12: Queuing Delay vs. log(B /b), Uniform Load.

89

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



torus 5x5, r = 18M, with fixed Total_Buf_Size , Biased background traffic
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Figure 6.13: Propagation Delay vs. log(B /b), Biased Load.
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Figure 6.15: Torus 5x5, Loss rate vs. end-to -end  delay, Biased Load
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Figure 6.16: Torus 8x8, Loss rate vs. end-to -end  delay, Biased Load

91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figures 6.15 and 6.16 show th a t these two performance measures can be traded 

to some extent. Each curve represents a single B /b  ratio, with the to tal amount 

of buffer space ranging from 100 to 1000 packets. We find tha t, for a wide 

range of the to tal am ount of buffer space, some B /b  ratios (e.g., 0, 1, 2, and 3 

in Figure 6.15), offer consistently acceptable loss and delay measures. It is also 

interesting to note th a t a large ratio of B /b  results in a better combined loss 

and delay performance. In other words, a large destination buffer combined 

with a small buffer a t the router is more likely to provide both a satisfactory 

loss rate and an acceptable end-to-end delay.

The relatively small am ount of buffer space a t the routers at which they 

appear to perform satisfactorily, and the sharp increase in the drop ra te  when 

th a t small amount is reduced below a certain minimum, are consistent with 

the observations made in [54], In tha t study, it is shown experimentally th a t a 

m oderate amount of buffer space available to the routers tends to drastically 

improve the maximum throughput of a deflection network, bringing it quickly 

to a level comparable to  th a t of a network with infinite buffers. In confronta

tion with our results, this seems to suggest th a t a single-path router w ith a 

large amount of buffer space is doubly misconfigured: it should be using little 

buffer storage while following alternative paths.

6.5 .2  T h e Im p act o f  Traffic Load

So far, all the experiments are conducted under a fixed traffic load for each 

topology. In the following, we will examine how the loss and end-to-end  delay 

metrics vary with traffic intensity, and how the DF and SP perform in various 

load situations.

Figure 6.17 shows th a t when the background traffic load is lower than  a 

certain threshold, i.e., 21Mbps, the DF scheme exhibits a lower and more 

stable loss rate than  the SP scheme. The superiority of the DF over the 

SP within a certain load range is consistent with our intuition: under biased 

traffic load, although the shortest path is congested, chances are good th a t 

other parts of the network are underutilized, and therefore deflection helps 

alleviate congestion by diverting traffic from congested areas to lightly loaded
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Figure 6.17: Loss Rate vs. Load, Biased Load.

areas; in contrast, confronted with the congestion on the shortest path , the SP 

scheme drops packets regardless of the congestion situation of the remaining 

part of the network.

Once the threshold is surpassed, the loss rate of the DF scheme soars high, 

because the network has been saturated w ith heavy traffic and deflection does 

not help any more; the SP curve rises more gradually because packet losses 

alleviate congestion to a certain degree, but its loss rate finally converges a t a 

high value, i.e., almost 80%. Despite the better performance of the SP after 

the load threshold point, we find th a t after tha t point, the loss rates of the SP 

are too high to be usable. Therefore, we argue th a t deflection routing is the 

winner under biased traffic conditions.

For the uniform traffic situation, as shown in Figure 6.18, we find th a t 

the behavior of the DF curve resembles the one in Figure 6.17. But for the 

SP scheme, the loss rate curve increases much slower than in Figure 6.17. 

It is reasonable because for the same traffic intensity on the network, biased 

distribution causes heavy load on the shortest path while uniform distribution 

results in low load on it. In the former case, the DF can successfully relieve 

congestion while the SP is subjected to packet losses at the routers; in the la tter 

case, the DF performs as well as the SP for a certain load range, but performs

93

O . ...

— o-
J ______________ 1__________________ 1__________________ L_

Deflection —O-  
, SingleJPjith ■■■ +  •

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



torus 5x5, Loss vs. Load, B=200, b = 5, Uniform background traffic
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Figure 6.18: Loss R ate vs. Load, Uniform Load.

worse when load is higher. Considering th a t the biased traffic scenarios are 

more realistic than the uniform ones, we claim tha t deflection routing is a 

superior choice for realistic traffic scenarios.

Figure 6.19 and 6.20 dem onstrate the end-to-end delay as a function of 

traffic load. Similar to above, we can observe the superiority of the DF over the 

SP when the network load does not surpass a certain threshold. Figure 6.21 

and 6.22 shows the jitte r trend. Intuitively, deflection routing causes higher 

jitte r than single path routing, and the intuition is confirmed by these two 

graphs.

6.6 C onclusions

Our results suggest tha t deflection as a routing concept is less harmful than it 

would seem at first sight. From the global point of view of the entire network, 

the reassembly buffer is not a serious problem (and does not represent a new 

resource requirement) because its introduction reduces the resource require

ments at the routers. Besides, the destination, being well aware of the specifics 

of its session, should be able to make better use of the reassembly buffer than a 

router having to cope with multiple and essentially unknown stream s of traffic. 

One standard argument against deflection networks is th a t the alternative
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torus 5x5, Jitter vs. Load, B=200, b = 5, Biased background traffic
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routes incur excessive jitte r, which has a detrim ental im pact on the perfor

mance of isochronous sessions. Note, however, th a t by buffering packets that 

cannot be forwarded immediately, store-and-forw ard networks hardly solve 

this problem. While a deflection network can lose packets th a t fall outside the 

window provided by the reassembly buffer, a store-and-forw ard network can 

drop packets because of the lack of storage at the routers, or because those 

packets have been delayed too much to be useful. There is no fundamental 

difference a t this level.

The issue of packet reassembly is often misguided (and brought forward 

as an erroneous argument against m ultiple-path routing) because of the insis

tence of some legacy applications on viewing their sessions as ordered sequences 

of packets. If we look carefully at those communication scenarios th a t truly 

require the preservation of packet ordering, we see th a t they fit into three 

categories:

• Sessions th a t could be carried out with packets arriving in any order (e.g., 

file transfers); they enforce packet ordering because the applications have 

been (unnecessarily) designed tha t way.

• Sessions involving relatively short transfers (e.g., a piece of text to appear 

on the screen), which can be reassembled in a trivially small buffer space.

• Long sustained isochronous streams (e.g., voice, video), which typically 

accept a non-zero packet loss and thus can be reasonably reconstructed 

within limited-size reassembly buffers. Note th a t in this category, the 

store-and-forw ard single-path approach doesn’t guarantee zero packet 

loss either.

Let us consider the Internet, and TC P in particular. Due to the increasing 

transmission rates of links, most hosts today are capable of handling TCP 

sessions with relatively large bandwidth x delay products, which translate into 

large advertised TC P receiver windows. The receiver window plays the role of a 

large reassembly buffer capable of (a) re-ordering packets potentially arriving 

out of order, and (b) holding packets beyond “gaps” caused by losses, while
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waiting for retransmissions to fill those gaps, ffowever, the effectiveness of a 

large reassembly buffer to facilitate (b) is a t least debatable, mostly because 

the dynamics of T C P constrict the window after a loss (and T C P ’s approach to 

window adjustm ents is quite conservative in general). Thus, case (b) provides 

reduced performance dividends but is typical in IP-based networks, where 

traditional single path  routing is used. We argue tha t TC P would gain the 

full potential of receiver reassembly buffers if the balance was tilted in favor 

of case (a), which can be accomplished by deflecting packets when congestion 

occurs, instead of dropping them.

More experiments are required to verify the above speculations and put 

them on a more formal ground. Specifically, we need a better insight into the 

observed phenomena th a t would let us extrapolate them  onto realistic irregular 

topologies and non-uniform  traffic patterns. This is a natural direction for our 

further study.
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Chapter 7 

Conclusions and Future Work

7.1 C onclusions

W ith the rolling out of new network applications such as video conferencing, 

electronic media and Internet telephony, Quality of Service has become an 

im portant issue. New service models such as the Integrated Services and the 

Differentiated Services have been proposed to provide performance assurance 

and service differentiation. However, the underlying routing mechanism is 

still a ” best-effort” one — all packets are routed undifferentiatedly using the 

shortest paths. This results in a poor match for the proposed QoS models, 

and therefore, to provide end-to-end QoS, reduce congestion, and optimize 

network-wide resource usage, QoS support is desired at the routing module.

One of the most im portant issues in QoS routing is scalability because the 

dynamic fluctuation of QoS status brings about enormously increased rout

ing information exchanges. Simply reducing the frequency of routing updates 

is not a satisfactory solution because doing so causes inaccurate routing in

formation and hence performance degradation. In addition, reducing routing 

information exchange frequency does not change the redundant and blind fea

ture of flooding.

In th is  d isse rta tio n , we approached  th e  sca lab ility  problem  from  th ree  an 

gles:

First, to compensate for routing inaccuracy, we proposed a m ulti-path  con

struction algorithm and a set of path selection schemes, among which we found 

th a t the hop-based algorithms provide the best performance with imprecise
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routing information. Compared with the single-path routing and other popu

lar methods, our proposed WKS scheme shows superior capabilities in dealing 

with inaccurate information. Also examining the costs and benefits demon

strated th a t the proposed m ulti-path  routing schemes are scalable solutions.

Second, based on the proposed m ulti-path  mechanism, we attem pted to 

reduce the link state  information from two viewpoints. The first is the scope 

and frequency of link state updates. Different update priorities are assigned 

to nodes based on their locations. The proposed schemes need only minor 

modifications to the OSPF flooding mechanism while improving the cost- 

effectiveness of flooding. The second point of view is the content of the link 

state update messages. By qualitatively separating link state updates, we 

observed a noticeable performance gap, which implies that the quality of link 

state dissemination can be improved by distributing ’’good updates” more 

frequently.

Finally, deviating from the traditional connection-based QoS provisioning 

model, we re-approached the m ulti-path  routing problem without depending 

on fixed path sets. Under the deflection model, we investigated the impact 

of m ulti-path  routing on real-tim e delay jitte r sensitive voice traffic. Using 

multiple paths for packets inside a session brings about the issue of packet 

m is-ordering in the network, and therefore assembly buffers are needed at the 

destination; on the other hand, the lossless feature of deflection routing al

lows us to reduce the buffer space a t the intermediate routers. Consequently, 

we addressed the trade-off of buffer resource allocation between intermediate 

routers and destination hosts. We also conducted a comparison between the 

proposed lossless deflection strategy and the conventional shortest path s tra t

egy. Our results show that, from the global viewpoint of network resource 

management, deflection-based routing is a preferable choice.
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7.2 Future W ork

7.2.1 D eflec tion  R o u tin g  vs. T C P

In C hapter 6, our experiments show th a t using deflection routing, we can 

improve the network performance by moving the buffer resources from the in

term ediate routers to the destination hosts, which reduces the costs of buffers 

and buffer management at the routers. We argue th a t the deflection routing, 

used in the TC P context, can make better use of the large bandwidth-delay 

products than the loss-based single-path routing. More specifically, a large 

bandw idth-delay product implies a large advertised receiver window size at 

the destination, which, according to TCP, encourages a source to send more 

traffic. This actually also accelerates the incurrence of network congestion. As 

a result, packets losses happen in the intermediate routers, which triggers the 

multiplicative reduction of the congestion window size at the source. There

fore, under T C P ’s loss-sensitive conservative additive-increase-multiplicative-  

decrease [19] window adjustm ent mechanisms, the loss-based traditional single 

path routing impedes the large destination buffers (or bandwidth-delay prod

ucts) being fully used. In contrast, deflection would eliminate the possibility 

of packet loss and enhance the efficient usage of destination buffers. In the 

near future, we will conduct detailed experiments to verify our argument.

Also, how to adapt the TC P congestion control mechanism to the de

flection network is another research problem in the future. For example, in 

deflection routing, packets are likely to reach their destinations out of order. 

This kind of packet mis-ordering is not necessarily caused by congestion, as as

sumed in TCP; consequently some modifications need to be incorporated into 

TC P to appropriately identify and respond to congestion in the deflection net

work. For another example, the re-transm ission mechanism in TC P need re

consideration under the deflection assumption. Specifically, in the single-path 

loss-based routing paradigm, re-transm ission is necessary because packets are 

likely to be lost. However, in the lossless deflection routing paradigm, when 

re-transm ission timer times out, the packets which are presumed to be lost 

are still in the network; therefore, re-transm issions might actually aggravate
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congestion.

7.2 .2  R o u tin g  Issues in th e  W ireless E nvironm ent

Recent years have witnessed a tremendous growth in the use of mobile wireless 

devices, and routing issues in the wireless environment have been a hot research 

area, for example, routing in the Mobile Ad hoc NETworks (MANET) [76] and 

routing in the sensor networks [35]. A mobile ad hoc network (MANET) con

sists of a collection of mobile nodes, all of which may act as a router and 

dynamically create a wireless network among themselves without using any 

infrastructure or centralized adm inistration (e.g., base stations). A sensor 

network is composed of small devices (or sensor nodes) with sensing, data 

processing, and communication capabilities. Sensor networks is a subset of 

MANETs, but its focus is to perform distributed sensing function for various 

applications, such as military surveillance, healthy monitoring, sm art build

ings, and seismic data  acquisition, etc.

The wireless and self-organizing features make MANETs very useful in 

areas such as the military, emergency, instant conferencing, and “wearable” 

computing. However, high error rate and low bandwidth of channels and 

limited battery power pose new challenges to routing. For example, the routing 

scalability issue is very difficult in MANETs because the scarce bandwidth and 

battery power limit the size of a functional MANET and place more stringent 

requirements on the costs of routing information exchange in a MANET than 

in a wireline network. The scalability problem is even more pronounced in 

a sensor network environment, which might have tens of thousands of sensor 

nodes.

Also, QoS (routing) in a wireless environment is a very difficult problem due 

to the inherent problems of dynamic topology and unpredictable radio links, 

etc. It is still under debate whether or not QoS is necessary or possible to be 

provided in such a special environment. For example, what QoS exactly means 

in a sensor network environment and how to evaluate it are some interesting 

questions which have not been sufficiently explored.

Besides, security is a more acute issue in a wireless environment than in a
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wireline environment. The MANET is more vulnerable to malicious attacks 

because of having a dynamically changing topology and lacking centralized 

monitoring and a clear line of defense [76]. It is easy for attackers to snoop and 

redirect network traffic, reply transmissions, and m anipulate packet headers, 

etc. How to  improve the security of the MANET from the viewpoint of routing 

protocols is an interesting research problem.
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