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Abstract

The objective of this thesis was to implement and test functional MRI (fMRI) 

protocol at 4.7T to show the (dis)advantages of fMRI studies at high field. Echo 

planar imaging sequence was modified and optimized (hardware/software) for the 

best achievable image quality and fMRI results. Three paradigms were designed to 

test fMRI performance in (in)homogeneous brain regions. The experiments were 

replicated at 1.5T. The results show an increase in BOLD signal change and BOLD 

contrast-to-noise ratio (CNR) in the primary visual cortex, the inferior frontal lobe 

(BA 44, 45, 47) and fusiform gyrus area at 4.7T. Thus high field fMRI is 

advantageous when the signal-to-noise ratio (SNR) loss is not severe in the 

activation region. In the most anterior frontal lobe regions (very inhomogeneous 

region), no net gain in BOLD CNR may be expected unless shimming is constrained 

to a local region to minimize intravoxel dephasing and compensate for SNR.
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List of Symbols

B0 static magnetic field

Bi radio frequency field

Beff effective magnetic field

b bandwidth per pixel

b(x,y,z,t) irreversible (time-varying) field inhomogeneities

P(x,y,z) reversible(static) field inhomogeneities

d pixel displacement

Ez Zeeman energy

f frequency (Hz)

G gradient field

M net magnetization vector

M0 initial magnetization

Mxy transverse magnetization

Mz longitudinal magnetization

n |,  n |  number o f spins pointing parallel/anti^-parallel to B0

Navg number o f averages

N x, Ny number o f  points

Nshots number o f shots

R2 irreversible transverse relaxation rate

R2’ reversible transverse relaxation rate

R2* apparent transverse relaxation rate

T temperature

Ti longitudinal magnetization

T2 irreversible transverse decay time

T2’ reversible transverse decay time

T 2* apparent transverse decay time

Tacq time o f acquisition

Ax, Ay, Az voxel dimensions

AB0 static magnetic field inhomogeneities
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A f bandwidth

AR2* change in apparent transverse relaxation rate

AS/N BOLD contrast to noise ratio

AS/S BOLD signal change

A change

dt/t time derivative

J integration

0  flip angle

0 phase

P estimated parameters

e error

k  Boltzmann constant

h Planck’s constant

h Planck’s constant divided by 2k

1 angular momentum

t time delay, torque

Y gyromagnetic ratio

p magnetic moment

v frequency

to angular frequency

<»o Larmor frequency

(oefr effective precession frequency

X magnetic susceptibility
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Abbreviations

A/D analog to digital converter

ASE asymmetric spin echo

BOLD blood oxygenation level dependent

BW bandwidth

CBF cerebral blood flow

CBV cerebral blood volume

CMROz cerebral metabolic rate o f  oxygen consumption

CNR contrast to noise ratio

EM F electromotive force

EPI echo planar imaging

EV extravascular

FFA face fusiform area

FID free induction decay

fMRI functional magnetic resonance imaging

FOV field o f  view

FT Fourier transform

FW HM full width at half maximum

GLM general linear model

GRAPPA generalized auto-calibrating partially parallel acquisitions

GRE gradient-recalled echo

Hb deoxyhemoglobin

HbOz oxyhemoglobin

HRF hemodynamic response function

IV intravascular

MNI Montreal Neurological Institute

MRI magnetic resonance imaging

NM R nuclear magnetic resonance

PET positron emission tomography

PRESS point resolved spectroscopy
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PSF point spread function

RF radio frequency field

ROI region o f interest

SAR specific absorption rate

SD standard deviation

SE spin echo

SENSE sensitivity encoding

SNR signal to noise ratio

SPM statistical parametric map

TE time o f  echo

TR  time o f repetition

T/R transmit/receive
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1 Introduction

As early as 1970’s, radioactive tracing methods such as PET (positron 
emission tomography) were used to study brain activation. The methods were based 
on quantifying blood flow in brain. In the late 1980’s, Thulbom [1] and Ogawa [3] 
made groundbreaking discoveries that changes in blood oxygenation cause changes 
in the gradient-echo (GRE) MRI signal. Several groups followed by quantifying this 
change in the motor and visual cortices.

Magnetic resonance imaging (MRI) quickly became popular for studying brain 
activation due to several key advantages it offers. Unlike PET, MRI is not based on 
ionizing radiation and thus provides no major health risks to humans. It is also a 
noninvasive technique which allows for group and longitudinal studies.

Functional MRI (fMRI) in general refers to any technique which measures some 
aspect o f  the local physiological changes following neural activity. However, the 
most popular method to date has been based on the close but incongruous coupling 
o f blood flow and oxygen metabolism following neural activity. In the early 1990’s, 
Ogawa coined this method the blood oxygenation level dependent (BOLD) effect.

Conventional imaging methods were first employed for collecting functional MRI 
data. However, these methods were slow, time-consuming and could not capture the 
BOLD signal continuously. Steadily, developments in gradient and shim systems 
made echo planar imaging (EPI), conceived by Sir Mansfield [2], the preferred 
imaging protocol. EPI offers reasonable image quality in addition to high temporal 
resolution which is absolutely necessary for fMRI studies.

In recent years, the general interest has shifted to high magnetic fields (>4T). It has 
been observed that high field fMRI benefits from a higher signal-to-ratio, higher 
BOLD effect and accuracy. Due to larger magnetic susceptibility gradients, however, 
EPI image quality severely degrades at high fields, which in many cases limits brain 
coverage and subsequently the scope o f  the fMRI study. Nonetheless, high field 
functional MRI stands to benefit as more advanced hardware and post-processing 
solutions are developed in the coming years.

1
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1.1 Scope of thesis

This thesis begins by introducing the basic principles o f  a magnetic resonance 
experiment. Chapter 2 also discusses how an image is formed and the sources o f  
image contrast in MRI.

Chapter 3 is a general introduction to functional magnetic resonance imaging with 
discussions on the biophysical basis o f the BOLD effect, the extravascular and 
intravascular components o f the BOLD signal in addition to key literature reviews on 
the effect o f  field strength on the BOLD effect.

Since one focus o f  this thesis is the optimization o f  EPI protocol for fMRI studies at 
4.7T, chapter 4 is dedicated entirely to echo planar imaging sequence. There is an in 
depth discussion o f  EPI artifacts, acquisition parameter optimization at 4.7T and 
reconstruction techniques using a signal reference scan. Appendix A  provides Matlab 
code for reconstructing EPI images.

Chapter 5 briefly focuses on the statistical analysis o f the fMRI data in addition to 
stimulation paradigm design. The discussion is mainly focused on SPM5 software 
due to its widespread use in fMRI literature. Several key toolboxes are also touched 
on for further data quantification.

In chapter 6, several fMRI studies were designed to explore the visual and language 
functions o f  the brain at 4.7T. The experiments were replicated on the 1.5T scanner. 
The BOLD signal change and BOLD contrast to noise ratio (CNR) were quantified 
and compared across the two fields to show the advantages and disadvantages o f  
high field fMRI. Chapter 7 touches on the major conclusions derived in this thesis in 
addition to outlining possible future research and theoretical work in this area.

2
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Physics of Magnetic Resonance Imaging

This chapter introduces the principles o f  magnetic resonance imaging to the 
reader by first outlining the three main stages o f  a nuclear magnetic resonance 
experiment. This is followed by the concept o f  nuclear relaxation and its role in 
image contrast. The reader is then introduced to the method o f imaging in MRI, 
namely spatial encoding. The chapter concludes by introducing the concept o f  k- 
space which is essential for understanding different imaging techniques in MRI.

2.1 Nuclear Magnetic Resonance (NMR)

Nuclear magnetic resonance “is a phenomenon which occurs when the nuclei o f  
certain atoms are immersed in a static magnetic field and exposed to a second 
oscillating magnetic field” [4],

As such, a nucleus has to possess a net spin -  i.e. a net magnetic moment (p) -  in 
order to interact with a magnetic field:

where y is the gyromagnetic ratio, I is the spin angular momentum and h is Planck’s 
constant divided by 2it (h = 1.054 x 10'34 J.s).

Just like electrons, protons and neutrons -  known together as nucleons - have spins 
and fill energy orbital. If there is an even number o f  nucleons, the energy orbital fills, 
spins pair together and cancel out, resulting in zero net magnetic moment. As an 
example, consider 12Carbon which has 6 protons and 6 neutrons. Since the nucleon is 
even, it has no net spin (p. = 0). Thus, it is NMR insensitive. 13Carbon on the other 
hand has an odd nucleon and is used extensively in magnetic resonance 
spectroscopy. The following table lists some useful nuclei in NMR.

(1)
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Table 2.1.1: List of useful NMR nuclei [111.
Nucleus Unpaired protons Unpaired Neutrons Y (MHz/T)

'H 1 0 42.58
. . . . .  _

1 0 17.25
^Na 1 2 11.27
l4N 1 1 3.08
IJC 0 1 10.71

2.2 Stages of NMR

Magnetic resonance imaging experiment consists o f three main preparation stages 
prior to actual imaging which are discussed in the following sections.

2.2.1 Preparation

The living body is made up mainly o f hydrogen atoms. In the absence o f  a magnetic 
field, the spins o f  these hydrogen nuclei are oriented in random directions. This 
results in no net magnetization at thermal equilibrium.

Figure 2.2.1: Spins in thermal equilibrium with no net magnetization.

To conduct an NMR experiment, a uniform, static magnetic field B0 is applied. The 
magnetic spins align themselves to the magnetic field in either a parallel or anti
parallel orientation, as a consequence o f their quantum behavior, namely the atomic 
nuclear spin angular momentum (I). For hydrogen atoms, I = Vi which means there 
are two energy states and therefore two orientations.

Bc
it j .  |

Figure 2.2.2: Preparation phase.
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Since the parallel orientation has the lower energy o f the two states, it is more stable 
and therefore more spins remain in this state. The ratio o f  the population o f the 
protons within the two energy states is given by the classical Maxwell-Boltzmann 
statistics equation:

- E  I kT
n -I / n T = e z , (2)

23where f  points along the B0 field, k  is Boltzmann constant (1.38x10' J/k), T is the 
temperature (Kelvin) and Ez is referred to as Zeeman energy.

Energy

Higher 
energy 
state

Lower
energy
state

Figure 2.2.3: Population distribution of nuclear spins after application of B0.

The energy difference Ez between the two energy states is proportional to the 
strength o f B0 and to the size o f the magnetic moment o f  the nucleus hy:

Et =hyBa. (3)

When the magnetic moment o f  the parallel spins is subtracted from the magnetic 
moment o f  the anti-parallel spins, the resultant net magnetization can be expressed as 
a vector pointing along the B0 field:

M  = (4)

Population

AE
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Figure 2.2.4: The net magnetization vector (Mz) in the presence of B„.

The above discussion assumes that the spins line up exactly parallel or anti-parallel 
to the magnetic field. In reality, however, the spins precess about B0 at an angle.

'V)

magnetic dipole

axis

Figure 2.2.5: Nuclear spins precession about B0 at an angle.

This precession is due to the torque applied by B0 to the spins:

T =  B o x / 2 .  (5)

The angular frequency co0 o f  nuclear precession around B0 is found by noting that 
frequency v is related to energy E as,

v  = E  / h. 

E  = yfrBo 

v  = yhBo l h - y B ol l n

a ,  =  r B 0

(6)

co0 is referred to as the Larmor frequency and is unique for each nucleus. Hydrogen 
for instance has a Larmor frequency o f 42.58MHz/T (refer to Table 2.1.1).
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In summary, the preparation stage allows magnetic spins to act in unison by the 
application o f a uniform, static magnetic field o f  considerable strength (in Tesla 
units).

2.2.2 Excitation

The net longitudinal magnetization is not measurable in the presence o f  the 
overwhelmingly strong B0 field. During the application o f a uniform static magnetic 
field, a second magnetic field Bi is applied to the system. The Bi field, referred to as 
the radio frequency field (r.f. field), is a time-varying magnetic field which rotates at 
the same angular frequency co0 as the nuclei under study (on-resonance) and in a 
negative sense.

The Bj field is perpendicular to the B0 field and as such applies a torque to the net 
magnetization Mz causing its angle to deviate from the Bc field direction. Even 
though the Bi field is much weaker than the B0 field, its time-varying nature makes it 
possible to tip the magnetization down to the transverse plane.

x

4r'x

Figure 2.2.6: Bj tips Mz into the transverse plane in a spiral trajectory. The resulting 
magnetization M xy rotates in the transverse plane at the same frequency and direction as the 
applied B t field.

The angular displacement o f Mz from the B0 field is described by the flip a n g le© :

0  =  ^ B xd t .  (7)

The flip angle is specified by varying the amplitude and duration o f the r.f. field. A  
90° flip angle flips Mz into the transverse plane, resulting in maximum signal. After 
excitation, the Bi field is switched off. The transverse magnetization Mxy, now 
perpendicular to the B0 field, experiences a torque from B0:

T =  d ( l h ) / d t

= d(M xy)/d t  (8)

= M  x B  .xy o
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This torque causes Mxy to precess in the transverse plane at the same frequency as 
Bi. For more detailed mathematical description o f  excitation, refer to [10].

2.2.3 Acquisition

When the r.f. field is switched off, the magnetization vector Mxy precesses in the 
transverse plane. This precession results in an oscillating magnetic field which 
induces a sinusoidal electromotive force (.EMF) in a wire loop known as an r.f. coil. 
R.F. coils act as antennas, tuned to the Larmor frequency o f  the nucleus under study.

EMF

Figure 2.2.7: M xy precession results in an oscillating magnetic field which induces a sinusoidal 
EMF in a wire loop known as an r.f. coil.

Under ideal conditions, the EMF oscillates forever. However, as shown in Figure 
2.2.8, the EMF decays exponentially over time. This is due to interaction o f  the spins 
with their surroundings which is discussed in section 2.3. The decaying EMF signal 
is referred to as the fast-induction decay (FID). The FID is Fourier-transformed to 
give its power spectrum at the Larmor frequency co0 which is unique for each 
nucleus.

EMF

Time

Power

^  Frequency

Figure 2.2.8: A sinusoidal signal with frequency o 0 in the time domain is represented as an 
impulse function centered on co0. A decaying sinusoidal signal (EMF) is represented as a 
broadened impulse function.
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2.3 Relaxation

In the presence o f  the B0 field, the net magnetization Mz rotates around the z axis. 
There is no transverse magnetization Mxy in this stage. When a Bi field is applied, 
the longitudinal magnetization Mz is pulled to the transverse plane. Therefore, Mz 
goes to zero and the net magnetization is now Mxy.

Once the r.f. field is switched off, the magnetic spins tend to go back to equilibrium 
state over time. This happens in such a way that the longitudinal magnetization Mz 
and the transverse magnetization Mxy go through two very distinct but related 
processes.

2.3.1 Longitudinal Relaxation (T|)

Also referred to as the spin-lattice relaxation, Ti-relaxation is the consequence o f the 
interaction o f  the spins with their surrounding environment. Ti-relaxation following 
a 90° r.f. pulse is characterized by the following equation:

-t /T,
M Jt)  = M J \ - e  l ) (9)

- tR
= M ( \ - e  1),

where Tx =  1/i?, is the longitudinal relaxation rate.

M

M

6 3 %

M'z

T im e

Figure 2 .3 .1 :  T r relaxation process.

Note from Figure 2.3.1 that time Ti is defined as the time when the longitudinal 
relaxation recovers to 63% o f its equilibrium value. Ti is used in MRI to describe the 
time o f Mz recovery.
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Ti-relaxation is one o f  the main sources o f  contrast in MRI. After the same time 
delay, different tissues with equal amount o f nuclei will have different signal 
strengths.

Longitudinal magnetization recovery (TI)

Signal

Tissue A100 **

issue B
7 5  %  -  -

TI TI ms

Figure 2.3.2: Ti values for different tissue types provide a source of image contrast. 

The following table lists Ti values for different tissue types at 1.5T:

Table 2.3.1: T, values for different tissue types at 1.5T [5].

Tissue Ti (ms)

Skeletal Muscle 870

Liver 490

Spleen 780

Fat 260

Grey Matter 920

White Matter 790

CSF >4000

2.3.2 Transverse Relaxation

Also referred to as the spin-spin relaxation, transverse relaxation arises from the 
interaction o f  the spins with each other. The spin interaction causes local magnetic 
field perturbations which can be classified as either static (reversible) or time- 
varying (irreversible).

11
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Intrinsic T2 relaxation

After the Bi field is switched off, the transverse magnetization Mxy precesses in the 
transverse plane at the Larmor frequency. In an ideal homogenous magnetic field, 
Mxy would precess about B0 indefinitely; however, realistically, the magnetic spins 
experience local field perturbations from other spins such that the effective field 
experienced by each spin is now,

Beff =Bo + yb(x, y , z , t ) , (10)

where b(x,y,z,t) term contains temporal and spatial field inhomogeneities.

In this new magnetic field, the spins no longer precess at the Larmor frequency: 

0Jeff= 0?o +  y b { x , y , z , t ) .  (11)

Figure 2.3.3: Spins precession with different frequencies.

Each magnetic spin precesses with a different frequency and as a result accrues 
phase { 6  =  (Dt) over time. The phase incoherence between spins causes the net 
magnetization Mxy to decrease to its equilibrium value o f  zero through T2-relaxation 
characterized by the following equation:

M  ,r = M  w(Q)e-'T\  (12)

where Mxy(0) is the transverse magnetization immediately following an r.f. pulse. 

The T2-relaxation mechanism is summarized in Figure 2.3.4:
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decreasing

*1 !S

t= 0  t=T2
Figure 2.3.4: T2-relaxation process.

zero

100%

37%

Time

Note that at time T2, the transverse magnetization decays to 37% o f  its initial 
magnetization. Just like T\ -relaxation, T2 decay is another source o f  image contrast. 
Table 2.3.2 lists T2 values for different tissue types at 1.5T:

Table 2.3.2: T2 values for different tissue types at 1.5T [5].

Tissue Tj (ms)

Skeletal Muscle 47

Liver 43

Spleen 62

Fat 84

Grey Matter 101

White Matter 92

CSF >2000
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Transverse magnetization decay (T2)
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Figure 2.3.5: T2 values for different tissue types provide a source of image contrast. 

T2*-relaxation

In practice, there are additional sources o f  field inhomogeneity: imperfections in the 
magnet design and differences in magnetic susceptibility at different tissue interfaces 
(e.g. nasal cavity). The magnetic field experienced by the spins is now,

Beff = Bo+b(x,y ,z ,t)  + J3(x,y,z), (13)

where P(x,y,z) term represents the static field inhomogeneities. Because o f  the 
additional field inhomogeneities, the FID signal decays faster with an R2* rate:

R2 — Rj + R~2> (14)

where R2 term (1 /  T2) is the intrinsic irreversible relaxation rate, and R2’ is the 

reversible relaxation rate (1 /  T2) .  Eqn. 14 may be rewritten in terms o f  T2* decay:

i/r; = rAB„ + i/t2 , os)
where ABo takes account o f the static magnetic field inhomogeneities.
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Envelope -  M ,y(0) wipf-VTj*)

Envelope -  M^CO) expT-t/Tj),

1 0  I S  3.0 

Time [oTJ
0.5 l.o05 to 1.5 2.0 2.5 3.1

Tune [t/FJ
Figure 2.3.6: Comparison between T2 and T2* decay rates.

Since the T2’- relaxation component is static, it is reversible by the application o f a 
180° r.f. pulse along either o f the transverse planes. The time at which the spins 
refocus is called the time o f  echo (TE).

2.3.3 Contrast Mechanism

After the magnetization is flipped to the transverse axis, it begins both longitudinal 
recovery and transverse decay. The experiment might be Ti-weighted, T2-weighted 
or T2*-weighted. Each o f  these experiments makes use o f  the differences in Ti and 
T2 values between different tissue types to bring out image contrast.

Figure 2.3.7: Left: T,-weighted, Right: T2-weighted. Note the contrast changes in gray and white 
matter in the two clinical images. Note that CSF is dark in T]-weighted images whereas it is 
bright in T2-weighted images.

To the reader, it might seem that the T2*-weighted contrast is not o f  much use since 
the FID decays so rapidly. However, T2* is the main source o f  contrast in functional 
MRI where neural activity is detected endogenously by measuring the differences in 
blood oxygenation states. A T2-weighted experiment in this case would have a lower 
sensitivity. For general information on functional MRI, refer to chapter 3.
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2.4 Echo formation

As mentioned before, spins lose their phase coherence due to static and time-varying 
sources o f  field inhomogeneity. Static dephasing component (T2 ’) can be reversed by 
two methods. In any case, an echo is formed when the phases o f  the spins combine 
constructively along either the x/y plane.

2.4.1 Spin Echo (SE)

Following excitation, the spins lose phase coherence. They fan out after a period r, 
with some spin precessing faster and some slower than the Larmor frequency (Figure 
2.3.3). By applying a refocusing pulse along the x or y axis, the spins converge to 
either the - y  or y plane at time 2x (TE):

9(£ Pulse

Slower
Spins

Faster
SpinsDephasing

Slowe 
Spins j Refocussing18(£ Pulse

Figure 2.4.1: Application of a 180° r.f. pulse refocuses static dephasing.

The phase o f  the spins sums coherently and constructively causing the formation o f  
the spin echo. The whole process is summarized in the following figure:
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TE / 2

Rotating frame

J

FID signal gradually 
decays with decay rate T2*

Figure 2.4.2: Spin-echo Formation.

After 180° pulse, signal 
reforms at same rate

Spin echo peak amplitude 
depends on T2

Due to irreversible T2 decay, the precession frequency o f  some o f  the spins changes 
during the dephasing and refocusing times. These spins do not refocus at time TE 
and their intensity will be lost. The subsequent application o f  180° r.f. pulses 
therefore results in decreased echo intensities over time.

1 2 *  decay T2 decay

1
I

!

I” spin echo spin echo 31'1 spin echo

|

Figure 2.4.3: Application of 180° r.f. pulses refocuses the static field inhomogeneities.

2.4.2 Gradient-recalled Echo (GRE)

The gradient recalled method makes use o f  imaging gradients to refocus the spins. 
As will be shown in section 2.5, gradient fields cause the precession frequencies o f  
the spins to change based on their spatial position:

0) = y{Bo + Gr),  (16)
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where r represents spatial position (x,y,z) o f  the spins and G is the gradient 
amplitude. The range o f  precession frequencies produced by a gradient field leads to 
dephasing between spins as each spin accumulates a unique phase 0 based on its 
spatial position:

9  =  cot. (17)

The direction o f  the precession frequencies can be reversed by applying a reverse 
polarity gradient:

(0  = y { B o - G rr)  (18)

6  = -cot.

The phase o f  the spins sum coherently and the spins refocus at time TE,

CO =  vBn
'  0 (19)

6 =  0 .

■ * ^ 0 9 - TE
Readout window

Cindicnt
echo

Figure 2.4.4: Gradient-recalled echo formation.

The above two methods are the foundations o f spin-echo and gradient-echo imaging 
sequences. The spin-echo sequence uses 180° r.f. pulses to refocus spin dephasing. 
The gradient echo sequences use gradients but only for imaging purposes.

2.5 Imaging

Once the Bi field has tipped the magnetization into the transverse plane, the spins 
precess at the Larmor frequency co0. However, the NMR experiment can not yet 
produce an image. As was seen in Figure 2.2.8, without some sort o f  encoding, the 
power o f the signal is solely concentrated at the Larmor frequency which does not 
indicate much about the object being imaged, ha order to create an image, Mxy must 
carry information about frequencies present in the image.
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2.5.1 Spatial Encoding

“Spatial encoding is considered as the determination o f the [transverse 
magnetization] Mxy as a function o f the spatial variables (x,y,z)”[16]. The NMR 
experiment encodes spatial information into the precession frequency through the 
application o f additional magnetic fields. These magnetic fields or “gradients” are 
applied in the direction o f the main magnetic field B0 but linearly varying in any 
arbitrary direction. For instance, a gradient applied along the x direction is Gx = 
dBo/dx. Refer to Figure 2.5.1.

Z, B„

Figure 2.5.1: A gradient field applied in the B0 direction but varying in the x  direction.

In the above figure, the gradient field causes the spins to experience different 
magnetic fields depending on their spatial position along x: B eff =  B g +  G xX .The

new precession frequency for each spin, based on its spatial position
is G)eff =  COo +  yG xx . In summary, spatial information is encoded into the MR signal

by changing the instantaneous precession frequency o f the spins based on their 
position.

Figure 2.5.2: A gradient field changes the instantaneous frequency of the signal.
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Generally, the MR signal is encoded in three dimensions. One dimension o f  
localization is performed using slice-selective excitation. The other two dimensions 
o f localization are typically performed with frequency and phase gradients.

2.5.2 Slice-select Encoding

The goal o f  slice-select encoding is to restrict the area o f  imaging and create 
transverse magnetization only in that region. In this way, the receiver coil is only 
sensitive to the desired slice. The application o f the r.f. field causes all points within 
the object to precess with the Larmor frequency. This pulse is “nonselective”. In 
order to image a specific region, a gradient field is applied to create a spectrum of  
resonant frequencies Af within the object. An r.f. pulse is applied simultaneously 
with the gradient whose bandwidth matches the frequency spread Af. The 
combination o f the “selective” r.f. pulse and the gradient is called slice selection.

a

- — 4 —
» ------------------------^ \ j ------------------------

Figure 2.5.3: Slice Selection.

As an example, consider imaging on Varian 4.7T system with Gmax = 3.5G/cm and 
an r.f. pulse o f  4.0ms duration. Let’s consider an axial slice. Note that in order to 
excite a slice in the z-plane, a z gradient must be applied. The minimum slice 
thickness achievable is calculated by noting that,

A/ = / O max- z min)
= (r /2x){ (Bo- G zzmm) - ( B o+GzzmJ  (20)
=  ( y / 27t )GzAz,

where A /is  the bandwidth o f the r.f. pulse and Az is the slice thickness. Considering 
a Sine r.f. pulse with 5 lobes, the r.f. bandwidth is calculated as, Af = 5x106 / pulse 
width (us) = 5 x l0 6/4000 = 1250 Hz. The minimum achievable slice thickness is then 
calculated by rearranging Eqn.20: Az = (2*1250Hz)/(3.5G/cm*4258Hz/G)= 0.17 cm.
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slice select position z
Figure 2.S.4: The frequency bandwidth of the r.f. pulse is linearly proportional to the slice 
thickness.

The absolute frequency o f  the r.f. pulse can be changed to excite a slice centered at a 
position other than the iso-center, i.e. (x,y,z) = (0,0,0). In that case, the offset 
frequency is,

Continuing with the previous example, let’s excite a slice 1.5cm away from the 
magnet’s iso-center. The frequency o f  the excitation pulse is,

f  = (42.58 MHz/T){4.7T + 3.5G/cm*lT/10000G*1.5cm} = 200.148MHz.

It is clear now that the r.f. pulse absolute carrier frequency corresponds to slice 
position, and the r.f. pulse bandwidth (or duration) determines the slice thickness. In 
addition, modulating the r.f. pulse time-varying envelope results in the desired 
frequency profile.

fog ~ ( y / 2 x ) G _ A z off, (21)

and the slice midpoint corresponds to an r.f. frequency o f

(22)
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Figure 2.5.5: Modulating the r.f. pulse time-varying envelope results in the desired frequency 
profile. The rectangular pulse in a) results in nonselective frequency profile. The Gaussian and 
Sine pulses in b) and c) result in selective frequency profiles.

2.5.3 2D Fourier Imaging

After selecting a slice, the next step is to spatially-encode the transverse 
magnetization in two other orthogonal directions, namely the frequency (or readout) 
and phase-encode directions.

Frequency Encoding

Frequency encoding is similar to slice-selective encoding in that a gradient is applied 
along the direction o f  interest. However; no r.f. pulse is required as the signal is 
assumed to be contained within a frequency range defined by the field o f  view  
(FOV):

Af  =  f ( r  —r )J  J  \  m ax m m  J

= (r/2*){(B„ + G , o - ( D „  + 0 , 0 }  (23)
= ( r /2x)GF0Vr,

where r  could be in any arbitrary direction (.x,y,z).

In MRI, the sampling bandwidth Af is usually set to a fixed value, say 300 KHz. The 
operator specifies the FOV (in cm) and the appropriate gradient strengths are 
calculated. FOV is specified such that it covers the region o f  interest. The human 
brain can be contained in a FOV o f 18-24 cm. For a bandwidth o f  300 KHz and FOV 
o f 24cm, the gradient strength is calculated as G = 300 KHz / (4528Hz/G * 24cm) = 
2.9G/cm.
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Let’s assume that the frequency-encode gradient is applied in the x  direction. The 
time-domain signal detected with an r.f. coil is,

S { t ) = \ M v {x)e"'G-xdx. (24)

In reality, the magnetization has dependence along the y  direction as well. But in the 
absence o f  any y  gradient, the detected signal is,

S { t ) = \ \ M xy{ x ) e ,’'a-xdxdy.  (25)

Phase Encoding

One might assume that applying two gradients at the same time would result in 2D 
spatial encoding. However, since the gradients sum up, this would actually result in 
ID spatial encoding. This is the basis o f the projection reconstruction method. In 
order to achieve rectilinear sampling (simpler reconstruction), a gradient must be 
applied in an orthogonal direction to the frequency-encode gradient.

Let’s apply a gradient in they direction for a finite time r. The application o f  the 
gradient causes the spins to precess with different frequencies. The gradient is then 
shut off. In the presence o f  only the B0 field, the spins revert to precess with the 
Larmor frequency but now they possess a unique phase. This phase was acquired 
during the application o f  the y  gradient for the duration r.

6 = co{t)r = yGrr r . (26)

Eqn. 26 shows that the phase o f  the spins provides an additional mean o f  spatially- 
encoding the MR signal. The time-domain signal detected now has both an x and y 
dependence:

S(t)  = \ \ M v  ( x . y ) e i,,(G'"G’y)clxdy. (27)

Eqn. 27 implies that the combination o f  non-zero phase-encode gradients and a 
frequency-encode gradient results in a rectilinear sampling grid. The transverse 
magnetization Mxy can be recovered by 2D Fourier transform.

2.6 2D Fourier Transform Reconstruction

After spatial-encoding the time-domain signal, Fourier transform can be applied 
separately in the frequency and phase-encode directions to find the signal strength as 
a function o f  frequency. Remember that Fourier transform is defined as,
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F ( w ) = \ f { t ) e - Mdt .  (28)

Eqn. 28 can be extended to an NMR experiment by substituting co by y.Gx.x and 
integrating over two orthogonal directions:

S(t ) =

= FT(Mv {x.y)). P9)
S(t) is the encoded signal in the time domain. The goal is to recover Mxy, the 
transverse magnetization spatial density. Using inverse Fourier transform,

M v (x, y )  = f G G y j |  S(t)emc'"G’y)dt

= IFT(S(t)). (30)

Note that since Fourier transform operator is complex, it yields both an imaginary 
and real signal (phase and magnitude).

2.7 K-space

The raw data space in MRI is called ‘k-space’ and is defined as the gradient-time 
integral:

k x =  y \ G xd t , (3 i)

k y = r \ G y d t • (32)

Using k-space definition, Eqn. 29 and 30 can be re-written as,

S(K,.kt) = J \ M v  (x .y )e 'nk’"t,y)dxdy 

=  F T (M xr(x.y)).
(33)

M v {x ,y )=  \ \ S ( t ) e nt^ d K d k  

= IFT(S(t)).
(34)
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As seen from Eqn. 33-34, If FID is sampled at sufficiently large number o f  points in 
k-space, the resulting data set can be inverse-Fourier transformed to provide an 
image o f  the object.

Figure 2.7.1: A transverse slice of the human brain and the corresponding raw k-space data. 
Note that most of the signal energy (image contrast) lies in the center of k-space. The outer k- 
space defines smaller details in the image.

2.7.1 Sampling Requirements

The continuous FID has to be correctly digitized in time. The Shannon sampling 
theorem states that a continuous-time signal can be recovered from its samples if  the 
signal is contained within a specified frequency range (band-limited) and if  the 
sampling frequency is greater than twice the signal bandwidth. In MRI, the range o f  
frequencies within the imaging region is known beforehand by the field o f  view.

“ y

* min * max
Figure 2.7.2: The range o f frequencies in the frequency and phase-encode directions is defined 
by the field of view.

From Shannon’s theorem, sufficient sampling frequency for correct image 
reconstruction is,

A  v /  U it  <

k

FOVx
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f m = ) G F O V / 2max
(35)

B W samp= A f  =  y G F O V . (36)

The correct combination o f BW and G ensures that the signal is sampled sufficiently 
for correct Fourier image reconstruction. In MRI, FOV is specified to cover the 
region o f interest and the sampling bandwidth is set to a fixed value (for discussion 
o f how the sampling bandwidth is specified, refer to section 4.4.1). The frequency 
and phase gradients are then adjusted by the imaging system for correct digitization 
o f the FID signal. Therefore,

Gx = BW/yFOVx , in the readout direction, (37)

AGr =\/yFOVyT, in the phase-encode direction. (38)

For a 2D image, the number o f  time points sampled is,

Eqn. 39-40 show clearly the relationship between spatial frequency k and temporal 
frequency FOV. Also note that larger FOV produces higher frequencies in the signal, 
requiring faster digitization o f  FID (fs>fmax)- The final image resolution may be 
defined as well:

As seen from Eqn. 41-42, the extent o f  k-space (and not the k-space sampling 
interval) determines the pixel resolution in the final image. Since imaging in MRI is 
done with gradients and k-space is defined as the gradient-time integral, k-space 
provides an alternative method o f  looking at MRI sequences. All magnetic resonance 
imaging methods sample k-space by devising strategies for varying the gradients 
amplitude and duration. Conventional MRI methods obtain only a small portion o f k- 
space after an r.f. excitation. This can be seen in the following figure.

(39)
(40)

Ax = FOVx/ N x = \/kx . (41)
(42)
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Figure 2.7.3: Conventional gradient-echo k-space trajectory.

After slice selection, negative phase and frequency encode gradients1 are applied to 
move the k-space trajectory to the bottom left hand comer. A frequency-encode 
gradient is then applied to traverse k-space in the kx direction. Next, a less negative 
phase-encode gradient is applied following an r.f. pulse to move the k-space 
trajectory one step along the ky direction. Again, the frequency-encode gradient is 
applied. This process is repeated as many times as necessary to fill all o f  k-space.

a a
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Figure 2.7.4: Conventional gradient-echo imaging sequence.

In a fast imaging technique such as Echo Planar Imaging, all o f  k-space is sampled 
after one excitation with very large and fast-switching gradient fields. Figure 2.7.5 
shows the raster-like k-space trajectory which is achieved by both positive and 
negative polarity readout gradients (Figure 2.7.6).

1 Known as dephasers.
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Figure 2.7.5: Echo planar imaging k-space trajectory.
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Figure 2.7.6: Echo planar imaging sequence.
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2.8 Conclusions

In this chapter, the steps to producing an image in MRI -  including preparation, 
excitation, acquisition and spatial-encoding -  were introduced to the reader. The next 
few chapters build on this knowledge to discuss Echo Planar Imaging in detail, a fast 
imaging sequence with very unique characteristics. Echo planar imaging is especially 
utilized in functional MRI when the need for speed is o f  paramount importance.

29

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



References

1. E. M. Parcell, H. C. Torrey, R. V. Pound, Resonance absorption by nuclear 
magnetic moments in a solid. Phys. Rev. 69, 37 (1946).

2. F. Bloch, W. Hansen, M. Packard, Nuclear induction. Phys. Rev. 69, 127 (1946).

3. F. Schmitt, M. K Stehling, R. Turner, Echo Planar Imaging: Theory. Technique 
and Application, Springer-Verlag Berlin, Heidelberg (1998).

4. J. P. Homak, The Basics o f NMR (software package), Copyright © 1997-99.

5. M. J. Bronskill, S. J. Graham, NMR Characteristics o f  Tissue. The Physics o f  
MRI 1992 AAPM Summer School Proceedings, American Institute o f  Physics 
Inc. Woodbury, NY (1993).

6. P. C. Lauterbur, Image formation by induced local interactions: examples 
employing nuclear magnetic resonance. Nature 242, 190 (1973).

7. P. Mansfield, Multi-planar image formations using NMR spin echoes. J. Phys. C. 
10, L55-58 (1977).

8. P. Mansfield, I. L. Pykett, Biological and medical imaging by NMR. J. Magn. 
Reson. 29, 355-372 (1978).

9. P. Mansfield, P. K. Grannell, NMR ‘diffraction’ in solids? J. Phys. C. 6, L422- 
426 (1973).

10. P. S. Allen, Some fundamental principles o f nuclear magnetic resonance. The 
Physics o f  MRI 1992 AAPM Summer School Proceedings. American Institute o f  
Physics Inc. Woodbury, NY (1993).

11. R. C. Weast, Handbook o f  Chemistry and Physics. 53, Chemical Rubber 
Company. Cleveland, Ohio (1972).

12. R. Gabillard, A steady state transient technique in nuclear magnetic resonance. 
Physiol. Rev. 85, 694-705 (1952).

13. R. J. Ordidge, R. Coxon, A. Howseman, B. Chapman, R. Turner, M. Stehling, P. 
Mansfield, Snapshot head imaging at 0.5T using the echo planar technique.
Magn. Reson. Med. 8, 110-115 (1988).

14. R. R. Rzedzian, I. L. Pykett, Instant images o f the human heart using a new, 
whole-body MR imaging system. Am. J. Roentgenol. 149, 245-250 (1987).

30

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



15. S. Ljunggren, A simple graphical representation o f Fourier based imaging 
methods. J. Magn. Reson. 54, 338-343 (1983).

16. S. J. Riederer, Spatial encoding and image reconstruction. The Physics o f  MRI 
1992 AAPM Summer School Proceedings. American Institute o f  Physics Inc. 
Woodbury, NY  (1993).

17. W. A. Edelstein, J. M. S. Hutchison, G. Johnson, T. Redpath, Spin warp NMR 
imaging and applications to human whole body imaging. Phys. Med. Biol. 25, 
751-756(1980).

31

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .



Functional Magnetic Resonance Imaging

In the 17th century, many scientists believed that all areas o f  the brain work 
together for every task since the apparent surface o f  the brain looks uniform. The 
famous physician Thomas Gall however argued that specific brain regions were 
associated with specific brain functions. His work led to the notion o f  “cortical 
functional localization”.

Neural activity associated with a mental process is hard to localize without directly 
placing electrodes in the brain. Before the advent o f  functional imaging, studies o f  
patients with focal brain damage led to the observation that a brain region is 
necessary rather than just involved in a mental process. Nonetheless, lesion studies 
are limited since the brain organizes itself after damage. Functional localization is 
also more difficult as brain damage affects large regions and disrupts neural 
pathways carrying information to other cortical regions involved in the mental 
process.

Magnetic resonance imaging has become the tool o f  choice in the past two decades 
for studying brain activation. Its major attraction is its non-invasive nature and the 
ease in replicating results which allows for longitudinal and group subject studies.

In this chapter, Functional MRI (JMRI) is introduced to the reader. This is followed 
by introducing the BOLD effect and an overview o f  it bio-physical source, namely 
magnetic susceptibility and the extravascular and intravascular effects. The chapter 
concludes by presenting key literature review on the effect o f  field strength on the 
BOLD effect.

3.1 Physiological Basis of fMRI

In 1986, Fox and Raichle [15] showed with PET that neural activity is followed by 
local physiological changes in brain. The following chart summarizes these changes:
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Figure 3.1.1: Summary chart of physiological/metabolic changes that follow neural activity. 
Note that the double arrow (inside boxes) indicates a greater relative change than a single 
arrow.

The physiological processes following brain activation are not definitely understood. 
What is certain is that following neural activity, blood flow (CBF) increases 
substantially, blood volume (CBV) increases moderately and oxygen metabolic rate 
(CMRO2) increases slightly -  a 40% increase in CBF is usually associated with a 5% 
increase in CMRO2 .

3.1.1 Hemodynamic Response Function

The physiological responses - known collectively as the hemodynamic response 
function (HRF) - do not follow neural activity instantly.

Positive

f

Tunc

Figure 3.1.2: Hemodynamic Response Function following neural activity. Some characteristics 
of HRF are an initial dip, an overshoot and a post-stimulus undershoot.
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Indeed, there is a delay o f  approximately 8 seconds between the onset o f  the stimulus 
and the peak o f  HRF2. Because o f  this time latency, there has been a hot debate over 
fMRI accuracy in measuring the magnitude and site o f neural activity. This situation 
is also worsened by the fact that HRF shape and amplitude varies with the stimulus 
type, between different subjects and brain regions.

Ml

Q.

VI

Figure 3.1.3: HRF in the primary visual cortex (VI), supplementary motor area (SMA) and 
motor cortex (M l).

For the stimulus types presented in chapter 6, it can be safely assumed that HRF has 
a latency o f  8 seconds and is sustained for approximately 30 seconds.

3.2 The BOLD Effect

There are two techniques in magnetic resonance imaging for studying brain 
activation: 1) perfusion and 2) blood-oxygenation level dependent {BOLD) effect. 
Perfusion is based on quantifying Ti contrast o f  CBF. The BOLD effect is based on 
T2* contrast which is dependent on the close but incongruous coupling between CBF 
and CMRO2 . This thesis explores the latter method.

3.2.1 Historical Overview

Functional MRI based on the BOLD effect has only been around for two decades. In 
1982, Thulbom [7] showed that blood T2 is dependent on changes in blood 
oxygenation. Ogawa [23] in 1990 used rodent models at 7T to measure the change in 
MR signal in response to changes in blood oxygenation. Meanwhile, Turner in 1991 
[19] showed that a reduction in blood oxygenation leads to a decrease in T2* and a 
corresponding drop in MRI signal. A year later, Belliveau [5], Frahm [3], Kwong [6] 
and Ogawa [21] showed that brain stimulation in humans produces a local increase 
in T2* in the primary visual and motor cortices- i.e. a signal increase which is more

2 There is a two second delay after the stimulus onset, followed by a rise time o f six seconds before 
the signal’s peak plateau.
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observable in gradient-echo images. Ogawa coined this technique “blood 
oxygenation level dependent contrast” or BOLD. Nature has conveniently provided 
deoxyhemoglobin as an endogenous contrast agent for studying brain activation.

3.2.2 The Physical Basis of the BOLD Effect

The degree o f  magnetization -i.e . magnetic susceptibility - o f  a material in the 
presence o f  a magnetic field depends on its magnetic properties. There are several 
contributors to a material’s magnetic properties: the dipole moment o f  proton spins 
and unpaired electrons, and the orbital motion o f electrons. The dipole moment o f  
proton spins that gives rise to NMR signal is three orders o f  magnitude smaller than 
the dipole moment o f  electrons. Thus, the electron magnetic moment leads to a 
greater magnetic effect.

Material can be classified into ferromagnetic, diamagnetic and paramagnetic in terms 
o f their magnetic properties. When these materials are placed in a magnetic field, the 
magnetic dipole moments interact with the main magnetic field and distort the local 
magnetic field:

B ,0 lc a ,  =  ( 1  +  X ) B 0

=  B 0 + z B o (43)

= b o + m ,

where x  is the magnetic susceptibility factor and M  is the local magnetization.

A  material is paramagnetic if  the magnetic dipole moments line up with the applied 
magnetic field and diamagnetic if  they line up opposite to the magnetic field. For a 
paramagnetic material, unpaired electrons dominate the magnetic properties whereas 
for a diamagnetic material, it is the orbital motion o f electrons.
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Figure 3.2.1: Paramagnetism and diamagnetism. Magnetic dipole moments (unpaired electrons 
and nuclei) align with the magnetic field to produce a magnetization aligned with B0 
(paramagnetism, left). The magnetic dipole moments due to the orbital motions of electrons are 
altered to produce a net magnetization aligned opposite to the field (diamagnetism, right). The 
bottom row shows distortions of uniform magnetic field lines by a magnetized sphere [16].

Tissue and OxyHemoglobin {HbOj) are diamagnetic whereas deOxyHemoglobin 
(Hb) is paramagnetic. The following table lists the magnetic susceptibility values for 
some relevant material:

Table 3.2.1: Magnetic susceptibility values for different material [11].
Material X  (ppm)

Water -8.8
Hb 0.3
Air 3.6
Iron » 1 0 0 0

Note from Table 3.2.1 that % is positive for paramagnetic materials (adds to the local 
magnetic field) and negative for diamagnetic materials (subtracts from the local 
magnetic field).

Cylin de r

Figure 3.2.2: Hb in a blood vessel creates a dipole-like magnetic field in the tissue space around 
it due to differences in magnetic susceptibility in these two regions.
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When two different materials exist in close proximity, a field gradient is produced 
due to the different local magnetic fields. Thus, the field homogeneity is degraded at 
their boundary. In deoxygenated blood, large field gradients are produced in and 
around blood cells. Thus, proton spins in the tissue space surrounding blood vessels 
feel dipolar field gradients (Figure 3.2.2) and as a result precess with different 
frequencies. Over time, the spins accumulate different phases at time TE, T2* decays 
faster and the measured signal is reduced. Unlike Hb, Hb02 is diamagnetic as is the 
tissue space around it. There are no gradient fields and no effect on the measured 
signal at time TE. As is apparent from this discussion, the measured signal varies as 
the blood oxygenation level changes. The following section lists the steps to 
obtaining functional brain maps.

3.2.3 Functional Activation Maps

Brain activation maps are obtained as follows:

1) The subject is stimulated such that neural response is restricted as best as 
possible to a local region(s). For instance, a subject is presented with a red and 
blue flashing checkerboard. The neural response is then restricted to the primary 
visual cortex (VI).

2) The neural response in the local region leads to an initial increase in the local 
consumption o f oxygen i.e. an increase in Hb concentration in blood. The 
demand for more oxygen is immediately met by a large increase in CBF. Due to 
the fresh supply o f  blood, there is a higher ratio o f HbCb to Hb. This leads to a 
higher MR signal.

3) The task state is alternated with a control (rest) state where the concentration o f  
Hb returns to baseline levels. For the flashing checkerboard example, the subject 
may be asked to look at a black screen to produce this effect.

4) The difference in MR signal intensity between the “task” and “rest” states leads 
to bright spots on functional images which are interpreted as brain activation.

The changes in MR signal intensity during the task and rest states -  i.e. changes in 
the blood oxygenation -  is referred to as the BOLD effect.

3.3 The BOLD Effect Components

An imaging region contains tissue and blood vessels o f all sizes. Ogawa [22, 23] and 
Gati [4] have shown that changes in MR signal come from both blood vessels and 
the tissue space surrounding them. Ogawa categorized the BOLD effect as 
extravascular (EV) and intravascular (IV). Brain activation is best described by the 
tissue space, i.e. EV effect -  since large blood vessels may be distal to the site o f  
neural activity.
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3.3.1 The Extravascular Effect

The extravascular effect is dominated by large veins. This can be explained by 
considering two factors separately in large and small vessels: 1) the degree o f change 
in blood oxygenation levels during neural activity and 2) the magnetic susceptibility 
effect.

At rest, venous blood contains approximately 60% Hb02. During brain activation, 
HbC>2 concentration increases to more than 70%. For capillaries, this change is from 
80-85% which is less dramatic than changes in veins. To consider the second factor, 
it is important to include diffusion in the discussion. Diffusion implies that water 
protons do not stay in one place but move around in the tissue space surrounding the 
blood vessels.

3.3.2 Diffusion

Imagine a blood vessel perpendicular to the B0 field. The presence o f  Hb in the blood 
vessel causes a gradient field in the tissue space around it (refer to section 3.2.2). 
Note in Figure 3.3.1 that the radius, and not the length o f  the blood vessel, affects the 
extent o f  the gradient fields in the extravascular space. For this reason, only the 
cross-sectional plane o f  the blood vessel needs to be considered.

Figure 3.3.1: Field distortions around a magnetized blood vessel. A single magnetized cylinder 
oriented perpendicularly to the magnetic field B0 creates field offsets (AB) in the surrounding 
space, with the field increased along the main field axis and decreased along a perpendicular 
axis [16].

The average displacement o f  water protons can be calculated as V 4 D T  where the 
water diffusion constant D  ~ 1/urn2/ms in brain. At 4.7T and with a typical TE o f  
25ms, the average water displacement is 10/im.

If the radius o f  the blood vessel is that o f a vein (d  > 30/im), the gradient fields 
produced are large compared to the diffusion distance (7 0/im). As a result, water
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protons feel approximately a constant magnetic field and accumulate a net phase 
which reduces the MR signal significantly.

C apillary Venule

Figure 3.3.2: Diffusion produces an averaging over field offsets that is more effective for the 
smallest vessels. The random walk of a diffusing water molecule is shown as wiggly black line 
over-layed on the field distortion pattern around a capillary (left) and a venule (right) [16].

On the other, if  the radius o f  the blood vessel is that o f a capillary (d  < 3pim), the 
gradient fields produced are small compared to the diffusion distance o f  lOfim. As a 
result, water protons feel a dynamic range o f magnetic fields which results in 
averaging o f  the phase over time. This averaging effect actually results in little phase 
dispersion.

As a result o f  diffusion, the signal drop around large veins is much greater than the 
capillary bed for the same level o f  blood oxygenation. Gradient-echo imaging 
sequences are sensitive to the EV effect for vessels o f all sizes (Figure 3.3.3).
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Figure 3.3.3: Spin-echo and gradient-echo T2 and T2* sensitivities to vessels of different 
diameters [17]. Spin-echo is more sensitive for smaller vessels (peaks around 7pm). Gradient- 
echo on the other hand is sensitive to vessels of all sizes.

Since water protons around large draining veins accumulate a net phase due to a 
constant magnetic field, the application o f  a 180° r.f. pulse refocuses these spins. 
This refocusing pulse is not as effective around the capillary bed due to the dynamic
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averaging effect. As a result, spin-echo imaging sequences map more closely to the 
capillary bed and as such are more specific to the site o f  neural activity than the 
gradient-echo imaging sequences. However, SE is less sensitive to the BOLD effect 
since some o f the EV effect around the capillaries is nonetheless refocused.

3.3.3 The Intravascular Effect

The IV effect in general does not correlate well with the site o f  neural activity. Even 
though blood vessels occupy only 4%  o f  the total tissue volume, the IV effect is 
comparable to EV effect due to the large gradient fields produced by Hb in blood 
vessels. The IV effect is intrinsically reduced at high magnetic fields since T2 o f  
blood becomes much shorter (T2V,4 .7t  = 22ms, T2V,i.5t  = 181ms [10]). The use o f long 
TE, especially feasible with spin-echo sequences, suppresses the IV component o f  
the BOLD effect. Lee [24] showed that the IV contribution to the SE BOLD signal is 
60% at 1.5T, 8% at 4.7T and 1% at 9.4T. Thus, SE is more specific to the location 
o f neural activity, but it less sensitive to the BOLD effect than GRE.

3.4 Field Strength and the BOLD Effect

Many studies have shown that fMRI at high field benefits from a higher signal to 
noise ratio (SNR), greater BOLD effect and more specificity to the actual site o f  
activation. In fact, the “optimal” magnetic field strength for fMRI purposes has been 
the subject o f  further investigation [20].

The maximum BOLD contrast to noise ratio (CNR) is calculated as,

max

where S0/N  is the signal-to-noise ratio at TE = 0 in a fully-relaxed proton-density 
weighted GRE image, R2* is the apparent transverse relaxation rate, and AR2* is the 
change in the apparent transverse relaxation rate give by:

(45)

where AS/S represents the fractional BOLD signal change, measured from functional 
maps (for more information on how Eqn. 44 and 45 are derived, refer to [4]). As seen 
in Eqn. 44, the BOLD CNR depends heavily on the available SNR and the R2* 
contrast. Note that there is no standard method o f measuring SNR in MRI. The 
method employed in chapter 6 consists o f  calculating the ratio o f  the mean signal in a 
ROI in brain and the standard deviation (SD) o f  noise in the background (free from 
artifacts). Since only magnitude images are employed however, the measured SD of  
noise is lower and may be corrected for a more accurate SNR measurement [14].
Due to inaccessibility o f  raw data at 1.5T system, the most commonly applied
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method o f  background noise estimation [1] was used however which may give an 
error o f  4% in noise SD estimation for a 500-600 pixel region in the background.

Hoult [2], Gati [4], and Edelstein [25] showed a linear dependence o f  SNR to static 
field strength. In addition, Ogawa [22, 23] proposed that AR2* and thus the BOLD 
effect are proportional to B0 for large vessels and proportional to B02 for small 
vessels and capillaries. Gati [4] and Turner [20] showed experimentally that the 
maximum BOLD CNR increases greater than linearly in tissues and less than 
linearly in blood vessels with B0. These results demonstrated that high field fMRI is 
more localized to the site o f  neuronal activity, i.e. capillary bed. The preceding 
literature results have suggested that functional MRI at high fields carries some 
major advantages such as higher SNR, higher sensitivity (CNR) as well as more 
specificity to the site o f  neural activation.

41

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



3.5 Conclusions

This chapter introduced the reader to functional MRI and the physiological and 
physical basis o f  the BOLD effect. The extravascular and intravascular effects were 
discussed in conjunction with gradient and spin echo imaging sequences. The effect 
o f the magnetic field on the BOLD signal was also discussed by mentioning several 
significant literature reviews in this area.
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Single-shot Echo Planar Imaging

Echo planar imaging was invented by Sir Peter Mansfield [12] in 1970’s. Due to 
the fast capability o f  this imaging protocol, EPI requires advanced hardware 
equipments and software post-processing solutions which have been addressed only 
in the past decade.

This chapter introduces the reader to single-shot echo planar imaging and its 
variations, namely spin-echo and gradient-echo EPI. Due to the rapid oscillation o f  
the long readout gradient, EPI is prone to image artifacts which are unique to this 
imaging protocol. Nyquist ghosts, image distortions and blurring in images are 
discussed thoroughly in section 4.3.

Section 4.4 discusses parameter optimization prior to data acquisition for the best 
feasible image quality at 4.7T with available hardware capabilities. The final section 
presents post-processing methods using a single reference data set.

4.1 Conventional Imaging

As discussed in chapter 2 , in conventional imaging techniques, a readout gradient is 
applied along one direction during signal acquisition and a phase-encode gradient is 
applied briefly along the second orthogonal direction prior to readout. This process is 
repeated with separate excitations for as many phase-encode lines as necessary.

The following flow chart summarizes the conventional imaging scheme:
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Figure 4.1.1: Flow chart for the conventional gradient-encode scheme.

4.1.1 Echo Planar Imaging (EPI)

As seen in Figure 4.1.1, each line o f  k-space is acquired after an excitation pulse. As 
a result, conventional imaging techniques are slow and time-consuming. For fast 
imaging applications such as functional MRI (refer to chapters 3 and 5), EPI is 
employed where the entire k-space grid is acquired following a single excitation 
pulse. The following chart summarizes EPI:

Repeat until 
desired resolution 
is achieved along 
phase direction

Form the 
MR signal

Switch on 
Readout 
Gradient

Switch on 
Readout 
Gradient

Pulse the Phase- 
Encoding Gradient by 

one K step

Collect a series of points 
at regular k-inteivals, 

until desired k-readout 
resolution is achieved

Collect a series of points 
at regular k-intervals, 

until desired resolution is 
achieved along Readout

Figure 4.1.2: Flow chart for echo planar imaging sequence. Note that there is no reform of the 
signal. All o f k-space is sampled after one excitation.

The k-space trajectory and imaging sequence for EPI were introduced in Figure 2.7.5 
and Figure 2.7.6. Note that the raster-like k-space scan is achieved with positive and 
negative polarity readout gradients. The brief blip o f  the phase-encode gradient 
moves the data from line to line.

Since only one excitation pulse is applied in EPI, it is o f paramount importance that 
all o f  k-space is sampled before the signal decays significantly (TE <= T2 ). As a 
result, EPI puts enormous demands on acquisition and sampling hardware. The 
advancement in hardware technology in the past decade has resulted in leaps in echo
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planar imaging applications, especially at high fields where the rapid T2 * decay 
creates major challenges (T2*:20-30ms at 4.7T).

To show EPI hardware requirements, consider a 64x64 image with an isotropic in
plane resolution o f 4mm. In order to sample all o f  k-space in a time less than T?* 
decay at 4.7T, a gradient amplitude o f  2.6 G/cm must be applied along with ramp- 
sampling and a bandwidth o f 300 KHz. The Varian Inova 4.7T system in our lab 
currently has a Gmax o f 3.5 G/cm and maximum bandwidth o f 400 KHz.

4.2 EPI sequence variations

4.2.1 Gradient-echo EPI

Gradient-echo EPI is the simplest form o f an echo planar imaging sequence as only 
an initial r.f. pulse is applied.
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Figure 4.2.1: GRE-EPI sequence.

Gradient-echo EPI is T2 * weighted and may suffer from severe image artifacts. 
Section 4.3 discusses EPI image artifacts in detail.

4.2.2 Spin-echo EPI

Following an initial excitation pulse, a 180° r.f. pulse is applied prior to complete k- 
space sampling.
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Figure 4.2.2: SE-EPI sequence.

As a result o f  the single refocusing pulse, spin echo EPI is less susceptible to 
blurring and static field inhomogeneities.

Echo planar imaging is a fast acquisition technique, employed when high temporal 
resolution is needed e.g. functional MRI. EPI images suffer from many artifacts, and 
consequently image reconstruction is much more than just applying a simple inverse 
Fourier transform to the acquired k-space data. The following section outlines the 
most common EPI artifacts.

4.3.1 Nyquist Ghosting

Figure 2.7.6 shows that EPI k-space is acquired after one excitation with positive and 
negative gradient polarities. Any signal variation between the even and odd echoes 
results in shifted images o f  the object known as Nyquist or Half-FOV ghosts.

Nyquist Ghosts are generally caused by:

• Eddy currents
• System timing delays
• B0 field inhomogeneity, and
• Patient motion

In EPI, a source o f  ghosting can be eddy currents, which is covered in the following 
section.

4.3 EPI Artifacts
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Eddy currents

Echo planar imaging gradients have fast switch rates with very short rise times (A in 
Figure 4.3.1). As a result, the gradient fields couple with the surrounding conductive 
components o f  the magnet such as the cryostat and r.f. coils, resulting in eddy 
currents.

Figure 4.3.1: Every other line in k-space is acquired with a negative polarity gradient.

Eddy currents cause a time lag between the applied voltage driving a gradient and 
the resultant gradient field. Because o f this latency, gradient fields stabilize late and 
echoes refocus later than the ideal k-space center. Since each second line in k-space 
must be time-reversed for Fourier transform reconstruction, this time-delay causes a 
periodic  crisscross pattern in k-space which translates to ghosting in images.

timedelayGradienl
-  Currcm
- Field

ADC

k-space

Figure 4.3.2: Eddy currents cause a constant periodic time-delay for every second line in k- 
space which leads to a periodic crisscross pattern after time-reversal.

The ghosting phenomenon may be explained mathematically using Fourier transform 
properties. Any shift in k-space, i.e. time delay results in linear phase modulation in 
the image domain:
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S { k - k o) - * F T - + S { x , y ) e ik°\ (46)

where ka is the shift in the readout direction and koX is the phase modulation in the 
image domain. Eddy currents in general are reduced by providing compensation 
currents to the gradient drivers.

Ideal
Gradient
Field

Eddy
Current
Field

Total
Gradient
Field

Compensation
Field

Figure 4.3.3: A compensation field reduces the effect o f eddy currents on readout field 
gradients.

In spite o f  hardware solutions, eddy currents can not be eliminated entirely and post
processing methods such as phase multiplication are absolutely necessary to reduce 
ghosting artifacts further.

Figure 4.3.4: This original phantom image shows large shifts between odd and even lines, 
manifested as dark bands in the image.

The amount o f  phase modulation can be determined by a reference scan immediately 
prior to the actual image scan. Post-processing o f echo planar images using a 
reference scan is discussed in section 4.5.
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Figure 4.3.5: Acquisition of a reference scan prior to the actual image scan. Note the absence of 
phase-encode gradients in the reference scan.

4.3.2 Low-bandwidth Artifacts

The MR signal S (t) can be written as,

S(t )  = ^ M ( x , y ) e l/Tle ,0dxdy , (47)

where 0  = (Aco +  yABo )t + y  jG d t , Aco describes off-resonance effects such as

chemical shift and AB0 describes field inhomogeneity sources.

Most artifacts in EPI are present in the phase-encode direction due to the low  
bandwidth along this direction. As a result, S(t) in Eqn. 47 can be written in one 
dimension (time-domain k-space):

where d  =  A co/yG  +  ABo / G  describes pixel displacements due to off-resonance 
effects and field inhomogeneity.

Example 1. To show why bandwidth is lower in the phase-encode direction, consider 
an in-plane resolution o f 4x4 mm. With a sampling rate o f  300 KHz at 4.7T, the total 
acquisition time is 29ms (0.45ms per line). The bandwidth per pixel is then 
calculated as follows:

S {k { t ) ) = \M { x )e ikxeme klMxdx, (48)

(49)
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b  = l / Tpe /  acq
(50)

For this specific example, bro = 2222 Hz/pixel and b  = 34Hz/pixel. Due to low 

bandwidth, image artifacts are projected in the phase-encode direction.

Geometric distortions

As was seen in section 2.5, the MR signal is spatially-encoded using gradients. The 
presence o f  any field inhomogeneities consequently affects the spatial-encoding 
process. Geometric distortions are manifested as pixel shifts and signal loss in the 
phase-encode direction.

Field inhomogeneity comes from two main sources:

•  A  magnet has a finite length and imperfections in its design and construction. As 
result, it can not be perfectly homogenous.

• The sample brought into the magnet has intrinsic field inhomogeneities which are 
most extreme at boundaries with different magnetic susceptibility %. At the 
interface, the change in the effective field is AB  = ( f t  -  %2 )B o, which causes
spins to precess with different frequencies, acquire different phases at time TE 
and combine destructively leading to signal cancellations.

The following figure shows a sagittal slice with its corresponding phase map. Note 
the presence o f  large phase variations in the nasal cavity.

Figure 4.3.6: A coronal slice of a human head and its corresponding phase map. Note that the 
abrupt change in phase from white to black is due to the cyclic nature of phase (-2n to 2n) and 
not actual abrupt phase change.

The following images were acquired with conventional GRE sequence at 4.7T to 
demonstrate severe signal loss in the nasal and auditory canals. Note that an increase 
in echo time results in more signal loss.
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Figure 4.3.7: Conventional GRE images taken with TR: 50ms, 1x1x2mm resolution, a) TE: 10, 
b) 20, c) 30 and d) 40ms.

In order to explain signal loss in the presence o f  static field inhomogeneities, 
consider a negative gradient offset (not constant) in addition to the readout gradient. 
In the absence o f  a gradient offset, echoes refocus at the center o f  k-space. When a 
negative gradient offset is present, the echoes move gradually to the right o f  k-space 
towards the end o f  the readout window. As the strength o f the gradient offset 
increases beyond that o f  the readout dephasing gradient the echoes eventually 
disappear. Consequently, the MR signal is lost.
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Figure 4.3.8: The presence of a negative (top) or positive (bottom) gradient offset during 
readout causes signal loss.

If the offset gradient is positive, the echoes get compressed in time and shift towards 
the start o f  the readout window. In either case, the echoes ultimately disappear due to 
dephasing, causing signal loss.

The major problem with field inhomogeneity is that is it spatially varying over the 
imaging volume. As a result, pixel displacements in the image are not constant. 
Image displacement (in cm) can be characterized in Eqn. 51:

d = AB / G . (51)

The above equation demonstrates that pixel displacements are more severe at high 
fields and at lower gradient strengths. Several steps can be taken to avoid areas o f  
great B0 inhomogeneity, e.g. air-tissue interfaces. Smaller voxel dimensions 
minimize the change in magnetic field within the voxel and reduce intravoxel 
dephasing. Another trick is to use oblique slices to avoid regions o f  large magnetic 
susceptibility differences.
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Figure 4.3.9: Use of oblique slices to avoid brain regions with large magnetic susceptibility 
differences.

It might also be beneficial to swap the direction o f  the readout and phase-encode 
gradients. These options and more are explored in detail in section 4.4 .

4.3.3 Constant Gradient Offset

A constant gradient offset (caused by poor shim) causes an increasing echo shift. The 
following figure shows echo shift in a reference scan on the Varian Inova 4.7T 
system:

■  VnmrJ____________________________________________________________________________________________ H j
:j  Scan: Acqiasticr Process OHpoy jmms Ear Help

CPS»_i*isreCwTMt
Vnrf**»iLt>9

Figure 4.3.10: Echo drift in the presence of a 0.015mT/m gradient offset.

The increasing shift causes the echoes to refocus later than the ideal echo center. 
This causes an overall image shift.
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Figure 4.3.11: A constant gradient offset causes an increasing echo shift. However, this is not a 
source of ghosting since the echo shifts are not periodic from line to line.

The following figure shows the effect o f  a constant gradient offset on a phantom 
image:

Figure 4.3.12: An uncorrected phantom image (left) and the post-processed image (right). Also 
shown are Varian Inova 4.7T and Matlab windows of echo drift in the reference scan.

As was discussed in the previous section, the presence o f  an offset gradient may 
cause signal loss if  it is o f a considerable strength compared to readout dephasing 
gradient.
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4.3.4 Chemical Shift

Chemical shift refers to the shift in resonance frequency o f  nuclear spins in different 
chemical environments. Chemical shift results in pixel displacements which are more 
severe in the phase-encode direction in EPI. Eqn. 51 may be rewritten in terms o f  
pixel displacement as,

d  =  A co/b  =  y A B /b ,  (52)

where b is bandwidth per pixel.

Example 2: Using information from example 1, fat-water displacements in the 
readout and phase encode directions can be calculated at 4.7T using Eqn. 52:

dro = (3.5ppm)(200 MHz) /  (2222Hz/pixel) = 0.3pixels 
dpe = (3.5ppm)(200 MHz) /  (34Hz/pixel) = 21pixels.

water

3.5 ppm

Figure 4.3.13: Fat and water Larmor frequencies differ by 3.5ppm in a homogenous field.

The shift in the readout direction is below a pixel which is negligible. By  
comparison, the shift in the phase direction is 21 pixels -  33% o f the 64 acquired 
points! As a consequence, an incomplete or lack thereof fat suppression results in 
large mis-registration between fat and water signals in EPI images.

4.3.5 T2* decay

As was discussed in section 2.3, FID signal decays faster to its equilibrium state in 
the presence o f  B0 field inhomogeneities. In echo planar imaging, the echoes 
obtained at the end o f the echo train are heavily T2*-weighted as compared to echoes 
obtained in the beginning. This means that low-frequency spatial components have 
higher signal intensity than high frequency spatial components. This fact 
mathematically amounts to multiplying the ideal k-space data with an exponential 
signal envelope which in image domain translates as convolution with a low pass 
filter. The convolution process leads to signal intensity smearing over a larger region 
which is referred to as image blurring or loss o f  resolution.
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Figure 4.3.14: The effect of increasing B0 field inhomogeneity (Tj’) on point spread function 
(PSF)3. Note that as T2* decreases, PSF broadens and signal intensity decreases.

The signal loss due to T2* relaxation is especially worse at high fields due to shorter 
T2* decay and greater B0 inhomogeneity. Shimming makes the B0 field more 
homogeneous in a local region. The shimming process is especially important at high 
fields, both for reducing blurring and geometric distortions.

The spin echo sequence is less prone to image blurring since static B0 field 
inhomogeneities are refocused. Thus, the point spread function is narrower for spin 
echo than gradient echo images by a factor o f S .

PSRSEvsHD

SE

FID

2D5 10 15■6 0-15 -10

x/ptel
Figure 4.3.15: Difference in PSF for GRE (FID) and SE EPI sequences.

3 The spatial resolution of an imaging system is the smallest separation of two point sources that 
remain resolvable in the image. The resolution limit of an imaging system is described by FWHM of 
its point spread function.
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4.4 EPI acquisition parameters at 4.7T

As was shown in section 4.3, some o f the major sources o f  artifacts in EPI are 
geometric distortions and signal dropouts which become even more problematic at 
high fields. For reasonable image quality, it is necessary to minimize these artifacts 
as much as possible. This section will discuss some o f the most important echo 
planar imaging acquisition parameters and their optimization at 4.7T.

4.4.1 Acquisition time

T2* decay is much shorter at high fields. At 4.7T, for instance, T2* decay ranges 
from 20-30ms. In addition to blurring, longer acquisition time results in image 
distortions as the gradient offset builds up strength to disperse spin phases. For 
reasonable echo planar image quality, it is absolutely necessary to scan as fast as 
possible, i.e. reduce the echo train length. Faster acquisition may be accomplished by 
increasing the sampling bandwidth, using Partial Fourier methods, limiting spatial 
resolution or increasing the number o f  shots. Since this thesis deals with single-shot 
EPI, the multi-shot option was not explored.

Sampling rate (BW)

Sampling rate or bandwidth refers to how fast k-space is traversed in the readout 
direction. It can also be understood as the frequency difference from one pixel to 
another, determined by the time that elapses between collection o f  adjacent points. 
Bandwidth is a very important parameter for image quality: it determines the amount 
o f blurring, distortions and chemical shift in the final image. Sampling on our system 
is non-uniform-time-sampling which means that the signal is sampled at equal ‘k’ 
increments: &kx = y  JGx{t)dt = constant • In other words, the area under the gradient is

kept constant. Non-uniform time-sampling (also known as ramp-sampling), results in 
a uniform k-space Cartesian grid which is necessary for Fourier reconstruction. 
Ramp-sampling is achieved by scaling the gradient amplitude for the specified FOV 
while keeping the number o f samples N  the same as with a constant gradient. This 
can be clearly grasped by noting that FOV =  N xAx =  l/kx = BW /yG x where 

FOV and BW are specified by the operator.
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Figure 4.4.1: Non-uniform time-sampling. Note that the area under the gradient curve between 
two adjacent time points is kept constant.

Non-uniform time-sampling is superior to uniform time-sampling since there is no 
need for interpolation4 to Cartesian k-space and consequently the acquisition o f  
additional points. The following tables summarize the total acquisition time, gradient 
strength and rise time with different BWs for a FOV o f 25.6cm.

Table 4.4.1: 4x4mm resolution.
BW Total time (ms) No. pts/ramp No. pts/flat Gradient Rise time(ps)
200 30.6 16 32 1.83 157
300 28.9 31 2 2.59 222
400 Not achievable with the current FOV

Table 4.4.2: 2x4mm resolution.
BW Total time (ms) No. pts/ramp No. pts/flat Gradient Rise time(ps)
200 38.4 15 98 1.83 157
300 32.0 35 58 2.74 235
400 Not achievable with the current FOV

Note from the second column in Table 4.4.1 and Table 4.4.2 that a significant 
number o f  data points are acquired during gradient ramp times. The following table 
demonstrates that ramp-sampling is essential for minimizing acquisition time:

Table 4.4.3: EPI acquisition time per data point with and without ramp-sampling.
BW Ramp-samp Readout time/pts (ms) Rise time (ps) Gradient (G/cm)
200 No 0.69 222 2.74
300 Yes 0.45 222 2.59

4 Interpolation is computationally intensive.
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Note from Table 4.4.3 that for a 64x64 matrix, the readout time is 29ms and 44ms 
with and without ramp-sampling respectively. Ramp-sampling hence results in 
acceptable readout times relative to T2* decay o f  20-30msec at 4.7T.

Even though the highest sampling rate at 4.7T is 400 KHz, it is not feasible for the 
typical readout field o f view used for human head (< 240mm). To demonstrate this, 
let’s calculate the readout gradient amplitude for FOV o f 240mm and BW o f  
400KHz: G = BW /yFOV = 400K H z/(42.58M H z /T *  240mm) = 3.9G /cm  . Since 
the highest available gradient amplitude at 4.7T is 3.5G/cm, a bandwidth o f 400 KHz 
is not feasible, unless FOV is increased or the gradient system is upgraded.

Alternatively, the minimum FOV may be calculated for a maximum bandwidth o f 
400 KHz and maximum gradient strength o f
3.5G/cm -.FOV = B W /yG  = 4 0 0 K H z /(4 2 .5 M H z /T * 3 .5 G /c m ) = 268mm .This 
FOV is bigger than the typical human brain. At 4.7T in vivo studies, a sampling rate 
o f 300 KHz results in the fastest acquisition time.

Signal to noise ratio

Higher bandwidth results in lower SNR. The following equation shows the 
relationship between SNR and common MRI acquisition parameters:

S N R a A xA yA z jN ^N ^N 'N ,  I B W , (53)

where Nshots is the number o f  excitations, Navg is the number o f averages, Nx and Ny 
are the number o f  points acquired in the frequency and phase-encode directions, and 
Ax, Ay and Az are voxel dimensions.

A lower SNR due to a higher BW may be explained by noting that higher sampling 
rate results in faster digitization o f the signal. This translates to sampling higher 
frequency components including white noise5 which has a constant intensity at all 
frequencies. At high magnetic fields, SNR is not an issue since it linearly increases 
with B0 (signal intensity increases with B02 whereas noise increases with B0). In fact, 
higher available SNR is the main reason that very high resolution images, i.e. smaller 
voxel dimensions, are possible at high magnetic fields.

Resolution

As discussed before, the acquisition time has to be shorter than T2* decay o f  the 
signal which limits the length o f  the echo train. In single-shot EPI, low resolution 
images o f  64x64 and 128x64 pixels are typical considering the available maximum

5 Noise in imaging systems arises from thermal motion (Brownian motion) of free electrons inside 
electrical components and human body, with human body noise dominating.
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gradient strength and sampling speed. A system’s hardware capabilities as a 
consequence play a key role.

Partial Fourier Reconstruction/Acquisition

The number o f  acquired phase-encode lines may be reduced to shorten the 
acquisition time. This may be accomplished by Partial Fourier methods which refer 
to the acquisition o f  asymmetric k-space data. The shorter echo train reduces blurring 
and in some cases allows a desired echo time to be achieved.

fry
ky.tmxr"-------------- — :----- 1— “  — " ------------“ ----------------

~ky,rm>r------------- -— T*“ ~— —— —*

Figure 4.4.2: Partial-Fourier k-space Acquisition.

Partial Fourier data acquisition results in decreased SNR; however, at high fields 
SNR is not an issue and as such these methods are employed very frequently.

In theory, most MRI images are real-valued which means that only half o f  the k- 
space needs to be collected. The un-acquired lines may be synthesized by reflecting 
the data across the origin. This is due to conjugate symmetry6 in the spatial 
frequency space:

S ( k x, ky) =  S ' (~ kx , - k y ) .  (54)

In practice, there are many sources o f  phase error that violate the conjugate 
symmetry o f  real data. These phase errors are caused by variations in the resonance 
frequency, patient motion, etc. In this case, partial Fourier reconstruction requires the 
acquisition o f  more than half o f  k-space. There are many partial Fourier 
reconstruction methods. The simplest one is to zero-pad the uncollected k-space data 
prior to inverse Fourier transform.

6 Also known as Hermitian symmetry
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Zero-filling

Zero-filling works well if  the collected k-space lines are equal to or greater than 
75%. Going below this limit results in severe image blurring which is caused by 
multiplying the k-space data by an offset step function. The offset corresponds to the 
last acquired line:

   U --------------------- ->lD-FT->
Figure 4.4.3: Zero-filling partial Fourier reconstruction acts as a low-pass filter, causing 
blurring in the images.

This multiplication in k-space corresponds to convolution o f the images with a low  
pass filter which smears out pixel intensities, causing blurring in the images. Other 
reconstruction methods such as homodyne may allow for a greater reduction in the 
acquired phase-encode lines {<15%). Homodyne was implemented and tested 
against zero-filling with EPI images; the results are presented in the following 
section.

Homodyne

The following diagram summarizes the homodyne reconstruction algorithm.

Innal partial k-apace 
data sat Mpidk^ky)

Symmetric

ma(x,y) ™pk(x*y?w<x,y)

p'tx,y)=exp{-l angte{ms(x,y)j

Figure 4.4.4: Homodyne Partial-Fourier Reconstruction.
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In homodyne, the un-acquired data is zero-filled and the acquired k-space data is pre
weighted with a ramp function. The ramp function serves two purposes:

1. To minimize the sharp transition between the padded zeros and the measured 
data. Compare Figure 4.4.5 with Figure 4.4.3.

2. To offset the imbalance between the low and high frequency (k-space) data 
because o f  the lack o f  negative high-frequency data.

ky

Figure 4.4.5: Ramp function.

A  low resolution image is also synthesized from the symmetric k-space lines to 
extract phase information. The pre-weighted image is then phase-corrected and the 
final image is obtained by taking the real part o f the result.

Homodyne and EPI

Homodyne partial Fourier reconstruction works well when the phase estimate is 
accurate. In practice, this means that the phase could be described using the low- 
frequency content. Figure 4.4.6 demonstrates the difference in homodyne and zero- 
filling partial-Fourier reconstruction for EPI images at 4.7T:

■ ■
■ H ■ ■

Figure 4.4.6: GRE-EPI images taken with TR/TE = 2000/25ms, 2x4x1.5mm resolution, 75% 
acquired lines and reconstructed with a) zero-filling and b) homodyne techniques.

The figure above shows that Homodyne Partial Fourier reconstruction results in 
severe signal voids in the anterior-inferior regions o f  brain. This is due to rapid phase 
variations in very inhomogeneous regions which are not accounted for by the low- 
frequency k-space data. Zero-filling actually results in better reconstruction as no 
phase corrections are performed.
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4.4.2 B0 (in)homogeneity

Static field inhomogeneity is the main source o f  image artifacts in EPI, especially at 
higher fields where B0 is more inhomogeneous. Imaging at higher fields requires 
advanced hardware equipment e.g. higher gradient strengths; advanced shim 
methods and post-processing solutions (e.g. B 0 field mapping (Jezzard [11]) and PSF 
mapping (Zaitsev [10]). Due to time-constraints, the focus o f  this thesis was directed 
at optimizing image acquisition parameters, shimming and basic post-processing 
methods.

Shimming

For echo planar imaging, it is important to have a ‘good’ shim in the desired imaging 
region. Shimming is accomplished by changing currents for a set o f  ‘shim coils’ 
which creates small magnetic fields in the imaging region, either enhancing or 
opposing the main magnetic field. The goal is to modify the applied current(s) such 
that the magnetic field in the imaging region becomes as homogenous as possible.

R,M#p Î Mop
(•tmr im p r o v e d

ttamag*A«ity Hamogwnttt?

Irtqetncy
ORtcltHd

Figure 4.4.7: A demonstration of poor and acceptable shimming.

First-order shims are usually modified globally since they vary very slowly across 
the brain. Second-order shims on the other hand vary quickly and as a result, must be 
modified in a very local region. On our system, second order shims may be modified 
with PRESS pulse sequence where the slab o f  interest is confined to a local region.
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Figure 4.4.8: Higher order Shims.
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The following figure is a snapshot o f  the Varian Inova 4.7T system manual shim 
window where the first and second-order shims may be modified for a longer FID 
decay and narrower water spectrum.

Figure 4.4.9: Window of manual shimming on Varian Inova 4.7T system. Left: FID signal, 
Right: power spectrum.

Higher shim order e.g. 3rd, 4th, etc. are extremely difficult to modify using manual 
shimming and need advanced 3D B0 field mapping methods. On our system, the 3D 
shimming method has not been utilized due to difficulty in shim calibration. It has 
also been found that this method is unreliable and time-consuming which poses a 
significant problem when fMRI experiments are performed. Thus, first order and z2 

manual shimming has been the preferred choice.

Spectrum line shape and FID envelope decay

In order to evaluate the progress o f  a shim, it is important to look at the FID signal 
envelope or alternatively the power spectrum line shape. Two general rules apply:

1. Odd-order shims affect the line shape symmetrically whereas even-order 
shims cause an asymmetrical line shape.

2. The higher the shim order, the lower to the line base the defect is.
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Figure 4.4.10: Common defects in line shape caused by mis-adjustment of shim currents.

The following figures demonstrate the changes in the FID envelope and the 
corresponding changes in line shape when shim currents are misadjusted. Note from 
Figure 4.4.11 that first order shims are better adjusted when focusing on the FID 
envelope while the line shape is an unambiguous tool when considering higher-order 
shims (Figure 4.4.12 and Figure 4.4.13).

BEATS

NULLS

WORST

The beats
are weaker

Z gradient

BETTER 1

BETTER YET

no beats

Figure 4.4.11: Adjusting first-order ‘z’ shim to eliminate beats and nulls in the FID signal.

This fat 
ALMOST 

OK.
to right

+3D 0  Ife *30
Figure 4.4.12: Adjusting second-order ‘z’ shim due to the asymmetrical skew of the line in 
addition to its existence close to the base of the line. The FID in this case decays faster in the 
first part of the envelope than the later parts.
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Figure 4.4.13: Adjusting third-order ‘z’ shim due to symmetric broadening at the base of the 
line shape. The FID envelope in this case is misleading as its faster initial decay can be 
categorized as a ‘z2’ or ‘z4’ shim.

When shimming, it is important to have a proper line shape in addition to a narrow 
line width (i.e. spectrum range) in order to set water resonance frequency accurately. 
At 4.7T, a line width o f  less than 20Hz (O.lppm) indicates a proper line width over a 
slab o f  several millimeters.

h --------------------------
i shim is 

OK

m o lb 40
Figure 4.4.14: An example of a proper shim where the FID signal decays slowly, the line shape is 
symmetric and the bandwidth is below 20Hz.

Limited brain coverage

Shimming is not an issue at 1.5T but becomes a major limiting factor at high fields 
such as 4.7T. At high field strengths, there is a large variation in resonance frequency 
across the imaging region due to increasingly inhomogeneous magnetic field. In 
order to successfully shim, it is important to confine the imaging region for correct 
water frequency determination (co0). As a result, whole brain imaging with 
reasonable image quality at high fields becomes almost impossible.

Voxel Dimension

As was discussed in section 4.3, it is important to minimize image distortions and 
signal loss at areas where magnetic susceptibility difference is most severe. Even 
though smaller voxel dimensions in general result in lower SNR (Eqn. 53), they 
actually compensate for some signal loss by reducing intravoxel dephasing and 
limiting T2 range. This is clearly evident in auditory and nasal cavity regions in 
Figure 4.4.15 for 8 mm and 2mm thick slices:
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Figure 4.4.15: Conventional GRE images taken with two slice thicknesses at 4.7T with TR/TE: 
50/25ms, a: 20°, a) 1x1x8mm b)lxlx2m m  with 4 averages.

The minimum slice thickness using a 4ms Sine r.f. pulse is 1.5mm on our system. 
Thinner slices may be achieved by increasing the r.f. pulse length.

Table 4.4.4: R.F. pulse lengths required for the listed slice thicknesses (considering a maximum 
slice-select gradient o f 3.5G/cm).________________ ________ ________ _________________ ______
R.F. pulse width (ms) 4.0 5.8 6 . 2 6.7 7.3 8 .0

Min. thk achievable 1.5 1.4 1.3 1 .2 1 .1 1 .0

Depending on the brain region, slice thicknesses o f less than 2.0mm may be used at 
4.7T. Due to T2 decay, matrix sizes o f greater than 128x64 are not recommended 
with single-shot EPI unless parallel imaging techniques are employed.

Gradient Orientation

Due to the low bandwidth in the phase-encode direction (see example 1, section 
4.3.2), it is important to consider the direction o f phase-encode gradient. The 
following transverse images were obtained with left-right (L/R) and anterior- 
posterior (A/P) phase-encode gradients:

Figure 4.4.16: EPI images taken with 2x4x2mm resolution, a) A/P phase-encode and b) L/R 
phase-encode.

It is quite visible in the figure above that the L/R phase-encoded image is severely 
prone to image distortions and blurring. Table 4.4.5 also shows that the L/R phase- 
encoding results in higher intensity ghosts:
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Table 4.4.5: Ghost intensity (%) for A/P and L/R phase-encodes.
L/R A/P

Left (%) Right (%) Top (%)
2 0 .1 14.5 5.0

The L/R phase-encoded images are more prone to artifacts since the phase variations 
in brain along this direction are more rapid. A/P phase-encoding therefore should be 
used to minimize EPI sensitivity to induced magnetic susceptibility variations at 
4.7T.

Slice Orientation

For higher cognitive studies involving language areas o f  the brain, it is desirable to 
image the anterior-inferior regions o f  the brain. Due to the vicinity o f  these regions 
to large susceptibility gradients, it is important to consider the slice orientation in 
addition to phase-encode gradient direction. As was shown in Figure 4.3.9, oblique 
slices may be used to avoid problematic areas as much as possible.

Implementation

The original echo planar imaging sequence on the 4.7T console did not allow for 
oblique slices with phase-encode in the A/P direction. This was a set-back since 
oblique slices with phase-encode in the L/R direction result in severe ghosting and 
image distortions. To understand why this is the case, consider a transverse oblique 
slice in ‘y ’ and ‘z ’ directions. The readout gradient in this case has both a ‘y ’ and ‘z ’ 
component whereas the phase-encode gradient is in the ‘x ’ direction. The two 
readout gradients are difficult to balance, causing severe timing differences between 
odd and even lines.

In order to get reasonable image quality, it was essential to implement oblique slices 
in the transverse90 orientation where the directions o f  the phase and readout 
gradients are swapped. For the example above, the readout gradient is now in the ‘x ’ 
direction and the phase-encode gradient has a ‘y ’ and ‘z ’ components. The readout 
gradient behaves as in the non-oblique case and no additional adjustments are needed 
prior to acquisition.

Fat suppression

The lower bandwidth in the phase-encode direction results in pixel displacements 
caused by off-resonance effects such as chemical shifting. As was shown in example 
2 in section 4.3.4, fat suppression in EPI is absolutely necessary.

In the current implementation o f EPI on our system, fat suppression is achieved by 
applying a 90° saturation pulse simultaneously with spoiling gradients to dephase the 
lipid signal. To achieve reliable fat suppression, the frequency o f the saturation r.f. 
pulse must match the resonance frequency o f  fat. An inhomogeneous magnetic field
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shifts the resonance frequencies o f water and fat (fat and water differ by 3.5ppm in 
Larmor frequency in a homogenous field). As a result, the r.f. pulse may not center 
on the fat resonance frequency, resulting in incomplete fat suppression. It becomes 
extremely important to reduce the FOV as much as possible and shim locally on the 
region o f interest to obtain reliable fat suppression.

4.4.3 B1 (In)homogeneity

In addition to a uniform static B0 field, a homogeneous Bi field is also desired for 
uniform transmission and reception (T/R). At low magnetic fields (< 4T), the RF 
wavelength is much larger than the human head (Refer to Table 4.4.6). The RF 
electromagnetic field (i.e. near-field regime) behaves as a standing wave (rather than 
a traveling wave) and the wavelength o f  the MR signal has no effect on coil 
operation.

Table 4.4.6: RF wavelength as a function of static magnetic field for invivo brain [3J.
B0(T) Z'-rf (m)

1.5 0.44
3.0 0.27
4.7 0.19
7.0 0.13
9.4 0 . 1 0

11.5 0.086

At high fields, the RF wavelength (e.g. Xrf, 4.7T: 190mm) is much smaller than the 
human head (180-240mm). The RF electrodynamics (i.e. wave regime) as a result 
becomes more complex due to the onset o f wave propagation (i.e. diffraction, 
interference and reflection) within the human head, resulting in a more 
inhomogeneous RF field. Vaughn et. al. (2001) for instance showed that the RF field 
is twice as inhomogeneous at 7T as 4T.

Variations in Bi with position during transmission mode leads to variable flip angles 
across the imaging region. The T/R properties o f  an RF coil are linked by the 
reciprocity relationship. A coil that is well designed for transmission is also suitable 
for signal reception. As a result, separate analysis is not required in these two cases. 
The following figure shows a profile o f  the Bi field for a transverse slice located at 
iso-center at 4.7T. Note that the Bi field is strongest in the center o f the slice and 
falls o ff at the brain peripheries.
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Figure 4.4.17: Fitted B! distribution for a transverse slice.

The flip angle distribution may be calculated directly by utilizing the Bi field map 
above:

Bx = Bx sin{yBxr)  = Bx s in 6 , (55)

where the flip angle 0 is the area under the RF pulse (refer to section 2.2.2). The 
following figure shows the flip angle distribution for the transverse slice above:

Flip Angle Distribution90 r-----------------------------------------------------------------------------------------------------

O)

5 0-

40

Readout Direction

Figure 4.4.18: Fitted flip angle distribution for a transverse slice, calculated from Bi map in 
Figure 4.4.17.
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As seen from Figure 4.4.18, the center o f  the brain experiences the maximum flip 
angle. The signal intensity profile in GRE images may also be calculated for the 
above slice using the following equation:

-TR/r
( 1 - e  A )

S a 6  — ------------ -  sin 6 1 (56)
(1 -  cos 6e A )

where 0 is the flip angle, TR is the time o f repetition and Ti is the longitudinal 
relaxation for gray matter -  1.5sec at 4.7T. Figure 4.4.19 shows the signal intensity 
profile at 4.7T for the same slice using TR: 3 sec. Note that signal intensity is highest 
at the center o f  the slice whereas it drops o ff at the peripheries o f  the brain. Signal 
variations in the slice are important factors to consider when making SNR 
measurements at high fields. Images therefore may be intensity-corrected.

Signal Intensity
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Figure 4.4.19: Normalized signal intensity profile for a transverse slices, calculated from flip 
angle distribution in Figure 4.4.18 and Eqn. 56.

RF power calibration

At 4.7T, the RF power was determined using readout projections o f  the center slice 
in the imaging region (no phase-encode gradient) using a conventional SE sequence. 
The RF power (dB) was incremented by 1 dB for 90° and 180° RF pulses7 with a 
4ms pulse duration. The RF power setting that resulted in the highest signal in the 
projection was chosen as the best average 90° flip angle, assuming a short TE (4ms) 
and a long TR (5 sec). As was observed in Figure 4.4.18, there is a strong spatial

7 The 180° RF pulse voltage was set twice as high as the excitation pulse.
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dependence o f  flip angle on RF power due to Bi field inhomogeneity. Consequently, 
RF power may be set more accurately using Bi field maps (Figure 4.4.17) to obtain 
90° flip angles in a local region.

Echo train adjustment using preparation reference scans

In EPI, any imperfection in the MR system (e.g. gradient offsets, improper shim) 
leads to misalignment o f  odd and even gradients. Thus, signal varies between the odd 
and even lines, causing Nyquist ghosts. The pattern o f even and odd gradients can be 
reflected in a preparatory reference scan. As was shown in Figure 4.3.5, a reference 
scan is obtained by switching the phase-encode gradient o ff while keeping 
everything else as identical as in the imaging sequence.

In the ideal case, all even and odd echoes should be identical in the reference scan 
since no phase-encode gradient is involved. Differences however, do exist! A  
reference scan as a result provides significant information about the magnetic state o f  
the imaging sequence and hence is an important part o f EPI echo train adjustments. 
The following figure shows a balanced echo train on the Varian Inova 4.7T system 
where the positive and negative gradients are identical:

Figure 4.4.20: A balanced echo train.

The echo train may be balanced by ‘tweaking’ two main parameters:

1. In the presence o f  a constant gradient offset, the echoes increasingly drift to the 
right (or left) o f the acquisition window. To balance the echo train, an additional 
gradient field is added to the readout refocusing gradient to cancel the gradient 
offset. Figure 4.3.12 shows a case where a gradient offset leads to an overall 
image shift.
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Figure 4.4.21: An echo train drift to the right due to a negative background gradient offset. An 
additional positive gradient field may be applied to the readout refocusing gradient to null the 
gradient offset.

2. Large shifts between odd and even gradients which cause ghosting may be 
adjusted by adding an initial delay to the readout train to force the echoes to 
refocus at the center o f  k-space. Figure 4.3.4 shows an instance where an 
uncorrected shift between odd and even echoes cause fringes in the image.

rnrnmmmmmmmm

I f L mm m m *  mm5 i $\

Figure 4.4.22: Large echo shifts between even and odd lines. A delay (ps) may be added initially 
to ensure echoes are refocused at the center of k-space.

4.5 EPI Image Reconstruction with a Reference Scan

No matter how well the echo train is adjusted using preparatory reference scans, 
system variations during the actual imaging scan cause changes in the echo train 
state. As a result, reference scans acquired immediately before the imaging scan may 
be used in post-processing reconstruction to further reduce EPI artifacts. The 
following section discusses two reconstruction methods for reducing ghosting 
artifacts. The implemented Matlab code is included in appendix A.

4.5.1 Method 1: Linear Phase Correction

Echo shift

The following figure shows a sample echo position map, extracted from a subject’s 
reference scan for 64 phase-encode lines (shown for 32 phase-encode lines):
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Echo position relative to ideal k-space center
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odd echo 
ideal center

550 5 To 15 ~ 2 0  25 30
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Figure 4.5.1: Echo position per k-space line acquired from a subject’s reference scan (128x64 
resolution). The scattered dots represent the ‘actual’ echo position for each k-space line whereas 
the solid line represents the ideal k-space position. The double arrows show the time delay (or k- 
space shift) between odd and even echoes.

Figure 4.5.1 shows that odd and even echoes shift linearly to the end o f  the readout 
window as more phase-encode lines are acquired. This linear shift is due to the 
presence o f  a constant background gradient offset e.g. misadjusted shim (as 
discussed in section 4.3.3) and causes an overall image shift. Also note from the 
same figure that there exists a constant shift between odd and even echoes. The 
source o f  this time delay may be eddy currents which cause Nyquist ghosts in 
images.

Constant Phase

In addition to echo shift, there also exists a constant phase per k-space line. Figure 
4.5.2 shows a sample phase map for 64 k-space lines, extracted from a subject’s 
reference scan. The phase for each k-space line is calculated from the echo peak as 
phase = tan“'(Im(.S,(fc))/Re(<S,(&)). Note from the figure that constant phase 
increases linearly for even and odd echoes.

77

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .



Constant phase (unwraped) per k-space line
3 j- r

'  - odd  echo
2 j_ ^ | - even echo -

T3
g
ofwTO£
Q.

-2 -

■3r '  -

0 ~  T  10 15 20 25 30
P h ase-encode line

Figure 4.5.2: Constant phase per k-space line acquired from a subject’s reference scan. The 
abrupt change in phase (n to -n) is due to the cyclic nature of phase, and not due to phase 
discontinuity.

In order to minimize ghosting artifacts, both linear and constant phase modulations 
must be corrected.

Figure 4.5.3: An axial slice showing the presence of dark bands and iso-intense ghosts when no 
phase-corrections are done.

Complications

The corrections based on the reference scan sometimes result in more ghosting when 
the echo center in the reference scan differs from the actual image data. This may be 
due to patient motion or clipping o f the echo peaks by the A/D converter8. There

8 Data clipping occurs when the received signal is larger than what the A/D converter can handle.
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may also exist nonlinear phase variations in the EPI data. In that case, a nonlinear 
phase correction might be more suitable.

Matlab implementation

From a reference scan corresponding to a slice, echo position k and phase 60 is 
extracted for each phase-encode echo peak. The echo with the highest signal is used 
as the reference position and the relative echo shifts ‘k0 ’ are calculated. Echo shift 
and constant phase is translated as linear phase modulation9 in the half domain 
(phase-encode projections):

S ( k - k o )e'"” ->  FT  -»  S(x, y )e il*-‘e,e’ , (57)

Phase correction is done by inverting the sign o f  the phases. The phase-correction 
filter F  is,

F ( x )  = e i2’*-Xe i6°, (58)

and the corrected data is,

S(x)  = S  ( x ) F( x ) ,  (59)

where S ’(x) is the imperfect phase-encoded k-space data and S(x) is the ideal phase- 
encoded k-space data.

4.5.2 Method 2: Nonlinear Phase Correction

In general, EPI reference scans show nonlinear phase modulations, especially in very 
inhomogeneous brain regions. In that case, nonlinear phase correction is more 
suitable.

Matlab implementation

The phase Q0 o f  each point in k-space is extracted from the phase-encode projections

o f the reference scan. The nonlinear phase correction filter F(x) = e > w  
compensates for nonlinear phase errors by simply inverting the sign o f  the phase.
The correction is then made as S(x)  = S( x ) F( x ) .

9 Fourier shifting theorem.
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4.5.3 Comparison between the Linear and Nonlinear Phase 
Corrections

The following figures demonstrate the difference between linear and nonlinear phase 
correction methods. The image contrast and brightness are identical in both phantom 
images.

Figure 4.5.4: Nonlinear (left) and linear phase corrections (right).

The nonlinear phase correction method in general results in better image 
reconstruction apart from single pixel displacements across the image.

Figure 4.5.5: Nonlinear (left) and linear (right) phase-corrected EPI images.

For more information on linear and nonlinear phase-correction methods discussed 
here, the reader is directed to appendix A for the implemented Matlab code.
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4.5.4 Reconstruction Summary

The following figure summarizes EPI reconstruction process as implemented in 
appendix A Matlab code.
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Figure 4.5.6: EPI reconstruction method for uniform k-space data sampling.

As seen from Figure 4.5.6, alternate phase-encode lines are first reversed in time to 
account for negative polarity readout gradients. Next, the phase information is 
extracted from a reference scan and applied to the k-space data after Fourier 
transformation along the frequency-encode direction. The data is then Fourier 
transformed along the phase-encode direction to obtain the final image.
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4.6 Conclusions

In this chapter, echo planar imaging and its variations were introduced. Since EPI k- 
space is acquired after one excitation with rapidly switching gradients, it suffers from 
severe phase variations which translate as Nyquist ghosts and geometric distortions 
in images. Various acquisition parameters were therefore optimized at 4.7T to obtain 
the best feasible image quality. Post-processing phase correction methods were also 
developed in Matlab to reduce ghosting artifacts and correct for image shifts.
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F m R! Imaging and Analysis Methods

Due to the nature o f  the hemodynamic response function, functional MRI 
studies require high temporal and spatial resolution. It has been found that echo 
planar imaging is the preferable method over conventional imaging methods due to 
its fast acquisition capabilities among many other benefits discussed in the upcoming 
section.

In addition to reasonable image quality, echo planar imaging parameters need to be 
optimized for the fMRI study under investigation. The selection o f  echo time, 
repetition time and voxel dimension needs to be considered prior to a study to 
achieve the best feasible fMRI result. Other factor to consider is the selection o f  
appropriate paradigms, in order to correctly identify the functional anatomy in 
response to stimulation. These factors are discussed thoroughly in the following 
sections.

For functional MRI data analysis, many software packages are available to the user. 
However, the most widespread package cited in literature is SPM. Thus, in this 
chapter, a general step by step outline is provided for the processing and analysis or 
fMRI data using SPM5. The procedure described here applies to any fMRI statistical 
software and may be replicated accordingly.

5.1 Imaging Technique

Echo planar imaging is the preferable imaging protocol for BOLD functional MRI. 
Aside from providing reasonable image quality (2-4mm in-plane resolution), EPI is 
intrinsically sensitive to field inhomogeneities and thus the BOLD signal. The 
BOLD signal change during brain activation is 1-2% at 1.5T and 2-6% at 4.7T10.
This small signal change needs to be enhanced relative to noise to be detectable and 
hence it is usual practice in fMRI to acquire hundreds o f  brain volumes to average 
the BOLD signal. Since HRF lasts on the order o f  seconds, fMRI time-series has to 
also be obtained as fast as possible. EPI has the capability to collect a brain volume 
in 2-3 seconds which makes it an ideal tool for capturing the temporal characteristics 
o f  HRF. In addition, the shorter scan time helps to minimize subject’s movement in

10 Refer to chapter 6.
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the magnet. Most subjects can tolerate up to an hour in the magnet and longer scan 
times lead to large motion artifacts. Figure 5.1.1 shows a subject’s movement 
behavior as the function o f scan time.
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Figure 5.1.1: Subject movement behavior as the function of scan time, characterized in 3-D by 
translation (x,y,z) and rotation (pitch, roll, yaw).

EPI also has a higher SNR per unit time in comparison to conventional gradient-echo 
sequences since more brain volumes are captured in time. Another advantage o f EPI 
is the use o f  long repetition times which eliminates the inflow o f fresh blood into the 
imaging region.

As was discussed in chapter 4, echo planar imaging suffers from severe blurring, 
distortions and signal dropouts. However, the fast acquisition capability o f  EPI 
outweighs its disadvantages. In addition, recent hardware innovations and novel 
post-processing solutions are succeeding in improving EPI image quality.

5.2 Parameter optimization at 4.71

In addition to image quality, EPI acquisition parameters need to be optimized for 
maximal BOLD CNR. The following section highlights the most important fMRI 
imaging parameters and their optimization at 4.7T.

5.2.1 Echo time (TE)

Echo time in fMRI is chosen such that the signal difference between stimulus and 
control states is maximized. If TE is too short, the signal is insensitive to T2*. If TE 
is too long, the MR signal decays away before it is measured, thus a severe reduction 
in SNR. Gati [1] showed that maximal BOLD contrast occurs at TE = T2 * (of either 
tissue or vessel). Figure 5.2.1 shows the BOLD signal change as a function o f  echo
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time at 1.5T and 4 T. The ideal T2* and T2 values are measured as 23 and 55ms at 
4.7T [3].
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Figure 5.2.1: BOLD contrast as a function of echo time within vessel and tissue for b) 1.5T and 
c) 4T to illustrate that maximum contrast occurs at TE=T2* in vessel and tissue regions [1].

The “ideal” echo time in practice is affected by the brain region under consideration. 
T2* values change significantly in different brain regions due to magnetic 
susceptibility gradients and thus field inhomogeneity. Since these regions are often 
associated with poor shim, the echo time may have to be decreased to maximize the 
BOLD CNR (Eqn. 44). Brain regions such as the inferior frontal lobe and the 
temporal lobe are especially prone to signal losses and require the use o f  shorter TE 
to compensate for some o f the SNR.

In summary, echo time selection in fMRI is a compromise between BOLD signal 
change and SNR. In chapter 6 , fMRI scans are initially performed on one subject 
with multiple echo times. The echo time which results in the maximum BOLD CNR 
is chosen as the optimal TE.

5.2.2 Time of Repetition (TR)

At high fields, the longitudinal magnetization increases. To avoid signal saturation 
effects, longer TR has to be used which implies that fewer brain volumes are 
collected per unit time -  thus a lower SNR per unit time. At 4.7T, a TR o f  2 to 3sec 
is used to allow for the reasonable recovery o f  magnetization and to avoid blood 
inflow problems.
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5.2.3 Voxel dimensions

In functional MRI, the voxel dimension has to match the size o f  the activation 
region. If the voxel size is too large, partial volume averaging effect takes place 
where the measured BOLD signal is diluted over a large region resulting in reduced 
BOLD signal change. At 4.7T, in-plane EPI resolutions o f  2x2 mm and 4x2 mm are 
used along with slice thicknesses o f 2mm and lower. As was discussed in chapter 4, 
in-plane resolution is limited by T2* decay, and voxel dimension is chosen to limit 
signal loss in areas o f large magnetic susceptibility differences.

5.3 Paradigm Design

The fMRI response is dependent on the brain stimulation method in addition to 
acquisition parameters. The method that was utilized in this thesis is block design11 

which is characterized by fixed periods o f stimulus condition alternated with fixed 
periods o f  control condition. For instance, to study brain activation in the primary 
visual cortex (VI), a paradigm would consist o f  five 30sec blocks o f  a flashing 
checkerboard alternated with five 20sec blocks o f a black screen (see Figure 5.3.1).

Figure 5.3.1: Block paradigm design. Shown is five cycles of "ON" and "OFF" period. The 
stimulus condition involves looking at a flashing checkerboard. The control condition involves 
fixating on a white dot in the middle of the screen.

Since BOLD signal change is relative, the control condition has to be chosen 
appropriately. The following rules apply: the control condition has to be repeated at a 
higher frequency than noise and it must involve only those mental processes that are 
engaged in the stimulus condition. When chosen appropriately, the latter rule ensures

11 Also referred to as box-car design.
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that the “desired” mental process is localized. The reader is directed to chapter 6  for 
sample fMRI paradigm designs.

It is difficult to determine the block duration for an fMRI study. Most studies to date 
as well as those designed in chapter 6  have used 20 to 30sec blocks corresponding to 
relative HRF duration. It is important to keep in mind however that HRF varies in 
response to different types o f  tasks which may require different block durations 
(Figure 3.1.3).

The block design is typically used to detect activation in a region. Even-related fMRI 
-  another stimulation method -  is usually employed to study higher cognitive 
functions in brain. Since the purpose o f  this thesis was to evaluate fMRI performance 
at 4.7T, the event-related method was not employed. Instead, tried-and-true 
paradigms were evaluated. For more information, refer to chapter 6 .

5.4 Data analysis

As discussed in chapter 3, the difference in signal intensity between the control and 
task states results in the BOLD signal. The most obvious method for identifying 
activated voxels is to subtract the average o f  the task images from the average o f  the 
control images. However, simple subtraction does not distinguish between actual 
activation and false activation caused by residual noise.

If the only noise source in the time-series was random thermal noise, it would be 
independent at different time points, with the same variance. In fMRI, the second 
noise source comes from physiological sources such as respiratory cycle, which is 
spatially and temporally correlated. The difference map for each voxel therefore 
needs to be normalized by the signal variance in that voxel to eliminate false 
activations caused by large signal fluctuations. The resulting SNR map is referred to 
as statistical parametric map {SPM).

5.4.1 SPM5 Statistical Software

For fMRI data analysis, there was no need to re-invent the wheel. There are several 
commercially available fMRI analysis software including SPM, FSL and Brain 
Voyager. In this thesis, SPM5 was used as the tool o f choice due to its easy 
installation, readily available documentation in addition to its widespread use in 
fMRI research literature. The following section will briefly outline general 
procedures for fMRI data analysis.

Realignment

Since fMRI statistical analysis is done on a voxel by voxel basis, subject movement 
in the scanner (on the order o f millimeters) results in large motion artifacts. If motion 
is correlated with stimulus presentation, it may be mistaken as real BOLD effect on
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the activation map12. Hence, the first preprocessing step in fMRI data analysis is 
realigning fMRI brain volumes.

In SPM5, six rigid body transformation parameters (3 translations, 3 rotations) are 
first estimated such that the mean square difference between each image and a 
reference image is minimized. The reference scan may either be the first image in the 
time-series or the calculated mean image.
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flta E *  Vtow Insert Took D u k tw  w M w  H *  C o ta r l  O n t  S K H k n  R o s J U f l  TASK! n

-Realign Estim ates Reslice Ij ; ’
-Data <-X 
-Estimation Options 

Quality
. . Separation ;
. . Smoothing (FWHM) j|

Num Passes .........................
. Interpolation Register to first

. . Wrapping

. . Weighting
-Reslice Options 

Resliced images 
Interpolation 

. Wrapping
. . Masking

' ‘ > y l Save j  Load j -M in  j

Figure 5.4.1: SPM5 snapshot of realignment procedure. In this case, the first volume in the 
time-series is chosen as the reference scan.

All the images in the time-series are realigned to the reference scan by applying the 
estimated transformation parameters. This is done by interpolation which may be 
either trilinear (nearest neighbor) or nth-order spline. The degree o f  interpolation 
depends on the desired accuracy and speed.

Smoothing

Smoothing is basically an averaging process where each new image value is a 
combination o f its original value and those o f  its neighbors.

12 Motion artifacts usually appear on the edges o f the brain.
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Figure 5.4.2: Smoothing process.

Smoothing is performed in SPM5 by convolving the fMRI images with a 3D 
Gaussian kernel o f  specified full-width at half maximum (FWHM). According to the 
matched filter theorem, the smoothing kernel has to be the size o f  the expected signal 
-  in this case, the BOLD signal -  to give the optimal SNR. As a rule o f thumb, the 
kernel chosen is 2 to 3 times the voxel dimension. For a 4x4mm in-plane resolution 
for instance, an isotropic Gaussian kernel o f 8 mm may be used. If not sure, it is 
advisable to smooth with varying kernel sizes to find the best match.
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Figure 5.4.3: Gaussian Smoothing Kernel.

Smoothing is a necessary step in pre-processing since it increases the signal to noise 
ratio in the images -  suppressing noise as a result. For multi-subject analysis, 
smoothing also reduces the functional and anatomical differences between subjects. 
Common activation regions may then be identified.
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Figure 5.4.4: SPM5 snapshot of the smoothing procedure. An 8mm isotropic Gaussian kernel is 
used for typical EPI voxel dimensions at 4.7T.

Statistical Analysis 

D e s ig n  M a tr ix

Statistical analysis o f  fMRI data is based on the general linear model (GLM). The 
estimation compromises o f fitting a linear combination o f one or more models13 

(plus noise) to the observed fMRI data on a voxel by voxel basis. As an initial step, a 
design matrix is appropriately chosen based on the stimulation paradigm. In the 
block design case, this would involve specifying TR, onset times o f  the task blocks 
and their duration.
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Figure 5.4.5: Specifying the onset times for task blocks. Note that this may be done in seconds or
scan number. In this figure, the onset times are 0, 60,120 and 180 seconds.

13 The models themselves need not be linear.
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The design matrix also includes high-pass and low-pass filters. The data is high-pass 
filtered to remove low-frequency drifts in the signal, such as the cardiac and 
respiratory cycles. It is important to set the filter periodicity appropriately to the 
experimental design in order to not remove the signal o f  interest. The width o f  the 
high-pass filter is chosen as two times the duration o f a block cycle. For a 60sec 
block cycle for instance, a 120sec filter may be used.
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Figure 5.4.6: Specifying the width of the high-pass filter kernel in seconds.

The data is also convolved with the hemodynamic response function (SPM canonical 
HRF) to account for its sluggish behavior (i.e. shape and latency) as well as to 
remove high-frequency noise. In summary, the design matrix is “where the 
experimental knowledge about the expected [BOLD signal] is quantified” [4],
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Figure 5.4.7: Specifying the low-pass filter.
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After the design matrix is constructed, the GLM is used to estimate parameters that 
best fit the design matrix to the observed time-series data. This is mathematically 
represented by the linear regression equation:

Y = XJ3 + S,  (60)

where Y is the observed fMRI time-series, X  is the design matrix and /3 is the

estimated parameters that fit the specified model ( X ) to the observed data ( Y ). The 
error term £  is the residual difference between the observed data and fitted model:

£ -  Y -  Xp.  (61)

The fitted parameters (3 are determined by minimizing the least sum o f squares 
between the observed data and specified model i.e. minimizing £  :

j3 = ( X TX y lX TY (62)

As seen from Eqn. 60-62, it is important to specify the design model as accurately as 
possible to minimize £ .

Regression model

A

= P\

Y = P\*\ + PtX i + €
Figure 5.4.8: General Linear Model.

Figure 5.4.9 shows a SPM5 design matrix corresponding to four 30sec blocks 
alternated with four 20sec blocks. Gray and white blocks represent the control and 
task conditions respectively.
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Statistical analysis: Design
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Figure 5.4.9: Design Matrix in SPM5.

S ta tis t ic a l  S ig n if ic a n c e

As discussed in the introduction, a simple subtraction method does not distinguish 
between actual activation and false activation caused by large signal variations.
Thus, to quantify the quality o f  the measured activation (i.e. test the null hypothesis), 
t-statistics may be calculated for each voxel using Eqn. 63:

t = t - s t a t  = PX^WZ

where — j- *s the standard deviation o f  noise, N is the number o f  scans and

(N -l) is the degrees o f  freedom in the error space. The resulting statistical map is 
referred to as an SPM map (spmT_0001 file in SPM5). As seen from Eqn. 63, the t- 
statistic is a measure o f  how large the difference between the task and control 
conditions is as compared to the variability o f  noise in a voxel (SNR map). As t gets 
larger, the probability that activation comes from large noise variations becomes less 
and less likely. Thus, the statistical significance reflects the confidence with which 
the null hypothesis (i.e. no activation) is rejected.

The test o f  significance may be followed by a selecting a probability threshold, e.g. p 
< 0.05 which corresponds to a certain t-value. Consequently, voxels whose t-values 
pass the threshold are picked out and displayed in color (statistical activation map).

Final Results

Following model estimation and statistical threshold, SPM5 overlays the statistical 
activation map upon a glass brain for quick visualization. In addition, a table o f  
statistically significant clusters along with their spatial coordinates is provided. It is
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important to note that for multi-subject comparison or for identifying Brodmann 
areas, the activation maps need to be in MNI space. In that case, the realigned 
volumes may be normalized to an SPM5 common template prior to smoothing. The 
resulting activation map is then in MNI coordinates which may then be converted to 
Talaraich & Toumeau coordinates in Matlab (The MathWorks Inc.) using mni2tal 
script (available online). Subsequently, Talaraich Daeomon Client [8] may be used to 
identify Brodmann areas associated with the coordinates provided.

SPM5 also provides fMRI time-course plots, which shows the BOLD signal change 
as a function o f  scan time. Alternatively, MARSBAR toolbox may be used to 
quantify the BOLD signal change in a desired region o f  interest (ROI). For more 
information, refer to [2, 6], [7] and chapter 6.

5.4.2 Summary

The following figure summarizes the processing and analysis procedures described 
in this chapter:

Data analysis

Image timc*sciic> Kernel Design matrix Statistical parametric map (SPM )

R erih  enrticiii -----  S tn o o th in G en era l lin e a r m odel

Nonnairsai ion

Tem plate

A $  a  i
n  ; i t i !■■ VI

it I U ! u j  i

i  f  i

Parameter estimates

S ta tis tic a l
in feren ce

M atissiati 
Held th co rv

p  0 .0 5

Figure 5.4.10: Summary of fMRI data processing and analysis.
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5.5 Conclusions

In this chapter, the reader was introduced to the general data acquisition and analysis 
methods used in fMRI. Echo planar imaging has become the imaging sequence o f  
choice as it offers high temporal resolution combined with reasonable image quality. 
The data analysis steps outlined in SPM5 are applicable to other fMRI statistical 
software and may be replicated accordingly. Realignment, normalization and 
smoothing are followed by model estimation, and statistical threshold to identify all 
statistically active voxels.
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Evaluation of fMRI at 4.7T

It has been proposed in literature that the BOLD contrast to noise ratio 
increases greater than linearly in voxels containing tissues and capillaries at higher 
fields [8, 21]. Given that the BOLD CNR is dependent on SNR and  AR2* (see Eqn. 
44) however, the advantages o f  fMRI at high fields (>4T) are not as straightforward 
as it is often portrayed. In fact, the present findings o f SNR and CNR enhancements 
at high fields are focused on small homogeneous regions o f  the brain such as the 
primary visual and motor cortices [5, 8, 20, 21, 23, 24], where the signal decay is 
mono-exponential and optimal shimming is easily achieved. Single-shot echo planar 
images suffer from severe signal loss, especially in frontal and temporal brain 
regions that are in close proximity to air/tissue interfaces (e.g. nasal cavity). The 
signal loss is greater at high fields since magnetic susceptibility scales with B0. In 
regions close to susceptibility gradients, the signal decay is more complex [5] due to 
variations in local magnetic fields (phase) across the imaging region and may deviate 
from a mono-exponential model. Gradient echo images may then suffer from severe 
signal losses due to phase cancellations within voxels which may inhibit fMRI 
studies in some brain regions at high fields.

A recent study demonstrated activation in the fusiform face area and amygdala with 
single-shot gradient echo EPI at 7T using a subtle cognitive paradigm [1] which had 
previously not produced significant activation at lower field strengths. Studies that 
focus on the inferior regions o f  the brain or the frontal lobule are infrequent in 
literature however. Thus, a comprehensive fMRI study was designed here to assess 
the benefits o f  high field fMRI in homogeneous as well as inhomogeneous brain 
regions. In this chapter, functional MRI was experimented in six volunteers with 
single-shot gradient echo and spin-echo EPI at 4.7T. Even though GRE-EPI is more 
sensitive to the BOLD signal, it is more prone to signal loss especially in the 
language functional regions o f brain. Consequently, SE-EPI was also evaluated for 
the BOLD effect since it refocuses some o f the field inhomogeneities. In order to 
correctly assess fMRI performance at 4.7T, the experiments were replicated at the 
clinical 1.5T system. In order to compare the two field strengths, imaging parameters 
such as the sampling time, total scan time and imaging region were kept as identical 
as possible. In addition, the echo (TE) and repetition (TR) times were scaled for 4.7T 
for similar BOLD sensitivities across the two field strengths.
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6.1 Method

6.1.1 Imaging Equipment

Functional MRI experiments were conducted on a Varian Unity INOVA whole body 
4.7T MRI scanner (Palto Alto, CA) and replicated on a Siemens Sonata whole body 
1.5T system (Erlangen, Germany), equipped with standard transmit/receive (T/R) 
head coils. Prior to EPI data acquisition, manual shimming was done on the slices, 
resulting in an average 20Hz water line width over the imaging region (refer to 
section 4.4.2). Since the primary purpose o f  this thesis was to assess high field fMRI 
across the imaging region, shimming on a very local region was not done which may 
result in better image quality in a very local region. Note that assessment o f high 
field fMRI across the brain volume (despite limited coverage) is important for fMRI 
researchers who wish to test novel stimulation methods and identify all related 
activation regions.

6.1.2 Functional Imaging

Three paradigms were evaluated at 4.7T and 1.5T. They consisted o f  visual 
stimulation (flashing checkerboard and passive face viewing) and a verbal fluency 
task. Six subjects (21-40 years, right-handed) with normal to corrected vision were 
recruited from University o f Alberta BME department and consented to participate in 
the fMRI experiments. Stimuli were programmed using Matlab (The MathWorks 
Inc.) and Estudio (Psychology Software Tools Inc.) and presented to the subject via a 
digital projection setup, identical for both systems. On the 4.7T system, subjects 
wore home-made prism glasses to view the projection screen; on the 1.5T system, 
subjects viewed the screen by a mirror attached to the coil. Button responses were 
recorded using fiber optic buttons (MRA Inc.) connected to the stimulus computer. 
To minimize head motion during scans, subjects were restrained with foam pads at 
4.7T. On the 1.5T system, the head coil was equipped with adjustable bilateral plates 
to limit subject’s movements.

Statistical analysis o f  data was done in SPM5 and consisted o f  realignment (to the 
first volume), smoothing with an 8mm 3D Gaussian kernel and model estimation 
using GLM. To evaluate the feasibility o f fMRI at 4.7T, the BOLD signal change 
was calculated using MARSBAR toolbox and additional code written in Matlab 
(refer to appendix D). The BOLD signal change is defined as “the average response 
calculated from the plateau portion o f the hemodynamic response, 8 seconds1 after 
stimulus origination until stimulus termination” [11]. The BOLD signal was 
evaluated in a sphere o f  several millimeters centered on the most statistically active 
voxel15. The BOLD CNR was also calculated using Eqn. 44-45.

14 The HRF rise time varies across subjects from 4-10 seconds [21].
15 It has been observed that the highest statistical significance corresponds to the voxel with the 
greatest BOLD signal change.
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Visual stimulation (flashing checkerboard) -  Homogeneous Region

P aradigm

In order to stimulate the primary visual cortex (V I) (Brodmann area 17 in Figure 
6.1.1), a flashing black-white checkerboard (task) was contrasted against a black 
screen with a fixation cross (control). Since the occipital lobe (Figure 6.1.2) is far 
from regions o f  large magnetic susceptibility gradient, this paradigm was chosen to 
compare the BOLD effect at 1.5T and 4.7T in a homogeneous brain region, without 
concerns for significant SNR loss, which is intrinsic to areas proximal to air-tissue 
interfaces.

The checkerboard reversed at 8 Hz to produce the highest activation [3], Subjects 
were instructed to fixate on the center o f  the screen and pay close attention. The 
experiment consisted o f  four repetitive cycles with alternations between 30s 
stimulation and 30s control condition (block-design). Four dummy scans were 
acquired to allow the signal to reach steady state as Ti increases with field strength 
[16,18]. The fMRI scan time16 was four minutes.

Im aging p aram eters

To cover the primary visual cortex (encompassing major parts o f  the calcarine 
fissure), 20x1.5mm (gap 0.5mm) transverse oblique slices (20°) - parallel to the AC- 
PC line - were selected. As discussed in section 4.4.2, slice thickness may be reduced 
(1.5mm) to minimize through-plane intravoxel dephasing, and consequently reduce 
image distortions and signal loss at high fields. The phase-encode direction was in 
the anterior-posterior direction to minimize phase variations across the imaging 
region and obtain the best image quality (refer to section 4.4.2). The number o f  slices 
was limited at 4.7T to allow for good shimming and restrict SAR17 (for SE-EPI). To 
keep the imaging region and SNR identical across imaging protocols with regards to 
hardware limitations, 20x1.9mm (gap 0.1mm) and 15x2.0mm (0.67mm) slices were 
chosen for GRE-EPI at 1.5T and SE-EPI at 4.7T respectively.

There is no set standard for image resolution in fMRI literature. At high fields, low 
resolution, 128x64 or 64x64 image matrices are common since T2 decays rapidly 
(20-30ms at 4.7T), limiting the echo train duration. For this particular paradigm, 128 
x 64 images were obtained with 6/8 partial Fourier (to allow for TE used at 4.7T) 
with 23 cm isotropic FOV. A sampling bandwidth o f  300 KHz was used at 4.7T for 
the fastest acquisition time to minimize the echo train length as necessitated by the 
intrinsic short T2* decay. For comparison purposes and to keep SNR similar across 
the two fields, the highest available bandwidth (1955pix/Hz) was chosen on the 1.5T 
system. The imaging parameters were: TR: 3sec, TE: 25/55/50ms for GRE /SE at

16 The fMRI scan time does not include the acquisition o f dummy scans.
17 SAR: specific absorption rate (W/kg)
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4.7T and GRE at 1.5T respectively. The long repetition time with respect to gray 
matter T] resulted in Ernst angles close to 90° at both fields. The long TR suppresses 
blood inflow effects. Echo time was determined as outlined in section 5.2.1.

Verbal Fluency -  Very Inhomogeneous Region

P aradigm

The study o f  the language area o f brain is complicated by several factors. First, the 
use o f  words is a complex task which involves many linguistic subsystems 
(syntactic, semantic, phonological, etc.) in addition to motor function, attention and 
episodic memory. Consequently, to separate a unique mental process, the design and 
interpretation o f  language studies require the selection o f appropriate stimulus and 
control conditions. Second, there is subject variability in handedness, gender, age, 
education and intelligence which affects the fMRI results [17]. Finally, the frontal 
lobe (Figure 6.1.2) is proximal to the nasal cavity and as a result is susceptible to 
severe signal loss and image distortions.

Since the one purpose o f  this thesis was to evaluate fMRI performance at 4.7T in a 
very inhomogeneous region such as the language cortex, a robust word generation 
task was selected that has consistently produced activation in the frontal lobe, 
lateralized strongly to the left hemisphere in right-handed subjects (Brodmann areas 
44, 45, 47 in Figure 6.1.1) [2, 22]. The task condition consisted o f  single letter cues, 
randomly chosen from the English alphabet (A-Z with equal weighting) and 
displayed at 6 sec intervals. Subjects responded at their own pace by generating as 
many nouns as possible beginning with the letter, repeating them covertly (silently) 
and pressing a button accordingly. In the control condition, subjects were asked to 
repeat the word “Rest” covertly and hence press a button. The control condition 
prevented inadvertent word generation. Button presses were recorded to make sure 
subjects were engaged in the task. The experiment consisted o f  five repetitive cycles 
o f each condition beginning and ending with a “REST’ block. The letter and “REST” 
conditions lasted 30s and 20s respectively (block design). Four dummy scans were 
acquired to allow the signal to reach steady state. The fMRI scan time was four 
minutes and thirty seconds.

Imaging parameters

To avoid the nasal cavity region as much as possible, 16x1.5mm (gap 0.67mm) 
transverse oblique slices (15°) covered the frontal lobule. As discussed in section 
4.4.2, slice thickness may be reduced to minimize through-plane intravoxel 
dephasing, and consequently reduce image distortions and signal loss, especially in 
the anterior parts o f  the brain that are affected by the air-tissue interfaces. The phase- 
encode direction was in the anterior-posterior direction to minimize phase variations 
across the imaging region and obtain the best image quality (refer to section 4.4.2). 
The number o f slices was limited at 4.7T to allow for good shimming and restrain 
SAR (for SE-EPI). To keep the imaging region and SNR identical across imaging
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protocols with regards to hardware limitations, 16x1.9mm (gap 0.60mm) and 
12x2.0mm (1.0mm) slices were chosen for GRE-EPI at 1.5T and SE-EPI at 4.7T 
respectively.

To limit echo train duration and to compare our results to available literature for this 
particular task, 64x64 images were obtained over an isotropic FOV o f  23cm. A  
sampling bandwidth o f 300 KHz was used at 4.7T for the fastest acquisition time to 
minimize the echo train length as necessitated by the intrinsic short T2* decay. For 
comparison purposes, the highest available bandwidth (3906 pix/Hz) was chosen on 
the 1.5T system. The imaging parameters were: TR: 3sec, TE: 20/55/50ms for GRE 
/SE at 4.7T and GRE at 1.5T respectively. The long repetition time with respect to 
gray matter T 1 resulted in Ernst angles close to 90°. The long TR suppresses blood 
inflow effects. For 4.7T experiment, the echo time was reduced to 20ms to 
compensate for signal loss in the language cortex associated with field 
inhomogeneities. Echo time was determined as outlined in section 5.2.1

Visual Stimulation (Face Perception) -  Inhomogeneous Region

Paradigm

Behavioral literature suggests that different types o f  visual stimulus such as faces, 
objects, scenery and houses may involve distinct brain mechanisms. Kanwisher [13- 
15] for instance provided evidence o f  dissociation between face and object 
recognition in humans. She coined the face association area as Fusiform Face Area 
(FFA) located in the inferior fusiform gyrus, lateralized more strongly to the right 
hemisphere.

Figure 6.1.3: Diagram of the FFA with transverse and coronal cuts revealing the site of this 
region.

In theory, functional MRI benefits from higher sensitivity at high fields. However, as 
discussed in the introduction, the higher BOLD effect has been observed mostly in 
homogeneous regions o f  the brain such as the primary visual and motor cortices. To 
test this hypothesis in a relatively inhomogeneous region, a higher cognitive 
paradigm was designed that mirrored the passive face viewing paradigm used in
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[14]. The face perception paradigm consisted o f  two conditions. In the first 
condition, subjects viewed gray-scale photographs o f faces with neutral expressions. 
The face images used in this work have been provided by the Computer Vision 
Laboratory, University o f  Ljubljana, Slovenia [25]. The database consists o f 114, 
640x480 pixel color photographs o f  individuals (90% male). The object database 
was obtained from various sources and consisted o f  everyday familiar objects such 
as cups, pots and chairs. The photographs were converted to gray-scale in Matlab 
with identical window and level (refer to Appendix C). The paradigm consisted o f 
six cycles o f  face viewing alternated with object viewing. The face and object 
viewing conditions lasted 30 and 20 sec respectively (block design), with one 
photograph presented per second. The photos were assembled into an AVI video file 
in Matlab and presented to the subject via the projection system. The fourth face 
block was identical to the first block, fifth face block was identical to the second 
block and so on. The object blocks were different throughout. Four dummy scans 
were acquired to allow the signal to reach steady state. The fMRI scan time was five 
minutes.

Imaging Parameters

To cover the inferior fusiform gyrus area, 25x1.5mm transverse slices were selected. 
As discussed in the previous sections, the slice thickness was kept small to minimize 
image distortions and signal loss, intrinsic to inhomogeneous field regions. The 
phase-encode direction was in the anterior-posterior direction to minimize phase 
variations across the imaging region and obtain the best image quality (refer to 
section 4.4.2). The number o f  slices was limited at 4.7T to allow for local shimming 
and restrain SAR (for SE-EPI). To keep the imaging region and SNR identical across 
imaging protocols with regards to hardware limitations, 18x2.0mm slices were 
chosen for GRE-EPI at 1.5T and SE-EPI at 4.7T.

Kanwisher measured the FFA areas as 1cm2 and 0.5cm2 in the right and left 
hemispheres respectively. Due to the small activation region and to minimize partial 
volume averaging effects, 128 x 64 images were obtained with 6/8 partial Fourier (to 
allow for TE used at 4.7T) with 23 cm isotropic FOV. A sampling bandwidth o f 300 
KHz was used at 4.7T for the fastest acquisition time to minimize the echo train 
length as necessitated by the intrinsic short T2* decay. For comparison purposes, the 
highest available bandwidth (1955 pix/Hz) was chosen on the 1.5T system. The 
imaging parameters were: TR: 3sec, TE: 18/55/50ms for GRE /SE at 4.7T and GRE 
at 1.5T respectively. The long repetition time with respect to gray matter Ti resulted 
in Ernst angles close to 90°. The long TR suppresses blood inflow effect. For 4.7T 
experiment, the echo time was reduced to 18ms to compensate for signal loss in the 
inferior brain regions associated with field inhomogeneities. Echo time was 
determined as outlined in section 5.2.1.
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6.2 Results

To evaluate functional MRI performance at 4.7T, the BOLD signal change in 
addition to BOLD contrast to noise ratio were calculated as specified in the method 
section o f  this chapter. Echo planar images were also assessed across the two fields.

6.2.1 Flashing checkerboard

The following table lists the average BOLD signal change in an 8 mm (radius) 
sphere, centered on the most statistically active voxel in the primary visual cortex 
(VI). Note that the activation clusters closely matched across the three imaging 
protocols for a subject. The results are shown at p corr < 0.01.

Table 6.2.1
Sub ects

Method 1 2 3 4 5 6 Meanb
G R E 4 .7T 5.1 4.8 3.0 4.7 3.0 3.5 4.0 ± 1.0
GRE1.5T 1 . 6 N/Sa 2 . 0 1 . 8 1.3 2 . 0 1.7 ± 0 .3
SE4 .7T 3.6 N/S N/S 2.8 N/S N/S 3.2 ± 0 .6
G R E 4 .7T /G R E 1 5J 2.3 ± 0.7C

“ N / S :  N o t  s t a t i s t i c a l l y  s i g n i f i c a n t  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s  

c  S i g n i f i c a n t  a t p  <  0 . 0 1 0 4  ( p a i r e d  s a m p l e  t - t e s t )

6

5

4

3

2

1

0
Field Strength (T)

Figure 6.2.1: Scatter plot showing the BOLD signal change in the primary visual cortex across 
the 1.5T and 4.7T field strengths for six subjects. The BOLD signal change ranged from 1-2% 
and 3-6% at 1.5T and 4.7T respectively.
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As seen from Table 6.2.1 , the average GRE BOLD signal change was 4.0% and 
1.7% at 4.7T and 1.5T respectively. The SE imaging protocol did not produce 
statistically significant result for most subjects. Note that statistical insignificant does 
not imply the nonexistence o f activation. The spin-echo sequence is not as sensitive 
to the BOLD signal as its GRE counterpart since the static component (large vessels) 
o f the EV BOLD effect is refocused (refer to section 3.3.2). Thus, SE BOLD effect is 
smaller than the GRE BOLD effect and may require more volume acquisition for 
statistical significance. In fact, activation was found in SE results once the statistical 
threshold was significantly lowered (punco^O.OS). Regardless, the average SE 
BOLD signal change was 3.2% across subjects 1 and 4 which is less than the average 
GRE BOLD signal change o f  4.9% which has contributions from both large and 
small vessels.

The following figure shows the fMRI time-course for the most statistically 
significant voxel in the primary visual cortex. Note the clear distinction between the 
task and control conditions in all time-courses, and the higher BOLD effect at 4.7T.
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Figure 6.2.2: fMRI time-course for the most statistically significant voxel in the primary visual 
cortex. Shown is the BOLD signal change as the function of scan time.

It is usual practice to overlay functional maps on high resolution anatomical images. 
Since image quality is o f  concern in this thesis, the statistical functional maps (t- 
maps) are overlaid on EPI images instead.
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a) GRE-EPI 1.5T

b) GRE-EPI 47T

c) SE-EPI 4.7T
Figure 6.2.3: Activation map (t-statistics) overlaid on EPI images. The activation map is from 
the same subject with similar slices across the three imaging protocols. The BOLD signal change 
was 5.1/ 3.6% for GRE/SE at 4.7T and 1.6% for GRE at 1.5T.

Figure 6.2.3 shows that the anterior brain regions suffer from image distortions and 
poor shim at 4.7T. The spin echo sequence refocuses some o f  the field 
inhomogeneities in the anterior regions resulting in less image distortions. Note 
however that the SE sequence is more sensitive to the inhomogeneous RF field to the 
additional refocusing pulse as evident in signal intensity variations across the slice 
(refer to 4.4.3). The gradient echo images at 1.5T do not show any observable signs 
o f image distortion. Since the primary visual cortex was o f  concern in this paradigm, 
SNR was calculated using the background estimation method (section 3.4).

Table 6.2.2: SNR calculations for a ROI in the primary visual cortex.___________
Subject GRE 4.7T SE 4.7T GRE 1.5T
1 53 30 35
2 59 23 31
3 80 19 43
4 58 46 33
5 76 25 44
6 74 29 32
Mean 66 .7±  11.3 28.7 ± 9 .4 36.3 ± 5 .7
GRE4 7t/GREi 5t 1.85 ± 0.27a

“ S i g n i f i c a n t  a t  p  <  0 . 0 0 0 3

As seen from Table 6.2.2, SNR is highest for gradient-echo images at 4.7T. The 
average GRE SNR increased by approximately two-folds at the higher field.
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BOLD CNR

The BOLD CNR determines the sensitivity and thus the accuracy o f  the fMRI 
results. As discussed in section 3.4, AR2* and the maximum BOLD CNR is predicted 
to increase greater than linearly with field strength in GRE images. This would imply 
a CNR gain o f  (4.7/1.5)= 3.1 (linear) up to (4.7/1.5)2= 9.8 (quadratic) at the higher 
field. Since the actual fMRI performance (in EPI images) was o f  concern here, the 
BOLD CNR in the primary visual cortex was calculated using SNR calculations in 
Table 6.2.2, the BOLD signal change (AS/S) measurements in Table 6.2.1, typical 
T2* values o f  69.4ms and 22.6ms [12] at 1.5T and 4.7T and TE: 25ms/50ms at 
4.7T/1.5T. The following table lists AR2* values (Eqn. 45):

Table 6.2.3: AR2*(s'1) calculations in the primary visual cortex.
Subjects

Method 1 2 3 4 5 6 Meanb
G R E 4  7 T -2.04 -1.92 - 1 . 2 0 - 1 . 8 8 - 1 . 2 0 -1.40 -1.61 ± 0 .38
G R E 1 .5 T -0.32 N/Aa -0.40 -0.36 -0.26 -0.40 -0.35 ± 0.059
AR 2 , 4 .7 t / A R  2 , 1 .5T 6.38 N/A 3.00 5.22 4.62 3.50 4.54 ± 1.35c

a  N / A :  N o t  a v a i l a b l e  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s  

c  S i g n i f i c a n t  a t p  <  0 . 0 0 3

2.5

1.5

£o
i ♦ 4.7 :
I *1.5

0.5 - -  .......

Field Strength <T)

Figure 6.2.4: Scatter plot showing AR2* in the primary visual cortex across the 1.5T and 4.7T 
field strengths for six subjects.

The AR2’ values calculated above agree well with A R ^ .i .st = -0.32s'1 and A R \ 4.7t  = 
-1.2625 s'1, interpolated from 0.5T, 1.5T and 4T in the primary visual cortex [8 ], and
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indicates a greater than linear increase as predicted in previous models at higher 
fields. Using AR2* values, the BOLD CNR was calculated (Eqn. 44). The following 
table lists the BOLD CNR:

Table 6.2.4: BOLD CNR calculations in the primary visual cortex._______________________
Subjects

1 2 3 4 5 6 Meanb
GRE4 .7T 2.44 2.56 2.17 2.46 2.061 2.34 2.34± 0.19
GRE1.5T 0.78 N/Aa 1.19 0.82 0.79 0.89 0.89 ± 0 .1 7
CNR4.7T/CNR1 57 3.13 N/A 1.82 3.00 2.61 2.63 2.64 ± 0.5l c

a N / A :  N o t  a v a i l a b l e  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s  

c  S i g n i f i c a n t  a t  p  <  0 . 0 0 0 4

2.5

_iom

0.5

Field Strength (T)

Figure 6.2.5: Scatter plot showing BOLD CNR in the primary visual cortex across the 1.5T and 
4.7T field strengths.

The mean GRE BOLD CNR gain ranges from 2.13 to 3.15 at 4.7T, which indicates 
an utmost linear increase across the two fields. Since the maximum BOLD CNR 
increase is predicted as greater than linear at higher field in previous models using 
conventional GRE images, the actual BOLD CNR calculations here, using the 
suboptimal SNR in EPI images are very promising and nonetheless indicate an 
overall gain.
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6.2.2 Verbal Fluency

The following table lists the average BOLD signal change in a 4mm (radius) sphere, 
centered on the most statistically active voxel in the left inferior frontal gyrus (IFG). 
Note that the activation clusters approximately matched across the three imaging 
protocols for a subject. The results are shown at pcorr < 0.01.

Table 6.2.5: Average BOLD signal change (%) in a 4mm (radius) sphere in the left IFG. Also

Subjects
Method 1 2 3 4 5 6 Mean
GRE4 .7T 2 . 8 2 . 1 3.7 1.7 1.4 N/Sa 2.3 ± 0.9
Button Response 89 1 2 0 1 1 1 85 73 65 8 8  ± 2 1

GRE1.5T N/S N/S 2 . 0 N/S 1 . 8 1.4 1.7 ± 0 .3
Button Response 90 113 109 104 76 85 96 ± 15
SE4 .7T 3.4 N/S N/S N/S 2.4 N/S 2.9 ± 0 .7
Button Response 74 105 106 71 71 76 81 ± 17

“  N / S :  N o t  s t a t i s t i c a l l y  s i g n i f i c a n t  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s

—  2.5

OQ_lo
®  1.5

I ♦ 4 .7 T  

'■ 1 .5 T

0 .5   ----------------

Field Strength (T)

Figure 6.2.6: Scatter plot showing the BOLD signal change in the left IFG across the 1.5T and 
4.7T field strengths for six subjects. The BOLD signal change ranges from 1-2% and 1-4% at 
1.5T and 4.7T respectively. Note that only three subjects showed statistically significant 
activation at 1.5T.

As seen from Table 6.2.5, the average GRE BOLD signal change was 2.9% for the 
first three subjects and 1.5% for subjects 4 and 5 at 4.7T. Subject 6  did not show
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statistically significant activation in the region o f interest. Coincidently, her button 
response was fewer than the other subjects which may indicate that she was not as 
involved in the fMRI study. Note in Table 6.2.5 that there are large variations in 
subject response due to differences in age, gender, intelligence, etc. The average SE 
BOLD signal change was 2.9% as compared to GRE BOLD signal change o f  2.1% 
across subjects 1 and 5. Considering large amplitude variations in SE fMRI time- 
courses (refer to Figure 6.2.7), it is suspected that SE clusters were situated on large 
vessels which may also explain the unusual large change in the SE BOLD signal (IV 
BOLD effect). However, since relatively low resolution images (i.e. 128x64) were 
acquired, the IV and EV BOLD components can not be separated. The average GRE 
BOLD signal change was 1.7% across subjects 3, 5 and 6  at 1.5T.

The SNR was measured in the inferior frontal lobe (activation region) in addition to 
other brain regions for comparison purposes (for more information on SNR  
calculations, refer to section 3.4). The measurements are listed in the following 
tables:

Table 6.2.6: SNR  calculations for a ROI in the inferior frontal lobe (activation region).
Subject GRE 4.7T SE 4.7T GRE 1.5T
1 61 36 33
2 62 30 33
3 53 36 23
4 37 15 34
5 52 31 40
6 57 40 33
Mean 53.7 ±9 .1 31.3 ± 8 . 8 32.7 ± 5 .5
GRE4.7t/GREi.5T 1.69 ± 0.44a

“ S i g n i f i c a n t  a t  p  <  0 . 0 0 6

Table 6.2.7: SNR calculations for a ROI in the most anterior-inferior frontal lobe.
Subject GRE 4.7T SE 4.7T GRE 1.5T
1 2 2 28 32
2 39 23 34
3 30 29 27
4 30 17 36
5 17 24 44
6 18 32 38
Mean 26.0 ± 8 .5 25.5 ± 5 .3 35.2 ± 5 .7
GRE4 .7T/GRE1 57 0.77 ± 0.32a

“ S i g n i f i c a n t  a t  p  < 0 . 1
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Table 6.2.8: SNR calculations for a ROI in the posterior-inferior regions.
Subject G R E  4.7T SE 4.7T G R E  1.5T
1 74 42 32
2 72 43 35
3 78 49 29
4 50 37 34
5 78 47 43
6 51 61 38
Mean 67.2 ± 13.1 46.0 ± 8 .2 35.1 ± 4 .9
G R E 4  7 7 /G R E 1  5T L.95 ± 0.51a

“  S i g n i f i c a n t  a t  p  < 0 . 0 0 3

As seen from Table 6.2.6, there is an overall gain in SNR in the activation region 
(left IFG) at 4.7T. Table 6.2.7 shows that there is severe signal loss in the most 
anterior regions o f  the frontal lobe at 4.7T. The measured SNR in that region actually 
falls below the 1.5T value for most subjects. For other regions, the GRE 4.7T images 
have higher SNR as expected (Table 6.2.8).

The following figure shows the time-course for the most statistically significant 
voxel in the left inferior frontal gyrus for the three imaging protocols. Note that SE 
resulted in a noisier time-course than GRE imaging protocols. As explained before, 
this may be attributed to a large IV component.
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Figure 6.2.7: fMRI time-course for the most statistically significant voxel in the left IFG. Shown 
is the BOLD signal change as the function of scan time.

The following figure shows the activation map (t-statistics) overlaid on actual EPI 
images. Note the severe signal loss in the frontal cortex area in gradient echo images 
at 4.7T.
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a) GRE-EPI 1 5T

b) GRE-EPI 4 7T

c) SE-EPI 4 7T

Figure 6.2.8: Activation map (t-statistics) overlaid on EPI images. The activation map is from 
the same subject with similar slices across the three imaging protocols. The red arrow indicates 
the activation region in the left IFG. The BOLD signal change was 1.4/2.4% for GRE /SE at 
4.7T and 1.8% for GRE at 1.5T. Note that the single streak in the far left slice in b) is due to 
nonlinear phase correction for EPI image reconstruction.

BOLD CNR

As shown in the previous section, AR2* and GRE BOLD CNR increased greater than 
linearly and (at most) linearly with field strength respectively. However, the former 
study was based in the primary visual cortex, and the proposed SNR and CNR 
improvements at high field by such researchers as Gati and Menon [8, 21 and 24] are 
often based on homogeneous regions o f the brain such the occipital and motor 
cortices as well. Thus, to test this hypothesis in the frontal lobe, the BOLD CNR was 
again calculated (refer to the previous section for more details) using SNR  
calculations in the activation region (Table 6.2.6).

116

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .



Table 6.2.9: AR2* (s'1) calculations in the frontal lobe.
Sub ects

Method 1 2 3 4 5 6 Mean
GR-EPI4 .7T -1.40 -1.05 -1.85 -0.85 -0.70 N /Aa -1.17 ± 0 .4 6
GRE-EPI1.5T N/A N/A -0.40 N/A -0.36 -0.28 -0.35 ±0.061
AR 2,4.7t/A R  2,1,5T N/A N/A 4.63 N/A 1.94 N/A 3.28 ± 1.89

“ N / A :  N o t  a v a i l a b l e  

h  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s
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Figure 6.2.9: Scatter plot showing AR2* in the left IFG across the 1.5T and 4.7T field strengths 
for six subjects.

The following table lists the BOLD CNR (Eqn. 44):

Table 6.2.10: BOLD CNR calculations in the frontal lobe.
Subjects

1 2 3 4 5 6 Meanb
G R -E P I 4.7T 1.93 1.47 2.22 0.71 0.82 N/Aa 1.43 ± 0 .6 6
G R E -E P I i  ,5x N/A N/A 0.64 N/A 1.00 0.64 0.76 ± 0.20
C N R 4 .7 t/C N R ).5 T N/A N/A 3.47 N/A 0.82 N/A 2 .1 4 ±  1.87

“ N / A :  N o t  a v a i l a b l e  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s
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Figure 6.2.10: Scatter plot showing BOLD CNR in the left IFG across the 1.5T and 4.7T field 
strengths.

Table 6.2.10As seen from Figure 6.2.10, the GRE BOLD CNR increases for most 
subjects across the two fields. Note that if  the desired activation region was in the 
most anterior regions o f the frontal lobe where the SNR fell below the 1.5T values 
(Table 6.2.7), no gain in BOLD CNR would be expected since BOLD CNR is 
dependent on both SNR and the BOLD effect.

6.2.3 Face Perception

The following table lists the average BOLD signal change in a 2mm (radius) sphere, 
centered on the most statistically active voxel in the fusiform gyrus region. As 
pointed out in [14], the FFA area may be detected bilaterally in the fusiform gyrus 
area. Hence, the results are presented separately for the left and right FFA in the 
following tables, shown at punpcorr < 0.0001. Note that the activation clusters matched 
across the imaging protocols for a subject.

Table 6.2.11: Average BOLD signal change (%) in a 2mm (radius) sphere in the right FFA.
Subjects

Method 1 2 3 4 5 6 Meanb

GRE4 .7T N/Sa 1.8 N/S 1.5 N/S 1.2 1.5 ± 0 .3 0
GRE1.5T N/S N/S N/S 2.6 N/S 3.6 3.1 ±0.71
SE4 .7T N/S

“  N / S :  N o t  s t a t i s t i c a l l y  s i g n i f i c a n t  

b  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s
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Table 6.2.12: Average BOLD signal change (%) in a 2mm (radius) sphere in the left FFA
Sub ects

Method 1 2 3 4 5 6 Mean
GRE4 7 T N/Sa 2 . 1 N/S 2.5 N/S 2.3 2.3 ± 0.33
GRE1.5T N/S N/S N/S 1.5 N/S N/S 1.5
SE4 .7T N/S

" N / S :  N o t  s t a t i s t i c a l l y  s i g n i f i c a n t  

h  M e a n  c a l c u l a t e d  f r o m  s u c c e s s f u l  t r i a l s
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Figure 6.2.11: : Scatter plot showing the BOLD signal change in the right and left FFA across 
the 1.5T and 4.7T field strengths for six subjects.

The FFA area was detected in 50% and 33% o f the subjects in the 4.7T and 1.5T 
GRE experiments. Since there were no visible signs o f the FFA area in 20% (3/15) 
o f the volunteers in [14], it is possible that this region may not be detectable in some 
normal subjects. The Kanwisher’s 1.5T results were improved by using a surface coil 
and employing two averages and longer scan times. Kanwisher has previously 
demonstrated that the FFA is more lateralized to the right hemisphere. This was the 
case here for subjects 4 and 6  in the 1.5T results. The 4.7T results were lateralized to 
the left hemisphere however. Subject 4 was scanned twice for reliability and this was 
again the case. Even though no major conclusions can be made in this regard since 
the sample size is not large enough, the results can not be attributed to shim and SNR 
differences across the hemispheres as they are approximately equal (Table 6.2.13 and 
Table 6.2.14).
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The GRE result clearly demonstrates that the 4.7T system may be used for higher 
cognitive studies. The SE protocol did not detect activation in the FFA which implies 
that SE is not as sensitive to the BOLD signal as GRE and may require longer scan 
times for statistical significance. The activation map (t-statistics), overlaid on EPI 
images is shown below. Note in Figure 6.2.13 that GRE images suffer from greater 
signal loss in the anterior brain regions at 4.7T due to larger susceptibility gradients.

Figure 6.2.12: Activation map (t-statistics) overlaid on actual EPI images. The activation map is 
from the same subject with similar slices across the three imaging protocols. Note that the red 
arrow in the coronal slice indicates the activation region in the right fusiform gyrus area. The 
BOLD signal change was 1.2/3.6% for GRE at 4.7T and at 1.5T respectively.
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Figure 6.2.13: GRE-EPI images at 4.7T and 1.5T.

The following figures show the time-course for the most statistically active voxel in 
the right FFA.
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Figure 6.2.14: fMRI time-course for the most statistically significant voxel in the right FFA. 
Shown is the BOLD signal change as the function of scan time.

SNR was calculated in a slice for all three imaging protocols in the left and right 
FFA areas (for more information on SNR calculations, refer section 3.4).
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Table 6.2.13: SNR calculations for a slice located in the right FFA.
Subject GRE 4.7T SE 4.7T GRE 1.5T
1 8 8 14 35
2 69 19 40
3 82 2 2 49
4 73 N/A 41
5 75 2 0 50
6 79 16 40
Mean 77.7 ± 6 .8 , 18.2 ± 3 .2 42.5 ± 5 .8
GRE4 7 T/GRE1 5T 1.86 ± 0.36a

“  Significant a tp  <0.0003

Table 6.2.14: SNR calculations for a slice located in the left FFA.
Subject GRE 4.7T SE 4.7T GRE 1.5T
1 87 13 35
2 79 2 0 40
3 8 8 19 48
4 82 N/A 38
5 69 2 2 50
6 74 18 40
Mean 79.8 ± 7 .4 18.4 ± 3 .4 41.8 ± 5 .9
GRE4.7T/GRE1.5T 1.95 ± 0.37a

“ Significant a tp  <0.0004

The mean SNR increased by approximately two-folds in the GRE images at the 
higher field for both right and left FFA. This result which is comparable to the SNR 
calculations in Table 6.2.2 and Table 6.2.8 shows that lowering the echo time in 
addition to using smaller voxel dimensions compensate for some o f  the SNR loss, 
allowing for fMRI studies that cover the inferior regions o f  the brain. Also note that 
the fusiform gyrus region is not as inhomogeneous (field) as the anterior frontal 
lobule which is proximal to large susceptibility gradients (Table 6.2.7).

BOLD CNR

As shown in sections 6.2.1 and 6.2.2 , AR2* and BOLD CNR increased with field 
strength in GRE images. To test this in the fusiform gyrus region, the AR2 and 
actual BOLD CNR were calculated again using Eqn. 44-45 (refer to section 6.2.1 for 
details).

Table 6.2.15: AR2* (s'1) calculations in the right FFA._____________________________________
Subjects

Method 1 2 3 4 5 6 Meanb
G R E 4 .7 T N/Aa - 1 .0 0 N/A -0.83 N/A -0.67 -0.83 ± 0 .17
G R E 1 .5 T N/A N/A N/A -0.52 N/A -0.72 -0.62 ± 0 .1 4
AR 2,4.7t/A R  2.1.5T N/A N/A N/A 1.60 N/A 0.93 1.27 ± 0 .47

“N/A: Not available 
b Mean calculated from  successful trials
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Table 6.2.16: AR2 (s'1) calculations in the left FFA.
Subjects

Method 1 2 3 4 5 6 Mean

GRE4.7T N/Aa -1.17 N/A -1.37 N/A -1.28 -1.30 ± 0.18
G R E 1.5T N/A N/A N/A -0.83 N/A N/A -0.30
AR 2,4.7t/A R  2.1.5T N/A N/A N/A 4.57 N/A N/A 4.57

“ N/A: Not available 
b Mean calculated from  successful trials

1.2
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a .
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4 .7T Left FFA 
1.5T Left FFA

Field Strength (T)

Figure 6.2.15: Scatter plot showing AR2* in the right/left FFA across the 1.5T and 4.7T field 
strengths for six subjects.

Table 6.2.17: BOLD CNR calculations in the right FFA.
Subjects

1 2 3 4 5 6 Meanb
G R E 4.7T N/Aa 1.56 N/A 1.37 N/A 1.20 1.38 ± 0 .18
G R E ].5 t N/A N/A N/A 1.48 N/A 2.00 1.74 ± 0 .3 7
C N R 4 .7 t/C N R ,.5 T N/A N/A N/A 0.93 N/A 0.60 0.77 ± 0.23

“ N/A: Not available 
b Mean calculated from  successful trials

Table 6.2.18: BOLD CNR calculations in the left FFA.
Subjects

1 2 3 4 5 6 Meanb
G R E 4.7T N/Aa 2.089 N/A 2.53 N/A 2.14 2.25 ± 0.24
G R E 1.5T N/A N/A N/A 0.79 N/A N/A 0.79
C N R 4.7T/CNR] 5t N/A N/A N/A 3.20 N/A N/A 3.20

“N/A: Not available 
b Mean calculated from  successful trials
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Figure 6.2.16: Scatter plot showing BOLD CNR in the right/left FFA across the 1.5T and 4.7T 
field strengths.

AR2* increased less than linearly in the right FFA and greater than linearly in the left 
FFA. As seen from
Table 6.2.17 and Table 6.2.18, the mean BOLD CNR was similar at both fields in 
the right FFA and increased greater than linearly in the left FFA at 4.7T, which once 
again indicates that the 1.5T and 4.7T results are not lateralized to the same 
hemisphere. The source o f this discrepancy across the two fields is not known given 
that it can not be attributed to SNR differences across the two hemispheres (Table 
6.2.13 and Table 6.2.14).

6.3 Discussion

6.3.1 Flashing checkerboard

The flashing checkerboard paradigm produced robust activation in the primary visual 
cortex. The ratio o f  average GRE BOLD signal change at 4.7T to 1.5T was 2.3 ± 0.7 
across six subjects. This result is comparable to Gati [8] who measured an average 
GRE BOLD signal change ratio o f  1.7 from 1.5T to 4T. In addition, the mean AR2* 
increased greater than linearly from 1.5T to 4.7T.

It has been predicted that SNR increases linearly with B0 (refer to section 3.4). Thus, 
SNR should increase by three folds at the higher field. However, in this study, the 
SNR gain was measured as roughly two-folds in the primary visual cortex at 4.7T.
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The deviation from a linear model may be explained by first noting the RF field is 
more inhomogeneous at higher fields [4, 9]. Thus, standard power calibration 
methods across the imaging slab (using ID projections) results in less than 90° and 
180° flip angles (especially in brain peripheries) in transmission mode, and non- 
uniform signal intensity across the imaging region during reception mode (section 
4.4.3). A surface coil can improve the sensitivity by coupling locally to the imaging 
region during receive mode. Bi field mapping methods may also be employed to 
ensure 90° rotation in a local region during transmission. Gati [8] reported an SNR 
increase o f  2.6 from 1.5T to 4T in fully-relaxed proton density weighted 
conventional GRE images using a T/R surface coil. Kruger [5] on the other hand 
measured an SNR increase o f 1.7 in fully-relaxed GRE images from 1.5T to 3.0T 
which is less than the ideal two-fold increase with a standard head coil.

It is also important to consider magnetization and relaxation variations across fields 
for SNR considerations. At high field Tj increases and T2/T2 decreases. In regards 
to longitudinal relaxation, the repetition time o f 3 seconds results in a full recovery 
o f signal at 1.5T since TR > 5T1 but not so at 4.7T due to a longer longitudinal 
relaxation. Finally, physiological noise which is the dominant noise source in fMRI 
studies (Jezzard ’93) also scales with magnetic field due to greater susceptibility 
gradients caused by respiratory cycles for instance. The greater noise factor 
(physiological noise + thermal noise) may cause deviations in the predicted linear 
model o f  SNR with magnetic field.

Previous literature [8] predicts a greater than linear increase in maximum BOLD 
CNR with magnetic field in conventional GRE models. The actual BOLD CNR, 
using EPI images (with suboptimal SNR) increased up to linearly from 1.5T to 4.7T 
which shows the clear advantage o f using high field fMRI for visual stimulation 
paradigms.

As observed in activation map figure, image quality is better in the superior parts o f  
the brain. The image quality may be further improved by shimming locally on a 
small region (i.e. VI region). It can thus be safely concluded that high field fMRI is 
not suitable for whole-head imaging and may not be used in novel fMRI studies 
where the activation region(s) is yet to be determined across the brain volume.

6.3.2 Verbal fluency task

The verbal fluency task produced dominant activation in the left inferior frontal lobe. 
The BOLD signal change in that region ranged from 1-4% and 1-2% at 4.7T and
1.5T respectively. The 1.5T system proved to be less sensitive to the BOLD signal 
(did not produce results for 50% o f the subjects) as compared to the 4.7T system 
when similar imaging parameters and scan times were employed. Hinke [19] 
reported similar results (4%) using the FLASH sequence at 4T and Reuckert [10] 
measured a 2-6% change at 4T using the GRE-EPI sequence and a surface coil. The 
SE sequence produced comparable BOLD signal change to GRE for some subjects. 
However, due to noisy fMRI time-courses, it is suspected that the SE results have a
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large IV BOLD effect contribution, i.e. large veins, which is not desirable. The EV 
and IV BOLD components could not be separated in low resolution images.

In contrast to the primary visual cortex at the back o f  the head, the frontal lobe 
suffers from severe magnetic field inhomogeneity, due to its proximity to the nasal 
cavity, as evident in Table 6.2.6, Table 6.2.7 and Figure 6.2.8. Thus, the lower SNR 
relative to the primary visual cortex is attributed to intravoxel dephasing in the 
presence o f  large susceptibility gradients. The mean R2 contrast in the selected 
paradigm dropped relative to the primary visual cortex value. This is due to a 
reduction in echo time which compensates for SNR but reduces the EV BOLD 
effect. In regions such as the frontal lobe, the BOLD CNR is a compromise between 
SNR and the BOLD signal change. Even though the SNR measured in the activation 
region was lower than in the primary visual cortex (nonetheless higher than 1.5T 
values), the mean BOLD CNR increased across the two fields for most subjects. If 
the desired activation region involved the most anterior regions o f  the frontal lobe 
(Brodmann areas 9-11, Figure 6.1.1), which was not the case here with the selected 
verbal fluency paradigm, a gain in BOLD CNR would not be expected. Since BOLD 
CNR has dependencies on BOLD effect and SNR, it may not increase in areas with 
poor shim at high fields, unless very local shimming is employed.

6.3.3 Face Perception

More subjects showed the FFA activation at 4.7T than at 1.5T. This implies that even 
though FFA may not be identifiable in some subjects at 1.5T (due to the subtle 
nature o f  the paradigm), it may be so at higher fields. The BOLD signal change at 
4.7T did not exceed the 1.5T results in the right FFA. The BOLD CNR was also 
variable across the two hemispheres with no gain in the right FFA and a greater than 
linear increase in the left FFA at 4.7T. No major conclusions can be made in regards 
to BOLD effect gains at 4.7T in this region however due to the variability o f  results. 
It is not certain why there is a disagreement in results across the two fields albeit the 
SNR measurements are identical across the two hemispheres (Table 6.2.13 and Table 
6.2.14). The SNR measurements were comparable to the primary visual cortex in the 
fusiform gyrus region. The reduced TE (by 6ms) compensated for SNR loss which 
also indicates that the fusiform gyrus area does not suffer from as inhomogeneous 
field as the frontal lobe area. This is evident in the SNR calculations in Table 6.2.13 
and Table 6.2.14 and image quality in Figure 6.2.13. The face perception results 
show that high field systems can be used in inferior brain regions for fMRI studies 
with relatively minor modifications to achieve an overall BOLD CNR gain.
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6.4 Conclusions

The BOLD contrast to noise ratio is an important attribute which indicates the 
ultimate sensitivity, accuracy and statistical significance o f  fMRI results. Even 
though BOLD signal change increases with magnetic field, SNR may drop in some 
regions causing an overall BOLD CNR loss. The 4.7T system produced promising 
results for the three investigated brain regions in this thesis, indicating an overall 
gain in the BOLD CNR across the two fields. The 1.5T and spin-echo imaging 
protocols were not as sensitive to the BOLD signal as the 4.7T gradient-echo 
sequence which makes GRE the preferable fMRI tool at 4.7T. The good SNR  
achieved in the fusiform gyrus region is attributed to use o f  short echo times, thin 
slices and relatively small voxel dimensions. The relative SNR drop in the frontal 
lobe region (very inhomogeneous field) is attributed to the large susceptibility 
gradients in this region. The results presented here show that high field fMRI 
benefits from a higher BOLD CNR in homogeneous and inhomogeneous brain 
regions as long as the SNR losses are not severe. T2* variations and SNR loss may be 
minimized by very local shimming. As has been demonstrated here, high field fMRI 
is not suitable for whole-head imaging due to variable magnetic fields across the 
imaging region.

127

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



References

1. B. A. Poser, M. Barth, D. G. Norris, Evidence o f  functional activation in 
fusiform face area and amygdale using high-resolution single-shot GE-EPI at 7T, 
ISMRM Workshop on Advances in High Field MR (2007).

2. C. D. Frith, K. J. Friston, P. F. Liddle, R. S. J. Frackowiak, A PET study o f word 
finding. Neuropsychologia 29, 1137-1148 (1991).

3. C. G. Thomas, R. S. Menon, Amplitude response and stimulus presentation 
frequency response o f  human visual cortex using BOLD EPI at 4T. Magn. Reson. 
Med. 40 ,203-209(1998).

4. D. L. Thomas, E. De Vita, S. Roberts, R. Turner, T. A. Yousry, R. J. Ordidge, 
High resolution Fast Spin Echo imaging o f  the human brain at 4.7T: 
Implementation and sequence characteristics. Magn. Reson. Med. 51, 1254-1264 
(2004).

5. G. Kruger, A. Kastrup, G. H. Glover, Neuroimaging at 1.5T and 3.0T: 
Comparison o f oxygenation-sensitive magnetic resonance imaging. Magn.
Reson. Med. 45, 595-604 (2001).

6. I. L. Pykett, R. R. Rzedzian, Instant imaging o f  the body by magnetic resonance. 
Magn. Reson. Med. 5, 563-571 (1987).

7. J. R. Binder, Functional magnetic resonance imaging o f  language cortex. 
International Journal o f  Imaging Systems and Technology 6, 280-288 (1995).

8. J. S. Gati., R. S. Menon, K. Ugurbil, K. Rutt, Experimental determination o f the 
BOLD field strength dependence in vessels and tissue. Magn. Reson. Med. 38, 
296-302 (1997).

9. J. T. Vaughan, M. Garwood, C. M. Collins, W. Liu, L. DelaBarre, G. Adriany, P. 
Andersen, H. Merkle, R. Goebel, M. B. Smith, K. Ugurbil, 7T vs. 4T: RF power, 
homogeneity, and signal-to-noise comparison in head images. Magn. Reson.
Med. 46, 24-30 (2001).

10. L. Rueckert, I. Appolonio, J. Grafrnan, P. Jezzard, R. Johnson, D. Le Bihan, R. 
Turner, Magnetic resonance imaging functional activation o f  left frontal cortex 
during covert word production. J. Neuroimaging 4, 67-70 (1994).

11. M. C. Willson, A. H. Wilman, E. C. Bell, S. J. Asghar, P. H. Silverstone, 
Dextroamphetamine causes a change in regional brain activity in vivo during 
cognitive tasks: A functional magnetic resonance imaging study o f  blood oxygen 
level-dependent response. Biol. Psychiatry 56, 284-291 (2004).

128

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



12. M. J. Silvennoinen, C. S. Clingman, X. Golay, R. A. Kauppinen, P. C. M. Van 
Zijl, Comparison o f the dependence o f blood R2 and R2* on oxygen saturation at
1.5 and 4.7 Tesla. Magn. Reson. Med. 49, 47-60 (2003).

13. N. Kanwisher, G. Yovel, The fusiform face area: A cortical region specialized 
for the perception o f faces. Phil. Trans. R. Soc. B. 361, 2109-2128 (2006).

14. N. Kanwisher, J. McDermott, M. M. Chun, The fusiform face area: A  module in 
human extrastriate cortex specialized for face perception, J. Neuroscience 17, 
4302-4311 (1997).

15. N. Kanwisher, M. M. Chun, J. McDermott, P. J. Ledden, Functional imaging o f  
human visual recognition, Cognitive Brain Research 5, 55-67 (1996).

16. P. Jezzard, S. Duewell, R. S. Balaban, MR relaxation times in human brain: 
Measurements at 4T. Radiology 201, 637-648 (1996).

17. R. Cabeza, A. Kingstone, Handbook o f Functional Neuroimaging o f Cognition. 
Massachusetts Institute o f  Technology Cambridge, MA (2001).

18. R. K. Breger, A. A. Rimm, M. E. Fischer, R. A. Papke, V. H. Haughton, T1 and 
T2 measurements on a 1.5T commercial MR imager. Radiology 171, 273-276 
(1989).

19. R. M. Hinke, X. Hu, A. E. Stillman, S. G. Kim, H. Merkle, R. Salmi, K. Ugurbil, 
Functional magnetic resonance imaging o f Broca’s area during internal speech. 
Neuroreport 4, 675-678 (1993).

20. R. S. Menon, S. Ogawa, D. W. Tank, K. Ugurbil, 4 Tesla gradient recalled echo 
characteristics o f  photic stimulation-induced signal changes in the human 
primary visual cortex. Magn. Reson. Med. 30, 380-386 (1993).

21. R. Turner, P. Jezzard, H. Wen, K. K. Kwong, D. Le Bihan, T. Zeffiro, R. S. 
Balaban. Functional mapping o f the human visual cortex at 4 and 1.5 Tesla using 
deoxygenation contrast EPI. Magn. Reson. Med. 29, 227-229 (1993).

22. S. E. Peterson, P. T. Fox, M. I. Posner, M. Mintun, M. E. Raichle, Positron 
emission tomographic studies o f the cortical anatomy o f signal word processing. 
Nature 331, 585-589 (1988).

23. S-G. Kim, J. Ashe, A. P. Georgopoulos, H. Merkle, J. M. Ellermann, R. S. 
Menon, S. Ogawa, K. Ugurbil, Functional imaging o f human motor cortex at 
high magnetic field. J. Neurophysiology 69, 297-302 (1993).

129

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



24. W. van der Zwagg, S. Francis, A. Peters, K. Head, P. Gowland, P. Morris, R. 
Bowtell, Field strength dependence o f BOLD contrast in motor cortex. ISMRM 
Workshop on Advances in High Field MR (2007).

25. CVL FACE DATABASE, http://www.lrv.fri.uni-li.si/facedb.html

130

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .

http://www.lrv.fri.uni-li.si/facedb.html


Conclusions and Future Directions

This thesis explored echo planar imaging and its characteristics at 4.7T 
especially image artifacts such as ghosting, chemical shifting and geometric 
distortions. Even though there is intrinsic signal loss associated with fast sampling 
methods, EPI was investigated due to its fast acquisition speed which is absolutely 
necessary for functional studies. To get reasonable image quality, shimming is o f  
paramount importance. FID shimming was performed in all experiments on the 
slices o f  interest using the PRESS sequence. It has been observed that second order 
shims are difficult to adjust using this procedure (across the slice) and may require 
field-mapping methods; even though the “current” field-mapping shim method on 
the Varian system is time-consuming and inadequate. In fMRI experiments presented 
here, the number o f  slices was limited to allow for good shimming. Shimming may 
be limited to a very small region to allow for more accurate water frequency 
adjustments and better image quality in that region. Very local regions are not 
desirable however for novel fMRI studies where the site o f  activation is yet to be 
determined across the brain volume.

To achieve the best feasible image quality with high field systems, it is important to 
pay close attention to key EPI parameters such as the sampling bandwidth, the 
phase-encoding direction, the voxel dimension as well as echo time. Hardware 
limitations (RF coils, shim and gradient coils) play a key role in EPI image quality 
and are important factors to consider when purchasing or upgrading an MRI system, 
especially i f  the main focus is functional MRI. In this thesis, only basic echo planar 
imaging reconstruction/image processing tools were developed. To correct for image 
distortions, especially in the frontal lobe area, the future course o f  action should be 
focused on developing more advanced software solutions. O f paramount importance 
is B0 field mapping algorithms where “the distorted pixels can be relocated and 
intensity-corrected” [16] using a residual field map.

Image quality may further be improved by utilizing parallel imaging methods such as 
GRAPPA [15] to shorten the echo train length in single-shot EPI. SENSE [12] was 
initially tested on the 4.7T system; however, due to poor image quality, the presence 
o f additional artifacts, i.e. unfolding residuals and the inability to obtain artifact-free 
reference scan, it was deemed inappropriate. K-space auto-calibration methods such 
as GRAPPA are more appropriate for echo planar images at high fields since they 
eliminate the need for the acquisition o f  a separate reference scan. Since the prism
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goggle did not fit inside the available four element coil, further investigation o f  
parallel imaging for fMRI at this field strength was abandoned. With the availability 
o f an open head coil, GRAPPA may be investigated.

Echo planar image quality especially in the language cortex may be improved by 
utilizing multi-shot methods [6, 7, 11], where the raw data is acquired with multiple, 
separate RF excitations. Although temporal resolution is reduced, multi-shot 
methods may be useful in frontal lobe areas where the signal drop is severe, and 
provide high resolution images (i.e. 128x128) not possible with single-shot methods. 
Limitations with multi-shot methods include amplitude and phase discontinuities 
across k-space and subject motion variations which in turn cause motion artifacts in 
functional maps. Asymmetric spin-echo (ASE) EPI [13] has also been utilized to 
improve image quality with a shifted refocusing pulse. The biggest downfall for ASE 
is reduced BOLD signal sensitivity due to different degrees o f  T2 and T2 contrast. As 
another option, non-rectilinear k-space sampling methods such as spiral EPI [3, 8] 
may be developed on the Varian 4.7T system. Spiral EPI is more prone to signal 
blurring but less susceptible to image distortions. It however requires advanced 
hardware and software (reconstruction algorithms) developments and needs adequate 
commitment which was not possible here due to focus on single-shot EPI.

Since the 4.7T system had not been used previously for fMRI experiments, several 
hardware/software tools had to be installed and tested. First, a digital projection 
system was setup. The shielded T/R head coil used on the 4.7T system does not 
allow for a mirror system; therefore, a prism goggle was built to enable the subject to 
view the fMRI screen. The prism goggle caused some discomfort for the subjects as 
they were in the magnet for 40-55 minutes at times and had to tilt their head back to 
view the screen. In the future, the NMR lab may receive an open head coil which 
would allow for a mirror system. Fiber optic buttons were also setup to record 
subject responses. In addition, Estudio [18, 19] software was installed to program the 
fMRI paradigms. These initial setup steps were necessary to prepare the 4.7T system 
for future fMRI research. In addition, offline processing tools were developed for 
EPI image reconstruction and phase-correction. To utilize statistical fMRI software, 
additional tools were developed to convert the raw k-space data to the standard 
ANALYZE75 format.

Several echo planar imaging parameters, namely repetition (TR) and echo (TE) times 
were investigated and optimized for fMRI studies. Echo time is o f  key importance in 
maximizing the BOLD signal change between task and control conditions. For 
regions such as the frontal lobe that are in proximity o f sinuses and nasal cavity 
however, the echo time has to be lowered to account for the more inhomogeneous 
field, and compensate for signal loss. This reduced echo time causes a reduction in 
BOLD sensitivity.

Previous literature has often portrayed high field fMRI as favorable in terms o f  
BOLD CNR and SNR. In those studies however, the main focus was small 
homogeneous regions that do not suffer from poor EPI image quality and SNR. For

132

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



the three brain regions investigate here (homogeneous and inhomogeneous regions), 
it was found that the BOLD CNR and SNR increased at the higher field. In the most 
anterior regions o f  the language cortex where the magnetic field is very 
inhomogeneous however, the SNR loss may be severe enough to predict no gain in 
BOLD CNR at 4.7T. The face perception results showed that high field may be used 
for higher cognitive studies in the inferior regions. The FFA area was identified in 
more subjects than at 1,5T which may help in identifying and comparing activation 
sites across field strengths. The spin echo sequence produces better image quality 
due to the refocusing pulse. However, the current results here have shown that spin- 
echo is not as sensitive to the EV BOLD signal as its gradient-echo counterpart at 
4.7T and may either require longer scan times for statistical significance at this field 
strength or be employed in ultra-high fields.

Since most literature in high field fMRI has focused on classic paradigms such as 
simple photic stimulations, this thesis is the first o f its kind to combine different 
cognitive tasks at high field to assess BOLD effect, SNR and image quality in broad 
regions o f  the brain. It has been observed here that high field systems are not suitable 
for whole-head fMRI imaging due to large magnetic field differences across the 
brain. Since relatively reasonable results were achieved here with standard imaging 
techniques, it is expected that high field systems will produce “superior” results to 
clinical 1.5T for studies that zoom in on a local brain region with minor 
modifications (i.e. very local shimming).

Even though high field fMRI may benefit from higher BOLD contrast in some areas 
o f the brain (as was the case here), few publications have actually explored this 
possibility across different regions o f  the brain. Higher cognitive fMRI studies that 
for instance investigate the human ability to memorize information [1], experience 
reward or punishment [9] among others [2 ,4 ,1 0 ] should be explored to further 
evaluate BOLD sensitivity at 4.7T. The initial plan was to collaborate with the 
psychiatry department for clinical research to fiirther evaluate fMRI at 4.7T. Even 
though this arrangement did not materialize, the future course o f  action should focus 
on collaborations with the medical community as the foundation for fMRI research 
at 4.7T has been laid in this thesis. Research areas such as drug treatment [14], stroke 
rehabilitation [17] and schizophrenia [5] would give further insights into the 
capabilities and limitations o f  high field fMRI and should be pursued.
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A ppendix A: EPI Reconstruction

Method 1: Nonlinear image reconstruction

function [recon krec] = img_con_v2(dimm, par, ni, ni_t, np_t, nv_t, proc_mode)
j m g  q q j j  y2**************** * * * * * * * * *

% Purpose:
% Reconstructs Varian raw k-space data 
% Features: 1) multi-img, multi-slice, multi-receiver raw data 
% 2) EPI and GEMS sequences
% 3) Phase-corrects EPI raw data
% 4) Partial-fourier reconstruction option (zerofill or
% homodyne)
%
% Usage: [recon krec] = img_con(dimm, par, ni, ni_t, nv_t, proc_mode)
%
% Calls several functions:
% readprocpar 
% loadfid 
% img2ANA75 
%
% Input:
% dimm: directory name without the .fid extension 
% par: a Varian text file containing the imaging experiment parameters 
% ni: actual no. of images 
% ni_t: specified no. of images for output 
% np_t: specified no. of fe points for output 
% nv_t: specified no. of pe lines for output 
% proc mode: 'z': zerofill, 'h': homodyne 
%
% Output:
% seqfil: 'GEMS': reconstructed GEMS images/ANALYZE75 img, hdr files 
% seqfil: 'EPI': reconstructed EPI images/phase-corrected k-space 
% data/ANALYZE75 img, hdr files
%
% Written by: Famaz Khosrow-Khavar April 2007 
% Nonlinear phase correction (same performance as Varian's processing)
% Refer to Echo Planar Imaging Theory, Techniques and Application
% by F. Schmitt, M.K. Stehling and R. Turner
% Chapter 5, pp.167-168

% Check user inputs
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if ~exist('par','var') || isempty(par) 
par = readprocpar(dimm); 

end

% Adjust some parameters 
ns = par.ns;
nv = par.nf/ns; %actual pe lines acquired 
np = par.np/2; 
nc = par.nrcvrs; 
seqfil = par.seqfil;

if ~exist('ni','var') 
ni = 1; 

end

if ~exist('ni_t','var') 
n i t  = ni; 

end

% Determine no. of desired pe lines 
if ~exist('nv_t','var')

n v t  = 2Anextpow2(nv); 
end

if ~exist('np_tVvar') 
np_t = np; 

end

if ~exist('proc_mode','var') 
procmode = 'z'; 

end

% Read the fid file 
[kraw,hdr] = loadfid(dimm);

% DC correction
dc_lvl = hdr(17) + sqrt(-l)*hdr(18);
kraw = kraw - dclvl;

*Reconstruction and Phase Corrections********************
if strcmp(seqfil(l),'g')

GE = reshape(kraw, [nv ns np nc]);
GE = permute(GE, [1 3 2 4]);

krec = zeros(np,nv_t,ns,nc);
krec(:,l:nv,:,:) = GE;
recon = abs(ifftshift(ifft2(krec)));

% if the specified nv t and np_t is greater than the acquired nv and 
%np, adjust par.nv and par.np parameters for the ANALYZE75 header files 
par.np = 2*np_t; 
par.nv = nv_t;
% convert to ANALYZE75 format 
img2ANA75(recon,ni_t,par)
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clear GE

elseif strcmp(seqfil(l),'e')

EPI = reshape(kraw, [np nv size(kraw,2)/nv]);

% Reference scan -> first block (contains all slices)
refl = EPI(:,:,l:nc*ns);
kdatal = EPI(:,:,l+nc*ns:size(EPI,3));

clear EPI kraw %ffee up memory

refl = reshape(refl, [np nv nc ns]); 
kdatal = reshape(kdatal, [np nv nc ns ni]);

refl = permute(refl, [1 2 4 3]); 
kdatal = permute(kdatal, [1 2 5 4 3]);

% Do phase-corrections on the acquired pe lines 
ref = refl;
kdata(:,:,l:ni_t,:,:) = kdatal(:,:,l:ni_t,:,:);

% Sort even no. lines
ref(:,2:2:nv,:,:) = refl((end:-l:l),2:2:nv,:,:);
kdata(:,2:2:nv,l:ni_t,:,:) = kdatal((end:-l:l),2:2:nv,l:ni_t,:,:);

clear refl kdatal

% Allocate memory
recon = zeros(np_t,nv_t,ni_t,ns,nc);
krec = zeros(np_t,nv_t,ni_t,ns,nc);

for nii = 1 :ni_t, 
for nsi = 1 :ns, 

for nci = 1 :nc, 
k = kdata(:,:,nii,nsi,nci);
% FT the reference scan along the fe direction 
% Obtain the phase for each pixel 
phase = angle(ifft(ref(:,:,nsi,nci),[],l));

% FT the k-space raw data along the pe direction 
% Subtract the phase calculated from the reference scan (pixel by pixel) 

k = ifft(k,[],l).*exp(-sqrt(-l)*phase);

% Back to k-space 
k = fft(k,[],l);

% homodyne partial-fourier reconstruction 
if strcmp(proc_mode,'h')

krec(:,:,nii,nsi,nci) = pifft2(k,2Anextpow2(nv),l); 
elseif strcmp(proc_mode,'z')

% zerofill for partial fourier
krec(l:np,(2Anextpow2(nv)-nv)+l:2Anextpow2(nv),nii,nsi,nci) = k;
% zerofill for smoothing (interpolation)
%krec( 1 :np, 1 :nv,nii,nsi,nci) = k; 

else
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error('processing mode is either "z" or "h"') 
end

% Output
recon(:,:,nii,nsi,nci) = abs(ifftshift(ifft2(krec(:,:,nii,nsi,nci))));

% Convert to ANALYZE75 format 
if nsi == ns,

% modify nv if zerofill or homodyne && np if zerofill 
par.nv = nv_t; 
par.np = 2*np_t;
% convert to ANALYZE75 format 
img2 AN A75(recon(:,: ,nii,:, nci), nii, par) 

end

clear k phase 
end 

end 
end
clear ref kdata 

end

krec = squeeze(krec); 
recon = squeeze(recon);

Method 2: Linear and constant image reconstruction

***********jjjjg con y i***************************
function [recon krec] = img_con_vl(dimm, par, ni, ni t, nv_t, procmode)
%
% Purpose:
% Reconstructs Varian raw k-space data 
% Features: 1) multi-img, multi-slice, multi-receiver raw data 
% 2) EPI and GEMS sequences
% 3) Phase-corrects EPI raw data
% 4) Partial-fourier reconstruction option (zerofill or
% homodyne)
%
% Usage: [recon krec] = img_con(dimm, par, ni, ni_t, nv_t, proc_mode)
%
% Calls several functions:
% readprocpar 
% load fid 
% img2ANA75
%
% Input:
% dimm: directory name without the .fid extension 
% par: a Varian text file containing the imaging experiment parameters 
% ni: actual no. of images 
% ni_t: specified no. of images for output 
% np_t: specified no. of fe points for output 
% n v t: specified no. of pe lines for output 
% proc mode: 'z': zerofill, 'h': homodyne 
%
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% Output:
% seqfil: 'GEMS': reconstructed GEMS images/ANALYZE75 img, hdr files 
% seqfil: 'EPI': reconstructed EPI images/phase-corrected k-space 
% data/ANALYZE75 img, hdr files
%
% Written by: Famaz Khosrow-Khavar Feb 2007 
% Modified code for linear phase correction April 2007 
% Originally shifted echoes physically in k-space
% New version does does this as a phase correction
% Refer to Echo Planar Imaging Theory, Techniques and Application
% by F. Schmitt, M.K. Stehling and R. Turner
% Chapter 5, pp. 165-167

0/Q *  4c *  *  *  *  *  *  *  4c *  *  *  *  *  ate *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  ★ *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  ★ *  *  *

% Check user inputs 
if ~exist('par','var') || isempty(par) 

par = readprocpar(dimm); 
end

% Adjust some parameters 
ns = par.ns;
nv = par.nf/ns; %actual pe lines acquired 
np = par.np/2; 
nc = par.nrcvrs; 
seqfil = par.seqfil;

if ~exist('ni','var’) 
ni = 1; 

end

if ~exist('ni_t','var') 
n i t  = ni; 

end

% Determine no. of desired pe lines 
if ~exist('nv_t','var')

nv_t = 2Anextpow2(nv); 
end

if ~exist('np t','var') 
np_t = np; 

end

if ~exist('proc_mode','var') 
proc_mode = 'z'; 

end

% Read the fid file 
[kraw,hdr] = load_fid(dimm);

% DC correction
dc_lvl = hdr(17) + sqrt(-1) *hdr( 18);
kraw = kraw - dc_lvl;

o/Q ****************Reconstructjon an(j pjjase
tic; % Start the timer
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if  strcmp(seqfil(l),'g')

GE = reshape(kraw, [nv ns np nc]);
GE = permute(GE, [1 3 2 4]);

krec = zeros(np,nv_t,ns,nc);
krec(:,l:nv,:,:) = GE;
recon = abs(iffishift(ifft2(krec)));

% if the specified nv_t and np_t is greater than the acquired nv and 
%np, adjust par.nv and par.np parameters for the ANALYZE75 header files 
par.np = 2*np_t; 
par.nv = nv_t;
% convert to ANALYZE75 format 
img2 AN A7 5 (recon,nit,par)

clear GE

elseif strcmp(seqfil(l),'e')

EPI = reshape(kraw, [np nv size(kraw,2)/nv]);

% Reference scan -> first block (contains all slices)
refl = EPI(:,:,l:nc*ns);
kdatal = EPI(:,:,l+nc*ns:size(EPI,3));

clear EPI kraw %ffee up memory

refl = reshape(refl, [np nv nc ns]); 
kdatal = reshape(kdatal, [np nv nc ns ni]);

refl = permute(refl, [1 2 4 3]); 
kdatal = permute(kdatal, [1 2 5 4 3]);

% Do phase-corrections on the acquired pe lines 
ref = refl;
kdata(:,:,l:ni_t,:,:) = kdatal(:,:,l:ni_t,:,:);

% Sort even no. lines
ref(:,2:2:nv,:,:) = refl((end:-l:l),2:2:nv,:,:);
kdata(:,2:2:nv,l:ni_t,:,:) = kdatal((end:-l:l),2:2:nv,l:ni_t,:,:);

clear refl kdatal

% Allocate memory
recon = zeros(np_t,nv_t,ni_t,ns,nc);
krec = zeros(np_t,nv_t,ni_t,ns,nc);

for nii = 1 :ni_t, 
for nsi = 1 :ns, 

for nci= 1 :nc, 
k = kdata(:,:,nii,nsi,nci);
% peaklocfe: echo peak along fe direction 
% peakloc_pe: highest intensity peak of all k-space 
[maxfe peaklocfe] = max(abs(ref(:,:,nsi,nci)),[],l);
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[max_pe peakloc_pe] = max(max_fe); 
phase_lin = peakloc_fe(peakloc_pe) - peakloc_fe;

% FT the reference scan along the fe direction 
% Obtain the phase for echo peaks 
for cols=l:nv,

phase_const( 1 ,cols) = angle(ifft(ref(peakloc_fe(cols),cols,nsi,nci),[], 1)); 
end

% Do a constant and linear phase correction to the projections along fe direction 
k = ifft(k,[],l); 
for cols = 1 :nv,

k(:,cols) = k(:,cols)*exp(-sqrt(-l)*phase_lin(cols))*exp(-sqrt(-l)*phase_const(cols)); 
end

% Back to k-space 
k = fft(k,[],l);

% homodyne partial-fourier reconstruction 
if strcmp(proc_mode,'h')

krec(:,:,nii,nsi,nci) = pifft2(k,2Anextpow2(nv),l); 
elseif strcmp(proc_mode,'z')

% zerofill for partial fourier
krec(l:np,(2Anextpow2(nv)-nv)+l:2Anextpow2(nv),nii,nsi,nci) = k;
% zerofill for smoothing (interpolation)
%krec(l:np,l:nv,nii,nsi,nci) =k; 

else
error('processing mode is either "z" or "h"') 

end

% Output
recon(:,:,nii,nsi,nci) = abs(ifftshift(ifft2(krec(:,:,nii,nsi,nci))));

% Convert to ANALYZE75 format 
if nsi == ns,

% modify nv if zerofill or homodyne && np if zerofill 
par.nv = nv_t; 
par.np = 2*np_t;
% convert to ANALYZE75 format 
img2 ANA75(recon(:,: ,nii,:,nci),nii,par) 

end

clear max_fe max_pe peakloc fe peakloc_pe phase_lin phase con k 
end 

end 
end

clear ref kdata 
end

142

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



ix B: File conversions

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

% Purpose: Converts .mat image file to ANALYZE75 format
%
% Usage: img2ANA75(img, imno, par)
%
% Calls several functions:
% avw_hdr_make
% avw_img_write
%
% Input:
% img: image (in .mat format)
% imno: image no.
% par
%
% Written by: Famaz Khosrow-Khavar Feb 2007

function img2ANA75(img, imno, par)

% Check user inputs 
if ~exist('parVvar') || isempty(par) 

error('Must input the par variable') 
end

if ~exist('imnoVvar') 
imno = 1; 

end

if ~exist('img','var') 
error('Must input the image data for conversion to ANALYZE format') 

end

img = squeeze(img);

% .hdr file parameter adjustments 
np = par.np/2; 
nv = par.nv; 
ns = par.ns;
ro vox = par.lro * 10 / np; 
pe_vox = par.lpe * 10 / nv; 
thk = par.thk;

% Make the .hdr file
avw = avw_hdr_make(ro_vox,pe_vox,thk,np,nv,ns);
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% Make the .img file 
avw.img = img;
filenm= sprintf('img%03dl, imno); 
avw_img_write(avw, filenm, 0, 'ieee-be', 0);

clear avw.img filenm img
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Appendix C: fMRI paradigms

Flashing checkerboard

a = [0 1;1 0]; 
b =[1 0;0 1];

c = zeros(64,64);

d = zeros(64,64); 
d(28:36,32) = 1; 
d(32,28:36) = 1;

e = repmat(a,4,4); 
f = repmat(b,4,4);

% Gray Screen 
imagesc(c) 
colormap gray 
M(l) = getframe;

% Black screen with white cross in the center
imagesc(d)
colormap gray
M(2) = getframe;

% Flashing Checkerboard 
imagesc(e)
M(3) = getframe;

imagesc(f)
M(4) = getframe;

%Create the video file
aviobj = avifileOchec^SSO.aviVfps'^'quality'JOO);

% To synchronize the 4.7T scanner with the visual presentation 
% Insert a gray screen for 30 sec 
for i=  1:240, 

aviobj = addframe(aviobj,M(l)); 
end

%Checkerboard Paradigm
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for blocks =1:5, 
for i= l: 120,

aviobj = addframe(aviobj,[M(3) M(4)]); 
end

for i= 1:240,
aviobj = addffame(aviobj,M(2)); 

end 
end
aviobj = close(aviobj);

Face perception

waming('off)
%Create the video file
aviobj = avifile('face_perc2.avi','fps',l,'quality',100);

w hitefr = zeros(64,64); 
imagesc(white_fr,[0 1]); colormap gray 
M = getframe(); 
for i = 1:16,

aviobj=addframe(aviobj ,M); 
end

grayfr = ones(64,64); 
imagesc(gray_tr,[0 1]); colormap gray 
M = getframe(); 
for i = 1:15, 

aviobj=addframe(aviobj ,M); 
end

filename 1 = 'D:\face perception preliminary\face database\Face DBVdatabase';
filename2 = 'D:\face perception preliminary\face database\Object Face DB\MANMADE\IMAGES';
filename3 = 'D:\face perception preliminary\face database\obj\image';

facefile_index=l; 
objfile_index=l; 
block_cyc=l; 
while (block_cyc <= 6)

%first block the same as fourth block 
if block_cyc == 4, 

facefile_index=l; 
end
%second block the same as fifth block 
if block_cyc =  5, 

facefile_index=31; 
end
%third block the same as sixth block 
if blockcyc == 6, 

facefile_index=62; 
end
% face viewing block 
% 1 photograph per second 
% 30 sec block 
for i = 1:30,
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facefile = sprintf('%s%c%01 d%c%s',filename 1 ,'\',facefile_index,'\','MV C-003F'); 
face_ph = imread(face_file,'JPG');
% convert to gray scale
face_ph = 0.299*face_ph(:,:,l) + 0.587*face_ph(:,:,2) + 0.144*face_ph(:,:,3); 
imagesc(face_ph)
M = getframe; 
aviobj =addframe(aviobj ,M); 
facefile_index=facefile_index+1; 

end

% object viewing block 
% 1 photograph per second 
% 20 sec block 
for i = 1:10,

obj file 1 = sprintf('%s%c%03d%c%c',filename2,'\',objfile_index,'.Vi'); 
obj_file2 = sprintfi['%s%c%04d',filename3,'_',objfile_index); 
obj_phl = imread(obj_filel,'gif); 
obj_ph2 = imread(obj_file2,'JPG');
obj_ph2 = 0.299*obj_ph2(:,:,l) + 0.587*obj_ph2(:,:,2) + 0.144*obj_ph2(:,:,3); 
imagesc(obj_phl)
M(l) = getframe; 
imagesc(obj_ph2)
M(2) = getframe;
aviobj=addframe(aviobj,[M(l) M(2)]); 
obj file_index=obj file_index+1; 

end
block_cyc=block_cyc+1;

aviobj=close(aviobj);
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ix D: BOLD signal change calculations

function pc = percent_change(e,e_dur)

%Purpose: To calculate BOLD signal percentage change using MARSBAR toolbox 
%Usage: pc = percent_change(e,e_dur)
%Inputs:
% e — > time_courses variable 
% e_duration —> fMRI time-course scan time (in sec)

%Note: BOLD percentage change is the average response of the plateau 
%portion of the HRF, 8 secs after stimulus onset to stimulus termintation.

plot(e{l,l})
ind = fmd(e{l,l} == median(e{l,l})); 
scalef  = floor(size(e {1,1}, 1 )/e_dur); 
pc = mean(e{l,l}(8*scale_f:ind(end)));
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