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A b s t r a c t

A promising m ethod for enhancing automotive internal combustion en­

gine efficiency uses solenoid actuators to directly control the gas exchange 

valves. M itigation of valve seating velocities is challenging due to phenom­

ena such as magnetic saturation and combustion gas force disturbances. 

A comprehensive control strategy is presented for a hinged solenoid actu­

ator. Gas forces on the exhaust valve are particularly problematic due to 

the potential for large cycle-to-cycle variations. Soft seating is achieved 

using a flatness-based landing algorithm with a nonlinear disturbance esti­

mator. The estim ator is used with an energy-based feedforward controller 

to reject exhaust gas force disturbances. Feedback is provided through 

the use of flux and current measurements and an accurate inductance 

model. Overviews of the employed modeling and simulation techniques 

and experimental testbench results are also presented. Both simulated and 

experimental results indicate the proposed control methodology is capable 

of compensating for the nonlinear magnetic dynamics and combustion gas 

force disturbances experienced by exhaust valve solenoid actuators.
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E ................................................................................. Electric field [-̂ 4]
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C d ...............................................................................Effective flow discharge coefficient

Cgf .............................................................................Effective gas force flow coefficient

DAC........................................................................... Digital to analog converter

E C U ............................................................................Engine control unit

EM F........................................................................... Electromotive force

e0 ................................................................................. Perm ittivity constant =  8.85 x 10-12^

E V O ........................................................................... Exhaust valve opening

F E A ...........................................................................Finite element analysis

FE M ........................................................................... Finite element m ethod

Fm>c............................................................................ Magnetic closer force on the arm ature

[N]

Fg ................................................................................Gas force acting upon the valve [N]

Fg s .............................................................................. Simplified gas force [N]

Fm<0............................................................................ Magnetic opener force on the arm ature

[N]

Fv ................................................................................Valve spring pre-load [N]

/ j .................................................................................Normalized gas force disturbance sim­

plification

f 2 .................................................................................R ate of change of the normalized gas

force disturbance simplification 

7 ..................................................................................Initial gas force am plitude [N]
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H .............................................................................. Magnetic field strength [^]

IC E .............................................................................Internal combustion engine

IG B T ......................................................................... Insulated gate bipolar transistor

I0 .................................................................................A rm ature and torsion bar moment of

inertia about the pivot point [kgm2] 

i .................................................................................. Coil current [A]

J .................................................................................Current density [^-]

K V L........................................................................... Kirchoff voltage law

k i ................................................................................ Linear error dynamics controller gain

[1 /s]

k2 ................................................................................ Linear Error dynamics controller gain

[1 / s 2]

k3 ................................................................................ Linear Error dynamics controller gain

[1 / s 3]

k ................................................................................ Effective spring constant [£|]

k ................................................................................ Angular torsion bar spring constant

[Nml 
1 rad  1

k ................................................................................ Flux linkage param eter [m]

kt .................................................................................Specific heat ratio of the in-cylinder

gas

kv ...............................................................................Valve spring constant [£[]

L ...................... .........................................................Inductance [H]
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L H P ............................................................................Left-hand plane

LPM .......................................................................... Lumped param eter model

L T I............................................................................. Linear time invariant

L V D T ....................................................................... Linear variable differential trans­

former

t v ................................................................................Radial distance from the arm ature

pivot point to where the longitudinal 

arm ature and valve axes intersect [m]

i m .............................................................................. Radial distance from the arm ature

pivot point to where the resultant 

opener magnetic force acts on the ar­

m ature [m]

A ..................................................................................Magnetic flux linkage [Wb-turns]

M ................................................................................Local Mach number at the exhaust

valve throat

M M F .........................................................................Magnetomotive force [A-turns]

m ................................................................................Effective moving mass [kg]

m g ............................................................................... Mass of the gas inside the cylinder [kg]

m v ............................................................................... Effective valve and moving spring

mass [kg]

(j,0 ................................................................................Permeability constant — Atv x  10~7^

fir ................................................................................Relative permeability
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N ................................................................................Number of coil turns [turns]

N fc .............................................................................Number of turns of flux measurement

coil [turns]

N ec .............................................................................Number of turns of excitation coil

[turns]

v .................................................................................Reluctivity [j|]

O D E...........................................................................O rdinatry differential equation

P ................................................................................ Cylinder pressure [Pa]

Patm ........................................................................... Atmospheric pressure [Pa]

Pa ...............................................................................Initial cylinder pressure [Pa]

P D E ...........................................................................Partial differential equation

P I ...............................................................................Proportional integral

P P C ...........................................................................PowerPC

P S D ........................................................................... Position sensitive device

P W M .........................................................................Pulse width m odulation

<f>.................................................................................Magnetic flux [Wb]

0 .................................................................................Flux linkage model param eter [Wb]

Q P ............................................................................. Quadradic programming

R .................................................................................Coil resistance [12]
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R P M .........................................................................Revolution per minute

5R.................................................................................Reluctance [^]

R g ...............................................................................Ideal gas constant for in-clinder gas

p ................................................................................ Electric charge density [ ^ ]

S .................................................................................Total valve stroke, 8  mm

S Q P ........................................................................... Sequential quadratic programming

a .................................................................................Conductivity [S]

T .................................................................................In-cylinder gas tem perature [K]

T D C ...........................................................................Top dead centre

0C.................................................................................Crank angle [rad]

tQ.................................................................................Initial end-control time [s]

t f .................................................................................Final end-control time [s]

u .................................................................................Control input

V .................................................................................Electric scalar potential [V]

Vc ...............................................................................Cylinder volume a t valve opening [m3]

Vres.............................................................................Combined cylinder head and crevice

volume [m3]

v .................................................................................Coil voltage [V]

V V T ...........................................................................Variable valve tim ing
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W c .............................................................................. Co-energy function [J]

x ................................................................................ Valve displacement, e{[—4mm, 4mm]}

x L ...............................................................................Valve lift e{[—8 mm, Omm]}

xic ...............................................................................Landing control engagement position

x .................................................................................Valve velocity [m/s]

x .................................................................................Valve acceleration [m/s2]

y .................................................................................F lat output [m]

yd ................................................................................ Desired position [m]

yd ................................................................................ Desired velocity [m/s]

yd ................................................................................ Desired acceleration [m/s2]

Desired jerk [m/s3]
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C h a p t e r  1

I n t r o d u c t i o n

1.1 Background

Rising fuel costs and greenhouse gas emissions (GHG) have garnered increas­

ing public and political concern in recent years. These trends are expected 

to continue as developing nations such as India and China continue to rapidly in­

dustrialize while conventional oil reserves wane. A significant contribution to world­

wide energy consumption and GHG emissions is the transportation sector, account­

ing for two thirds, or 8.4 million m3 (53 million US barrels) of crude oil a day 

(4.6 million m3 of which are used for land transport of people) and 25% of global 

GHG emissions [Heywood, 2006]. Adding to the transportation energy demand is 

the increase in global vehicle production, which by the end of 2006, is expected to 

reach approximately 70 million vehicles; an increase of 5% over the previous year 

[Gottschalk, 2006]. Although Canada ranks as the eighth largest vehicle producer 

with over 2.6 million vehicles in 2005 [OICA, 2005a, OICA, 2005b], C anada’s per- 

capita oil consumption of 3 gallons per day ranks it as a leading energy consumer 

[Energy Information Agency (EIA), 2006]. Similarly, Canada is a leading per-capita 

GHG em itter with 26% coming from the transportation sector [Canada, 2005]. Con­

sequently, even modest improvements in transportation engine efficiency could poten-

1
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CHAPTER 1. INTRODUCTION  2

tially have profound economic and environmental effects at national and international 

scales.

1.2 Variable Valve Tim ing

W ithout a feasible alternative to the internal combustion engine (ICE) foreseeable 

within the next ten to fifteen years [Atkins and Koch, 2003], methods of improving 

existing ICE efficiency have become increasingly im portant. One promising method 

of improving ICE efficiency is through independent control of gas exchange valve tim ­

ing. Traditional ICE gas exchange valve timing is mechanically fixed in proportion 

to crankshaft position. This timing determines when valves open and close, thereby 

affecting the air-fuel mixture and exhaust flow. At high engine speeds and loads, a 

delayed closing of the intake valve is desired to take advantage of air-fuel momen­

tum , otherwise known as the ram  effect. Conversely, at low engine speeds and loads, 

ram-charging is negligible and intake valve closing should occur early to maximize the 

effective compression ratio and to avoid exhaust gas recirculation (EGR). Since timing 

cannot be altered without significant engine modifications, a compromise between low 

and high engine speed efficiency is assigned [Schechter and Levin, 1996]. Although 

the variable valve timing concept is not new [Payne, 1899], a confluence of increasing 

fuel prices, stringent emissions standards, efficient and affordable power-electronics 

and microprocessor technologies have motivated automotive researchers to investigate 

a variety of variable valve timing methods. Already available to consumers are en­

gines w ith  variab le  valve tim in g  over lim ited  ranges of c rank  angle. I t  is now com m on 

to find manufacturers implementing mechanical devices capable of altering the valve 

phase [Dugdale et ah, 2005], duration [Borgmann et ah, 2004, H ara et ah, 2000] and 

lift [Golovatai-Schmidt et ah, 2004, Nakamura et ah, 2001]. BM W ’s Valvetronic, 

Porsche’s Vario-Cam Plus and Honda’s IVTEC are just a few examples of mechan­
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CHAPTER 1. INTRODUCTION 3

ical variable valve systems which are currently in production and offer some flex­

ibility in valve actuation. Although such configurations do improve low to mid­

speed torque and fuel economy, the do not offer the ability to change the timing 

or duration of the individual valve events. In each of the aforementioned produc­

tion systems, all intake or exhaust valves will be changed to  a new profile rather 

than  altering an individual valve trajectory. Independent valve control is desirable 

for a m ultitude of reasons such as when performing a cylinder deactivation proce­

dure, internal EG R management, or for a staggered intake valve opening operation 

[Wilson et al., 1993]. In addition, an extensive host of engine operation modes also 

become available with independent valve control, ranging from one cylinder starting 

to regenerative engine braking [Turner et al., 2004, Schechter and Levin, 1996]. As a 

result, the design and implementation of individual actuators which allow the abil­

ity to independently influence each valve irrespective of crank angle or other valves 

is being actively pursued. Laboratory engines have already been fitted with hy­

draulic [Shen et al., 2006, Allen and Law, 2002, Barros da Cunha et al., 2000], pneu­

matic [Trajkovic et al., 2006, Richeson and Erickson, 1989], motor [Henry, 2001] and 

electromagnetic actuators [Cope and Wright, 2006], [Nif;u et al., 2005],

[Pischinger et al., 2000], [Lequesne, 1990] to dem onstrate the various benefits of VVT 

on engine performance (usually while disregarding valve actuation performance). 

These studies have shown low to mid-speed torque output has been increased by 

10%, fuel economy has been improved by 15% and a reduction of N O x emissions 

by 20% [Pischinger et al., 2000, Moro et al., 2001, Lancefield et al., 1993] compared 

with a conventional fixed timing valvetrain.

1.2.1 E lectrom agnetic Variable Valve Tim ing

A number of designs for variable valve actuators have been proposed. These include 

valve control through electrical motors (linear and rotary) [A. W arburton et al., 2005,
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Figure 1.1: Schematic of prototype solenoid valve actuator [Gladel et al., 1999]

Qiuz et al., 2004, Henry, 2001], piezoelectric [Weddle and Leo, 1998], pneumatic 

[Richeson and Erickson, 1989, Gould et al., 1991], hydraulic [Allen and Law, 2002], 

[Barros da Cunha et al., 2000], and solenoid actuators [Pischinger et al., 2000], 

[Lequesne, 1990]. Many of these approaches cannot provide sufficiently fast, effi­

cient and precise control of cylinder charge during engine transients. Transient 

cylinder charge control is of particular importance in the transition between com­

bustion modes such as homogeneous charge compression ignition (HCCI) in spark
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CHAPTER 1. INTRODUCTION  5

ICEs [Shahbakhti et al., 2007, Koopmans et al., 2003]. Although no clear actuation 

method has been proven to be superior, solenoids are ideal in th a t they work through 

non-contacting forces, provide sufficiently fast transition times, are relatively energy 

efficient and are inexpensive to mass produce.

Typically, the solenoid actuator consists of a linear-moving arm ature with two coils 

and two preloaded springs as described in [Gladel et al., 1999] and shown in Fig­

ure 1.1. The springs can achieve rapid flight times while minimizing electrical en­

ergy input and are essential in overcoming the significant combustion pressures im­

posed on the exhaust valve. The electromagnets are required for ‘catching’ the 

arm ature at either stroke bound. In addition, they are used to overcome friction 

and pressure disturbances. Permanent magnets have also been employed to “catch” 

the arm ature at the stroke bounds with electromagnets providing a release force 

[Lequesne, 1999, Theobald et al., 1994],

Other designs include hinged or clapper-type configurations [Kawase et al., 1991, 

M ontanari et al., 2004, Mianzo et al., 2005], such as the prototype used in this work. 

An example of a typical hinged solenoid actuator is shown in Figure 1.2. In the 

hinged arm ature design, the arm ature equilibrium is balanced between a torsion bar 

and a linear compression spring. Pole geometry is considered ‘U ’ shaped and made 

of laminated steel for eddy current suppression.

A production solenoid actuator based variable valvetrain is estim ated to increase 

the parasitic engine load by 1% over a conventionally driven cam-roller valvetrain 

[Flierl and Kluting, 2000]. However, there is a low to mid-speed improvement of 15- 

20% in fuel economy through volumetric efficiency enhancement [Moro et al., 2001], 

[Pischinger et al., 2000, Lancefield et al., 1993]. Similar performance and energy con­

sumption characteristics are expected to be achieved using the prototype actuator 

described in this work. In addition, higher efficiency of the actuator itself can be 

attained through improved control strategies [Gunselmann and M elbert, 2003] and
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Figure 1.2: Hinged electromagnetic gas exchange valve actuator
[Stolk and Gaisberg, 2001]

actuator design [Clark et al., 2005]. Arguably the greatest advantage of fully flexible 

valvetrain over variable valve timing systems already in production is the ability to af­

fect individual valves on a cycle-by-cycle basis. Such ability potentially enables a host

of advanced  engine m anagem en t s tra teg ies  such as vary ing  th e  effective com pression

ratio, operating on alternative combustion cycles (HCCI, Miller) thereby enhancing 

efficiency over a broad range of operating conditions.
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CHAPTER 1. INTRODUCTION

1.3 Problem  Identification and Research Scope

7

One of the challenges remaining in the implementation of solenoid actuators in pro­

duction engines is the achievement of robust valve landing control subject to practical 

constraints. These constraints have already been identified in literature 

[Koch et al., 2002] and include:

• maximum available voltage of 42V

• maximum valve seating velocities of O .lm /s [Wang et al., 2002] (for maintaining 

acceptable engine acoustical noise levels and ensuring valve seating and wear 

requirements are met)

•  transition times of no more than  4.5ms [Peterson and Stefanopoulou, 2004] (in 

order to  meet maximum engine speeds of 5000 - 6000 RPM)

• practical feedback sensor technology

Performing efficient solenoid valve control is a challenging problem due to these strin­

gent constraints and the nonlinear actuator characteristics. Depending on the actu­

ator design, control may be complicated due to eddy currents, magnetic saturation, 

limited range of authority, and sensitivity to param eter variations and combustion 

gas force disturbances.

Given the above constraints, intermediate objectives are identified in relation to the 

overall research scope. They are:

• M odeling and Simulation: An accurate yet simple model of the actuator sys­

tem  is derived and experimentally validated in order to  design control strategies 

and algorithms. The simulations offer an expeditious and cost effective method 

for model and control performance refinement prior to implementation.
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CHAPTER 1. INTRODUCTION  8

• Control Design: Identification, derivation and implementation of a control 

methodology and design. Algorithms are evaluated in simulation using the 

developed models.

• Experim ental Testbench Control Validation: Experim ental validation of 

the models and control simulations on an idealized engine test platform. Per­

formance is evaluated with respect to valve seating velocities, transition times 

and energy efficiency while subject to the outlined constraints.

A “V-cycle” or rapid prototyping flow chart of these objectives within the context 

of the overall VVT actuator design and implementation process is presented in Fig­

ure 1.3. The focus of this work is on refining and evaluating the developed control 

algorithms on an experimental engine testbench simulator in preparation for imple­

m entation on an operational single cylinder engine. These aspects are indicated by 

the dashed outline in Figure 1.3. Additionally, the modeling and simulation done 

in previous work [Chladny, 2003] are extended to  accommodate the latest prototype 

and additional physical effects, such as gas force disturbances.

1.3.1 Contribution

The overall objective of this work is to provide the hardware and software required 

for implementation of electromagnetic valvetrain actuators for use on an experimental 

single cylinder ICE. In pursuing this goal, the following contributions have been made 

related to  control of electromagnetic VVT actuators:

• A m ethod for position feedback using a finite element model and magnetic flux 

measurement technique.

• The simplification of a compressible flow model for online cycle-by-cycle gas 

force identification.
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Figure 1.3: V-Cycle workflow of overall research objectives

•  An experimental testbench m ethod for exhaust gas disturbance emulation and 

control performance evaluation.

•  The development of a nonlinear observer for gas force disturbance identification.

•  The design and implementation of feedforward and nonlinear landing controllers 

subject to  practical physical constraints and gas force disturbances using the 

aforementioned feedback sensing and disturbance identification techniques.

•  Dem onstration of advanced nonlinear control on a highly-nonlinear system which
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CHAPTER 1. INTRODUCTION 10

requires a detailed understanding of the actuator system physics, use of a novel 

feedback sensor concept, implementation of a feed-forward and disturbance es­

tim ator to  reject large disturbances on a cycle-by-cycle basis and integration of 

the derived feed-forward and closed loop controllers.

In the following chapters, an overview of these contributions and the related supple­

m entary m aterial are provided within the context of relevant literature. The chapters 

are organized as follows. A survey of relevant literature is presented in Chapter 2 . 

Proposed variable valve actuators, modeling, feedback, control and implementation 

methods are compared and contrasted. Chapter 3 provides a summary of the related 

modeling and control theory with respect to the solenoid variable valve actuator prob­

lem. Details of the modeling and simulations undertaken are provided in Chapter 4. 

The overall proposed controller topology is presented in Chapter 5. In this chap­

ter, the constituent algorithms th a t comprise the overall control method such as the 

state estim ation and landing controller are described in detail. Chapter 6  describes 

the experimental procedures and equipment used to qualify the developed simulation 

models and evaluate control performance. Experim ental results and principal find­

ings are discussed in Chapter 7. A summary of key conclusions and supplementary 

reference m aterial are provided in Chapter 8  and appendices, respectively.
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C h a p t e r  2

A R e v ie w  Of C u r r e n t  V a r i a b l e  V a l v e  A c t u a t o r  

T e c h n o l o g y ,  M o d e l i n g  a n d  C o n t r o l

2.1 Introduction

urrently, a  myriad of variable valve timing (VVT) actuators have been im­

plemented on laboratory engines. Electric motor, pneumatic, hydraulic and 

electromagnetic actuators have all been implemented and documented. Although 

such actuators have dem onstrated the benefits of VVT on engine performance, their 

designs often neglect many of the issues which must be addressed prior to being imple­

mented in a production vehicle. Means of preventing excessive valve seating velocity 

and the resulting wear and acoustic emissions are of particular concern. Other con­

siderations include methods of feedback, opening/closing (transition) time and power 

consumption. This chapter highlights some of the current efforts to implement VVT 

technology with respect to actuator types, modeling, feedback control and exhaust 

gas disturbance rejection strategies.

2.2 Various A ctuator Technologies

The following sections provide an overview of current and proposed VVT actuation 

technology.

11
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CHAPTER 2. V V T  ACTUATOR & CONTROL TECHNOLOGY 12

2.2.1  Pneum atic & Hydraulic A ctuators

Presently, pneum atic and electro-hydraulic valve actuators for spark ignition engines 

are not expected to  be mass produced in a production vehicle due to the relatively 

high unrecoverable energy input required to operate them  [Henry, 2001]. In addition, 

these actuators tend to require considerable maintenance and their performance and 

accuracy are tem perature sensitive. Pneum atic or hydraulic pumps, with coolers, 

filters and all the related accessories required to deliver the air or fluid are neces­

sary to  allow these actuators to operate in an on-board vehicle environment. Some 

hydraulic actuators rely on a traditional camshaft th a t provides pressure to small 

cylinders located above the valve body. Timing and lift may be then varied with a 

valve th a t controls the amount of fluid in the cylinders [Gecim, 1993, Kim et al., 1997, 

Barros da Cunha et al., 2000]. Aside from the increased parasitic load on the engine, 

such systems will increase associated engine manufacturing costs. Further costs may 

be associated w ith the safety equipment required to protect personnel and the en­

vironment from any system failures due to the presence of fluid pressures in excess 

of 20 M Pa (3000 psi) [Sun and Cleary, 2003]. As well, advanced control systems 

and electronics are required to coordinate appropriate valve motion. Pneum atic and 

hydraulic actuators are also susceptive to the same constraints as electromagnetic 

actuators such as cost, seating noise and speed requirements. It is for these reasons 

th a t successful use of such actuators has been primarily limited to either laboratory 

or to high output (and relatively low mileage) race engines.

2.2.2 R otary 8z Linear M otors

Electric rotary motors which use permanent magnets have also been proposed for 

use as valve actuators. They typically employ mechanical devices which transform 

rotary motion into reciprocating linear motion. These systems appear relatively
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CHAPTER 2. V V T  ACTU ATO R & CONTROL TECHNOLOGY 13

easy to control since valve position can be considered fixed w ith respect to the mo­

tor displacement. However, they are far less developed than  pneumatic and hy­

draulic devices [Giglio et al., 2 0 0 2 ], perhaps due to the relatively large physical vol­

umes required to  achieve the necessary response and valve speeds. Due to the chal­

lenging task of overcoming exhaust gas force disturbances, there appears to be re­

newed interest in the motor driven desmodromic valve actuators [Parlikar et al., 2005, 

A. W arburton et al., 2005]. Such actuators are relatively simple to control, and in 

some cases, are capable of variable lift and zero holding current. However, the issues 

of soft landing, transition time, under-hood volume and power consumption still ap­

pear problematic in some cases. In [Parlikar et al., 2005], zero engine load (no gas 

disturbance) transition time is achieved within 3.5 ms however, full load (6000rpm, 

open throttle) power consumption is estimated to be 160 W. Seating velocities of 0.15 

to 0.27 m /s  are reported. Power consumption in [A. W arburton et al., 2005] is lower 

(100 W ), with similar transition times and seating estim ated to  be below 0.24 m /s. 

If further refitments can be made, the motor driven valve actuator may become a 

viable flexible VVT candidate.

Linear motors have also been applied as variable valve actuators [Braune et al., 2006], 

[Mercorelli et al., 2003]. They were initially predicted to  be better suited to valve 

strokes in excess of 2 0  mm when compared with solenoid electromagnetic actuators 

[Lequesne, 1996]. This is because the high frequencies and the resulting duty cy­

cle required in a VVT application cause significant power consumption and their 

relatively slow response (due to large moving mass). In [Mercorelli et al., 2003], sim­

ulated results indicate landing speeds of approximately 0 . 0 1  m /s, however the tran ­

sition time is approximately 5 ms and a voltage in excess of 100 V is used. Later 

in [Braune et al., 2006], the same group provides considerably poorer experimental 

results with transition times in excess of 15 ms (with zero pressure disturbances) and 

holding currents (while open) in excess of 30 A. No landing speeds or velocity trajec­
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tories are explicitly reported. The arm ature is separated from the valve stem when 

fully closed ( 1  mm gap) which, aside from potential wear and acoustical noise caused 

by internal impacts, results in an unusual opening lift trajectory. A potentiometer 

is used for position feedback and the supply voltage used is not indicated. Suscepti­

bility of perm anent magnets to under-hood tem perature variations is also of concern 

[Trout, 2001]. Despite those shortcomings, there are few reported linear motor results 

and in time, they may also become a viable VVT actuation option.

2.2.3 P iezoelectric A ctuators

Actuators using piezoelectric crystals have been proposed in [Weddle and Leo, 1998]. 

The benefits of such a system would be through the exploitation of the fast response 

and high forces inherent with piezoelectric systems. However, displacement is quite 

limited from the crystals themselves, thus a lever arm  and rack and pinion gearing 

are used to  amplify crystal deflection. To minimize system inertia, a ‘flapper’ or 

butterfly type of valve is proposed instead of a typical valvetrain poppet valve. The 

authors discuss several concerns th a t arose while testing an initial prototype. Aside 

from flow and sealing concerns of a different gas exchange valve, variation of valve 

displacement w ith frequency occurred as a result of the excitation of various modes. 

As well, dimensional tolerances (and the additional expenses) are of concern due to 

the mechanical amplification through the lever arm. To date, no further prototypes 

have been documented.

2.2.4 E lectroactive Polym er A ctuators

Presently an emerging technology, electroactive polymer (EAP) actuators have also 

been proposed for VVT applications [Ashley, 2003]. Such actuators consist of a di­

electric polymer (acrylic or silicon for example) lam inated between two conductive
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sheets. A high voltage (l-5kV) is applied to the conducting layers, establishing an 

electric field sufficiently strong enough to squeeze the polymer layer which in turn, 

expands in area. The actuation technique offers large strain  rates with respect to 

force per unit density compared to magnetic and piezoelectric devices, however many 

issues must be resolved before a production actuator could be viable. Aside from the 

need to generate high voltages, these include fatigue and tem perature susceptibility 

/  sensitivity.

2.2.5 Solenoid A ctuators

Another promising actuator configuration for independent valve control is the electro­

magnetic solenoid. Electromagnetic actuators for valve control were patented at least 

as early as the 1970s [Longstaff and Holmes, 1975, Pischinger and Kreuter, 1984] and 

are perhaps the most popular of the production fully flexible VVT actuator candi­

dates. Unlike the aforementioned hydraulic and pneumatic actuators, electromagnetic 

actuators are often designed with two springs which provide most of the necessary 

energy for a given valve cycle. After the arm ature is released it accelerates to the 

middle position, then the valve is decelerated with an opposing spring which stores 

the kinetic energy for the the next valve event. In the non-powered rest position, the 

two springs force the arm ature to the mid-stroke position. In this way, electromag­

netic energy is only required to influence the valve behavior a t either end of the valve 

trajectory and to overcome any losses due to friction or gas forces. They are compact 

in size, relatively inexpensive to mass produce and are not as tem perature depen­

dant as their hydraulic counterparts. Like the motor based actuators, they require 

sophisticated electronic hardware and control software. A relatively large alternator /  

permanent m agnet induction motor must also be employed to  supply approximately 

70W of peak electrical power per actuator a t maximum engine speed and load. How­

ever, the extra electrical power requirement (3% of to ta l engine output) is expected
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to  be offset by the friction energy saved through the absence of camshafts (2 % of 

to tal engine output for a roller-bearing valve-train) [Flierl and Kliiting, 2000]. One 

potential drawback to solenoid actuators is th a t the springs often dominate valve 

motion, especially near the mid-stroke position, making variable valve lift (VVL) a 

challenging issue. However, even this lim itation has been addressed with some success 

in [Peterson et al., 2006, Wolters et al., 2003].

Successful implementation of electromagnetic actuators has also been generally lim­

ited to the laboratory, although several prototype vehicles have been built with an 

electromagnetic valve-train [Pischinger et al., 2000]. Control w ith combustion pres­

sure disturbances has been particularly challenging. Manually tuned feedforward con­

trol has been implemented within laboratory settings [Tai and Tsao, 2001]. However, 

such systems are unable to account for the significant combustion pressure fluctua­

tions. In order to implement a reliable control system it must be robust to variations 

of the valve /  actuator system. These variations include abrupt disturbances from 

combustion pressure variations as well as the relatively gradual param eter changes 

caused by component fatigue, friction and tem perature variations. In addition to 

these variations, the relatively high speed of the actuators, the non-linear magnetics 

and the short distance over which control is feasible has motivated many to develop 

closed loop control systems [Koch et al., 2002, Wang et al., 2002, Tai and Tsao, 2001, 

W. Hoffmann and A. Stefanopoulou, 2001]. Due to the design goals and the necessity 

for closed loop control, it has been determined th a t high arm ature position sensor res­

olution and frequency response are required. Such sensors are often expensive and dif­

ficult to calibrate in a mass production environment. However, efforts are being made 

to develop alternative cost effective sensors or sensing methods w ith sufficient response 

and resolution [Lynch et al., 2003, Rossi and Alberto, 2001, Takashi and Iwao, 1995, 

Roschke and Bielau, 1995].
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2.3 Feedback Sensors

17

The m ajority of experimental literature makes use of external valve and /or armature- 

based position measurements for state  reconstruction. These include position or ve­

locity measurements via linear variable differential transducer (LVDT)

[Sun and Cleary, 2003], potentiometer [Braune et al., 2006], laser [Peterson, 2005], 

[Tai and Tsao, 2003, Wang et al., 2002, Stubbs, 2000] or eddy current 

[Peterson et al., 2006, Chung et al., 2007] displacement sensors.

Although these sensors provide sufficient precision, accuracy and response, efforts are 

being made to develop alternative cost effective sensors or sensing methods with equiv­

alent performance. These include the flux-based coil type [Chladny and Koch, 2006a, 

Scacchioli, 2005, M ontanari et al., 2004],

[Rossi and Alberto, 2001], [Rossi and Tonielli, 2001], [Roschke and Bielau, 1995], 

observer-based [Lynch et al., 2003, Eyabi and W ashington, 2006a, Eyabi, 2003] and 

self inductive [Butzmann et al., 2000, Takashi and Iwao, 1995] schemes. In the latter 

case, it is proposed th a t the driving coil itself be used to relate the measured rate of 

change of induced coil current to the arm ature position and velocity. This may be 

done by momentarily deactivating the drive coil and relating velocity-induced currents 

to position. Drive currents are readily measurable through hall-effect devices and gen­

erally used in all control schemes. Using this m ethod of sensing, landing speeds of 

0.2m /s are claimed. However, the authors indicate th a t the system is limited by its 

sensitivity to disturbances in addition to tem porary loss of control authority while 

sensing [Butzmann et al., 2000] and is therefore of limited practical use. 

Observer-based state  reconstruction makes use of partial state  measurements and 

estimated initial state  conditions to predict plant output. A sliding mode observer 

is used to predict valve position and velocity using only a measured current signal 

in [Eyabi and Washington, 2006a]. The algorithm is implemented successfully on a
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actuator w ith relatively soft springs (peak velocities <  1.5 m /s, transition times > 

25 ms) and gas force disturbances are not considered. In [Peterson et al., 2002] posi­

tion and current are used to estimate velocity in a nonlinear reduced order observer. 

Although observer-based feedback systems reduce the number or eliminate the need 

for sensors, such schemes may be sensitive to initial state  estimates and require high 

gain for the relatively rapid estimation convergence needed for landing control. As a 

result, landing control performance may be compromised when subjected to excessive 

noise or disturbances.

Another feedback system demonstrated includes a microphone to adaptively improve 

impact speeds from sound intensity measurement [Peterson and Stefanopoulou, 2004]. 

Although proven successful in laboratory testbench experiments, such a sensor scheme 

is likely not practical in an engine environment due to  multiple valves in operation 

and other possible acoustic sources. The method also requires several cycles to con­

verge from one operating condition to another and is thus perhaps more suitable for 

slowly changing conditions.

In the case of [Montanari et al., 2004], using flux-based position reconstruction, two 

functions are used to relate reluctance and excitation to air gap. Improved accuracy 

is achieved with a  similar measurement technique but through the use of a numerical 

look-up table with finite element analysis (FEA) results in [Chladny and Koch, 2006a], 

A t this time, it appears th a t no other group has documented a FEA derived flux- 

based position sensing technique. In both cases, the sensor is cost effective, practical 

and capable of achieving landing speeds below 0 . 1  m /s.

2.4 A ctuator M odeling

W ith many electromagnetic devices, simplified geometry and linear approximations 

are often satisfactory in estimating device performance. In the context of variable
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valve timing actuator design, control is to be applied in an operating region in which 

the air gap is small and at excitation levels sufficiently large th a t m aterial saturation 

is significant, making linear theory unsatisfactory for accurately predicting actuator 

performance [Chladny, 2003]. The following highlights some of the work th a t has 

contributed to  the advancement of solenoid actuator modeling.

2.4.1 Lum ped Param eter M odels

Nearly all solenoid VVT control algorithms described in literature are derived from 

some variation of a  lumped param eter model (LPM). Most use heuristic flux and force 

relations th a t take on a form th a t neglect magnetic m aterial saturation like below:

A W  =  i h  {2A)

t? r„ f a 2
L m a g \ ' ^ N )  /  \ n  

(K - X ) 2

where A represents the magnetic flux linkage, x  is the valve/arm ature position, i 

is the coil current and Fmag is the resulting magnetic force. Coefficients f3 and k  

are determined by performing linear regression fits to experimentally obtained data 

[Tai and Tsao, 2001, Peterson and Stefanopoulou, 2004]. A similar approach is used 

in [Wang et al., 2002, Butzm ann et al., 2000], but another analytic function is ap­

pended to approximate the saturated  operating points (with constraints to prevent 

discontinuities). Later, [Tai and Tsao, 2003] improved the model by adding a current 

and position dependant gain to compensate for saturation effects. An inductance re­

lation proposed by [Ilic’-Spong et al., 1987] th a t accounts for magnetic saturation is 

used by [Chladny and Koch, 2006b, Chung et al., 2007, Koch et al., 2004] using two 

different actuators. The authors fit the LPM parameters to  FEA generated da ta  and 

demonstrate good agreement with static and transient experimental measurements. 

Four methods for establishing LPMs to describe linear and rotary  electromagnetic sys­
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tems are investigated in [Melgoza and Rodger, 2002], The methods are evaluated for 

computational tim e and accuracy. It is acknowledged th a t it is not practical to fully 

simulate the overall performance of the actuator through a discretization processes. 

Rather, a more practical approach is the use of a simplified model th a t combines the 

accuracy of off-line FEA results with the computational speed of a LPM.

A model th a t includes saturation and hysteresis is presented in 

[Eyabi and Washington, 2006b]. Also considered is the effect of m utual inductance 

between the opener and closer magnets. Here (as in [Vaughan and Gamble, 1996]) 

net coil current, i, is composed of dissipative current, id, and restoring current (or the 

current related to the coenergy stored in the magnetic field), ir , such tha t i = ir + id 

with ir and id defined by:

where ir is a function of flux linkage A and coefficients are dependent on position, 

x, as follows:

Coefficients n^j are fit to  experimental data. Hysteresis is accounted for in the id 

term  which is a nonlinear function of voltage, v, and a dissipation term , rjl such that:

i r  — f ( x i A) — 5 4 A4 +  g 3 X 3 +  g 2 X 2 +  <7iA<7q (2 .2 )

(2.3)

gi =  ni£X6 +  nit5x 5 + n iAx 4 +  ni>3x 3 + n it2x2 +  n itlx  + n i)0 (2.4)

/

di,i|u |dl’2^isgn(n), v > 0

f i ( v ) =
^2 ,iM rf22^ sg n (u ), v < 0

(2.5)
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and

To =

Ti, V > 0

T2, V < 0, X < Xv

r3, v < 0 , x > x v

( 2 .6)

where param eters Tj, dij  and x v are determined experimentally. Finally, a relationship 

between magnetic force, Fm, position and flux is defined as:

Fm =  m 2X2 +  m 1 X +  m 0, (2,7)

with

r n  =  Pi,8x 8 +  P i j x 7 +  pi>6x e +  Pi:5x 5 +  piAx 4 +  pi)3 x 3 +  Pi t2x 2 + piAx + Pifi  (2.8)

where again, coefficients piA are fit to data  (it is unspecified if it is simulated or exper­

imentally generated). The model is contrasted with experimentally acquired results 

with reasonably good agreement with a significant reverse magnetization effect due 

to hysteresis losses. The work is relatively unique since others’ contributions have 

found, including this work, th a t in practice, hysteresis is not significant and thus not 

modeled.

Other LPMs are derived through the use of reluctance networks [Mercorelli et al., 2003, 

Chillet and Voyant, 2001, Piron et al., 1999]. This technique parallels an electric cir­

cuit approach to predicting actuator static and transient performance. By discretizing 

portions of the magnetic circuit into elements, each with their own permeability and 

geometric identity, the same methods of solving electric circuits may be used to solve 

the reluctance network. It is acknowledged in [Piron et al., 1999] th a t a preliminary 

FEA analysis may need to  be performed to accurately predict flux and eddy current
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paths.

Other LPM magnetic models have been derived from fitting polynomial functions to 

FEA da ta  [Haskara et al., 2004] or experimental force and excitation data 

[Vaughan and Gamble, 1996].

2.4.2 F in ite Elem ent Analysis

In [Chladny et al., 2005, Chladny, 2003] methods of FEA modeling and validation 

of a solenoid VVT actuator are documented using two dimensional static and tran ­

sient models. Comparable work has been documented in [Clark et al., 2005]. The 

techniques used in [Clark et al., 2005] differ in th a t a 3D FEA model is used to inves­

tigate pole geometry on force response over a variety of operating ranges. The benefits 

of using FEA to  shape the pole face to improve stability (minimize reluctance and in­

crease flux density) is highlighted in [Chladny, 2003, Lequesne, 1999, Lequesne, 1990]. 

Despite the greater computational load of a 3D model, there appears to be no gain 

in model accuracy compared with existing results attained by 2 D models. More com­

monly, FEA is used to evaluate reluctance network models [Chillet and Voyant, 2001, 

Piron et al., 1999, Xiang, 2002] or for therm al rise due to coil heating [Stubbs, 2000]. 

Experimental evaluation of solenoid prototypes has been well documented for the 

purposes of control design [Giglio et al., 2002, Wang et al., 2002, Tai and Tsao, 2001, 

Stubbs, 2000]. Static force da ta  as a function of excitation and position are typically 

measured for fitting param etric functions to. However, FEA simulation and experi­

mental results (static) documented in the same work are less common [Lequesne, 1999, 

Clark et al., 2005, Hartwig et al., 2005], At this time, there does not appear to be any 

published results of transient FEA modeling in contrast with comparable experiments 

other than  [Chladny et al., 2005, Chladny, 2003, Koch et al., 2002], In addition, 

[Chladny et al., 2005] describes a method of parameterizing an eddy current model 

by utilizing FEA results for a linear motion solenoid actuator.
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2.4.3 M echanical System  M odeling

Most literature follows a similar mechanical system structure based on a one dimen­

sional second order mass spring system [Peterson and Stefanopoulou, 2004], 

[Montanari et al., 2004]. Others attem pt to capture additional dynamics which take 

place when a flexible lash adjuster is considered [Haskara et al., 2004],

[Lambrechts et al., 2004, Tai and Tsao, 2003]. The mechanical models th a t include 

lash dynamics consist of a two mass-spring system representing a valve, arm ature 

with additional relative stiffness and viscous damping coefficients. Although such a 

model more accurately reflects expected valve and arm ature behavior, lash-armature 

position mismatch is not predicted to be a critical design consideration if incorporated 

into the trajectory  design [Koch et al., 2004]. O ther groups have modeled valve-seat 

impacts

[Eyabi and Washington, 2006b] by modeling the magnetic pole faces as stiff mass- 

spring-damper systems in order to approximate a collision. According to those au­

thors, bounce is not present provided landing speeds are below 0.3 m /s. Given the 

low impact speed specification of O.lm/s, the benefits of an impact model will thus 

be most apparent in a landing control failure.

2.5 Control

In many proposed designs, motion control is performed in two stages 

[Gunselmann and Melbert, 2003]. The first stage of motion is usually performed in 

open-loop due to  the relatively limited force authority a t larger airgaps and low 

bandwidth inherent to  solenoid actuators (high inductance and restricted source volt­

age). A common approach is to use a feedforward controller to provide desirable 

initial conditions for the landing controller. Feedforward controllers are also used 

to overcome any gas forces th a t may be present, perhaps in combination with an
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adaptive scheme [Peterson and Stefanopoulou, 2004] or engine load and speed maps 

[Haskara et a l ,  2004]. Typically, such feedforward schemes are highly tuned to a par­

ticular operating condition [Chung, 2005] and not suited to  accommodate potentially 

large gas force cycle-to-cycle variations, due to a misfire for example. During the 

second stage, closed loop feedback is used to achieve the stringent landing require­

ments. Irrespective of the control algorithm used, control performance variations can 

be expected due to the various actuator designs, feedback techniques and voltage 

sources. Even the power electronics and control thereof play a significant role in 

overall actuator performance [Mercorelli and Liu, 2005, Mianzo et al., 2005]. Thus, 

caution must be used when comparing one control algorithm to another unless done 

with equivalent systems (simulation or experiments). Provided a sufficiently accu­

rate  model is used, nonlinear control (feedback linearization, backstepping, flatness, 

sliding mode) generally results in superior performance and minimal control effort 

compared to linear techniques. However, the algorithms may be computationally ex­

pensive, sensitive to  disturbances and sensitive param eter variations when compared 

to classical techniques.

2.5.1 Landing Control

A wide variety of control algorithms for the end-control or landing problem have 

been proposed. They include: passive permanent magnets to  ‘catch’ the arm ature 

at either stroke bound with excitation currents applied to tem porarily neutralize the 

magnets during arm ature release [Lequesne, 1999], classical linearized model con­

trol [Konrad, 1998], an energy-based method [Schmitz, 1995] where mechanical sys­

tem  energy is regulated about a desired constant, proportional integral (PI) con­

trol [Tai and Tsao, 2001, Stubbs, 2000], linear quadratic regulator (LQR) control 

[Tai and Tsao, 2003], sliding mode feedback linearization [Haskara et al., 2004], 

[Eyabi, 2003], flatness-based control [Chladny and Koch, 2006b, Chung et al., 2007,
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Chung, 2005, Koch et al., 2004, Mercorelli et a l ,  2003].

Also of interest is a sensorless, constant ratio approach th a t alleviates the need for 

external position and velocity measurements [Butzmann and M elbert, 2003], 

[Butzmann et al., 2000]. Here, arm ature motion is inferred from coil measurements 

using the following relationship:

di _  1 (  v x  i x
dt 1 +  H 0 x \ n 0N 2A c x

(2.9)

where x  is the air gap between arm ature and pole face, /j,0 is the permeability constant, 

H 0 is a constant accounting for flux leakage, A c is the core flux path  area, i is the 

coil current, v is the coil voltage and N  is the number of coil turns. If the supply 

voltage source, v, is set to zero (for measurement during landing control), and the 

H 0 x  leakage term  is neglected, the above relation simplifies to

dY±  = A  (2.io)
i x

For landing control, a predefined desired velocity-position ratio is compared to the 

measured signal. The coil is then switched to regulate the velocity-position ratio 

to the desired constant.

Under laboratory testbench conditions, most methods of feedback are able to achieve 

landing speeds of 0.2 m /s  or less with variations in transition times between 3.5 

and 20 ms. There is large variation reported among the voltage sources, feedback

techn iques a n d  pow er consum ption  used; all of w hich p lay  a  significant role in th e  

overall suitability for production implementation.
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2.5.2 Feedforward Control

The approximate ^  drop in magnetic force with air gap limits the effectiveness of the 

closed loop controller to  regions close to the pole face and is thus only used for landing 

control [Tai and Tsao, 2002], Due to the relatively wide range of typical ICE operat­

ing conditions imposed on solenoid VVT actuators, the control scheme must compen­

sate both for slowly varying conditions and rapid disturbances. Changes occurring 

over many valve opening and closing cycles are classified as slow changes. Examples of 

slow changes are variations in coil resistance and friction as a function of tem perature 

or mechanical wear. Such variations can be accounted for through a cyclical adap­

tive approach as illustrated in [Wang et al., 2002, Peterson and Stefanopoulou, 2004, 

Tai and Tsao, 2003, Butzm ann et al., 2000]. However, rapidly varying disturbances, 

such as those due to combustion gas forces (particularly those on the exhaust gas 

valve), can vary significantly from one cycle to the next (over 250 N for the actuator 

in this study). A feedforward controller will have to  accommodate gas force distur­

bances because the m ajority of gas work occurs during the initial valve stroke and 

must therefore adjust the im parted magnetic force accordingly to  setup reasonable 

initial conditions for the landing controller. The design is further complicated since 

in-cylinder pressure sensors are not present in current production engines. As a result, 

some form of online disturbance estimation scheme is required.

2.5.2.1 Cyclic-Adaptive Compensation

C ontro llers designed  to  com pensa te  for p a ra m e te r  v a ria tio n s  or d istu rb an ces  occur­

ring over many valve opening and closing cycles are classified as cyclic adaptive or 

iterative learning controllers (ILC). Work such as [Peterson and Stefanopoulou, 2004, 

Hoffmann et ah, 2003, Tai and Tsao, 2003, Wang et ah, 2002, Butzm ann et ah, 2000] 

exploits the repetitive nature of the actuator operation to tune performance over many
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cycles. For example, in [Peterson, 2005, Peterson and Stefanopoulou, 2004] impact 

acoustical intensity is measured via a microphone to tune the controller over several 

cycles via an extremum seeking controller:

Uc =  i  +  ~  (2.11)
7  +  x (3 +  x

where control output, f/c, is subject to tuning param eters K 2, 7  and (3. In practice, 

only (3 is adjusted to reduce impact velocity based on impact sound intensity via the 

following cost function:

Q  = [Sd.es — S meas{k)]2 (2.12)

where the difference between the desired and measured sound intensity (Sdes and 

Smeas{k) respectively) is is minimized over k  cycles. Using this m ethod impact veloc­

ities below 0.1 m /s  and transition times of less than  4.0 ms are achieved with a 100 V 

source. Convergence occurs in approximately 40 cycles. Velocity, x , is estimated with 

the nonlinear observer presented in [Peterson et al., 2002].

An iterative learning controller (ILC) is presented in [Hoffmann et al., 2003] th a t uses 

observer output feedback. The magnitude of simulated transient force disturbances 

on the order of 20 N (intake or low-load exhaust pressure disturbances) are varied by 

2 N over 10 cycles to  dem onstrate how the ILC adjusts open-loop input based on the 

actual and desired arm ature position weighted errors. A linear-quadratic regulator 

(LQR) landing controller is used to track a trajectory in the la tte r part of the valve 

stroke. Convergence is achieved after approximately 35 valve cycles with impact ve­

locities of 0.04 m /s  using a 200 V power source.

In [Chen et al., 2005], gas force disturbances are heuristically parameterized using an 

exponential decay function in which the amplitude and time constant are estimated 

over several combustion cycles via a hybridized multi-step least squares - Kalman

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 2. V V T  ACTU ATO R & CONTROL TECHNOLOGY  28

filter. Although the disturbance is parameterized as a function of time only (no cou­

pling to engine speed, exhaust valve opening (EVO) angle or valve position) simulated 

results appear promising. However as acknowledged by the authors, the technique is 

not suited to the extreme pressure fluctuations experienced during transient engine 

operation or misfires. Even when with a m oderate change in initial exhaust valve 

opening pressure, four consistent cycles are required for convergence.

2.5.2.2 Exhaust Gas Force Disturbance Compensation

Exhaust valve opening with solenoid actuators is a challenging control problem be­

cause the opening pressure can vary significantly from one cycle to  the next. After 

combustion, the engine piston is driven down and the EVO occurs usually 40 to 60 

degrees of crank angle before bottom  dead centre (BDC) [Heywood, 1988]. The pres­

sure at valve opening varies depending on the combustion process and the crank angle 

at which the valve opens. This is of concern as pressure significantly affects the force 

required by the electromagnet for successful soft landing (while opening). In-cylinder 

pressure sensors are not present in current production engines so this disturbance is 

not known. Furthermore, since feedforward is used for control in the initial opening 

of the valve, an online identification scheme is required. These rapid changes present 

a challenging control problem [Hartwig et al., 2005] and have, a t least in part, mo­

tivated researchers to  develop alternative actuators such as the motor driven cam 

actuators described in Section 2 .2 .2 . One of the earliest incorporations of gas force 

disturbances in valve control is in [Wang et al., 2000] where an experimental cylin­

der pressure trace was input in simulation. Valve force was related to gas pressure 

through valve area times the difference in pressure between cylinder and exhaust port. 

Later, [Hoffmann et al., 2003] simulates a similar version of the disturbance in an it­

erative learning controller. The disturbance was taken a t a light engine load (peak 

force of 20 N) and assumed to be unknown to the controller (varied by 2N every 10
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cycles). In [Hartwig et al., 2005], it is proposed to use solenoid actuators only on the 

intake valves, and driving the exhaust valves with a camshaft to avoid controlling the 

exhaust opening process altogether. Similarly, automotive supplier Valeo announced 

plans for a ‘half camless’ engine to be in production by 2009 [Alexander, 2006] where 

solenoids are to be used only on the intake valves while exhaust valves will remain 

cam-driven. However, no plans have yet been set for production of a fully camless 

system, likely because of the added complexity of rejecting exhaust gas disturbances. 

Indeed, there are very few published proposals for opening of solenoid exhaust valve 

actuators while maintaining landing and transition criteria. In [Haskara et al., 2004], 

the use of either a calibrated engine load-speed dependent feedforward current input 

or a recursive estim ation scheme is proposed. The mapping technique is ideal for 

most operating conditions provided consistent maps and combustion can be main­

tained from one cycle to the next. This is not the case in the event of a misfire or 

partial combustion. The speed-load (and presumably EVO timing) mapping tech­

nique is also time consuming to calibrate and may be unique from one engine to the 

next. Reduction of calibration effort is currently an im portant priority for automo­

tive manufactures [Ohata and Butts, 2005]. [Haskara et al., 2004] suggest the map 

is updated online by adjusting the feedforward current input to  maintain a specific 

kinetic and potential energy a t the point where the landing controller is engaged. The 

disturbance, <5, is estim ated using a sliding mode observer with the following error 

dynamics:

e

e
=  A +  B f f b k  +  4
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with

0 l

- J l __b_
m m

and, B
m

(2.13)

and control input, ffbk, spring stiffness, k, moving mass, m, and friction, b param ­

eterizing the mechanical response. Sampling discretization of the error dynamics is 

approximating through a zero order hold resulting in:

e/c+i =  +  r  [ f / b k , k  +  Sk (2.14)

where $  =  eAT and F =  (eAr — I)A *B and dk represents the average disturbance 

during a sampling interval. A sliding surface, sk, is defined as:

sk — C

s k+1 =  +  c r  [ f f b k , k  +  <̂fc]

a control input, vk, is defined as:

Vk  =  -  W - 1  +  ( c r ) - 1Cefc -  ( c r ) - 1c $ e fc_1

with the disturbance estim ate and compensated feedback given by:

dk ~ dk —l  " h  'y{vk dk — 1 ) 

f f b k , k  d k

(2.15)

(2.16)

(2.17)

(2.18)
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where 7  is a convergence tuning parameter. Disturbance dynamics are considered con­

stant (un-modeled) between sampling intervals and thus, as reported by the authors, 

the latter technique is ideal for slowly varying disturbances. Details of the technique 

with respect to  convergence performance or even if it was used in the results presented 

are not given.

2.6 Summary

A brief overview of the progress towards designing and implementation of variable 

valve actuators is given. Replacing the camshafts of traditional ICEs is a nontrivial 

task, and as such, design considerations and constraints are numerous. Most pub­

lished work focuses on the soft landing issue with little to  no regard of exhaust gas 

force disturbances. Some of the proposed control schemes are able to  a tta in  seating ve­

locities of 0 . 1  m /s  or less, often with the use of in-cylinder and /  or expensive feedback 

sensors, voltages exceeding 100 V or transition times exceeding 5ms (at low engine 

load). Cyclically adaptive controllers or ILCs have also been dem onstrated which are 

capable of accommodating slowly time varying changes th a t occur over many open­

ing/closing events. One of the most significant remaining challenges is exhaust valve 

opening control under the influence of significant in-cylinder gas force disturbance 

variations. The landing controller scheme proposed in this study addresses the issue 

of exhaust gas force disturbances and landing control. The intake actuator gas distur­

bances are of lesser concern because their magnitudes and variations are less signifi­

cant and more predictable. The proposed controller augments the flatness-based land­

ing controller used in [Chung et al., 2007, Chladny and Koch, 2006b, Chung, 2005] 

with exhaust gas disturbance estimation and feedforward capability using coil cur­

rent and a practical magnetic flux measurement for feedback while using a 42 V 

source.
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T h e o r y

3.1 Introduction

- p v  Ue to  t„e  multidisciplinary nature of Cectromeclramca, VVT actuators, a  rel-

J  /  atively large scope of physical phenomena must be examined when modeling

and controlling such devices. The following presents a brief overview of the modeling 

and control techniques used with respect to the hinged solenoid actuator considered 

in this study.

3.2 F inite Elem ent M odeling

The hinged electromagnetic actuator used in this study has different opener and 

closer geometry and thus current and force response. S tatic and transient finite 

element models of the opener and closer magnetic paths are analyzed to obtain an 

accurate characterization of actuator behavior for control design. In static analyses,

force a n d  p a th  flux values are genera ted  as a  function  of cu rren t an d  a rm a tu re  (valve)

positions. These results constitute a da ta  set which characterize the electrical and 

mechanical response of the actuator for later use in lumped param eter model (LPM) 

development. Transient analyses are used to estim ate system response and the extent 

to which it is inhibited by eddy currents. Furthermore, the finite element method

32
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(FEM) results provide qualitative results which may offer insight into aspects such as 

flux leakage and saturation regions. The following sections provide a brief overview 

of the FEM process.

3.2.1 M axw ell’s Equations

James Clerk Maxwell recognized four general unifying relations which now make up 

the foundation of all classical electromagnetic field theory [Maxwell, 1864]. These 

equations provide a means of coupling time varying electric and magnetic fields 

[Griffiths, 1999], They are briefly derived in Appendix A and summarized below.

V - £ ( r , t )  =  A  (3.1)
eo

V x B ( r , t) = p J ( r , t) + pe^ ^ ^ , (3.2)

V x £ ( r , t )  =  - ®  (3.3)

V - £ ( r , i ) = 0  (3.4)

where r  is a  position vector and t  represents a time scalar. Equation 3.1 relates charge 

density, p, to an electric field E  and free space permittivity, e0, through Gauss’ law. 

In Equation (3.2), Maxwell extended Ampere’s original expression relating magnetic 

flux density, B ,  and current density, J, by adding the far right hand side term, 

p e g , known as displacement current, to account for tim e varying electric fields 

disp lacing  e lec trons resu ltin g  in  cu rren t. E q u a tio n  (3.3) is a  form  of F a rad a y ’s law 

(through Stokes theorem) which states th a t a time-varying magnetic field produces 

a corresponding electric field. The relationship is such th a t the electric field lines 

produced tend to  encircle the magnetic field lines. Equation (3.4), known as Gauss’ 

Law, indicates th a t no net flux may emanate from any given region of space (magnetic

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. TH EO RY  34

monopoles do not exist). Thus, the net magnetic flux, 4>b , through an arbitrary closed 

surface is always zero.

3.2 .1.1 Simplifying Assumptions

These relations are general enough to account for electromagnetic waves ranging from 

radio to gamma radiation. However, in the study of electromechanical devices, wave 

phenomenon are often disregarded as the electrical excitation frequencies are usually 

low enough th a t the system may be regarded as quasi-static, or slowly varying with 

time. This means th a t although the time dependency of the magnetic induction term 

— ̂  of Equation (3.3) is of interest during transient analyses, the magnetic field may 

be approximated by ignoring the displacement current term  in Equation (3.2), as 

nearly all the energy will be stored in the magnetic field rather than  an electric field. 

For example, electromagnetic devices are often not limited by the propagation speed 

of electromagnetic fields traveling at the speed of light because their dimensions are 

relatively small. As such, the general solution of a given problem without the quasi­

static assumption will likely have some portion depending on a  ratio between the 

system geometry and the speed of light, and may be approximated as zero. The 

result is an approximation th a t a slowly varying electric excitation produces only a 

slowly varying magnetic field. Generally speaking, either the electric or magnetic 

field will dominate over the other depending on the problem configuration. This fact 

is used to  simplify the above complex relations to more practical expressions. For 

example, when a short circuit exists as in the case of a coil of wire, a  large current 

typically exists and a large static magnetic field results. Accordingly, the displacement 

current is of negligible importance. In contrast, two isolated plates when excited with 

a constant electric potential result in an electric field but not a magnetic one, as 

the magnetic induction term  is negligible. The quasi-static approximation allows the 

assumption th a t only one field is dominant and thus it is possible to de-couple the
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electric and magnetic relations and only consider the dominant field. The revised 

Maxwell’s equations w ith the quasi-static limit imposed for the case of a dominant 

magnetic field are shown below:

V-jE7(r, t )  =  A  (3.5)
eo

V x B  =  fj,J, (3.6)

V x * = - § ,  (3.7)

V • B  = 0 (3.8)

Note th a t the displacement current in Equation (3.2) is no longer present in Equa­

tion (3.6), yet the magnetic field still has a time dependency through Equation (3.7).

Material behavior is accounted for through the following constituent equations (ne­

glecting tem perature dependence, permanent magnets and relative motion):

B  — f x H  (3.9)

J  = a E  (3.10)

where fx represents m aterial magnetic permeability and cr the m aterial conductivity. 

When m aterial saturation is considered (field intensity dependent) /x may be defined 

by a relation between magnetic field intensity, H ,  and magnetic flux density, B .  

Equation (3.10) represents the relationship between an electric field, E ,  and applied 

current density, J .  M aterial conductivity, a, may be assumed orthotropic, and thus 

a scalar quantity.

Equations (3.5) through (3.10) may be used to express the four vector fields B ,  H ,  

J  and E  as Poisson’s (or Laplacian) equations th a t may be numerically solved with 

finite element methods.
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M agnetic Field Intensity By substituting (3.9) into (3.6) and taking the curl of 

both sides results in:

V x (V x H )  =  V x J  (3.11)

W ith constant permeability, Equation (3.8) => V • H  — 0. Thus, with the use of the

identity:

V x (V x P )  =  V (V  • P )  -  V 2P  (3.12)

where P  is an arbitrary  three dimensional field quantity, the left side of the above

equation may be simplified to:

V x (V x H )  = - V 2H  (3.13)

Using Equations (3.7), (3.10), the right side of (3.11) may be expressed as:

B H
V x J  =  erV x E  — —a/j,——- (3.14)

at

which results in a partial differential equation (PDE) in Poisson’s form [Kreyszig, 1993]:

(3.15)2 d HV JT =  cr/j,-
dt

Electric Field Taking the curl of both sides of (3.7) and using the identity in (3.12) 

results in :

B B
V x (V x E)  =  V ( V - P )  -  V 2P  =  - V  x —  (3.16)
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Assuming constant perm ittivity and negligible static charge implies V • E  = 0 and 

thus:

V 2E  =  V X y
at

(3.17)

Using constituent Equations (3.6) and (3.10), the right hand side is simplified to:

„  d B  d  T d E
v  x ~at =  " W 1  =  lia W

(3.18)

resulting in the Poisson PDE for an electric field:

V  E  = afi
dE_
dt

(3.19)

C u r re n t  D e n s ity  Substituting (3.10) into (3.7) and taking the curl of both sides 

yields:

V x (V x J )  =  x B ) (3.20)

Again using the identity in (3.12) with the V • J  condition and substituting (3.6) into 

the right side results in:

V 2 J  =  cr/T
dJ_
dt

(3.21)

Magnetic Flux Density The Poisson PDE for magnetic flux density is obtained 

by first substituting (3.10) into 3.6 yielding

V x B  =  afiE. (3.22)
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Solving for E , substituting the result into (3.7) and using (3.8) and (3.12) gives:

(3.23)

3.2.2 M agnetic Vector Potential

For the magnetic field solution of the actuator, 2D models are constructed with the 

commercially available FEA software, ANSYS, by ANSYS Inc. In all of the model 

types conducted, ANSYS utilizes the vector potential m ethod for both static and 

transient cases to solve the equations previously defined. Here a potential representing 

the magnetic field is introduced as it is numerically easier to determine the vector 

potential than  the magnetic field directly. The magnetic field B  may be expressed as 

a magnetic vector potential A  by observing th a t a magnetic field is divergence free as 

shown in Equation (3.8) (may be proven with the Biot-Savart law) and thus it may 

be stated that:

V - B  = 0 = > B  = V x A (3.24)

For 2D cases, the flux density B  has only in-plane components B  = B xi +  B yj  and 

current density, J  = Jzk  and potential A  = A zk  have only out of plane components. 

Thus, magnetic flux density may be expressed as:

B  = B xi + B yj
d A z <> d A z ~

(3.25)
dy dx ^

or

(3.26)

(3.27)
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Given V x B  — f i J , current density may be related to magnetic potential by:

V x V x A  =  V (V  • A )  -  V 2A  =  / i J  (3.28)

However, the vector potential does not offer uniqueness. Any function with zero curl,

or a gradient of a scalar function may be added to  the potential A  since the curl of a

gradient is always zero. Thus, the divergence of A ,  has no physical significance and 

may be chosen to  be zero:

V • A  =  0 (3.29)

This stipulation is known as the Coulomb gauge condition. Thus, Poisson’s equation

for the magnetic potential is found using the above condition and the identity (3.12):

(3.30)

Since there is no variation in the out of plane direction for 2D cases, Poisson’s equation 

for the magnetic potential is found by equating out of plane terms,

aM«, , a2a,,  , ,
(3.31)

Physically, magnetic flux (per unit length) is the difference in magnetic potential 

between any two points. Considering a 2 D surface, S,  and orthonorm al contour, C, 

as shown in Figure 3.1, flux, <f>, and potential are related through:

(;i>= f  B - d s =  f  V x A - d s =  I  A -  d£ (3.32)
J  S  J  S  w c

V 2A  =  —no J
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Figure 3.1: Magnetic vector potential interpretation as a the change in magnetic flux 
per unit depth for 2D geometry

Since there is no net contribution to the circulation integral where A z is perpendicular 

to the path, C, flux is expressed as:

0 -  (Azl -  A z2)L  (3.33)

where L represents the depth of the system. Because flux is defined by the difference 

in potential, the potential must be explicitly defined (usually at the domain boundary) 

through a boundary condition.
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3.2.2 . 1  Time Dependance

The magnetic potential is also applicable for time dependant fields. In such cases, a 

time varying electric potential (voltage) may be coupled to  the magnetic domain. In

or has a zero curl component (proven with Coulomb’s Law) and therefore is not in­

fluenced by tim e varying magnetic fields. This property may be used to transform 

the problem of solving for the vector E  into a problem of solving for a scalar quan­

tity  known as the electric scalar potential, V.  Since an irrotational vector may be 

represented as the gradient of a scalar function the electric field may be expressed as:

Which is known as Poisson’s equation, or in non-conducting regions (p = 0), Laplace’s 

equation. Thus the electric potential can be solved for with one differential equation 

and then related to E  rather than  solving for both the divergence and curl of E.  

Substituting Equation (3.24) into Faraday’s law, equation (3.7), yields:

the quasi-static case, the electric field El is a vector field which is always irrotational

E =  - W (3.34)

Substituting this expression into Equation (3.3) results in:

V • E  =  V • ( - W )  =  - V V  =  - (3.35)

V x E  = - 4 ( V  x A )  
at

(3.36)

or rearranging,

(3.37)
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When w ritten as the gradient of a scalar potential, V

d A
E  = - V V ~ - (3.38)

Equations (3.24) and (3.38) satisfy Maxwell’s equations (3.7) and (3.8). Substituting 

Equation (3.10) into the expression for divergence free current density (V • J  =  0) 

results in:

<tV ■ E  = 0 (3.39)

Substituting in Equation (3.38), the electric scalar potential yields:

(3.40)

The finite element code (ANSYS) must also solve this equation.

Finally, the relations V x H  =  J  and Equations (3.9) and (3.10) are combined to 

yield:

I'V x B  — o E  (3.41)

Substituting in the magnetic and electric potentials results in:

2/V  x (V x A) =  <7 (3.42)

This may be simplified using the identity in Equation (3.12) and the Coulomb gauge 

condition to

' d A  ^  (3.43)—i/V A  +  a —— b crVY =  0  
ot

It should be noted th a t equations (3.30), (3.40) and (3.43) will vary depending on 

the material properties. For conducting (steel and copper coil) regions, the following
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equations result:

V 2A  =  (3.44)

v { f - v v ) = 0 <3-45>

° d~ i  - m v 2 A + ^ v = 0  (3-46)

For nonconducting, or air regions, the following equations apply:

V 2A  =  -f io  J  (3.47)

V - ( f - w ) = 0  (3.48)

V 2A  =  0 (3.49)

3.2.3 Static Elem ents

The commercially available finite element software ANSYS was used to solve the mag­

netic potential PDEs by discretizing the model domain into appropriately configured 

elements. For the static models, two element types were used. The two dimensional 

element type PLANE13 is used throughout the iron and air regions. Although this 

element may be used in non-magnetic studies, the nodal degree of freedom (DOF) 

th a t is solved for in the static analyses is the magnetic vector potential in the z  or 

normal direction. The PLANE13 quadrilateral element is defined by four nodes at 

each corner [ANSYS Inc., 2005]. Nonlinear magnetic materials are perm itted by as­

sociating an appropriate property table with the element type. Magnetic forces are
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INFIN110 
ELEMENTS

PLANE13 / 
PLANE53 

ELEMENTS

PLANE13 /
PLANE53
ELEMENTS

i.-*:20t43

ARMATURE

BACK-IRON 
(MATERIAL 1)

COIL

AIR

BACK-IRON 
(MATERIAL 2)

CIRCU124
ELEMENTS

Figure 3.2: S tatic and transient model mesh and element types for the opener FEA 
model

determined using both  a Maxwell stress tensor calculation and virtual work calcula­

tion on surfaces in contact with air regions by using a macro th a t recognizes surfaces 

tha t have been identified or ‘flagged’ for such force calculations. An example of the 

meshed opener magnetic path  is shown in Figure 3.2 w ith a complete description 

of the modeling process provided in Chapter 4, Section 4.3. The elements making 

up the arm ature region of the model are identified for such a force calculation. A 

steady-state current density body load is applied to  the elements which make up the 

coil region. Note th a t this element does not possess voltage forced capability. During 

simulation postprocessing, magnetic flux density is calculated with respect to  the two
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dimensions of the element co-ordinate system. Magnetic flux through the device is 

calculated by first defining a two point path. A macro then defines a pre-specified 

number of points along the path  over which flux density is integrated. For all elements 

used, a default coordinate system orientation was used. These default systems are 

right-handed, orthogonal and parallel to the global cartesian coordinate system.

To model far-field decay w ithout solving for a large amount of additional elements, a 

single layer of INFI110 infinite boundary elements were used to surround the air re­

gion of the actuator model. These elements use four nodes and shape functions which 

force the magnetic potential to zero at infinity [ANSYS Inc., 2005]. These elements 

have both four node and eight node capability and only offer the magnetic poten­

tial DOF. W hen used with PLANE13 elements, ANSYS docum entation recommends 

using the four node option.

3.2.4 Transient Elem ents

The transient model elements used are similar to those of the static analyses, with 

a few minor exceptions. In order to simulate the response of predetermined voltage 

input, a model w ith a circuit coupled voltage source was used. Here, PLANE53 ele­

ments were used throughout the air, iron and coil regions instead of PLANE 13. This 

element is defined by eight nodes, each possessing up to four possible DOFs. These 

include the magnetic vector potential, a time-integrated electric scalar potential, elec­

tric current, and electromotive force (EMF). It is these additional degrees of freedom 

th a t make PLANE53 applicable to low frequency transient electromagnetic-circuit 

coupled analyses. However, only the magnetic vector potential degree of freedom was 

considered through the air and iron regions. In the coil region, the electric current 

and EMF degrees of freedom were also activated to allow for nodal coupling to the 

circuit domain. The circuit consists of three CIRCU124 elements, each of a different 

configuration. CIRCU124 elements are based on Kirchhoff’s Current Law with stiff­
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ness matrices based on a lumped circuit model. Independent voltage source, stranded 

coil and resistor elements were meshed in series to represent the actuator circuit. The 

resistor was typically set to a value close to zero as it was only added to enhance 

model flexibility. The resistor only possesses a voltage degree of freedom. An inde­

pendent voltage source was used to represent the actuator power supply. The voltage 

source element has voltage and current degrees of freedom. The voltage degrees of 

freedom are specified by term inating one node as a ground, or 0 V, and another node 

as a piecewise linear voltage function of time. This allows for the ability to input a 

simulated or measured voltage signal for direct comparison with other simulations or 

experiments. Finally, the stranded coil element has voltage, current and EMF degrees 

of freedom. The voltage degrees of freedom are coupled to the resistor and ground 

nodes. The EM F and current DOFs are coupled to a node in the coil region in the 

FEA domain. Similarly, all nodes in the coil region have the current and EMF DOFs 

coupled to one another. Physical coil properties are implied by the elements from the 

coil region FEA domain and specified material constants. As shown in Figure 3.2, 

INFIN110 elements were used to surround the air region, however, with the 8  node 

option activated, as recommended by ANSYS documentation for use with PLANE53 

elements.

3.2.4.1 Eddy Currents

Eddy currents are characterized as local circulating currents which exist in the core 

material. These are physically existing currents produced within the material due to 

a time varying core flux. They may be thought of as a short circuit consisting of a coil 

wrapped around the external core material path  in th a t the change in flux induces a 

current which in tu rn  generates its own magnetic flux in the opposite sense (obeying 

Lenz’s law) and ultim ately opposes the change or rise of flux of the overall circuit. 

Thus, the observed flux rise or magnetization curve will be lower than  the th a t of
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the static case. The energy difference between the static and rapid field buildup is 

defined through resistive losses and hence heating. In summary, the two effects of 

eddy currents are: an internal magnetomotive force (MMF) is generated which tends 

to counteract the applied MMF and an irreversible heating loss of energy with the 

i2 Joule heating losses in the core. Thus, greater changes in flux tend to generate 

more losses. A widening of the hysteresis loop is an indication of the eddy current 

magnitudes. They may be minimized by using materials w ith low conductivity and 

by laminating the core structure (through thin sheets) or sintered powder metallurgy 

techniques. The laminations succeed by increasing the circulating path  length and by 

breaking the eddy current paths into many smaller loops with lower magnitude and 

subsequently reduce the counter flux generated. In the actuator studied, the back 

iron and arm ature are made from 0.3 mm silicon steel laminae to mitigate the effect 

of eddy currents. Eddy currents are not to be confused w ith the electrodynamic 

Amperian currents generated by electron spin which are used to  explain material 

magnetism.

3.2.5 Elem ent Shape Functions

Figure 3.3 illustrates the PLANE13, PLANE53 and INFIN110 elements. Coordinates 

s and t represent the local element nodal coordinate system. W hen the coordinates 

are used with the shape functions, they are normalized, going from - 1 . 0  on one side 

of the element to  +1.0 on the other. It should also be noted th a t s and t are not 

necessarily orthogonal to  one another. The shape functions for the 2D magnetic vector 

potential (z component only) for each of the elements are as follows for PLANE13, 

PLANE53 and INFIN110 respectively:

A-zplaneiz — |( A Z/ ( 1  — s )( l  — £) +  Az j (l +  s ) ( l  — t) 

T A zK{ 1 +  s ) ( l  + t) + A zL(1 — s ) ( l  +  t))
(3.50)
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PLANE13 PLANE53

INFIN110

Infinite
Element
DomainFinite Element 

Domain

Figure 3.3: Element Configurations

A ZPLANE53 =  — s ) ( l  — t) + A zJ(l  + s ) ( l  — t)

+ A z k ( 1 +  s ) ( l  + 1) + A zL(l  — s ) ( l  + 1)) 

E \ { A zm { 1 ~  5 2 ) ( 1  — 0  +  A-z n { 1 +  s ) ( l  — t2) 

+ ^ 2:0 ( 1  — s2)( l  +  t) +  A zP( 1 — s ) ( l  — t 2))

(3.51)

(3.52)
A zinfinuo  — \ ( A zi ( l  -  s)(t2 - t )  + A z j (l  +  s)(t2 -  t)) 

P ^ { A zK(1 + s ) ( l  —  t2) +  A zL( 1 —  5)  ( 1  —  t2))

The shape functions for voltage are analogous, and can be formed by substituting 

the scalar voltage with the magnetic vector potential terms. ANSYS assembles these 

functions for each element in shape function matrices. Hence the magnetic potential 

A  and the scalar electric potential V  may be represented by matrices N a  and N y
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respectively:

0

A  = N a t A n  =  N a t  0

A z at

(3.53)

and

V  =  N tv Vn (3.54)

ANSYS then uses N A to  calculate the flux density as follows:

B  =  V x N a A n (3.55)

Where A N  and Vjv are the nodal magnetic and electric potentials.

3.2.6 Solution Process

The FEA discretization process results in a series of simultaneous nonlinear equations 

th a t are numerically solved depending on the m aterial properties (conductive, field in­

tensity dependent) and if the system is time dependent or not. The following provides 

a  brief overview of the solution procedure (see [ANSYS Inc., 2005, Chladny, 2003] for 

more details).

3.2.7 M atrix A ssem bly

After the 2D model is meshed and appropriate boundary conditions and loads are 

applied, ANSYS solves equations of the following form:

[C]d +  [K]d = J (3.56)
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Where the degree of freedom vector is represented by

50

d  = (3.57)

A z represents the magnetic vector potential in the Z  direction (into the model/page) 

as this is the only relevant potential direction for the 2D axis-symmetric case. Note 

th a t this is a relatively large vector as it represents all elements. V  is the time 

integrated electric scalar potential, V  — f V d t  which is input as a voltage excitation 

(if one exists).

Matrices [C] and [K] are the coefficient matrices defined as:

[K\ =
[KL] +  [Kn ] + [KG] 0 

0  0

(3.58)

and,

W ]  =  fvo,(V  x N a t )t v (V  X N AT )iV,  

[K N] =  S v c W  x -N a O M V  • N AT)dV, 

[K°]  =  2 f Vcl ^ ( B T (V  x N AT) f ( B T {V  x N AT))dV

Where the element shape function matrices are integrated over their respected vol­

umes. If the model is axis-symmetric, the element positions are m apped to the global 

coordinate system so th a t the appropriate volume can be derived for the entire ac­

tuator. As before, u represents the reluctivity matrix, [/./] ~1, but for the case of 

orthotropism, is considered a magnetic field intensity dependant scalar. The nonlin­

ear input B-H cure is converted to a spline fit function of v vs \B \2 from which the
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derivative may be taken. The transient coefficient matrices are as follows:

[C] =
[CAA\ [CAv] 

[C7̂ v] [Cvv]
(3.59)

where,

[C/U ] =  f VclN A<r N ATdV,

[ C * ] =  JVoI N a <j V - N U V ,

P™ ] =  / Vol(V  • N l Y a V  • JV jdV '

For static analyses (no time dependant potentials or fields), only the K  matrices and 

magnetic vector potential DOFs are required as Equations (3.44) through (3.49) will 

be further simplified when B  is time invariant.

The load vector is defined as:

J  =
f VolJ . N ATd V  

L .  J tN ATdV
(3.60)

Where J a is the source current density vector (also referred to  as current segments) 

and J t is the to ta l current density vector. The to ta l current density vector is equal 

to the summation of the source currents, eddy currents, J e and induced velocity 

currents, J v, (not present as the arm ature is fixed in all simulations).

(3.61)
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The eddy current density vector is solved for through the conductivity matrix, [a] 

and rate of change of magnetic potential:

=  (3-62)

= - \ < j \ - T . U N ATA e (3.63)
n

where n  =  4 is the number of integration points for the quadrilateral elements and 

A e is the magnetic vector potential time derivative. The source current is related to 

the electric scalar potential as:

J a = - [ a ] V - V  (3.64)

=  {a]-Eni=lV -  N t Vn  (3.65)

where N  is the element shape functions for the electric scalar potential VN  at the 

integration points.

3.2.8 Static M odel Solution

As shown in the previous section, the FEA discretization process results in a series 

of simultaneous nonlinear equations as represented by Equation (3.56). For static 

models, the time dependant magnetic potential vector and coefficient matrices can 

be disregarded and an incremental Newton-Raphson m ethod is used to solve nonlinear 

systems by:

K J A A , ,*  =  J n -  J Z  (3.66)

Where [K%ti] is the Dirichlet m atrix for sub-step n, and iteration i. A Z)i is the 

magnetic potential vector at iteration i and A A Zti = A Z)i+1 — A Zti. J n is the applied 

current density vector for a given sub-step, n, and JJT  is referred to  as the resisting
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load vector which is calculated from element magnetic fluxes. The right-hand side 

of Equation (3.66) is referred to as the residual or out-of-balance load vector and 

represents the amount the system is out of equilibrium. A predetermined number of 

sub-steps are required for solution convergence when the system is highly nonlinear 

or path-dependent. These intermediate steps are performed so th a t the final current 

density vector J  is achieved by applying it in increments. At each sub-step the 

Newton-Raphson procedure is performed by assuming a potential vector A Z}0, which 

is usually obtained from the last converged iteration, A Zti. An updated coefficient 

matrix, [KT]  and load vector, are determined from the magnetic potential vector, 

A Zti . Next A A Zti is solved for from Equation (3.66). Then A z^ \  is computed by 

adding A A z^  to A Z)i or A Zf0 if it is the first iteration. These equilibrium iterations are 

repeated until convergence is achieved for each sub-step and the current density vector 

is fully applied. Convergence checking can be based on either magnetic potentials, 

current segments, or both. However, for 2 D models, ANSYS recommends convergence 

to be determined by current segments as:

Where ( j  is a specified tolerance of a typical current segment value, J^e j , which is 

taken as ||«7||. For magnetic potential convergence, ANSYS compares the change in 

nodal potential values between successive equilibrium iterations to  a similar criterion 

as above.

3.2.9 Transient M odel Solution

For the transient models, a generalized trapezoidal rule

(3.67)

A z,n+x — Az,n T AtAz,n+i (3.68)
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is used to  numerically integrate Equation 3.56 over a series of pre-specified time 

steps, A t  =  tn + 1 — tn prior to the application of the incremental Newton-Raphson 

method as discussed in the static analyses. A sufficiently small tim e step is required 

to ensure the applied voltage load waveform is captured and for solution convergence. 

The magnetic potentials a t time tn are represented by A z,n and the respective time 

derivative A z>n is calculated a t the previous time step. Substituting the trapezoidal 

approximation at time tn + 1 into Equation 3.56 results in:

This equation set is then solved in a similar fashion to  the static models. However, 

sub-steps are now replaced with a time step, (ie. the load is no longer ramped). 

Therefore, to ensure convergence, a sufficiently small time step size must be used.

3.3 Lum ped Param eter M odeling

Although FEA techniques are ideal for providing accurate field solutions to relatively 

complex nonlinear and coupled problems, the time and com putational resources re­

quired are potentially untenable. Additionally, the models are not conducive to ap­

plication of modern control design. As a result, a simplified lumped param eter model 

is sought th a t sufficiently describes the actuator behavior yet is still computationally 

simple enough to  incorporate into a real-time control algorithm. The actuator may 

be characterized by electromagnetic and mechanical subsystems as discussed in the 

following sections and shown schematically in Figure 3.4.

(3.69)

Upon calculation of A z,n+i, Equation (3.68) is used to update A Zjn+1.
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C L O SE R

O P E N E R

DRIVE
COIL

Figure 3.4: Cross-sectional schematic of hinged actuator indicating arm ature motion 
and magnetic flux

3.3.1 R eluctance Network

A common approach to modeling magnetic circuits is through construction of a reluc­

tance network. Often, linear induction is assumed so th a t the relative permeabilities 

of the backiron and arm ature materials are independent of field intensity. For most 

magnetic devices, this assumption is reasonable for lower field intensities. Since the 

linear permeability of steel is approximately 1 0 0 0  times greater than  air, the steel 

material properties are expected to be of little significance in the inductance calcula­

tion at large air gaps (or prior to the onset of saturation). Upon m aterial saturation, 

the steel permeability is the same as free space, fi0, or air, and hence the reluctance 

of the steel flux path  lengths become as significant as the air gaps. Saturation is 

expected to  occur a t relatively large excitation levels and small air gaps, as it is at 

those operating points where the magnetic field intensity will be greatest.
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By taking advantage of the linear permeability relationship, B  — firH,  between flux 

density B,  and applied field intensity, H,  flux may be related to the material proper­

ties as:

0 =  n rH  Apath (3.70)

where A path is the path  cross sectional area. Note th a t for nonlinear or saturable

materials iir =  fJ,r(H).  H  can be related to the number of turns of the coil, N , the

current, i, and the length of the flux path, I by:

where M  is the magnetomotive force (MMF). Equation 3.70 can now be rearranged 

as:

0  =  ^ A ^ hNi  (3 .7 2 )
t

This expression can be used to discretize the geometry and m aterial of a linear mag­

netic device which results in a network of regions th a t can be solved in a similar 

fashion as classical circuit analysis. Thus, flux for a device consisting of n  different 

linear materials in series can be expressed as:

= V  t i M i i  (3.73)
I'i

i = l  3

In such cases, each of the elements are analogous to resistors in an electric circuit. In 

magnetic terms, they are cumulatively known as the system reluctance, 5R, where

sft = î = ^.^IL = -L (3 .74 )
(p 0  )Ur 0  [jLA

or by definition of inductance, 9? =  ^ 7 . Note th a t in devices w ith air gaps, it is often 

possible to neglect the reluctance of materials w ith high permeability much in the
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same way the resistance of wires in an electric circuit can often be neglected. Con­

sequently, for devices such as solenoids, flux linkage, A =  X(x, i ), is highly dependant 

on the air gap, or position of the arm ature, as well as current excitation or MMF. 

Flux can finally be stated  as:

=  (3.75)
j  =  1  3

Where the magnetic system is discretized into n  regions of unique reluctance elements, 

9ij.

3.3.2 Nonlinear Induction

As a means of providing an accurate inductance model, magnetic material saturation 

is considered. Saturation effects will be present at high MMF values, particularly at 

small arm ature/pole face air gaps and /o r high current excitation [Chladny et al., 2005]

The following function is intended to approximate the net magnetic circuit flux linkage

response with magnetic m aterial saturation as in [Ilic’-Spong et ah, 1987]:

A(x,i)  = ^ ( l - e ~ i3(x)), (3.76)

where,

g(x ) =  ——  +  a - (3-77)
K  ~  X

The param eters i/>, /3, k and a  are identified with MATLAB using a nonlinear least 

squares fit to the FEA model data. Specifically, the n l i n f i t . m  m-function uses the 

Gauss-Newton algorithm with Levenberg-Marquardt modifications for global conver­

gence.
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3.3.3 E lectric Coupling

By making use of Kirchhoff’s second law and Faraday’s law, a differential equation 

relating a DC source, coil resistance and flux linkage may be expressed as

VSource — R t T (3.78)

Eddy currents are not modeled as preliminary FEA modeling and experimental tests 

indicated negligible contribution to overall current response 1. A lumped parameter 

method of accommodating eddy currents using FEA data  was developed for a similar 

actuator in [Chladny et al., 2005].

3.3.4 M agnetic Co-energy

When the actuator arm ature moves, energy is exchanged among three forms. Namely, 

the mechanical system, the electrical system and the magnetic field. It is possible to 

consider an energy balance of the entire system when observing the nature of the force 

development so th a t a complex field analysis may be avoided [Schmitz and Novotny, 1965]. 

The general energy balance equation for the three systems may be expressed as:

where A W e, A W C, A W m represent changes in electrical, magnetic and mechanical 

energies respectively.

Since mechanical force may be expressed as a change of energy over a change in

laminations succeed by breaking the eddy current paths into many smaller loops with lower magni­
tude and subsequently reduce the counter flux generated.

AWe =  A W C +  A W m (3.79)

1The actuator back iron and armature are constructed from laminated silicon steel sheets. The

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. TH EO RY

displacement, A x  the average force on the arm ature may be stated  as:

59

FavgAx = A W m (3.80)

Implicitly, it may be observed from Equation 3.79 th a t for any given position, the me­

chanical energy may be determined from either magnetic flux linkage, A, or electrical 

current, i. Thus, the average force may be expressed as:

A W,(i,x) A Wc(i,x)
=   Ax (3'81)

or
A We(X,x)  _  A W C(X, x) 

A x  A x
Favg = (3.82)

For a simple air-coil-resistor circuit, W c can be expressed as the stored energy in the 

coil over a change in time, A t  = t2 — h ,  as:

r*t2
We [  iVcoiidt (3.83)

Jti

Using Faraday’s law of induction, Vc0u — %■> yields:

ft2 J \  /"A 2
/  — i d t =  /  idX (3.84)

Ju dt

For such linear systems, the relationship between flux linkage, A, and current, i is 

often expressed as the coil self-inductance, L  as:

L = -  (3.85)
i

Inductance is analogous to mechanical inertia or mass as it resists any change in 

current due to an applied voltage, just as a mass resists a change in velocity due to
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v — iR +
X  =  f ( x )  +  g(x)u  
y  =  hx

LPM

SIMULINK

FEA

CONTROL
DESIGN

Figure 3.5: Schematic of Simulink modeling process

an applied force. If the system is excited from Ai =  0, the stored field energy may be 

expressed as:

W c = f  idX =  \ u 2 (3.86)
J o  2

3.4 Simulink M odel

As a means of hybridizing the accuracy of a FEA field solution with the expedient 

solution time and flexibility of a LPM, a MATLAB-Simulink model of the actuator 

system is designed. The intent of this model is to accurately represent the actuator 

system for con tro l a lg o rith m  evaluation . P e rh ap s  th e  m ost sign ificant aspect of th e  

modeling approach is the use of FEA generated da ta  in look-up tables to simulate the 

electromagnetic response. Here, flux and force FEA data  are input with respect to ar­

m ature position and excitation current. Faraday’s equation is numerically integrated 

to derive flux linkage subject to applied coil voltage and coil resistance. As Figure 3.5
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indicates, the model may be considered a LPM-FEA hybrid model as, technically, it 

is neither but incorporates elements of both in an attem pt to  use the accuracy of a 

field solution with the computational simplicity of solving a  system of ODEs. Thus, 

it has greater accuracy than  a strictly ODE based model, but is not amenable to 

analytic control design. Rather, its prim ary purpose is to simulate the experimental 

testbench conditions for evaluating control performance w ith model-plant mismatch. 

After models of the circuit and mechanical dynamics were implemented and experi­

mentally validated (see Chapter 6), representations of the power electronics and gas 

force dynamics were added. Descriptions of the sub-models are provided in Chapter 

4. Due to  the coupled multi-disciplinary nature of the model and the switched na­

ture of the power electronics, a stiff solver was used. In such instances, MATLAB 

recommends use of the multi-step solver odel5s based on numerical differentiation 

formulas (NDFs) [Shampine and Reichelt, 1997],

3.5 Differential Flatness

The feedback control algorithm used in this work exploits a property of the actua­

tor system known as “flatness” as first outlined in [Martin, 1992, Fliess et al., 1992] 

using differential algebraic techniques. Most simply stated, a system may be con­

sidered (differentially) flat if the state(s) and input(s) may be expressed explicitly 

as a function of the ‘flat’ output(s) and a finite number of output time derivatives 

[Levine, 2004, M artin et ah, 1997]. More specifically, a system, x = f { x ,u ) ,  may be 

considered fla t p rov ided  th e  s ta te  variables, k M” , an d  in p u ts , ueMm, can be param­

eterized by an m-dimensional flat output yeM.m of the form:

y = q ( x ,  it, u , . . . ,  u {a)) , (3.87)
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satisfying:

x  = (j) (y , . . . ,  y iP))

u = ip (y , • • •, y {p)) (3.88)

The outputs may correspond to physically measurable param eters or to some ficti­

tious output. This endogenous feedback results in an equivalent linearization such 

th a t an expression of the system dynamics can be related to the output without 

the need for numerical integration [Mercorelli et al., 2003, M artin et al., 1997]. Fig­

ure 3.6 provides a graphical representation of how a trajectory may be designed in 

flat output space, then one-to-one mapped (smoothly) to the original input and state 

space. Consequently, the property is useful for solving motion planning and control 

tracking problems since the problem of solving a dynamic system is reduced to an 

algebraic (non-differential) one [Fliess et al., 1995]. Many mechanical systems may 

be characterized as being differentially flat [Murray et al., 1995]. For example, linear 

controllable systems are flat as well as input-output linearizable systems (by defini­

tion). Although no necessary and sufficient conditions have yet been determined, some 

equivalence theorems exist [Rathinam and Sluis, 1995, van Nieuwstadt et al., 1994]. 

As a result, in most cases the only way to dem onstrate th a t a system is flat is through 

finding an appropriate output (or set thereof) th a t satisfy the conditions (3.87) and 

(3.88). The flatness definition in (3.87) was later extended using differential geometry 

techniques to  include outputs with infinite coordinate dependance [Fliess et al., 1999] 

and time transform ations or orbital flatness [Fliess et al., 1994].

3.6 Summary

The preceding sections briefly summarize the key analytic and numerical tools used 

during the course of the actuator modeling and control. Specifically, Maxwell’s general
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State Space

(y(t0) , . . . ,  y (/3)(to))  =<t> 1{x(ta)) 

(y( to),  • • •,  y (/3)(to))  -  ' 0~1(u( t a))

x ( t 0) , u ( t

y W M ' J  =<j) 1(x( t f )) 

( y( t f =  ,p - x(u(t f ))
Flat Output Space

Figure 3.6: Correspondence between flat output space and state  space [Chung, 2005]

equations are subjected to the quasi-static approximation and the magnetic vector 

and electric scalar potentials are used to provide differential equations which govern 

air and iron regions of a 2D system. ANSYS applies these equations over discretized 

regions and assembles them  into a system of equations which are then solved using 

a Newton-Raphson procedure. As well, methods of modeling magnetic circuits for 

th e  p u rpose  of con tro l design are  outlined . T h e  hinged  a c tu a to r  is s im u la ted  using 

the MATLAB-Simulink numerical solving environment for preliminary control per­

formance evaluation. Finally, the concept of differential flatness is summarized which 

provides a system characterization framework th a t allows for trajectory planning and 

tracking development w ithout the need for numerical integration. The remaining
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chapters will expand on these techniques and the assumptions used in the context 

of the hinged solenoid actuator system and in contrast to  experimentally measured 

results.
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M o d e l i n g  a n d  S i m u l a t i o n

4.1 Introduction

As part of the overall goal for implementation of the hinged actuator on a single 

cylinder research engine, extensive modeling and simulation are conducted for 

control design and visualization purposes. Solid modeling is performed as part of the 

finite element analysis and testbench design. Finite element and lumped parameter 

models are developed and experimentally validated for control design purposes. The 

results of the these models are implemented in a MATLAB-Simulink model th a t also 

includes representations of the power electronics and exhaust gas force disturbances 

to further improve model scope and fidelity. A strong emphasis is placed on modeling 

in part due to  the nonlinear control algorithms used. Controllers derived through 

feedback linearization techniques are model dependant and thus poor model fidelity 

could adversely affect performance. All models are essential in the development, 

evaluation and debugging of potential control algorithm candidates prior to hardware 

implementation.

65
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Figure 4.1: 3D solid model of the prototype actuator

4.2 3D Solid M odeling

An accurate geometric representation of the prototype actuator is desired for model­

ing, experimental design and visualization purposes. A model of a cylinder head is 

also required for the testbench and custom single cylinder engine designs. The mod­

eling package Pro/Engineer, by Param etric Technology Corporation (PTC), is used 

to generate models of the actuator, cylinder head and related experimental hard­

ware. The arm ature and back-iron geometry is exported from P ro /E  to ANSYS to
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Figure 4.2: 3D solid model of the actuator, exploded view

simplify the input during geometry definition. An example of the modeled actuator 

unit is shown in Figure 4.1. An exploded view of the actuator and two actuator 

units mounted to  a  cylinder head and cylinder are provided in Figures 4.2 and 4.3, 

respectively. The intake and exhaust actuator units differ slightly to accommodate 

differences between intake and exhaust valve requirements (such as spring stiffness 

and valve geometries). Although there are two valve actuators per actuator unit (for 

a four valve cylinder head), the actuation operations need not be coupled.

The model of the arm ature is also used in solid mechanics type finite element analysis 

(using P T C ’s Pro/M echanica analysis software) to  investigate the effect of torsion bar 

deflection on nominal magnetic airgap.
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Figure 4.3: 3D solid model of the actuator, cylinder head and custom engine cylinder 

4.3 F inite Elem ent M odeling

Two dimensional representations of the opener and closer are separately modeled to 

minimize model complexity and computational time and because they have different 

geometry. Due to  flux path  geometry, the magnetic field is expected to vary most 

significantly  in  only  tw o dim ensions. T he  2D sim plification  m ay  be  ju stified  provided  

the actuator has a sufficiently large depth, small air gap and minimal eddy currents 

[Takahashi et al., 1991]. The actuator in this study has a depth over eight times 

greater than  the flux path  width and is constructed from lam inate silicon steel sheets 

(0.3 mm thick) for eddy current suppression. The maximum air gap is approximately
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Figure 4.4: Modeled actuator flux path  sections

the same as the flux path  width. Using 2D geometry for the 3D actuator assumes th a t 

the more complex 3D eddy current paths during transients and fringing in the corners 

of the back iron and arm ature are negligible. Aside from the added computational 

load, full 3D analyses are also subject to potentially greater accuracy and conver­

gence issues [Prieto et al., 2005]. Additionally, no flux path  scaling or transformation 

is required since the modeled and actual flux path  areas are the same (since the de­

vice is not modeled as axis-symmetric) [Li and McEwan, 1993]. The simplification of 

modeling the opener and closer components separately is justified through the high 

permeability of the arm ature, relatively large distance between the two magnets, and 

since in practice, only one coil is active at any time. Although similar data  could be 

gathered through experimental studies, a more expedient design process would be to 

simulate the actuator response and control performance prior to  prototype fabrication 

and evaluation. Figure 4.4 illustrates the modeled opener and closer coil and steel 

cross-sections th a t will most significantly influence the flux path. In both static and 

transient studies, reference is made to air gaps or the distance from the arm ature to
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Table 4.1: Air gap and excitation operating points 

Air gaps [mm]

0.02 0.03 0.05 0.07 0.10 0.13 0.20 0.33 0.49 0.66
0.99 1.32 1.98 2.63 3.29 3.95 4.61 5.27 6.58 8.00

Coil excitations /  MMF [Ampere-turns]

10 25 50 100 200 300 400 500 600 80cT
1000 1250 1500 1750 2000 2250 2500 3000 3750 5000

the respective m agnet pole face. Due to the hinged nature of the actuator, the air 

gap distance is ambiguous and therefore all air gap references are made with respect 

to valve position. For example an opener air gap of 0.50 mm corresponds to a valve 

position th a t is 0.50 mm away from being fully opened (or x  =  3.50 mm). Similarly, a 

closer air gap of 1.50 mm corresponds to a valve position th a t is 1.50 mm away from 

being fully closed (or x  =  —2.50 mm). This is done to explicitly acknowledge the 

affect the air gap has on the magnetic response while still referencing a state variable.

4.3.1 Static M odeling and Simulation

Static 2D models of the opener and closer are created using geometry generated 

from Pro/Engineer and the ANSYS Param etric Design Language (APDL). For each 

operating point, macros are called from a subm itted batch file th a t assigns appropriate 

geometry, mesh, m aterial properties, boundary conditions and current excitations. 

The resulting force and flux da ta  are exported to file for further processing with 

MATLAB. Results for the opener are determined for each of the operating points 

listed in Table 4.1 for a to ta l of 400 static solutions. The operating points were 

selected to provide a relatively smooth force and flux relation as a function of air gap 

and current. A higher number of da ta  points are required for a smooth data  set at 

low air gaps due to the dram atic change in magnetic flux and force in these regions. 

Similarly, due to m aterial saturation, a higher resolution of d a ta  are required at
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Figure 4.5: S tatic and transient model mesh and m aterial types for the opener FEA 
model

lower excitation. Mesh refinement is determined by inspection as well as by ensuring 

force and flux convergence with respect to an increase in element density. In order 

to prevent elements with poor aspect ratios, active mesh control is established in 

the back iron, arm ature and air gap regions in addition to the model boundaries. 

The default auto-mesh generator is used to mesh the remaining regions with the 

finest mesh refinement possible. In order to ensure appropriate element densities and 

shapes a t extreme arm ature positions, a linear function is used to control the element 

mesh in the air gap region over the 8 mm range of valve motion. For both iron and 

air regions, 2D quadrilateral elements with a magnetic potential degree of freedom
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are used. Figure 4.5 illustrates a full and close up view of a  typical mesh over the 

arm ature, air and opener back iron. A single layer of boundary elements is used 

around the perimeter of the model to model far field decay. These infinite elements 

use shape functions which require the magnetic potential to be zero at infinity. The 

backiron region is divided into two m aterial type regions to  better represent the 

anisotropic induction resulting from aligned grain structures of the laminate sheet. 

Unlike the transient simulations, where coil current is coupled to circuit elements, 

excitation is applied directly to  the coil elements in the form of current density. 

Validity of the model is assessed by comparing simulation results to experimental 

measurements (see Chapter 6).

4.3.2 Transient M odeling and Simulation

The transient behavior of the model is determined by applying a voltage step at a con­

stant air gap to  a quasi-static transient FEA model. A step voltage is chosen as it is a 

typical output waveform of driver circuits [Xiang, 2002, Amato and Meuller-Heiss, 2001, 

Lequesne, 1990]. Quadrilateral elements with additional electromotive force (EMF) 

and current degrees of freedom are used for circuital excitation and to account for 

transient effects such as eddy currents. A voltage source, resistor, and stranded coil el­

ement are modeled to  excite the actuator finite element domain as represented in Fig­

ure 4.5. The circuit elements are not part of the field solution. Rather, the stranded 

coil element’s current and EMF degrees of freedom are coupled to  the coil elements 

in the actuator domain. The coil resistance, assumed independent of tem perature, 

is accounted for through the geometry of the FEA and the specified conductivity of 

copper. Approximate step waveform voltages, measured from an actual experiments, 

are applied to  the FEA model to allow model validation and comparison with exper­

imental da ta  (see Chapter 6).

For further details of the finite element solution process, see [Chladny et al., 2005,
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Chladny, 2003].

4.4 Plant D erivation

In the following sections, two types of lumped param eter models of the hinged actu­

ator are presented for use in the development of control algorithms. In both cases, 

the actuator system can be considered to be comprised of magnetic, electrical and 

mechanical domains.

4.4.1 M agnetic Subsystem

Two magnetic models are presented for the hinged actuator. The first neglects 

changes in magnetic path  caused by material saturation and is derived from the m ate­

rial properties and through a reluctance network method. A second magnetic model 

is presented based on the work of [Ilic’-Spong et al., 1987]. The la tter model heuris- 

tically represents the net magnetic circuital response and is parameterized through 

numerical fitting to a FEA data  set.

4.4.1.1 Reluctance Network - Linear Induction

The following details the derivation of a plant model for the hinged actuator assuming 

linear induction and the reluctance network method. A schematic of the magnetic 

path for the hinged opener magnet is shown in Figure 4.6. In this case, the path  has 

been discretized into eight regions represented by various pa th  lengths and the four 

rela tive  perm eab ilites. T h e  n e t re luc tance  m ay  be  th u s  expressed  (using  a  sm all angle 

approximation) as:

=  — (a>£ + Sc + je +  £e) (4-1)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 4. MODELING AND SIMULATION

xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx

"bkirn 2

30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
30000000000
3 0 0 0 0 0 0 0 0 0 0
30000000000
30000000000
30000000000
30000000000
30000000000

'bkirn 1

bkirn 3

Figure 4.6: Opener magnetic path

where,

larml 4“ Lit m2 4” I arm 3Ot£ =  -----------------------------
Larm

r Lkirnl 4" Ibkirn2 — ----------------------
Lirnlg 

IbkirnZ
I t  =

Lirnrt
iairl 4“ Iair2

Lair

A  =  flux path cross-sectional area
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Note th a t the air gap path  lengths, £airl and Iair2, only vary in relation to valve

position x. The derived reluctance may be related to inductance by:

L = —  = N2A (4 3)
K cue + Se + &

This expression can then take a more general form by combining the fixed path terms 

and relating the changing airgap to valve position, x. Specifically,

L(x)  =  - A _  (4.4)
K£ — X

where f3t and Kt are constants determined by the reluctance of the magnetic core, 

air and arm ature flux path. For improved accuracy, these constants may be fit to 

experimental or FEA simulated data. Recall from Chapter 3 Equation (3.85), th a t 

inductance may also be defined as the ratio of path  flux to applied current. The 

expression for flux linkage is thus:

A, =  _ * ! _  (4.5)
Ke — x

4.4.1.2 Nonlinear Induction Model

As a means of providing a more accurate model of the physical system, magnetic 

material saturation is considered. Saturation effects will be present a t high magne­

tomotive force (MMF) values. Specifically, at small arm ature/pole face air gaps and 

or h igh cu rre n t ex c ita tion . D ue to  th e  soft lan d in g  requ irem en ts  of th is  system , the 

feedback control is active during such conditions (and thus requiring accurate mod­

eling). The following function, proposed in [Ilic’-Spong et al., 1987], is intended to
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heuristically approximate the flux linkage response with magnetic m aterial saturation:

(4.6)

where

9{x) -f" (y. (4.7)
K  —  X

Using this form, the param eters -0, Pi k  and a  are obtained with a nonlinear least 

squares fit of collected experimental or numerically simulated force, position and 

current excitation da ta  and listed in Appendix B.

4.4.2 E lectric Subsystem

The following sections provide details of the derivation of the electrical domain of the 

actuator system in the case of the linear and nonlinear magnetic induction models.

4.4.2.1 Electric Subsystem - Linear Induction

The magnetic and electric domains are coupled through a  source voltage and circuit 

current which can be represented by an RL circuit described by Faraday’s law of 

induction and the following KVL equation:

with applied voltage, v, coil current, i, X(i ,x)  representing the magnetic flux linkage 

of the electromagnet and L(i, x) the self-inductance of the electromagnet. In addition, 

4/(0 x) represents the back EMF, R, the to tal resistance of the coil winding and, x,

(4.8)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 4. MODELING AND SIMULATION  77

the valve position (and thus relates to the effective air gap between the arm ature 

and magnetic core pole face). Substituting the flux linkage model from (4.5) into the 

defining KVL relation, (4.8), yields the following ODE:

_. . •. .dL(x) . 
v = t R  + L(x) i  +  %— -— x 

ax
. „  , P sdi Pi ,,

=  iR  +  (--------)— +    (4.9)
k — x  dt [k — x y

Solving for rate of change of current yields

di i . (k — x ) , . / a
-  = —  rx  +  -  iR)  (4.10)
dt [k — x) P

4.4.2.2 Electric Subsystem - Nonlinear Induction

For the nonlinear induction model, a similar procedure is used to  derive the following 

KVL equation which considers magnetic material saturation:

. _ d \ (x ,  i)
v = iR  + — V - 4  

dt

=  iR + y N t  (1 -  (1 +  ig{x))e-«‘» ) . (4.11)
g2(x)

where g'(x) is
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Solving for ra te  of change of current yields

di — fiipix + e^ '^*+Q̂ (s: — x )2(v — iR)
dt ip(P +  a (K ~  X))(K ~  x )

1 /  e9^ l (v — iR)

(4.13)

9 ( X ) V V- i 3 ' ( X ) i )  (4'14)

4.4.3 M agnetic Force Calculation

A relationship between magnetic force, airgap and current is derived through co­

energy, W c. Here, the change in field energy is related to a change in arm ature 

position [Woodson and Melcher, 1968]. To derive the co-energy of the system based 

on the linear induction model, flux linkage, Xf_, is integrated w ith respect to current, 

i:

W c e ( x , i ) =  [  Xt (x ,£)d£  
Jo

13 (4.15)
K  —  X

where W d  represents coenergy of the linear induction model. Differentiating with 

respect to x  yields the expression for magnetic force:

„  / .X dWd(x,  i)
Fm, M  = - i r -

(4,16)f t
( k £ -  X ) 2

4.4.3.1 M agnetic  Force - N onlinear Induction

In a similar procedure, the nonlinear inductance model described in Section 4.4.1.2 

is used to  develop a relationship between magnetic force, airgap and current through
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co-energy, W c.

Wc(x ,i) =  [  A 
Jo

=  J  ( i  -  e"s(^ +a))  d£

=  -r—— ------- T ( k +  el(«-*+a)(/?f +  ( - 1  +  m)(/v -  x)) -  x ) j (4.17)
| Ql (/v X) > »

Differentiating with respect to x  yields the expression for magnetic force: 

dWc(x, i)
dx

; + a )

=  (g +  a?K - ^ ) » ( K - » )  ( ~ 0i  +  (_1  +  ei<^ +“’ "  “ 'i ) ( K  "  x ) )  ( 4 ' 1 8 )

4.4.4 M echanical System

The mechanical subsystem is represented through application of Newton’s second 

law relating the system forces to the arm ature and valve acceleration. Due to  the 

way in which the arm ature of the hinged actuator is constrained (see Figure 3.4), 

the im parted magnetic force may be expressed as a moment. The moment can be 

calculated by using the radial distance from the arm ature revolute joint to the position 

where the distributed magnetic load may be equivalently resolved as a point load, Im. 

Due to the relatively small change in angle, this param eter is assumed constant with 

air gap. Valve force can be resolved with the radial distance from the arm ature 

pivot point to  where the longitudinal arm ature and valve axes intersect, i v. In this 

way, Newton’s second law can be applied to  derive valve motion as a function of 

effective magnetic, torsion bar, spring, and viscous damping forces with respect to
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valve position:

x(m v +  4 )  +  x(bv +  i )  +  z (kv +  4 )  +  Fvpi +  Fg =  (4.i9)
t v  i v

where: x  is the valve position, m v is the valve and moving spring mass, bv is the friction 

damping coefficient associated with the valve, b is the viscous damping coefficient 

associated with the arm ature, kv is the valve spring constant, k  is the angular torsion 

bar spring constant, Fv is the valve spring pre-load, Fg is the gas force acting upon 

the valve and Fmj  = —Fmo. Fm)C is the magnetic force on the arm ature, with jeo, c 

to indicate the opener or closer magnet respectively. Typically only one magnet is in 

operation at any given time. This may be further reduced to:

x  =  (xb  + xk  -  Fv + F g -  ~ - F mj ( x ,  i ) j  (4.20)
Tf l  y  /

with m  =  rnv +  h  representing the effective system inertia, k = kv +  4  the effective
v

spring constant and b — bv + j% the effective damping coefficient. The valve and arma-
v

ture are considered to  be rigidly coupled. Sufficiently small angles are assumed such 

th a t sin 9 ~ 6, since 9 is limited to ±6°. A rm ature and valve impacts are ignored since 

in experimental results in this work and in [Eyabi, 2003] it is reported th a t impact 

speed less than  «  0.2 m /s  produced negligible arm ature or valve bounce. Thus, ar­

m ature impacts are modeled simply by setting acceleration and velocity to zero when 

the arm ature reaches the stroke bounds. Im pact speeds of approximately O.lm/s 

or less are  needed  for successful control. T h e  to ta l  valve stroke  is rep resen ted  by: 

S  = 8.00 mm. External forces such as those caused by gravity are considered negligi­

ble. Effective moving mass, spring pre-load, spring constant and friction parameters 

are determined using a grey-box model system identification technique described in 

Appendix B.
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4.4.5 S tate Space Formulation

W ith the magnetic, electrical and mechanical relations now derived, the state  vector 

is defined as: x  =  [xi x2 x s]T where x 2 — k  — x  for notational convenience.

4.4.5.1 State Space Model - Linear Induction

For the linear induction model, the resulting state  space model is:

(  . \

*i

\ ± 3  ,

X 1 X 3  

X2

-X3
X 3 b ~ t~ ( x 2  — f t ) k — Fg — F v | {3£rri

mRx2 /

+

( n \

0 /

u (4.21)

where input u  is defined as u = v — iR.

4.4.5.2 State Space Model - Nonlinear Induction

Again substituting x 2 =  At — x  and defining the state  vector x  =  [x\ x 2 x $ f  results 

in the following nonlinear state  space model which includes saturation effects:

(  • \Xi

X2 

\ ± 3  J

( x\g'{xi)xz 
9(x 2)

-X3

\

V ~ m  (  + ( k -  X 2 ) k  ~  Fv + Fg -  ^ F m ( x  1 ,  £ 2 ) )

+

( eg(x2)xlu  ̂
2)

0

0

Note th a t both  systems are in control affine form [Isidori, 1997]:

x  =  f ( x )  +  g{x)u 

y = [0 1 0] x

(4.22)
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4.5 Gas M odel

Motion control of the valve subject to cycle-to-cycle gas force disturbances adds an 

additional challenge to  the soft landing objectives. In-cylinder pressures at exhaust 

valve opening may change from over 5 bar to about 1 bar in consecutive cycles in 

depending on the engine operating point (or even less in the event of a misfire). 

Identifying and rejecting these disturbances is crucial to successful exhaust actuator 

implementation in a  real engine. Negative pressures such as those potentially encoun­

tered during regenerative braking are not considered and a t any rate, will likely be 

more predictable due to the change in operating mode.

4.5.1 Gas Pressure

To predict the transient pressure disturbance, a compressible flow model is used 

assuming an initially sealed volume (cylinder with valves closed) which contains a 

mass of exhaust gas a t a  given pressure and tem perature. The gas is expelled through 

the time varying valve opening. The cylinder volume varies w ith piston position which 

is a function of engine crank position and time. Upon valve opening, mass transfer 

takes place between the volume and atmosphere. The flow is considered isentropic 

through a  duct (exhaust port) with area, A t , defined as a function of valve position. 

The gas is assumed to  be homogeneous (either pure air or exhaust depending on the 

case simulated) and the Mach number at the minimum port area is dependent on 

the in-cylinder and downstream exhaust pressure ratio. Using the aforementioned 

idealizations, mass flow rate may be approximated as compressible flow through a 

nozzle:

where: m g is the mass of the gas inside the cylinder, Cd is the effective flow discharge 

coefficient, R g is the ideal gas constant for the gas, T  is the gas tem perature, A t is

m g =
CdA tM P ^ / k t/ ( R aT)

[Qengel and Boles, 1993] (4.23)(fct + 1)
{l + (kt -  l )M 2/2 )^ t-D
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the valve-position-dependent effective throat flow area, M  is the local Mach number 

at the effective valve throat, kt is the specific heat ratio of the gas (kt is 1.4 for air 

and 1.3 for exhaust gas [C. R. Ferguson, 2000]). Local Mach number is expressed as a 

function of heat ratio and pressure ratio (in this case, back pressure is assumed to be 

atmospheric, Patm). Mach number a t the valve th roat is limited to  unity [Blair, 1999] 

and is expressed as:

M (P ) \
Patm, N kt

- ( k t - 1) t
(4.24)

kt -  IV  P

Mass flow rate and pressure flow rate are related using the ideal gas relation

PVC = m R g T  (4.25)

Cylinder volume, Vc, varies as a function of engine crank angle, 9C, 

t /  _  ndb (  t Ls , t Ls (a \Vc — ^ I Z/r 2 2 cos( c'

+\ LI- y  sin(0c) +  Vres [Heywood, 1988] (4-26)

where: 9C varies from 0° to 360° with TDC at 0°, 360° and BDC at 180°, db is the 

cylinder bore diameter, Lr is the connecting rod length, Ls is the piston stroke length, 

Vres is the combined cylinder head and crevice volume.

The volume time derivative is

Vc = ^ d 2bL snsin(9c) f  Ls Gf y C= y  +  1)  (4.27)
8 V y/4L* -  L2s sm2(9c) I
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Crank angle as a function speed, N e (in revolutions per m inute), initial crank angle 

0O and time, t may be expressed as

<9C =  7T + $0) (4.28)

The time derivative of crank angle is

■ 7T2N e ,TtNe . .
=  _ 30~ COâ ~30~t +   ̂  ̂ ^

Thus, an approximate expression for pressure as a function of initial pressure, P0, 

valve lift, xl  = (x +  S/2)  m, crank angle and time

P = P  (4 , 0)

J o ( \  +  (kt - l ) M { P ) 2/ 2 y ^ - v

The discharge coefficient, Cd, of 0.9 is estim ated based on other four-valve geometries 

[Blair, 1999]. Valve curtain area, A t, is valve lift dependant and may be represented 

as a frustum  of a cone [Blair, 1999]. For a valve seat angle of 45°, area may be 

expressed by

y/(d  _  dos-du y  + (C U _^)2, d < dHm

(4.31)

% { dis +  0 ,  d >  4m

where dis and dos are the respective inner and outer valve seat diameters. For a valve 

with a  seat angle of <fiv =  45°, a lift limit beyond which the distance between the valve 

and valve seat is no longer normal to the seat occurs a t 4 m  =  dsin~2^a =  dos ~  diS. 

Flow area as a function of valve lift is plotted in Figure 4.7.
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Figure 4.7: Valve flow area as a function of lift for valve seat diameters dos, dis

4.5.2 Gas Force

Combustion gas pressure disturbances may be related to  valve force through the 

following:

Fg ~  C9fP{x,  Pa, t )Av (4.32)

where the valve face area is A v and Cgf is a gas force coefficient th a t approximates the 

affect of flow losses behind the valve during opening. In [Schernus et al., 2002], Cgf 

is found to range from approximately 0.85 to 0.7 over the valve stroke. For simplicity, 

a constant value of Cgf — 0.8 is used throughout this study to  approximate this 

stagnation flow effect. As shown in Section 4.5.1, cylinder pressure, P,  depends on 

time, initial pressure, Pa, and effective flow area, A t . Upon investigation, it is found 

th a t a quadratic functional form of gas force, Fgs, approximates this phenomenological

x 10"
i ..........■■■■■ I I I l

----- Alf x ,  <  x.t' L L lim

i i

___A , x, > x, „t’ L L lim
~ .......x L lim

A„ x, ^  x, .. A x >x
t  L ^ L lim M t - * L \  |im

-

i i i i i i i
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Figure 4.8: Comparison of the quadratic gas model to  simulated, experimental test­
bench and engine* measurements

gas flow model and may be expressed as:

Fgs =  CgfP 0A vf i ( x )  = 7 /i(:r) (4.33)

with

f i = c i +  c2x L +  c3x \  (4.34)

where the constants q  are obtained using least squares fit to simulated or measured 

compressible flow pressure transients. The initial gas force magnitude is represented 

by 7  =  Cgf P 0A v and is considered constant throughout the opening cycle. Com­

parisons between this simplified relation, the numerical gas flow model, testbench 

experiments (see Section 6.3) and single cylinder engine tests are shown in Figure 

4.8 over pressures ranging from 1 to 5 bar. Agreement between the simplified model
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Figure 4.9: Absolute error of the quadratic gas model with respect to experimental 
testbench results over various pressure ranges

and experimental testbench measurements is good with a plot of the error between 

the simplified model and measured testbench results over various pressures provided 

in Figure 4.9. Maximum error tends to occur a t higher pressure levels (in excess 

of 4 bar) at the 1 mm position with magnitudes of approximately 0.5 bar. Through

(4.32), errors of 0.5 bar translate to valve force errors of approximately 20 N. The rel­

atively good agreement attainable with a relatively computationally simple gas force 

model makes the quadratic gas model an ideal candidate to  be used in disturbance 

estimation.

Taking the time derivative of (4.33) results in an expression for the rate of change of 

gas force:

Fg» =  C9fP 0A v(c2(x) + 2 c 3 { x  +  S/2)x)  =  7 / 2 ( 2 5  %) (4.35)

f These data are provided by DaimlerChrysler AG from a single cylinder research engine equipped 
with linear motion type solenoid actuators
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Figure 4.10: Simulink Model - top level

At higher engine speeds, gas forces caused by the time varying piston volume, V  can 

be approximated. In th a t case, / i  and / 2 from (4.34) and (4.35) can be augmented 

to reflect the crank position, 6*c, dependence:

( 4 ' 3 6 )

hc V{ec) V*{ec) { }

where cylinder volume, V  and its time derivative are detailed in Section 4.5.1. Esti­

mates for bo th  Fgs and Fgs are required in the landing control law derived in Chap­

ter 5.

4.6 Simulink M odel

A flexible simulation model capable of incorporating the various physical domains 

of the hinged actuator is developed using the MATLAB-Simulink environment. The 

model is designed to  simulate prospective control algorithms and to predict actuator 

performance over a  opening or closing cycle. The top-level of the model is shown in
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Figure 4.11: Simulink Model - Power Electronics (Opener)

Figure 4.10 which indicates the major sub-models which are briefly explained in the 

following subsections. This model has been validated experimentally for the hinged 

actuator in [Chladny and Koch, 2006b] and for a linear VVT actuator (including an 

eddy current model, but w ithout gas disturbances) in [Chladny et al., 2005].

4.6.1 Power Supply and Electronics

The actuator is excited through the use of a switched bridge amplifier circuit. In this 

way, digital pulse w idth m odulated (PWM) signals from the controller are amplified 

as described in C hapter 6, Section 6.5.14. Through the use of one digital and one 

PWM controller outputs, this ‘H-bridge’ circuit provides the ability to apply three
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Figure 4.12: Simulink Model - Testbench

coil voltages: 42 V, 0 V and -42 V. The circuit is modeled using da ta  from schematics 

and component manufacturer data. The SimPower Toolbox is used to represent the 

individual circuit components within the Simulink model. A representation of the 

opener drive circuit is shown in Figure 4.11.

Presently, the 3 kW  power supply used in experiments is modeled simply as a constant 

source with a value of 42 V. This assumption is shown to  be valid for the relatively 

short pules such as those in Section 7.2.2.

4.6.2 Testbench M odel

The testbench sub-model (shown in Figure 4.12) consists of the mechanical, opener 

and closer coil dynamics models. Voltages from the power electronics are passed to

O p e n e r  S w itc h e d  
V o lta g e

Coil V o lta g e
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Figure 4.13: Simulink Model - Coil Dynamics (Opener)

the respective opener and closer coil dynamics which are described in the following 

section.

4.6.2.1 Coil Dynamics Model

To accurately represent the magnetic response of the hinged actuator, flux and force 

da ta  from the FEA studies are implemented in lookup tables as shown in Figure 

4.13. In this way, the difference in applied voltage and Ohmic losses is integrated and 

related to  flux linkage and position to coil current. Coil current and position are then 

used to predict magnetic force through another da ta  set. The coil dynamics models 

are coupled to the power electronics sub-systems through the applied voltage and coil 

current. The system is also coupled to the mechanical system through arm ature po­

sition and magnetic force. Magnetic flux and current are output for control feedback 

which are experimentally measured through analog integration of measurement coil 

voltage and a hall effect sensor, respectively.

4.6.3 M echanical M odel

The actuator and valve mechanics are modeled using Newton’s Law as shown in 

Figure 4.14. The model is coupled to the coil dynamics and gas disturbance models
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Figure 4.14: Simulink Model - Mechanical Dynamics

through their respective forces and arm ature position. Position and velocity data 

are output for feedback (in the case of full state  feedback simulations) and analysis 

purposes. If required, this model could be extended to include a valve /  arm ature 

impact model or a flexible element linking the arm ature and valve masses to represent 

a hydraulic lash adjuster.

4.6.4 Gas Force D isturbance M odel

To investigate the effects of time varying gas force disturbances on valve trajectory, the 

numerical gas model presented in Section 4.5 is incorporated into the hinged actuator 

system  S im ulink  m odel. T h e  m odel is coupled to  th e  m echan ica l system  th ro u g h  

valve position and gas force. Pressure changes caused by engine piston motion can 

be selected as well (via engine speed and EVO crank angle input). Time dependent 

experimental pressure traces can also be used from within this model, however such 

simulation results are viewed as less reliable due to the lack of valve throat area
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coupling.

4.6.5 dSPACE Controller M odel

Given the myriad combinations of feedback, estimation and control algorithms avail­

able for evaluation, the control sub-system is implemented in modules. It contains 

a series of logical operations, or state machine, th a t co-ordinate the various control 

states and their respective algorithms a t a simulated sample and execution rate of 

50 kHz. The controller model also has modules to co-ordinate what kinds of feedback 

and landing controllers are to  be used. Conversion of the controller voltage output 

into a set of opener and closer PW M  and logic signals for the power electronics is also 

included to emulate the physical dSPACE 1103 control hardware output. Informa­

tion such as arm ature position, coil currents and magnetic flux are input for control 

calculation purposes while control output and feedback estim ation da ta  are output 

for analysis and debugging.

4.7 Com puter Software &; Hardware

All modeling software suites were run on a 300W ATX desktop computer consisting 

of an Intel Pentium  4 (2.80GHz) CPU, 1.0 Gbyte of RAM, 7200 rpm  ATA hard disk, 

using a Microsoft Windows XP operating system and MATLAB versions 6.5 to 7.1.

4.8 Summary

The preceding sections highlight the key modeling methods and techniques under­

taken with specific reference to the hinged actuator system investigated. Static and 

transient finite element analyses are conducted to establish and parameterize analytic 

magnetic models. The analytic models are to be used in the derivation of control al­

gorithms. Power electronics circuits, FEA data  and mechanical and electric systems
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are incorporated into a  Simulink model intended to represent the complete hinged 

actuator system for control system performance evaluation. Also provided is an ide­

alized compressible flow model used to approximate the affects of gas pressure on 

valve motion during exhaust valve opening. Where applicable, contrast of the various 

models with equivalent experimental da ta  are provided in C hapter 6.
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C o n t r o l  D e s i g n

5.1 Introduction

Based on derivation and validation of an actuator model and identification of 

design constraints, a control strategy is formulated. In the following sections, 

an overview of the proposed control methodology is presented. Auxiliary algorithms 

for position feedback and exhaust gas disturbance force are also provided for use with 

the proposed feedforward and feedback controllers. Also presented are the derivations 

of classical linear and proportional integral (PI) landing controllers to contrast with 

the proposed flatness-based algorithm. Simulated performance results comparing the 

various feedback controllers for both the linear and and nonlinear induction models 

are included to  justify the use of a model th a t accounts for magnetic saturation. The 

techniques used to  derive the control reference trajectories are also discussed.

5.2 Controller Topology

As discussed in Chapter 1, the actuator and controller design must satisfy several 

performance and physical constraints. These include maximum valve seating veloci­

ties of O .lm /s, transition times (time from open to close or close to open) of no more 

than  4.5ms, the use of practical feedback sensor technology and a maximum avail-

95
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Figure 5.1: Control flowchart from closed to open and open to close

able voltage of 42V. Given these control constraints and actuator characteristics, the 

design of the actuator controller is divided into the following prim ary areas:

•  Initialization and holding routines

•  Closed-loop landing controller

•  Landing control reference trajectory design

• State and disturbance estimation

•  Feedforward controller

The control system is a combination of feedforward and feedback landing controllers 

with online disturbance estimation through measured current and flux-based state
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Figure 5.2: State machine flowchart [Chung, 2005]

reconstruction. A block diagram of the above structure with respect to the actuator 

plant and engine disturbances is presented in Figure 5.1. The individual control 

stages are executed according to a set of logical conditions or state  machine as shown 

in Figure 5.2. S tarting from an inactive state, an open-loop initialization routine is 

called which moves the arm ature and valve into a closed position. Then, as shown 

in Figure 5.3, a holding controller is engaged until a command is given to move the 

valve to an open state. The closer holding controller is released and position, velocity 

and disturbance estim ation begins along with an energy-based feedforward controller.
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Figure 5.3: Control stages from closed to open position with respect to  experimentally 
measured position, velocity and coil current a t 2 bar EVO

These routines are used to  set up favorable initial conditions for the landing controller 

which is engaged a t position x = xic. After this point, the feedforward controller is 

disengaged and the closed-loop landing controller takes over to  seat the arm ature and 

valve with a low impact speed. When a pre-determined open position and velocity 

are reached the valve is determined to be in the open state  and the estimation and 

closed-loop controller are disengaged and an opener holding routine is enabled. To 

close, a similar procedure is used, although instead of an energy-based feedfoward 

controller, a simpler position based routine is used instead (see [Chung, 2005]. This 

is because minimal gas force disturbances are expected during the closing cycle. A 

plot of the different control modes with respect to an experimental opening cycle at 

an EVO pressure of 2 bar is provided in Figure 5.3. Figure 5.4 provides a flowchart 

overview of the closed-to-open and open-to-closed control cycles and the following 

sections describe in detail the individual routines.
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5.3 Initialization and H olding Control

W hen the valve is not in transition it is either inactive, being initialized into the closed 

position or being held open or closed. The initialization and holding processes have 

relatively little impact on overall control performance, but are essential for practical 

operation and are thus included for completeness.

5.3.1 Initialization

Prior to engine startup, or when the actuator is otherwise inactive, the arm ature 

and valve equilibrium is at approximately a mid-stroke position. Due to the limited 

force authority of the magnets and relatively high spring and torsion bar stiffness, a
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time-based open loop controller alternatively pulses the opener and closer magnet to 

‘swing’ the arm ature into the closed position utilizing the natural frequency of the 

mass-spring system.

5.3.2 H olding Control

After initialization or a t the end of a valve opening or closing cycle, the arm ature and 

valve are held in an open or closed state. During this time, a pre-specified holding 

current is regulated through a coil current measurement and holding controller until 

a  release command is issued by a software RPM  generator (in the case of testbench 

experiments) or ECU (in the case of a real engine). Current is typically regulated at 

approximately 4.0 A through a simple ‘on-off’ controller th a t switches the holding coil 

current on (+42 V mode) or off (0 V mode) if the actual current level is respectively 

0.1 A less than  or greater than  the set-point. Switching is relatively inactive because 

of the high inductance a t these positions (minimal air gap). W hen a release command 

is issued, the coil current is driven to 0 A with the -42 V mode to drive the holding 

force to zero and minimize the time until motion is incipient.

5.4 C losed-loop Landing Control

To justify the use of a nonlinear controller and an induction model th a t accounts for 

magnetic saturation, four closed loop landing controllers are derived and simulated 

for comparison purposes. They are: two classical linear controllers based on both 

th e  linear a n d  non linear in d u c tio n  m odels, a  P I  con tro ller a n d  a  fla tness contro ller 

based on the nonlinear induction model. The benefits of the flatness technique and 

nonlinear induction model are apparent in simulation so only the flatness controller 

is implemented w ith hardware.
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5.4.1 P lant M odels

W ith reference to the plant models derived in Chapter 4 Section 4.4, below are the 

linear and nonlinear induction state  space models. In both cases the state vector is 

defined as x  =  [x\ x 2 x 3]T — [i x  x]T where x  = k  — x  and input u  is defined as 

u = v — i R  for notational convenience.

5.4.1.1 Linear Induction Model

As introduced earlier, the resulting linear induction state  space model is:

(  ■ \  
Xl

\ i s  J

xrx3
X2

~X3
X3b+(X2-K)k-Ff,-Fy , X^pim

m mlvx ,I J

+

\

0 )

U (5.1)

5.4.1.2 Nonlinear Induction Model

The resulting state  space model for the nonlinear induction model is:

/  . \
X\

X2 

\ ± * /

xig'(x2)x3 
9 ( x  2 )

- X 3
( - X 3 b + ( K - X 2 ) k - F v +  F g - ^ ® - F m ( x i , X 2 ) )

+
ipg{x 2 ) 

0

0

(5.2)

5.4.2 Linear Full State Feedback - Linear Induction System

In order to  obtain an LTI compliant model, the nonlinear state  equations in Section 

5.4.1.1 are  linearized  a b o u t an  equ ilib rium  p o in t x e =  [x'ie x 2e x 3e\.

It is apparent th a t the equilibrium velocity, x3e, must be zero from solving x2 =  0. 

The equilibrium current may then be solved for an arbitrary  position, x 2e = k — x e. 

This operating point is chosen to  be x e — 3.25 mm, or 0.75 mm from the stroke
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bounds, as th a t is the midpoint of the range over which control is typically executed.

x u  =
yjfllyCri(Eg T  Ey T  / c ( / C %2e))X2e (5.3)

Solving for the equilibrium input voltage, v, is accomplished by setting x\ = 0:

v =  R
yjPlvl-rni,Eg T  Ev A  k(fv %2e))x2e

PZm
(5.4)

To generate the linearized A matrix, the Jacobian of the nonlinear system is computed 

with respect to  the state  vector x  a t the derived equilibrium point. The result of which 

is provided below:

/

A

0

0
2 N - i m / 3 ( v ( ( x 2 e - K ) k - F v - F g )  , ,—t--------- 7---------------------  k / m  +\  £vX2em  '

0

0

2 ( ( X 2  e - K ) k  — F v - F g )
X2em

y /  f 3 l m l v ( K . - X 2 e ) k + F v +  F g) \

fFm 

- 1

The corresponding linearized B m atrix is:

b_
m

(5.5)

B  =
a 

o

\  0 /

(5.6)

The tracking problem is solved locally through static sta te  feedback. To simplify 

the following analysis, the linearized system described by matrices (5.5) and (5.6) is
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redefined as follows:

1 0 0 a 13 ^

0 0 1

0 3 1  ° 3 2  « 3 3

y = (0 1 0)x

V

x  + u (5.7)

(5.8)

where

y / - p t mtv{(x2e ~  «)k ~  Fv -  Fg)
“ i 3 =  m  asi

, /„ , 2((x2e -  K)k -  Fv -  Fg)
0 3 2  — k jm - \ --------------- -——-------------  0 3 3

2 ^ J - £ mf3lv({x2e -  n ) k -  F v -  Fg) 
i vx 2em

b
x 2 em m

bx =
X2e
P

(5.9)

A change of coordinates and a state  feedback control law is sought such th a t lo­

cal exponentially stable error dynamics, and hence asymptotic tracking is achieved. 

Successive derivatives of 5.8 are taken to determine the relative degree, p.

V = x 2

V = x 2  

=  x 3

y = x  3

=  U31X1 +  0 . 3 2 X 2  +  0 3 3 X 3

i/(3) = a31Xi +  a32x 2 + 033X3

=  0 3 1 0 1 3 ^ 3  +  0 3 \ b \ U  +  0 3 2 X 2  +  0 3 3 X 3
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By inspection, the input appears in the third derivative. Therefore the relative degree 

is well defined and equal to the system order. Furthermore, analysis of the transfer 

function representation of (5.7),

M 31y( s )  =  __________________________
u(s) s(s2 -  sa33 -  a32 -  a31a13)

(5.10)

confirms th a t unstable zeros do not exist and hence the tracking dynamics are locally 

bounded input, bounded state. Therefore, the tracking problem is locally solvable by 

static state  feedback.

The coordinate transform ation is defined by z = T x  = [y y y]T , where

T

( 0 1 0

0 0 1

0 3 1 0 3 2 <233

\

(5.11)

and the feedback law

1
u ( U — ( « 3 1 a 13 +  G 3 2 )£ 3

6 1 CI31

—o,33(a3iXi +  0,32X2 +  ^ 33^ 3 ))

(5.12)

where u  is an auxiliary input. The linearized system can thus be transformed into 

Brunovsky controller form:

/

z =

0 1 0  

0  0  1 

0 0 0

\

v 1 /

u (5.13)
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By choosing

u = -  k ^ z i  -  yr{t)) -  k2{z2 -  yr(t)) 

~  h ( z 3 -  + y i 3\ t )

(5.14)

yields the exponentially stable tracking error equation

e® +  hie +  k2e +  kz'e =  0 (5.15)

where — y ^ ) is defined for 0 <  i <  3 and /c, > 0. These error dynamics

guarantee local exponential tracking to a desired reference trajectory. Since the ref-

z3, whereby under transform ation, the states, x x, x 2, and x 3, are also bounded. Pole 

placement is selected with respect to convergence rate and plant saturation (42 V and 

stroke limitations). The composite control law in ^-coordinates is derived through 

combining (5.13) and (5.15) and applying the derived transform ation z  =  T x  as 

shown below:

erence trajectories, yil\  are assumed to  be bounded, then so are the states zx, z 2, and

01*331

033( 031X 1 +  a 32%2  +

-  k3(z3 -  yr (t)) + yl3)(t) -  ( a 3i a i 3  +  a32)x3 

~ 033(031X 1 +  032X2 +  a 33£ 3 ) )

— &3(a3i2i +  <33222 +  <33323 — yr(t)) +  yi3\ t )

— (a3\a-is +  < 3 3 2 ) 2 3  — < 3 3 3 ( 0 3 1 X 1  +  O 3 2 X 2  +  O 3 3 X 3 )
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Figure 5.5: Simulated linear time invariant landing control block diagram

Finally, accounting for the substitution u — v — iR,  the exponentially tracking control 

law is:

v —x \ R  +
1

M 31
( - k i ( x 2 ~  yr(t)) -  k2(x3 -  yr{t))

-  k3(a31X1 +  a32x 2 +  a3 3x3 -  yr(t)) + yi3)(t)

— (a3 ia i3 +  a32)%3 “ ^3 3 (0 3 1 X1 +  a32x 2 +  a 3 3 x3) ^

Note th a t this controller requires either full state  feedback or estimates thereof. For 

the purposes of controller comparison simulations, it is assumed the full state  is 

available and th a t gas forces are negligible. A block diagram of the LTI end-controller 

structure is shown in Figure 5.5

5.4.3 Linear Full State Feedback - Nonlinear Induction

An identical process to th a t described in Section 5.4.2 is used to  derive an LTI model 

based upon the nonlinear induction model. The equilibrium current is:

Xie
x 2e

(3 +  a x  2e (W '-.W  +  I) (5.16)
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where W _i(z) is a real-valued branch of the Lam bert’s function w(z)ew^  (see Ap­

pendix A, Section A.6 or [Corless et ah, 1996] for details)

W -i( z )  = -  —— (P2Iv{Fg + FV + k ( n  -  x 2e)) +  (ax 2e)2£v(Fg + Fv + k ( K  -  x 2e))
/ipfj6l rn

(5.17)

+  /?(— +  2a£vx 2e(Fg +  Fv +  k(K — x 2e))))

Thus, the state  space representation of the system about the equilibrium point is

1 0 0 a 13 ^

x  =

V

o o - i

<231 O32 «33

X  +

f  h ^Oi 

0

\ ° /
y =  (0 1 0) x

(5.18)

(5.19)

where

a 13

a 32

X l e P

X 2 e ( P  + a x  2e 

e"*le(“+4 )
£vm x \ e{fi + a x 2ey  
b

3 * le Ci +  C2

^ 3 3  —— m
(x2e +  a) 

bx = -----—— '-ex̂ +a

£m{3^xXee> X2«
0 3 1  = rn£vx je

(5.20)

with

Ci =  (k£vp 3 +  Zak£vx2e(32 +  a {Zakivx\e — 2£m4>) (3 +  o?kivx \ 3)

C2 =P^m'tp ( - x l e P 3 -  2a x 2u x2e/32 -  a x le(ax le -  2)x22e(3 +  2a ( a x le +  l ) x 32e)

(5.21)
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The system control law derivation and form is identical to  th a t described in the case 

of the linear induction controller with exception of the coefficients.

5.4.4 Proportional-Integral Control

A classical PI landing controller is presented as a benchmark comparison to the linear

applications due to the relative ease in design, tuning, robustness and computational 

demands. Here, current is output in proportion to position error and integrated 

position error as follows:

where ipi  is the current control output, K p  is the proportional gain and K j  is the in­

tegral gain and yr is the desired reference trajectory. The gains are first approximated 

using a Ziegler-Nichols m ethod [Franklin et al., 1998] and then manually refined. PI 

control enhances system response through increasing the response to  output-command 

error while the integration of such errors ensures steady sta te  errors are eliminated. 

Due to excessive sensor noise, a differential term  is not included. To enhance the tran ­

sient response, a feedorward current, ipif f , is introduced so th a t the desired current 

output, id, is id = ipi  +  ipis r  Regulation about the desired current is done in a sim­

ilar fashion as holding current regulation. The position based open loop feedforward 

current is derived as shown in Section 5.5. This controller requires current, i, and 

position, y , for feedback which is assumed to be available for simulation purposes. 

Experimental performance of a similar controller is contrasted w ith a flatness-based 

m ethod for a  linear type of actuator in [Chung, 2005]. A block diagram for the PI 

landing controller w ith a feedforward current input is shown in Figure 5.6.

and flatness-based controllers. The control technique is commonplace in industrial

(5.22)
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Figure 5.6: Simulated proportion-integral current landing control block diagram

5.4.5 Flatness-based Voltage Control - Nonlinear Induction

The landing controller proposed in this work uses a flatness-based landing controller as 

described in [Chung et al., 2007, Chladny and Koch, 2006b] to achieve exponentially 

convergent arm ature position tracking to  a predetermined trajectory. Flatness based 

control was chosen for landing as it allows the design of a trajectory  which is subject 

to both path  and end constraints. Static state-feedback voltage control is obtained 

by defining position, x, as a flat output, y = x. States velocity, x  and current, i are 

related to  the flat ou tput through:

x  = y

a{y)
[W-l ( - r j ( y ,y ,y ) / e )  + 1]

(5.23)

(5.24)

where W _i is a real-valued branch of the Lam bert’s function and

t • , 9 2{y)(my -  A ( y , y , F g))
• K * * * ) - 1  w W ) ------------

A(y,  y, Fg) = - { k y  +  by -  Fv +  Fg)

(5.25)

(5.26)
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Voltage is related to  the th ird  time derivative of y  as follows:

y = x  = - - ( y b  + y k ~ F ,  + F) - i ) )  (5.27)

y m  = - ^ ( y b  + yk  + F , ~ L F m( y , i ) ] ,  (5.28)

where,

Fm(v,i)  =2yFm(y, i) ( j N -  -  (5.29)

Solving (5.28) and (5.29) for input voltage, v yields:

(5 -30)

~ y )  +  Fg + y ^ r n ' j  + iR.
( « - J / )

The singularity at * =  0 is avoided through ensuring a non-zero bias current prior to 

landing controller engagement. Non-zero current is also a requirement for flux-based 

position reconstruction as described in Section 5.6.1. From (5.30) it is apparent 

th a t the state  ( i , x , x )  and input, v, may be expressed as a finite number of time 

derivatives of the output, y. Therefore, the system satisfies the flatness definition and 

therefore an open-loop solution of input, v, may be expressed as a function of reference 

trajectories as outlined in work such as [Fliess et al., 1999, Fliess et ah, 1995]. To 

compensate for deviations from desired and actual trajectories, additional feedback 

can be implemented through defining tracking error as y =  y — ya, and linear error
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dynamics:

h y  +  k2y +  h y  +  y {3) =  0 (5.31)

Coefficients k \ , k2 and k2 are chosen such th a t the characteristic equation P  =  s3 +  

k^s2 + k2s + ki =  0 is Hurwitz. Pole placement is selected with respect to convergence 

rate and plant saturation (42 V and stroke limitations). Solving (5.31) for y ^  results 

in:

y(3) =  —kiy -  k2y -  k3y  +  y (3) (5.32)

Substitution of (5.32) into (5.30) completes the expression for closed loop voltage con­

trol. Exponential tracking of y  to yd will be achieved provided th a t the gains /q are 

positive and chosen appropriately. As in the LTI case, the flatness controller requires 

either full state  feedback or estimates thereof. For the purposes of controller com­

parison simulations, it is assumed the full state  is available. In practice however, the 

state i is measured and y, y  and gas force Fg are estim ated through an integrated flux

measurement and nonlinear observer (see Sections 5.6.1 and 5.8 respectively). Refer­

ence trajectories are designed subject to physical, practical and desired end condition 

constraints as discussed in Section 5.5 as well as in [Chladny and Koch, 2006b] and 

[Chung, 2005, Koch et al., 2004] for a linear motion actuator. A block diagram for 

the simulated flatness-based landing controller is shown in Figure 5.7.

5.4.6 Prelim inary Control Law Comparison

W ith four potential landing control laws derived, preliminary simulations are con­

ducted to  investigate the most promising candidate to be implemented in experi­

ments. Using a simplified version of the Simulink LPM-FEA model described in
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Figure 5.7: Simulated flatness-based landing control block diagram

Section 4.6, closer landing performance is investigated using specific initial current, 

and velocity conditions. The simplified model does not involve gas forces, disturbance 

feedforward controller, power electronics or state  estim ation (full state  feedback is as­

sumed). The landing controller is always engaged at a specific position, xic, usually

1.5 mm away from the landing magnet pole face. Voltage sources of 500 V and 42 V 

are simulated to predict landing performance with and w ithout significant input sat­

uration conditions. The LTI and flatness controllers have the same pole locations 

of [-10000, —10000, —1500] for the purpose of comparison (and was sufficient for all 

controllers to land the valve). Note th a t because the Simulink model coil and force 

dynamics are based in part on the FEA simulations, model-plant mismatch is to be 

expected for all controllers tested. Simulated landing position and velocity tracking is 

provided in Figure 5.8 for initial conditions corresponding with the derived reference 

trajectories and a  500 V source. By comparing the two LTI controllers, it is apparent 

th a t even a linearized model th a t accounts for magnetic saturation provides a signif­

icant improvement with respect to impact velocity. The flatness controller has the 

best performance with least tracking error and an impact velocity of 0.05 m /s. Based 

on these results, it was apparent th a t the LTI linear induction controller would likely 

prove unsuitable.
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Figure 5.8: Simulated landing control performance comparison w ith ideal initial con­
ditions, 500 V

Next, deviations from the ideal initial conditions are introduced to provide insight to 

performance under more realistic conditions. Figure 5.9 provides the landing results 

under a initial velocity th a t is both 0.5 m / s  greater and less than  the initial reference 

velocity. Beyond this range, all controllers except the flatness controller failed to land 

completely. Due to  the relatively high voltage of 500 V, initial current variations of up 

to 10 A, caused insignificant performance variations and are not shown. In all large 

initial condition variations, the flatness controller performed best respect to tracking 

error and settling time. The LTI nonlinear induction controller had the best impact 

velocity at 0.1 m /s  (0.05 m /s less than  the flatness controller), but was among the 

longest w ith respect to settling time. The PI controller had the worst impact speed 

but better settling time than  the LTI controller.

To predict performance with a more realistic source, voltage was reduced to 42 V as 

shown in Figure 5.10. Once again, the flatness-based controller performed best with
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Figure 5.9: Simulated landing control performance comparison with ±0 .5m /s initial 
velocity deviation, 500 V

respect to impact speed and settling time. The PI controller was re-tuned to accom­

modate the reduced voltage with an impact velocity of 0.33 m /s and considerably 

better tracking error than  the LTI controller (which failed to land completely). Also 

provided in Figure 5.10 is current response and input energy. In practice, the coil 

current is limited to 40 A (peak) to prevent overloading. Reduced energy consump­

tion is desired to  minimize the associated parasitic engine load. In this respect, the 

PI and flatness controllers preformed nearly equally well.

Landing robustness to  param eter variations is also of concern given the wide range of 

tem peratures and long duration over which a vehicle engine must operate. In particu­

lar, the mechanical spring stiffness and damping are investigated as they are arguably 

more susceptible to  environmental and m anufacturing variations. In Figure 5.12, PI 

and flatness controller response to a ±  10% change in system spring stiffness, ksys, 

are shown. In the case where the system stiffness is 10% less than  the value used in
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Figure 5.10: Simulated landing control performance comparison with ideal initial 
conditions, 42 V

the control law (and reference and P I feedforward input derivations), landing impact 

speeds are higher. The flatness and PI controllers had final speeds of 0.17 m /s and 

0.35 m /s respectively. W hen the stiffness was increased, the PI controller failed to 

land altogether and the flatness controller exhibited a steady state  bias of 0.05 mm 

as a result of the plant/m odel mismatch. Such biases are not uncommon with feed­

back linearization techniques where the tracking error causes a controller input th a t 

exactly matches the m odel/plant discrepancy. In practice, such problems may be
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Figure 5.11: Simulated landing control performance comparison with ideal initial 
conditions and system spring variation of ±  10% at 42 V

overcome by introducing an additional integrator loop to eliminate any steady state 

errors. Fortunately, spring stiffness is more likely to vary w ith component wear rather 

than  shorter term  environmental changes, unlike viscous damping. To address per­

formance alterations caused by viscous damping changes, system damping, bsys, was 

varied by ±  500%. Due to  the relatively weak force damping has, particularly at the 

lower speeds encountered during the landing stages of control, only a slight change in 

impact speed is observed for either controller. However, noticeable changes in settling 

time are observed, particularly for the flatness controller. Despite tha t, the changes 

in viscosity are likely to  occur relatively slowly with respect to  a given valve cycle. 

In fact, both stiffness and damping forces are linearly dependent on the system state 

they are relatively easy to  recursively identify through on-line [Slotine and Li, 1991] 

or off-line methods (see Appendix B).

The result of these simulations indicate the two most promising controllers are the
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Figure 5.12: Simulated landing control performance comparison with ideal initial 
conditions and system damping variation of ±  500% a t 42 V

flatness-based and PI algorithms. Similar conclusions are documented in [Chung, 2005] 

based on simulated and experimental results with a linear motion actuator. As a re­

sult, only the flatness-based landing controller is to be incorporated into the overall 

control strategy and testbench experiments discussed in Section 6.3.

5.5 Reference Trajectory D esign

To implement the flatness based or LTI landing control algorithms, a set of ref­

erence trajectories is required. These trajectories can also be used to generate a 

corresponding  feedforw ard cu rren t in p u t for th e  P I  contro ller. O p tim a l reference 

trajectories are sought to  move the arm ature from an initial state  (provided by the 

feedforward controller) to a open /  closed state  while subject to physical, practical 

and desired end condition constraints. A nonlinear programming procedure described 

in [Chung, 2005] and [Koch et al., 2004] for the closer of a  linear motion actuator is
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applied to both the opener and closer of the hinged actuator system used in this 

work. The procedure consists of the formulation of a nonlinear constrained problem 

to optimize a  parameterized trajectory set th a t connects the prescribed initial and 

final states. By using the flat mapping between the system output and input, the 

m ethod is able to  account for the dynamics represented in the nonlinear induction 

model such as magnetic saturation, arm ature motion and voltage input.

5.5.1 Nonlinear Constrained Problem

Nonlinear optim ization problems can generally be formulated into the form:

m in F p O  (5.33)

subject to: A eq X  =  B eq (Linear Equality Constraints) (5.34)

A X  < B  (Linear Constraints)

Ceq(X )  =  0 (Nonlinear Equality Constraints) (5.35)

C ( X )  <  0 (Nonlinear Constraints)

(5.36)

where [A, A eq, B , B eq, C (X ) ,  Ceq(X),  X] e R” . The problem solution process min­

imizes an objective function, X ,  subject to a nonlinear cost function, F ( X ) ,  while 

subject to sets of linear and nonlinear constraints. The solution of such nonlinear con­

strained problem can be difficult, requiring many iterations and functional computa­

tions [M ilam , 2003]. In  th e  m eth o d  used, an d  orig inally  p roposed  in  [Koch e t al., 2004], 

(5.34) is modified by substituting the minimization of F ( X )  with a nonlinear feasi­

bility problem. Specifically, a solution will be found such th a t a parameterized tra ­

jectory, yd, will satisfy the imposed constraints. The constraints imposed are listed in 

Table 5.1 where t0 and t f  are the times when the landing controller are respectively
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Table 5.1: Reference trajectory constraints
Position (Air Gap) Velocity

Vd{to) =  1-50 mm 
Vd(tf) = 0.00 mm

Vdito) = yo m /s 

Vd{tf) < 0-1 m /s 
Vd(t) >  0 , t 0 < t < t f

Acceleration Voltage & Current

Vdih) =  - 1 / m  {yd{to)b +  yd{t0)k -  Fv 

-£m Fm(yd(to),i(to))/L)  m /s2
yd{tf ) -  0 m /s2 

yd(t) > - 1 / m  (yd{t0)b + yd(t0)k -  Fv), 
to < t  < t f

v(t) < 42V, to < t  < t f  

i( t0) =  i0 A

engaged and disengaged. To ensure the arm ature moves from the initial position, 

V d ( t o) to the final open /  closed state, y d ( t f ) ,  the following equality constraints are 

imposed:

V d ( t o )  =  1-50 mm (Air gap) (5.37)

V d ( t f )  =  0.00 mm (Air gap) (5.38)

Initial and final velocity constraints are also imposed:

V d c ( t o) =  2.34 m /s  (5.39)

V d o ( t 0) =  2.58 m /s  (5.40)

V d ( t f )  <  0.10 m /s  (5.41)

Unique initial velocities for the opener, ydo{to), and closer, ydc{to), are prescribed to 

account for the slight differences between the two magnets and spring preload bias. A 

final landing velocity constraint, (5.41), is imposed to minimize wear and acoustical 

noise as outlined in the original control objectives.

An initial coil current is also imposed to  minimize the input voltage required upon

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 5. CONTROL DESIGN

engagement of the landing controller as done in [Hoffmann et al., 2003].
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i 0{to) =  5.5 A (5-42)

ic(t0) =  7.0 A (5.43)

Where again, the subscripts ‘c’ and ‘o’ differentiate between the closer and opener 

magnets, respectively. The imposed initial current ensures th a t an adequate flux level 

is maintained in anticipation of the landing control effort, particularly because the 

inductance is highest a t the smaller air gaps inherent with the landing control.

The initial position and velocity constraints may be used to solve for corresponding 

acceleration constraints for a predetermined initial current, i ( t 0), through substitution 

into the expression for mass-spring dynamics, where:

Vdo(t0) = - 1 / m  (ydo{to)b + yd(t0)k  -  Fv -  ImFmo{yd(t0), i ( t 0) ) / e v) m /s2 (5.44)

Vdcit0) =  - 1 / m  (ydc(t0)b +  yd(t0)k -  Fv + emFmc(yd(to),  i { t 0) ) / t v) m /s2 (5.45)

yd(tf ) = 0.0 m /s2 (5.46)

A zero acceleration a t t f  is explicitly specified so th a t a constant velocity of yd( t f ) < 

0.10 is m aintained until seating occurs. This is done to ensure the valve seats at an 

acceptable velocity even when the arm ature and valve are coupled through a flexible 

lash adjuster. Additionally, acceleration constraints may be imposed to account for 

the fact th a t the magnets are only able to im part attractive forces:

yd(t) > - 1 / m  (yd(t0)b + yd(to)k -  Fv) m /s2, t0 < t  < t f  (5.47)
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An input voltage constraint may also be imposed through the flat mapping between 

input voltage, v, and state  provided in Equation (5.30):

\v(t)\ < 42 V, to < t  < t f  (5.48)

This constraint is imposed in accordance with the future 42 V on-board vehicle voltage 

standard [Chang et al., 2002]. In all cases, realistic constraint values (based on sim­

ulated and experimental observations) are specified to  ensure a physically realizable 

trajectory while still satisfying the input and final state  conditions.

5.5.2 Param etrization of the Flat O utput Trajectory

W ith a nonlinear programming and constraint framework established, the trajectory 

set must be parameterized for a particular solution to be found. As discussed in 

[Chung, 2005], B-spline basis functions are used to m athem atically describe a tra ­

jectory, yd. Spline functions are chosen because they are amenable to computing 

continuous derivatives and are more numerically stable than  higher order polynomi­

als [van Nieuwstadt and Murray, 1995]. Sufficiently smooth reference trajectories are 

required to ensure a diffeomorphic mapping between the input, output and state  vari­

ables. In this case, three derivatives are required to  relate the flat output to the states 

and input (see Equation (5.30)). Therefore, the parameterized trajectory should have 

a continuous th ird  tim e derivative.

Using the methods shown in [Loewis, 2002], a desired trajectory  may be param eter­

ized with a spline basis function by:

Vdif) =  9TB k(t), t = tQ, . . . , t f  (5.49)
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where 9 and B k represent vectors of spline coefficients and B-spline basis functions of 

order, k. Knots on an interval [t0, tf\ represent where the basis functions are joined 

and are specificed through a strictly increasing sequence of real numbers. In this way, 

a trajectory, yd, over the interval [to,tf\ and subject to  the constraints discussed in

the previous section may be determined provided B k(t) ^  0 [Boor, 1978].

The MATLAB Spline and Optimization Toolboxes are used to  optimize the spline co­

efficients, by solving the nonlinear constrained problem via the fmincon.m function. 

In order to  achieve convergence, initial guesses of the coefficients, 8, must be provided 

th a t are sufficiently close to the optimal solution. At each iteration, the fmincon.m 

function uses a sequential quadratic programming (SQP) solution m ethod to solve 

a quadratic programming (QP) subproblem whose solution is used as a search di­

rection for a fine search procedure. Details of the SQP m ethod can be found in 

[Gill et al., 1981]. To ensure sufficient smoothness, five, fourth order B-splines (k = 

5) are evenly spaced a t six simple knots on [to =  0, t/].

Optimization of 9 is done separately for the opener and closer magnets. In doing so,

respective constraints (5.37) through (5.40) and (5.45) through (5.46) are passed to 

fmincon.m as linear equality constraints. Additionally, conditions (5.41) and (5.47) 

are imposed on 9 as linear and nonlinear inequality constraints, respectively. 

Convergence is knot position dependent which are in tu rn  determined through choos­

ing a suitable landing tim e from t0 = 0 to t f Q — 2.35ms, and t f c =  2.60ms for the 

opener and closer magnets, respectively. Given these constraints and knot positions, 

a trajectory th a t satisfies the input constraint of |n| <42 V is obtained with the
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following optim al spline coefficients:

0.216 1.926 3.168 3.750 3.977 3.980 3.998 4.002 4.020

0.187 1.924 3.174 3.737 3.955 3.980 3.998 4.002 4.020

x 10~3

(5.50) 

x 1CT3

(5.51)

Figure 5.13 illustrates the resultant set of reference trajectories and Figure 5.14 rep­

resents the corresponding voltage and current input. Note th a t for the purposes of 

comparison, the opener and closer reference trajectories are shown relative to their 

respective m agnet pole faces. As mentioned previously, in practice the continuous 

voltage input is approximated by a 50 kHz PW M  via the dSPACE controller and 

custom power electronics (see Section 6.5.14). The current input is used in the PI 

controller as a  feedforward input to improve convergence rate.

5.6 Flux-based Position  R econstruction

Due to  the low-impact speed requirement of the valve and significant combustion 

pressure fluctuations, a means of accurately sensing arm ature or valve position is re­

quired for feedback control. In [Koch et al., 2002] it was dem onstrated th a t a sensor 

accuracy of a t least 10 fj,m is required during landing. Presently, a sensor with this 

accuracy over a 8mm stroke length is either too expensive, unsuitable for under-hood

env ironm ents o r o therw ise  unfeasib le for o n -b o ard  contro l. In  ad d itio n , th e  sensor 

response must not limit the control system and consequently stability. Therefore, the 

sensor must have a t least an equivalent response or bandw idth of the actuator system. 

Methods of state  reconstruction through external valve and /o r arm ature-based posi­

tion measurements have been documented. These include position or velocity mea­
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Figure 5.13: Optimized reference trajectories for the hinged actuator with nonlinear 
induction model

surements via linear variable differential transformer (LVDT) [Sun and Cleary, 2003], 

laser [Tai and Tsao, 2003, Wang et al., 2002, Stubbs, 2000] or eddy current displace­

ment sensors [Peterson et ah, 2006, Chung, 2005]. Another feedback system demon­

strated  uses a microphone to adaptively improve impact speeds from sound inten­

sity measurement [Peterson and Stefanopoulou, 2004], Although proven successful in 

laboratory testbench experiments, such a sensor scheme is likely not practical in an 

engine environment due to associated sensor cost, multiple valves in operation and 

other acoustic sources.

These sensors provide sufficient precision, accuracy and response, efforts are being
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Figure 5.14: Coil input corresponding to the optimized reference trajectories for the 
hinged actuator and nonlinear induction model

made to  develop alternative production amenable sensors or sensing methods with 

equivalent performance. These methods include the flux-based coil type 

[Chladny and Koch, 2006a, Scacchioli, 2005, M ontanari et al., 2004],

[Ronchi and Rossi, 2002, Rossi and Alberto, 2001, Rossi and Tonielli, 2001],

[Roschke a n d  B ielau , 1995], observer based  [Lynch et al., 2003, Eyabi, 2003] and self 

inductive [Butzmann et al., 2000, Takashi and Iwao, 1995]. In the la tte r cases, it is 

proposed th a t the driving coil itself be used to relate the measured rate of change 

of induced coil current to  the arm ature position and velocity. This may be done by 

momentarily deactivating the drive coil and relating velocity-induced currents to po­
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sition. However, this m ethod is susceptible to noise and signal processing challenges 

in addition to  tem porary loss of control authority [Butzmann et ah, 2000] and thus 

potentially compromising to  tracking performance.

Observer based state  reconstruction th a t makes use of the measured current signal 

and estim ated initial state  conditions to predict plant output has been implemented 

in [Eyabi, 2003]. Using only a current measurement makes the position and velocity 

estimates sensitive to initial conditions and requires high gain for the relatively rapid 

estimation convergence required, making the estimation potentially prone to insta­

bility when subjected to  excessive noise or disturbances. Thus, it is perhaps better 

suited to  compensate for relatively slow param eter variations.

5.6.1 F lux Sensor

Flux-based coil type sensors, such as the type used in this work and first proposed in 

[Rossi and Tonielli, 2001], appear to be a promising m ethod of achieving a low-cost 

yet high-performance position measurement. The system incorporates a secondary 

sensor coil concentric to  each of the opener and closer m agnet drive coils as shown 

in Figures 1.2 and 3.4. These sensor coils are term inated across high impedance 

analog integration circuits (see Section 6.5.7). The circuit ou tput signal can thus be 

related to magnetic flux. Using this signal with the drive current signal, position 

may be predicted through an inductance model. In the case of devices with variable 

air gaps such as solenoid actuators, inductance is highly dependant on arm ature 

and hence valve position. Thus, any time-varying magnetic field produced by the 

excitation coil will induce an electromotive force (EMF) in the secondary coil as 

predicted by Faraday’s law of mutual inductance. The secondary coil is measured 

with high impedance circuitry and thus the effect of resistance is assumed negligible. 

As a result, the induced voltage, v / c, due to a change in excitation current or flux
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may be expressed as:

(5.52)

where VfC is the induced voltage in the flux coil, ^  is the flux induced potential and

N f c and N ec are the respective number of turns for the secondary flux measurement 

coil and excitation coil. In practice, the induced voltage is integrated (via analog 

circuitry) and sampled. Analog drift is assumed linear w ith respect to time and 

corrected for during online measurement through Vfd = Cfdt, where cjd is a measured 

constant. Each channel is calibrated prior to  excitation and the integration hardware 

is reset externally when the arm ature is at the opposite pole face of the coil in use. 

The reset of the integrator is particularly effective due to the periodic motion of the 

valve. The integrators are reset when coil current is zero (releasing magnet) or when 

the valve is in the open or closed holding states. The later reset requires an estimate 

of the initial flux condition, <fi0, which is obtained by using the steady state  holding 

current measurement and the known position (since it is either fully open or closed). 

The integrated flux linkage measurement may be expressed as:

where <j)0 is the initial flux condition prior to integration. Using the derived nonlin­

ear induction model, a relationship between current, flux and arm ature position is

expected  to  be  of th e  form:

which requires a non-zero current to maintain sufficient accuracy. This restriction

(5.53)

j3i
+ K (5.54)

ai  +  ln{ 1 -  N ec/ijj{(j)0 +  f  vfcd t /N fc))

is also imposed in order to satisfy controllability conditions (Section 5.4.5). This
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Figure 5.15: Opener position with respect to current and flux

method of position reconstruction is similar to  [Montanari et al., 2004], in which two 

functions are used to relate reluctance and excitation to air gap. A plot of position 

as a function of path  flux and excitation current is provided in Figure 5.15 for the 

opener magnet. Experimental efforts in this work have shown th a t improved perfor­

mance can be attained over Equation (5.54) through use of a numerical look-up table 

with FEA results relating flux and current to position [Chladny and Koch, 2006b, 

Chladny et al., 2005].
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5.7 Feedforward Controller
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The approximate ^  drop in magnetic force with air gap limits the effectiveness of a 

closed loop landing controller to regions close to the pole face [Tai and Tsao, 2002]. 

For the exhaust actuator, the lack of force authority is exacerbated by in-cylinder 

combustion gas forces, particularly at higher engine loads, which inhibit valve opening. 

Initially, these forces can only be overcome by spring force, after which, open-loop 

control is used to  setup favorable valve motion and coil current conditions for the start 

of the feedback or landing control. By using the position-based gas force relation 

in Section 4.5.2 and a nonlinear disturbance observer (see Section 5.8), an energy 

based m ethod is used to  determine the required coil current output for the open-loop 

control. A detailed discussion of the individual system energy terms is provided in 

the following section to  clarify the proposed feedforward technique.

5.7.1 S y s te m  E n e rg y  D e riv a tio n

An essential concept to the proposed feedforward design is system energy. The 

armature-valve kinetic and valve spring /  torsion bar potential energy may be ex­

pressed as a  function of the work done to  cause motion or displace the springs. The 

general expression for work is the amount of force, F,  applied over a given path, ds:

Given this general expression, the definitions for the spring and kinetic energy, as well 

as gas force, magnetic closer and opener work can be derived. Kinetic energy, Wk for 

an object with mass, m,  velocity x  and momentum, p = m x  is defined as (assuming

(5.55)
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starting from rest):

Wk = J  F  • ds — J  x  • dp =  J  m x d x  - - ^ (5.56)

Similarly, work due to  potential spring energy is:

W8 = J  Fsdx (5.57)

where Fs(x) = k(x  — x 0) is the position dependent spring force. Thus:

I x2 k r 2
= k ( x -  x 0)dx = (— kx0x)\l \  (5.58)

Jx 1 ^
W t

Force due to viscous friction is approximated as Ff = bx. The work done can thus 

be related through:

W = J  bxdx — b J  %~^~£~dx =  b J  x 2dt (5.59)

Using the model for simplified gas force, Fgs, from Section 4.5.2, work due to gas 

forces, Wgs, over an opening cycle may be expressed as:

Wg. J  Fgdx =  CgfP0A v(Clx L + ^  +  ^ )  (5.60)

since the path  dx  is equivalent to valve lift, dxL. Recall, 7  represents the combined 

initial pressure, valve area and gas force coefficient, 7 =  P0A vCgf , and is identified 

using the online disturbance observer (see Section 5.8).

Work due to  the opener, W mo, or closer, Wmc, magnets is

H -W c = J  Fmo/ci x  =  J  ef ^ j -  ( 1  -  (1 +  ;9 W )< rs(l)i) dx = lf W c,c/c (5.61)
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Figure 5.16: Simulated individual energy terms (5.56), (5.58), (5.59), (5.63), (5.61) 
and (5.62) during an opening cycle (4 bar exhaust valve opening pressure)

where W c is magnetic co-energy.

Finally, net mechanical system energy, W sya, may be expressed as the sum of the work 

done by the spring, kinetic energy, friction, gas force and opener and closer magnets:

W V  — Wk + W s + W f  + Wg + W m,0 +  W m,c (5.62)

Provided all energy terms are accounted for, the system energy should remain constant 

over a given opening or closing cycle. Figure 5.16 provides an example of these terms 

for the valve system energy during a simulated opening cycle a t a 4 bar EVO. Note 

th a t the system energy remains constant, and the dominant terms are spring, kinetic 

energy, magnetic opener and gas force work.
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5.7.2 Feedforward Current Input

Typically, due to  the characteristics of the valve and port of an engine, gas forces 

occur primarily in the first half of the valve stroke as indicated in Figures 4.8 and 

5.16. However, the magnetic force required to compensate for gas disturbances can 

only be effectively applied in the later half of the valve stroke (see Figure 7.4). The 

work done on the valve by gas forces, W g, can be approximated by integrating (4.33) 

with respect to  valve lift:

To compensate for this disturbance, a desired restoration work trajectory, W d, is 

chosen as:

A disturbance observer estim ate is used to estim ate the the initial gas force magnitude, 

7 , which can then be used to adjust the above trajectory. Just as the m ajority of the 

gas work occurs primarily over the first half of the valve stroke, this trajectory was 

chosen to  mirror the simplified gas force work about the mid-stroke position so th a t 

the restoring magnetic force is applied in the la tter half of the stroke. The advantages 

of this strategy are: the opening magnet is only used when it is most effective, thereby 

minimizing ohmic losses, and additionally, the disturbance estim ate is not required 

immediately, providing tim e for the observer to  converge.

The above technique ensures th a t work performed on the valve by the gas force

W ga(xL) = FgsdxL = 7 (ciL +  ^  (5.63)

W d(xL) = 7  J  [ci +  c2(xL - S )  + c3(xL -  S )2] dxL

(5.64)

S(c2 +  c3x L) +  c3S 2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 5. CONTROL DESIGN  133

is recovered using the magnetic force by the end of the valve stroke. However, to 

expedite transition, (5.64) is adjusted so th a t the estim ated gas work is recovered by 

the time the landing controller is engaged (at position x  =  x ic). Thus, the desired 

magnetic work trajectory  used with landing control, Wdic, takes the form:

Wi,c(d) h+37 (f+1 11) (5-65)

- S ( c 2 + c3x L) + c3S 2

The magnetic coenergy relation is used to convert work into a desired current output. 

Using the flux relation in (3.76), the co-energy of the system Wc is:

W c( x , i ) =  f  A(x,£)d£
Jo

=  f  4(1 -  e~Mx))<% 
Jo

/  p - i g D  _  i \=HI+- r̂) ( 5 - 6 6 )

To restore the energy lost to  gas forces, the desired feedforward current, id, is calcu­

lated as a function of initial gas pressure and valve position by equating (5.66) and

(5.65) and solving for current:

- l - g ( x ) W dir .

1 + l ^ + ^ - ( - «  « > (5.67)
g(x) ip g{x)

Again, VU_i is a real-valued branch of Lam bert’s W  function. In the real system, 

current is measured w ith a hall-effect sensor and regulated through the ‘H ’-bridge 

power electronics. As with the holding and PI controllers, the desired current, id, 

is obtained using a simple control law based on measured and desired current and 

a  PW M  signal to  the power electronics. The feedforward control is engaged upon
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valve release and disengaged during landing control, holding, initialization and error

control current appears to be minimal, or a t least manageable by the landing control 

algorithm as no m ethod of current level transition is specified (or appears necessary).

5.8 D isturbance Observer

Since velocity and gas pressure are required by the feedforward and landing controllers 

but are not measured, they are estimated online. Improved robustness and landing 

performance are expected upon implementation of a gas force estim ate and feedfor­

ward compensator compared to static position or tim e based feedforward controller. 

Disturbance dynamics are characterized by assuming th a t gas force magnitude, 7 , 

may vary from one cycle to the next, however, i t ’s normalized trajectory, / 1 , as a 

function of position is typically predictable for all cycles. Therefore, all th a t must be 

identified is the initial force magnitude, 7 ,  which is used as a  constant for the entire 

cycle (but estim ated for each new cycle). Velocity and initial force magnitude esti­

mation are performed using a nonlinear Luenberger observer [Zeitz, 1987]. Defining 

the estim ated sta te  as y  =  [y y 7 ] ,  the observer structure is:

modes. Any discrepancy between the final feedforward current and the initial landing

is + C ( y , i 0p , i d ) +  i ob2 ( y - y )  (5.68)

where

\

C {yNopi^ci) m (Fv -(- Fmop(y, igp) Fmci{y i %ciS) (5.69)

/
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and the valve position output is represented through y  =  h(x).

The system is locally observable provided the term  7  ̂ 0. Although the function

f i ( y )  does become small towards the end of the valve stroke (/i(4m m ) =  0.01), the 

gas force will have largely been dissipated by th a t time. Additionally, because the 

gas force am plitude may be considered a constant over the whole cycle, the estimated 

value at the tim e of landing control engagement ( /i(x /c)) may be used for the remain­

der of the valve stroke. However, simulated and experimental results have indicated 

th a t an adequate estim ate may be obtained over the entire valve stroke.

Assuming negligible magnetic force modeling errors, the observer structure error dy­

namics are:

en =

/   ̂ \
y

y

V * /

/

V

^061

~Iob2

£-ob3

1

-k

0

-My)
m

0

\

/

/  - \
y

y

V 7 /

(5.70)

Observer gains L 0 =  [Iohi , t o6 2 , 10bzY are chosen to m aintain LHP poles of the charac­

teristic equation de t (s l  — (Aa — L0C0)) =  s3 +  A2 s 2 +  Ais +  A0 =  0  where:

A 0

0 1

— k —b 
m m

0  0

0

-My)
m

0

(5.71)

and C0 — [1,0,0]. so th a t the observer gains may be expressed as:

— — m +  A2 Iob2 — — +  \ \  I 0b3{y) Xgrn
Mv)

(5.72)

Note th a t £ob3 is a function output injection, y, in order to  m aintain pole placement 

in a similar fashion as [Loewis et al., 2000, Levine et al., 1996].
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The observer is implemented in real time by Tustin’s m ethod of integration of the 

estimated states:

7  [n +  1 ] =  t N  +  y  ( 7 h  +  !] +  iM )  (5-73)

T  ••y[n + 1] =  y[n\ +  - j ( y [ n  +  1] +  y[n\ +  i ob2y) (5.74)

y[n +  1] =  y[n] +  y  (y[n +  1] +  y[n] +  Iobiy) (5.75)

with Ts representing the sample period and

i[n\  =  Iobz{y[n])y (5.76)

y[n] =  — (—5y[n] -  ky[n\ +  /i(y [n])7 [n] +  ({y[n}, iop[n], ici[n})) (5.77)TYb

Estim ated gas force and the respective time derivative are input to  the flatness control 

law by:

F„ = T /.fe ) (5-78)

F ,  =  ' r f A y .  y j

By including an approximation of the gas force dynamics via f i  and 7  in the observer, 

higher convergence rates can be expected than  if gas force was to be estimated di­

rectly.

The estim ation routine begins a t the stroke bound, therefore initial estimates of po­

sition and velocity are known. Good performance over a wide operating range has be 

found by taking the initial gas force estimate, 7 0 ,  is taken to  be 1 bar. This is because 

the feedforward controller may input excessive magnetic force if an overestimate of 

gas force is made, causing a collision between the arm ature and opener pole face. The 

landing controller has a fundamental lim itation in avoiding such a  situation as the
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magnets can only apply attractive forces.

For valve closing, the observer order is reduced to  two by assuming 7 , and hence 

gas force, Fg and observer gain, are zero. Thus, aside from consideration of valve 

preload and magnetic forces th a t consider m aterial saturation, the structure is similar 

to the observer proposed in [Peterson, 2005] while the valve is in transition from the 

open to  closed states.

5.9 Summ ary

A comprehensive valve control methodology is presented for a hinged solenoid valve 

actuator. The key features are a flux-based feedback sensor, energy-based feedforward 

controller, a nonlinear disturbance observer and flatness-based closed-loop landing 

controller. Together, these components form a complete valve control system capable 

of soft seating control and cycle-by-cycle gas force disturbance rejection while satisfy­

ing onboard and feedback sensor constraints. Simulated and experimental testbench 

results of the system are presented in Chapter 7.
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C h a p t e r  6

E x p e r im e n t a l  S e t u p

6.1 Introduction

T o ensure the finite element and lumped param eter models adequately capture 

the significant physical dynamics, experimental validation is undertaken. Two 

experiments are conducted, one involving the actuator in a m aterial testing machine to 

investigate the actuator performance (magnetic force and current response), another 

to evaluate the control performance (impact velocities and disturbance rejection) on 

a testbench engine emulator. Through system identification techniques, experiments 

also serve to parameterize and further refine model fidelity, and thus control perfor­

mance. In addition, preliminary work is undertaken to facilitate the implementation 

of an engine control unit (ECU) th a t will manage the valve actuator controllers. The 

following describes in detail the procedure and equipment used for the experimental 

testing of a hinged electromagnetic prototype actuator.

6.2 M aterial Testing M achine Experim ents

As a m ethod of validating the developed FEA and analytic models, the opener mag­

net of the hinged VVT actuator was tested using a  m aterial testing machine and 

associated apparatus. The actuator is constrained and the arm ature is m anipulated

138
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Figure 6.1: Hinged actuator performance evaluation experimental setup

to predetermined positions. At each position the magnetic force on the arm ature 

is recorded for a series of steady state  and transient current inputs. The material 

testing machine also has a  dynamic loading ability which is used as a preliminary 

method of investigating the flux-based position measurement. A labeled photo of 

the experimental apparatus is provided in Figure 6.1. A detailed description of the 

equipment is provided in Section 6.5 with relevant specifications listed in Table 6.2. 

In these experiments, only the opener portion of the actuator was tested. This is due 

to the difficulty in fabricating a nondestructive load cell-to-actuator adaptor capable 

of measuring the high tension loads th a t will be experienced a t low closer air gaps. 

These experimental tests are primarily intended to  validate the the FEA modeling
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procedure and not to evaluate the actuator performance in its entirety. Due to the 

similarity between the opener and closer magnets, it is assumed th a t the validation of 

the opener will dem onstrate th a t the closer FEA is also valid. To m itigate the poten­

tial risk of damaging the actuator, the power supply current and overload protection 

are used to  artificially limit control input to a ‘dummy’ actuator. The actuator power 

supply current limit and overload circuit protection is only then relaxed as necessary 

and later, the real actuator is installed in the load frame.

6.2.1 Static Evaluation

As in the case of the FEA modeling, a steady sta te  map of magnetic force as a 

function of current and position is desired for performance characterization. Digital 

current control is implemented in C on the dSPACE controller to  regulate a desired 

current amplitude for a pre-specified duration (25 ms) using pulse w idth modulation 

(PWM) at a 50 kHz frequency. A Hall-effect current sensor is used for feedback. By 

sending appropriate switching signals, the dSPACE controller allows the measured coil 

current to  rise to  the specified level and then switches the power electronics to the 

0 V mode. The power is switched on again when the current drops below a threshold 

level. Controller switch signals, crosshead position, actuator coil voltage, coil current 

and load cell signals are all recorded with the dSPACE controller a t a sample rate of 

50 kHz. A 5 V TTL logic signal is used to control the 42 V power transistors and is 

also used to  trigger da ta  recording. Measured signals are saved as MATLAB binary 

files (version 6.5). Table 6.1 lists the 19 current levels and 45 arm ature positions where 

force is recorded to contrast with the performance predicted by the FEA and LPMs. 

Because the sampling and PW M  frequency are identical, voltage measurements are 

monitored (via a scope) at a higher rate. The naming convention of all da ta  files are 

listed in Appendix C.
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Table 6.1: Experimental air gap and excitation operating points

Air Gap [mm]

0.02 0.03 0.04 0.05 0.08 0.10 0.12 0.14 0.16
0.18 0.20 0.22 0.24 0.28 0.30 0.32 0.34 0.36
0.38 0.40 0.42 0.44 0.46 0.50 0.55 0.60 0.65
0.70 0.75 0.80 0.85 0.90 0.95 1.00 1.25 1.50
1.75 2.00 2.50 3.00 3.50 4.00 4.50 5.00 6.00

Coil Excitations [Ampere-turns]

50 100 150 200 250 300 350 400 450 500
600 700 800 900 1000 1250 1500 1750 2000

6.2.2 Transient Evaluation

Three types of transient excitation experiments are conducted to investigate the ac­

tuator response and flux-based position sensing technique. In all cases, coil voltage, 

current, flux signals, crosshead postion and force da ta  are recorded in MATLAB bi­

nary format for comparison to the transient FEA opener and LPM model results. See 

Appendix C for a  full listing.

6.2.2.1 Step Response

Aside from validating the transient performance of the FEA and LPM models, evalu­

ating an actuator coil response to a  step voltage input provides insight to the extent 

which eddy-currents persist in the magnetic path  m aterial [Chladny et al., 2005]. For 

th a t reason, an experiment is conducted using the dSPACE controller where the coil 

c u rren t a n d  m ag n e tic  force response to  a  s tep  vo ltage  in p u t of a  pre-specified am pli­

tude over several positions is measured. To prevent coil damage, the step duration 

is gradually increased to  1.74 ms which is sufficient to  reach a current amplitude of 

30 A a t the largest air gap (lowest inductance) and voltage amplitude tested. After 

the step duration period is exceeded, voltage polarity is effectively reversed (see the
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power electronics Section 6.5.14) to reduce the flux and current as rapidly as possible. 

Voltages of 24, 42 and 50 V are selected to investigate the effect on response. Arma­

ture position is varied between 0.50 and 2.00 mm in 0.25 to 0.50 mm increments. All 

collected da ta  are archived in MATLAB binary files as listed in Appendix C.

6.2.2.2 Sinusoidal Response

As an initial investigation of flux-based sensor performance, a sinusoidal current is 

input at various predefined arm ature positions. The corresponding force, crosshead 

position and integrated flux signals are recorded to reconstruct the position off-line. 

A signal with an am plitude of 5 A and frequency of 750 Hz with mean excitations of 

5, 10 and 15 A are tracked by the same current controller used in the steady state 

experiments. As this experiment is primarily exploratory in nature, these tests were 

also performed a t voltages of 24, 42 and 50 V for air gaps between 0.50 and 2.00 mm 

in 0.25 to 0.50 mm increments. All collected da ta  are archived in MATLAB binary 

files as listed in Appendix C.

6.2.2.3 Response with A rm ature Motion

The m aterial testing apparatus shown in Figure 6.2 can m anipulate the arm ature 

position through changing the lower crosshead displacement w ith predefined time 

varying functions. This feature is used to evaluate the flux sensor performance over 

varying positions and current excitations. The arm ature position is varied sinusoidally 

for various mean positions, amplitudes and frequencies over various step and sinu­

soidal current excitations while force, crosshead position and integrated flux signals 

are recorded. Unfortunately, the maximum amplitude and frequency of the position 

was limited to 1.50 mm and 10 Hz respectively, resulting in relatively slow speeds 

(<0.1 m /s). This lim itation is due to  the m aterial testing machine power and hy­

draulic pressure overload safeguards. As well, there is concern of destroying the
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Figure 6.2: Single cylinder head test-bench setup

actuator because a t higher frequencies, the stroke amplitude must be artificially in­

creased beyond the actuator stroke bounds to  compensate for the observed amplitude 

attenuation. A lthough these arm ature speeds and position amplitudes are relatively 

slow with respect to those experienced during actuation, they provide initial insight 

into the flux sensor performance.

6.3 Testbench Engine Emulator

A techbench m ethod of experimentally evaluating actuator control performance is 

designed to avoid the added complexity of implementation on a  working single cylin­

der engine. The designed system is located in 4-28 of the Mechanical Engineering 

Building at the University of Alberta. It consists of an intake and exhaust actuator
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Figure 6.3: Cut-away view of testbench cavity

module (four individual actuators) mounted to  a prototype single cylinder engine 

head. The cylinder head is donated by DaimlerChrysler AG specifically for use with 

the prototype actuators and single cylinder engine. Three aluminum plates are de­

signed to  constrain the cylinder head to a custom work table by as shown in Figure

6.2 and a steel sub-frame (not shown). The front support plate has a  centrally located 

cylindrical hole w ith a diameter corresponding to the intended engine cylinder bore. 

A 3D and 2D cross-sectional representation of the cavity and associated hardware 

are provided in Figures 6.3 and 6.4, respectively. The cavity is pressurized with com­

pressed air from the building supply. In order to produce realistic exhaust pressure 

transients, cavity volume may be varied by affixing aluminum disks (of known length 

and diameter) with press-fit permanent magnets to the unused valve faces. This is
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Figure 6.4: Sectional view of cylinder head test-bench cavity

possible since only one actuator is tested a t a time (and therefore up to three valves 

not in use). The chamber is completed by a custom designed sensor mount-plate th a t 

fits into the cavity and is secured with cap screws. This plate has ports to accom­

modate a compressed air inlet and a pressure transducer. The mount plate contains 

two windows so th a t a position measurement can be made on any of the four valves 

(through repositioning of the laser sensor). An air seal is provided w ith o-rings around 

each of the windows and the cavity bore. Cavity pressure regulation is achieved by 

an electronic pressure regulator and a two-way solenoid valve via signals generated 

by the dSPACE controller. Opening pressures can be varied between 0 and 5 bar. A 

48 L (11 gal) accumulator tank  between the pressure regulator and two-way valve is 

used to m itigate pressure pulsations. The air is expelled through the exhaust port 

and muffler (upon actuator valve opening) as though it were exhaust gas. To accom­

modate the relatively continuous flow rates associated with higher emulated engine 

speeds, a ball valve may be manually opened in parallel w ith the two-way solenoid 

valve. As in the m aterial testing machine experiments, actuator power is regulated
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Figure 6.5: Single cylinder head test-bench setup schematic

through the same custom designed power electronics and a  DC switched power supply 

(also configurable through the dSPACE controller). A schematic representation of the 

testbench system is provided in Figure 6.5. The testbench experiments are primarily 

focused on controlling the exhaust actuator subject to  gas disturbances as control of 

t h e  intake actuator is expected t o  b e  t h e  same b u t  w i t h o u t  s i g n i f i c a n t  d i s t u r b a n c e s .  

Valve control of a single valve was first considered as only one laser position sensor is 

available. However, the laser is only used as a  performance reference and is not used 

by the controller. As a result of the torsion and valve spring forces being balanced at 

a mid-stroke position, the valve lash adjusters were removed from the remaining ex­
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haust and two intake valves so th a t the valve springs could hold the valves closed and 

hence seal the combustion chamber during the experiments. The tests progressed in 

complexity, initially w ith basic software and hardware checks followed by system iden­

tification of the mechanical parameters. A position-based feedforward controller and 

flatness landing controller were then implemented (for both  the opener and closer 

magnets) initially using an externally mounted laser position sensor for feedback. 

Later, the flux-based position algorithm replaced the laser measurement for feed­

back with the results documented in [Chladny and Koch, 2006a]. Next, a pneumatic 

system used for the emulation of exhaust gas disturbances was installed. The feed­

forward algorithm was manually tuned to accommodate fixed opening pressures as 

shown in [Chladny and Koch, 2006b]. Finally, feedforward and estimation algorithms 

were implemented for the opener magnet to  accommodate a random  exhaust opening 

pressure between zero and 5.0 bar as shown in [Chladny and Koch, 2007]. Using the 

developed control strategy, landing impact velocities, transition tim e and energy con­

sumption were evaluated for various pressure levels, engine speeds and voltages. All 

da ta  were acquired through the ControlDesk interface and saved in MATLAB binary 

format (see Appendix C for a file listing and Chapter 7 for results).

Due to the relatively large number of system components and controller complexity, 

this test-bench validation process is critical for debugging software, coordinating the 

actuator controllers w ith the engine control unit and developing an associated software 

interface. In addition, it is an opportunity for validating, evaluating and improving 

the derived control strategies in a closely controlled environment and without risk 

of compromising a working engine. Note th a t precautions should be taken to  avoid 

eye injury from the laser position sensor or hearing loss from expansion of the com­

pressed air through the exhaust port. A detailed description of the equipment used 

is provided in Section 6.5 with relevant equipment specifications listed in Table 6.3. 

To achieve independent valve timing control for a two valve single cylinder engine,
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the described exhaust actuator controller and an additional DS1103 controller for the 

intake valve will be coordinated by a dSPACE 1404 MicroAutobox engine controller.

6.4 Preparation for Single Cylinder Engine Testing

Upon successful test bench testing, the cylinder head will be mounted to a custom 

designed cylinder barrel and sleeve for experimental validation on a Ricardo Mark III 

single cylinder research engine shown in Figure 6.6. These experiments will be used 

to further validate and refine the proposed actuator control strategies by contrasting 

performance w ith a modified production cam-driven cylinder head with similar com­

bustion chamber and port geometry (not shown). Having a fully flexible valvetrain 

will also serve as a significant extension of the present research engine test facility 

capabilities. To this end, considerable work has been done to  upgrade the present 

engine control unit w ith a dSPACE MicroAutobox 1404 flexible engine controller and 

associated interface electronics to  coordinate two dSPACE DS1103 controllers (for an 

intake and exhaust valve actuator) in addition to  fuel injector(s) and spark timing 

control.

6.4.1 M icroA utobox Engine Controller and Interface Electronics

A hardware interface between the dSPACE MicroAutobox 1404 engine controller and 

engine hardware is presently in the final stages of testing. As part of this process, 

a 91 conductor interface cable between the 1404 and proprietary electronic cam and 

crank  signal cond itioners , analog  an d  d ig ita l in p u t /o u t  cond itioners  an d  ign ition  and  

fuel injector drivers (provided by Bazooka Electronics and Hitachi [Hitachi, 2003]) 

is designed and tested. A photo of the interface electronics and 1404 controller is 

provided in Figure 6.7. At the time of writing, the interface and 1404 unit is operating 

the aforementioned single cylinder engine with a conventional cam-driven valvetrain.
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Figure 6.6: Ricardo Mark III single cylinder engine and test facility

6.5 Equipm ent D escription

The following subsections provide detailed descriptions of the relevant equipment used 

in the m aterial testing and testbench experiments.

6.5.1 A ctuator A dapter and Load R od

An adapter th a t attaches the actuator to the lower m aterial testing machine crosshead 

was designed and fabricated from AISI 6061 T6 aluminum. The actuator was attached 

to the adaptor using the socket-head cap screws and mounting locations provided for 

normal cylinder head mounting. The adaptor is secured to  the crosshead with steel 

ready-rod and a locknut. To m anipulate the arm ature position w ith the material
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Figure 6.7: dSPACE MicroAutobox and custom interface electronics

testing machine crosshead, an aluminum load rod was fashioned to  press against the 

arm ature valve lash adjuster socket. In previous experiments [Chladny, 2003], load 

cell measurements were observed to  be affected by the actuator magnetic fields. The 

rod was made of sufficient length so tha t no detectable interference was observed in 

the load signal during excitation. Aluminum was chosen over steel as the construction 

material to minimize a flux path to the load cell.

6.5.2 Circuit P rotection

To prevent significant levels of current to  flow unchecked through the actuator in the 

event of a control or hardware failure, an overload protection circuit was constructed. 

The circuit consists of a low-pass filter for the coil current which generates a signal 

to the power supply when the low frequency current signal exceeds a variable shutoff
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limit. The ou tput lead from the prim ary power supply to the power electronics is 

measured using a Hall-effect current sensor. The shutoff threshold is manually ad­

justed to  allow a suitable current limit. It was also deemed prudent to  protect the 

expensive dSPACE controller from potential electrical spikes or surges th a t may orig­

inate from an actuator or power electronics failure. Thus, all switch signals from the 

dSPACE controller to the power electronics are optically isolated using a 16 channel, 

10 M B it/s opto-isolator circuit (comprised of several 6N137 HCPL-2601/2611 inte­

grated circuits).

Both the overload circuit and opto-isolator require a  ±15 V and 5 V DC power source 

which is provided by a HP 6236B triple output power supply. Electrical schematics 

of both devices are provided in [Chung, 2005].

6.5.3 C om puter Hardware and Software

During the m aterial testing machine experiments, a PC laptop running Microsoft 

Windows XP and dSPACE ControlDesk 2.4 was used to communicate to a  stand­

alone dSPACE DS1103 PowerPC (PPC) target controller board via a PCMCIA card 

and ethernet adaptor. The testbench experiments use a  host PC  running a Microsoft 

Windows XP operating System and PCI card to optically link to  the DS1103 PPC 

target controller board. The ethernet and optical links provide a  two-way communi­

cation between the PC host and controller for code uploads and da ta  downloads. A 

user interface developed with dSPACE ControlDesk software provides non-realtime 

communication of param eters and transfer of real-time d a ta  acquisition between the 

DS1103 controller and the PC.

6.5.4 Current and Voltage Sensing

Both coil voltage and coil current measurement signals are generated on-board the 

custom power electronics (see Section 6.5.14). Coil voltage is measured by dividing
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it with a differential operational amplifier circuit so th a t it is within the DS1103 

analog to  digital converter (ADC) input range. The value of the gain and resistors 

are chosen such th a t the output voltage is one fifth of the actual voltage across the 

coil. A schematic of the sensing system used is provided in [Chung, 2005].

Coil current is measured with a LEM LA55-P Hall-effect current sensor. The Hall- 

effect current sensor works by directing the magnetic field produced by a flowing 

current, given by B  =  into a semiconducting m aterial using a  steel yoke. When 

a semiconducting m aterial is exposed to a magnetic field, it produces a measurable 

current and voltage in proportion to the impinging field as predicted by the Hall- 

effect phenomenon. In order to avoid the nonlinear behavior of the yoke and the 

semiconducting m aterial itself, an op-amp uses a  coil th a t feeds back an opposing 

magnetic flux in the yoke in proportion to the output of the semiconducting material. 

Thus, any flux produced by the current intended to be measured is equally countered 

by the flux produced by the op-amp driven coil. The counter flux is generated by 

passing the op-amp current through a resistor and, N,  external loops around the 

yoke. The op-amp voltage can then be measured since it is proportional to the 

current required to  balance the magnetic flux produced by the line current. It is 

then possible to relate the op-amp voltage to the current flowing in the conductor by

T / — 1M e a s u r e d ^ -
V N

6.5.5 Cylinder Head

A single cylinder engine head (donated by DaimlerChrysler AG) is incorporated into 

the testbench apparatus to evaluate actuator control performance under realistic en­

gine operating conditions but without the additional complications or risk of dam­

aging a research test engine. The cast aluminum alloy cylinder head has four valves 

and a bore of 97.00 mm with a combustion chamber and valve porting similar to the 

Mercedes-Benz M273-E55 engine (used in the E, CLK, CL, CLS, GL and S 500/550
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models, 2006 or newer). In the future, the cylinder head is to  be removed from the 

testbench and installed on a single cylinder engine.

6.5.6 dSPACE D S1103 Controller

For both the m aterial testing machine and testbench experiments, dSPACE control 

hardware is used. The system includes the DS1103 target board contained in a PX4 

expansion box and connected to  a CLP1103 connector/LED panel. The target board 

is equipped w ith a master 400 MHz PPC  M otorola 604e microprocessor and a 20 MHz 

Texas Instrum ents TMS320F240 slave processor. Control a t frequencies up to 50 kHz 

are used through the target board which includes 16 analog to  digital converters 

(ADCs), 12-bit multiplexed channels equipped with four sample and hold ADC as 

well as four parallel 16-bit channels each equipped with individual sample and hold 

ADCs. Digital to  analog output is available through 8, 14-bit channels in addition to 

32-bit parallel I /O  organized in four 8-bit groups. Each group can be programmed 

to be either input or output. The slave processor provides an additional 16 10-bit 

ADC inputs and 4 single phase PW M  outputs. Complete specifications are available 

in [dSPACE GmBH, 2003]. Measurements of the two coil voltages, currents, flux 

linkage signals, laser position sensor and pressure sensor are sampled at a rate of 20 [is 

(50 kHz) while executing the control algorithms. A second 100 [is background task is 

established to  accommodate lower priority processes such as an initialization routine, 

RPM generator and processor tem perature monitoring. Although programming is 

available through the MATLAB Simulink /  RTI environment, all algorithms are coded 

in C language in part to improve real-time performance. All code is compiled and 

downloaded from the host PC to the DS1103 board. Experiments are managed using 

ControlDesk 2.4 software as a convenient m ethod of interacting with the controller 

and transferring da ta  back to the PC.
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6.5.7 F lux Sensor Integration Electronics

As shown in Section 5.6.1, magnetic path  flux and coil current can be related to 

arm ature position through a flux linkage model. However, due to the switching of 

the coil current, potentially a t the same rate as the sample frequency, magnetic flux 

cannot be measured directly. Instead, the rate of change of flux is integrated with 

custom analog integration circuits and then sampled through the DS1103 controller. 

The rate of change of flux is physically measured as the mutually induced potential in 

a measurement coil th a t is co-axially aligned with the prim ary excitation coil. Since 

a magnetic flux must be present in order to infer a position measurement, a  measure­

ment coil is in both  the opener and closer electromagnets since they are not energized 

simultaneously. As a  result, excitation current and position dependent logic is used 

to change between the measurement coil signals during the valve transition to main­

tain  a continuous position measurement. Despite such additional complications, the 

feedback m ethod is cost effective and practical since there are no moving parts and all 

components are relatively inexpensive compared to  other feedback sensing methods. 

Integration is achieved through the use of a  standard resistor-capacitor operational 

amplifier circuit designed by DaimlerChrysler AG and fabricated by Bazooka Elec­

tronics.

6.5.7.1 Integration Drift

Op-amp integration circuits are subject to drift. Small non-zero bias currents cause

t h e  f e e d b a c k  l o o p  c a p a c i t o r  t o  a c c u m u l a t e  c h a r g e  u n t i l  t h e  o p - a m p  o u t p u t  s a t u r a t e s .  

The bias results from small amounts of current a t each input term inal - usually drawn 

from the ground plane [Chaniotakis and Cory, 2006]. The result of this bias when in­

tegrated is known as integration drift and has a  tendency to affect the measured 

signal. Fortunately, the time required for typical valve flight is on the order of 5 ms,
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Figure 6.8: Analog Drift of the RC Integration Circuit

thus, the accumulated amount of drift over a measurement cycle is relatively small. 

To manage drift (and prevent saturation), the integrators are reset by temporarily 

grounding the measured capacitor th a t accumulates charge from the operational am­

plifier output when the valve is in the fully open or closed position (where position 

is known). In addition, the flux sensor range is only appropriate over a limited valve 

stroke range (and hence the time over which a  measurement is affected by drift is 

even less than  any given flight time). Additionally, the drift may be assumed to be 

linear with respect to  time and therefore easily compensated for. During experimental 

tests, the drift was measured at several positions by first resetting the integrator and 

then sampling the ensuing drift. From these tests, a rate of drift was estim ated and 

used to correct all subsequent flux measurements. Figure 6.8 illustrates the results of 

these tests and the resulting fit curve used to compensate all flux measurements. On
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Figure 6.9: Laser sensor schematic

a production engine, this bias could be learned when the valve is in a known position 

(such as open or closed) or could be filtered using a high-pass filter

6.5.8 Laser Position Sensor

A non-contact m ethod of measuring valve displacement for validation of control per­

formance was desired. A non-contacting sensor avoids complications arising from 

physically attaching a sensor component to the valve such as altering the system 

mass. Additionally, an optical m ethod is ideal because of the compressed air pressure
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transients within the cavity. A Micro-Epsilon LD1627-10 laser transducer is selected 

to monitor valve position. By using a triangulation m ethod and a  semiconductor 

optoelectronic position sensitive device (PSD) a position resolution of 6 pm  (noise) 

and frequency response of up to 37kHz over a 10 mm stroke is possible. The sens­

ing principal works by projecting a point of laser light onto a target which is then 

reflected diffusely. A lens then focusses the light on the PSD. The PSD then outputs

an analog voltage signal related to the impinging laser light position on a sensing

surface. Figure 6.9 indicates a schematic of the triangulation method. The following 

indicates how a change in valve position, A x  is related to a change in position of laser 

light impingement on the PSD surface, Ad [Song et al., 2006]:

A x  =  —--------—  ------  2 A d (6.1)
b(a +  c) cos a  — b sin a

A gauge pressure change from atmospheric to 6 bar will alter the refractive index 

of the air from approximately 1.0003 to 1.0015 [Picard and Fang, 2003]. Accord­

ing to the manufacturer, a change in refractive index causes a DC offset in posi­

tion output and th a t the aforementioned change is insignificant (less than  100 ppm) 

[Micro-Epsilon, 2007]. However, the tempered 3.0 mm plate glass window (refractive 

index of 1.4740) does cause a static DC offset of approximately 0.2 mm and is com­

pensated for prior to testbench experiments.

Compared with a charge coupled device (CCD), a  PSD has higher sensitivity, re­

sponse and a continuous sensing surface. However due to  the analog nature of the 

generated signal, it is more adversely affected by environment noise. It is im portant 

to emphasize th a t the output position signal cannot by used in a  real engine but 

is used to  validate the flux-based position sensors. To conserve the laser diode life, 

power is switched off via the DS1103 controller when not in use.
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Figure 6.10: Laser and pressure sensor mounting assembly

6.5 .9  L ase r a n d  P re s s u re  S en so r M o u n t

A laser sensor mount was designed to for the LD1627-10 to  accommodate measure­

ment of any four of the cylinder head valves. The incident beam on the valve face is 

aligned with the valve axes to minimize measurement errors caused by misalignment. 

The mount is easily removed and realigned through a high tolerance fit between the 

mount plate and front support plate cavity. Sensor noise a ttribu ted  to  ambient light 

variations is minimized through a relatively enclosed design and a black anodized sur­

face finish. Compressed air inlet and pressure measurement ports are also provided. 

R em ovable te m p e re d  glass w indow s are  p rov ided  for o p tica l access to  th e  valve faces. 

The complete assembly is shown in Figure 6.10.
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6.5.10 Load Cells

To measure arm ature force in the material testing machine experiments, a Strain- 

sert FL1U-2SGKT flat strain gauge load cell is installed between the load rod and 

crosshead. The load cell strain gauge bridge is balanced and conditioned using a 

Vishay 2100 strain gauge conditioner and amplifier system. Measurements from a 

second load cell th a t was already installed in the load frame are also recorded. How­

ever, the second load cell is of a higher capacity and situated above the crosshead 

and therefore less sensitive to lower excitation levels. This larger load cell is used to 

calibrate the smaller capacity Strainsert as it had previously been calibrated with a 

proving ring.

6.5.11 M aterial Testing Machine

The m aterial testing machine used is a MTS 810 servohydraulic system with 318.10 

load frame and SilentPlo 505.07 hydraulic power unit located in 3-26 of the Mechanical 

Engineering Building at the University of Alberta. The axial displacement control 

capability of the machine is used in all tests. The load frame is adjusted to allow 

for ample clearance for the load rod, load cell and load cell adaptor to be installed. 

After the rod, load cell and adaptors are installed into the load frame, the arm ature 

position is set through the manual position control knob on the user interface control 

unit. Upon sufficient change in crosshead displacement, the actuator arm ature stem 

contacts the fixed load rod. Further change in the crosshead position overcomes the 

to rs ion  b a r  force a n d  d isp laces th e  a rm a tu re  to  a  desired  position . G re a t care  should  

be taken to not exceed the actuator 8 mm stroke limit to  prevent the crosshead 

from damaging the actuator. Specific positions are set and recorded by using the 

crosshead position sensor and user display. The control unit also allows for cyclical 

position control as discussed in Section 6.2.2.3.
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6.5.12 Pressure Regulator and Two-way Solenoid Valve

Compressed air is regulated in the testbench cavity using a W ilkerson ER1 electrome­

chanical pressure regulator and a 2-way ASCO 104R solenoid valve. The pressure 

regulator has a  built in pressure transducer and control hardware to regulate a pres­

sure set-point via a  0-10 V analog signal input. In this way, pressure can be varied

through ControlDesk and the DS1103 hardware. Although this regulator is ideal

for setting a nominal pressure, it has a relatively slow response and is significantly 

upstream  from the testbench cavity. Thus, the solenoid valve is attached as closely 

as possible to  the cavity inlet port so as to more precisely control the pressure level 

on a cycle-by-cycle basis. A simple control algorithm uses the pressure transducer 

signal for feedback to  regulate the internal cavity pressure at a preset level (specified 

through ControlDesk) by opening and closing the solenoid. Through coordination of 

the regulator and solenoid set points, a wide variety of exhaust valve opening pres­

sures at different speeds can be tested. At higher emulated engine speeds, a ball valve 

th a t is in parallel w ith the solenoid valve can also be adjusted to provide a higher 

flow rate (at the sacrifice of having to use the slower pressure regulator).

6.5.13 Pressure Transducer and Charge Amplifier

To measure testbench cavity pressure transients, a Kistler 6061B pressure transducer 

and Sundstrand 507 charge amplifier are used as shown in 6.5. Early tests used a 

Kistler 6043A60 sensor mounted to the pressure mount. This was later exchanged for 

a 6061B w hich is com patib le  w ith  a m easu rem en t p o r t  p rov ided  in  th e  cy linder head. 

A pressure signal is required for cavity pressure regulation as well as to validate 

and improve gas force disturbance models and estimation algorithms. A pressure 

measurement is not used for actuator landing control or disturbance rejection because 

production engines are not equipped with such sensors. A piezoelectric pressure
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transducer is used because they exhibit superior frequency response, ruggedness and 

insensitivity to  magnetic fields when compared to other pressure sensing methods. A 

change in pressure causes a th in  membrane to apply force in a single direction on 

a piezoelectric crystal. An electric charge is then produced in proportion to crystal 

deformation. This charge is then measured and amplified through the charge amplifier 

(as in an op-amp integrator circuit). The charge amplifier outputs an analog voltage 

in proportion to accumulated charge from the piezoelectric pressure transducer. As 

in the case of the flux integration circuits, the charge amplifier is subject to drift 

over time and is thus externally reset by the DS1103 controller. The transducer and 

charge amplifier were calibrated for a 10 V output corresponding to a  pressure of 

6 bar (90 psi) using a a  Bundaberg 280L hydraulic pressure calibration stand.

6.5.14 Power Electronics

The relatively high current demands of the hinged actuator requires the control signals 

from the DS1103 to  be amplified. A switched H-bridge configuration for driving 

the actuator coils is used because of the relative simplicity and low cost of such 

circuits. A set of custom H-bridge power electronics were designed and built by 

Bazooka Electronics Ltd. to supply the actuator with the necessary electrical power 

in a coordinated and repeatable fashion. These circuits are designed to  switch up 

to 50 V up a t frequencies up to 50 kHz. The actuator opener and closer coils, 

opto-isolator signal lines, voltage and current measurement signal lines as well as a 

3 kW and 35 W  power supplies were connected to  the custom power electronics. The 

electronics provide three basic output modes of +42 VDC, 0 VDC and —42 VDC 

to the coil. These three modes are achieved with two high speed voltage-controlled 

insulated gate bipolar transistors (IGBT IRG4BC40W), T1 and T2, and two flyback 

diodes, Di  and I)2. Inputs to the transistors for each of the three modes are shown 

in the H-bridge power circuit representation provided in Figure 6.11. Here, a digital
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Figure 6.11: Power electronic modes

high input closes the transistors.

In +42 V mode, transistors T1 and T2 are closed and current flows from the power 

supply, through the actuator and to ground.

After the coil is energized, an effective potential of 0 V may be applied by setting 

transistors T1 open and T2 closed. This results in the coil current to ‘free-wheel’ 

through diode D2 with a net potential difference across the actuator of 0 V.

Also available is a -42 V mode. After the coil is energized, T2 may be opened so th a t 

the only current path  available is through diodes D2 and D l. This mode is used to 

drive the current down a t a faster rate than  the 0 V mode due to the effective change
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in polarity. For example, it is used when releasing the arm ature in order to reduce the 

magnetic force quickly and subsequently achieve faster valve travel time. It should 

be noted th a t when T2 is open, the mode is the same regardless of the state  of T l. 

A 50 kHz PW M  signal from the DS1103 controller board controls T l (+42 and 

0 V modes) while a digital TTL output signal regulates T2. W ith sufficiently fast 

switching frequencies and a relatively high inductance, it is reasonable to  assume th a t 

PWM duty cycle variation can regulate an average linear voltage output as done in 

[Peterson and Stefanopoulou, 2004, Deng and Nehl, 1998, Pawlak and Nehl, 1988].

6.5.15 Power Supplies

A ctuator power in both  the m aterial testing and testbench experiments is provided 

with Sorensen programmable switching power supplies. In the m aterial testing ex­

periments a  DCS60-18E 1 kW model was used and in the testbench setup, a larger 

DCS80-37 3 kW supply is used. Both supplies convert a 60 Hz AC source into a vari­

able DC power source. The testbench supply is remotely shutdown via the DS1103 

controller and through a connection to an external overload circuit th a t monitors 

the supply current output. Although the 1 kW  and 3 kW power supply outputs are 

respectively rated to  maximum 18 A and 37 A of continuous current, it was observed 

th a t both supplies are capable of providing short term  (10 ms or less) currents in 

excess of 50 A a t 50 V (with a ‘dummy’ actuator load). Thus, actuator performance 

is not expected to be limited by the supplies.

All other hardware accessories such as the electronic pressure regulator, opto-isolation, 

analog integration, power electronic and current overload protection circuits are pow­

ered through a  linear 35 W  HP 6236B triple output supply.
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6.6 Summ ary

The above sections provide a brief summary of the hardware and procedure used to 

conduct the experimental studies. Using an axial m aterial testing machine, custom 

H-bridge power electronics are interfaced with a switching power supply and high 

speed controller to investigate the static and transient force and current response of a 

hinged prototype actuator. A ctuator force is measured with a load cell and magnetic 

path  flux was inferred through analog integration electronics. Additional testbench 

experiments are conducted to  evaluate actuator control performance under emulated 

engine conditions. Emphasis is placed on the study of the exhaust valve actuation to 

address the issue of gas force disturbance rejection. Both experiments are essential in 

validating developed models and qualifying and tuning the control algorithms prior to 

implementation on a single cylinder research engine. The apparatus components and 

relevant specifications for the material testing and testbench experiments are listed 

in Tables 6.2 and 6.3, respectively.
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Table 6.2: M aterial Testing Machine Experim ental Equipment

Item Description Relevant Specs.
Prototype
A ctuator

Valve actuator RAM 113 050 02 77 
Provided by DaimlerChrysler AG

8.00 mm (0.315”) 
stroke

A ctuator
Adaptor

Connects the actuator to  the MTS 
crosshead

AISI 6061 T6 AL 
plate

Actuator-Load 
Cell Rod

Transfers load from the arm ature 
to the load cell

13mm (1/2”)<p x 
300mm (12”) 6061 
T6 Aluminum bar

Load Cell 
Adaptor

Fixes the load cell to the MTS 
load frame

6061 T6 Aluminum

A ctuator Power 
Supply

Sorensen DCS60-18E programmable 
switching power supply

0-60V, 0-18A 
Max output: 1 kW

Accessory Power 
Supply

Hewlett Packard 6236B triple 
output linear supply for power 
and miscellaneous electronics

+6V, ±-20V 
35 W

Power Electronics Custom H-Bridge driver for 
actuator current control with on 
board current hall-effect sensor

Switching <  50 kHz 
Max: 55V @ 50A 
IGBT IRG4BC40W

Flux Measurement 
Electronics

Custom analog integration 
circuits for position feedback 
board current hall-effect sensor

Four channel with 
external reset 
Cap.: 200V @ 70 A

Load Cell Strainsert FL1U-2SGKT flat load 
cell

Cap.: 4448 N 
Acc.: 1% FS

Load Cell 
(in load frame)

MTS 661 20E-03 load cell Cap.: 100 kN 
Acc.: 1% FS

Load Frame MTS 318.10 Axial Load Frame and 
SilentFlo 505.07 hydraulic unit

Cap.: 100 kN 
(22 kip)

Load Controller MTS 810 servohydrauic system and 
TestStar IIs controller

“

Strain Gauge 
Conditioner

Vishay 2100 provides load cell 
excitation and calibration

1-12V Excitation 
Gain: 100-2100

Host PC IBM ThinkPad notebook for data
collection /  con tro l in terface

1.2 GHz CPU 
512 M b RA M

Controller dSPACE DS1103 with PX4 enclosure 
PCI card and 400 MHz processor

16Bit sampling 
to  50 kHz,

Misc. Electronics 16 X 10 M bit/s opto-isolator 
Variable overload protection

IC HCPL-2601

Misc. Hardware Various connectors, leads and 
fasteners to connect hardware
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Table 6.3: Testbench Experim ental Equipment

166

Item Description Relevant
Specifications

Prototype
Actuator

Hinged exhaust valve actuator 
No. RAM 113 050 02 77 provided 
by DaimlerChrysler AG

8.00 mm (0.315” ) 
stroke

Single Cylinder 
Head

Model No. HAM 113 016 L003 
provided by DaimlerChrysler AG

Four valve 
Vol: 60.2 cm3

Controller dSPACE DS1103 with PX4 enclosure 
PCI card and 400 MHz processor

16 Bit sampling 
to  50 kHz,

Flux Measurement 
Electronics

Custom analog integration 
circuits for position feedback

Four channel with 
external reset

Valve Position 
Sensor

Micro-Epsilon LD1627-10 laser 
triangulation (PSD type) 10 mm

Freq. resp: 37 kHz 
Res.:6 /im (noise)

Pressure Sensor Kistler 6061B piezoelectric 
transducer for M l0x1 port

N atural Freq: 90 kHz 
Sensitivity: -25 pC /bar 
Max pressure: 300 bar

Charge Amplifier Sundstrand 507, adjustable 
sensitivity of 0.01 to 110 pC /V

Max Freq. 350 kHz

Power Electronics Custom H-Bridge driver for 
actuator current control with on 
board current hall-effect sensor

Switching <  50 kHz 
Max: 55V @ 50 A  
IGBT IRG4BC40W

Actuator Power 
Supply

Sorensen DCS80-37 programmable 
switching power supply

0-80 V, 0-37 A 
Max output: 3 kW

Accessory Power 
Supply

Hewlett Packard 6236B triple 
output linear supply for power 
and miscellaneous electronics

+6V, ±-20 V 
35 W

Pressure
Regulator

Wilkerson ER1, 1/2” N PT ports 
Step response: 600 ms (nominal)

0-10 V input
Max pressure: 10.3 bar

Host PC Windows XP desktop computer for 
d a ta  collection and control 
interface. Dual monitor output.

AMD Athlon XP 1800 
1.53 GHz CPU 
1 GB Ram

Misc. P n e u m atic s P a rk er F602 filter, 48L vessel 
Bourdon tube indicator, flexible 
hose (1 /2” ) and various fittings

-

Misc. Electronics 16 X 10 M bit/s opto-isolator 
Variable overload protection

IC HCPL-2601

Misc. Hardware Various connectors, leads and 
fasteners to connect hardware

”
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C h a p t e r  7

R e s u l t s

7.1 Introduction

In the preceding chapters, finite element, Simulink and lumped param eter models 

are provided for a  prototype hinged solenoid variable valve timing actuator. The 

models are used to predict the actuator steady state  and transient response in part to 

evaluate the performance of the various models. Experiments to validate the derived 

models and a comprehensive control strategy are conducted. The following sections 

highlight key simulated and experimental findings.

7.2 Sim ulated and M easured A ctuator R esponse

Prior to control development, extensive simulation and experimental studies are con­

ducted to  characterize the actuator performance. The simulations include the finite 

element analysis, lumped param eter-FEA hybrid model (Simulink) and state  space 

lum ped  p a ra m e te r  m odel (L PM ) as discussed in  C h a p te r  4. A ssoc ia ted  experim en ta l 

measurements are made using a material testing apparatus described in Section 6.2. 

Two significant types of studies are conducted, namely, steady sta te  performance and 

transient performance. The following sections briefly summarize these results.

167
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20
Current [A]

Figure 7.1: FEA simulated opener force as a function of respective air gap and steady 
state current

7.2.1 Static Perform ance Evaluation

Static force and magnetic flux as a function of position and current are simulated us­

ing an FEA model (Section 4.3) and measured experimentally (6.2.1) over a relatively 

wide range of arm ature positions and current levels. Figures 7.1 and 7.2 indicate the 

simulated and measured steady state  force response for the opener magnet. The 

simulated force response of closer magnet is provided in 7.3. Figure 7.4 compares 

measured and simulated arm ature valve force as a  function of position and various 

steady state  excitation. Also plotted is the combined torsion bar and valve spring 

force, kx,  from (4.19), which in the range shown, opposes the magnetic force. A 

plot of the difference between the simulated and measured results over the tested 

operating points is provided in Figure 7.5. Good agreement between the measured 

and simulated response is observed with a maximum deviation at low air gaps and
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Figure 7.2: Experimentally measured opener force as a  function of respective air gap 
and steady state  current

higher current excitations. This is most likely due to the arm ature deflecting and 

thereby reducing the air gap (assumed rigid in the FEA studies). In fact, a t air gaps 

less than  0.5 mm, one portion of the arm ature could be heard contacting the pole 

face thus making such force measurements erroneous. This was also observed during 

similar measurements performed for a linear actuator in [Chladny, 2003]. During nor­

mal operation, deflection is likely less significant because the arm ature is not rigidly 

constrained as done in the static tests. In [Clark et al., 2005], similar experimental 

and simulated discrepancies are observed despite a 3D FEA model being conducted. 

Regions beyond 6 mm and currents below 10 A provided insufficient force to be de­

tectable by the load cells. Both the simulated and measured response indicate the 

effect of m aterial saturation as the force does not continue to  increase quadratically 

with respect to current as a linear induction model suggests. Experim ental results 

for the closer m agnet are not available as it is not readily possible to  make force

25
20

Current [A] Aig Gap [mm]
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Figure 7.3: FEA simulated closer force as a function of respective air gap and steady 
state current

measurements in a non-destructive fashion. However, due to  the similarity between 

the opener and closer magnets, it is expected th a t the simulated model is also capable 

of closely representing the actual closer response.

Provided the FEA models have sufficient fidelity, the numerical da ta  can be used 

directly in a LPM -FEA hybrid model or to parameterize a  LPM through fitting tech­

niques as discussed in Chapter 4. As shown in the following sections, these models 

(which use steady sta te  data) can predict transient performance w ith good accuracy 

and with considerably less computational demands than  a FEA.

7.2.2 Transient Perform ance Evaluation

Although good steady state  model performance may be dem onstrated, transient force 

and current response to a  time varying voltage input is also im portant for model based 

control design. In particular, the LPMs so far have neglected the effects of eddy cur-

Current [A]
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Figure 7.4: Opener m agnet measured, FEA and LPM valve force as a function of 
arm ature position and various steady state  currents

rents. Although these effects cannot be directly measured, their effect on coil current 

response is apparent (if significantly present) when comparing actual response to a 

model th a t does not account for them [Chladny et ah, 2005]. To investigate if eddy 

current effects are significant to  the actuator performance, experiments are conducted 

as described in Chapter 6, Section 6.2.2.1 where a relatively short step voltage is ap­

plied and then reversed until current returns to  zero over various arm ature positions. 

Transient FEAs are also conducted using the measured voltage input for comparison 

purposes. The FEA models are capable of predicting eddy current response using 

the material conductivity specification for the laminate sheet of which the actuator is 

constructed. Therefore the FEA models provide insight to how significant eddy cur­

rents are for the actuator considered (and if necessary, may be used to parameterize 

a secondary eddy current model [Chladny et al., 2005]).

Figures 7.6 through 7.10 compare the measured, FEA, LPM -FEA hybrid and LPM
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Figure 7.5: Opener magnet simulated and measured force error as a  function of 
arm ature position and various steady state  currents

current and force response at respective air gaps of 0.50, 0.75, 1.00, 1.50 and 2.00 mm. 

Also indicated are measured and modeled voltage inputs as an approximation is used 

for the modeled input to simplify the data  input, particularly for the FEA. These 

results indicate an overall good agreement between all models and experimental mea­

surements w ith a 14% over prediction of peak current by the LPM -FEA hybrid model 

and a 15% peak force under prediction by the LPM model, bo th  of which occur at a 

0.50 mm air gap position. In fact, all models performed poorest a t the lower air gaps 

tested. This is likely due to the arm ature deflecting enough to reduce the nominal 

air gap where as it is assumed rigid in the models. If this were the case, a slower 

current response and higher peak force should be measured as a  result of the higher 

inductance associated with a smaller air gap. Indeed, this is the case as agreement
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Figure 7.6: Simulated and measured response of the opener magnet, 42 V, 0.50mm 
airgap

air gap where as it is assumed rigid in the models. If this were the case, a slower 

current response and higher peak force should be measured as a result of the higher 

inductance associated with a smaller air gap. Indeed, this is the case as agreement 

between peak current and force improves with larger air gaps (smaller forces and 

hence less deflection). Also apparent is the effect of the transient loading on the load 

cell and frame structure. As mentioned in Chapter 6, the signals from two load cells 

are recorded. Load cell 1 is a lower capacity unit located between the load rod and 

material testing machine crosshead. Load cell 2 is a higher capacity (and less sensi­

tive) unit situated between the load crosshead and frame. Their relative location is 

apparent with load cell 2 having a smoother response, likely due to the inertia of the 

crosshead acting as a mechanical filter. Similarly, the relatively large mass of the cross 

head causes a tem porary tensile (negative) load upon polarity reversal. Despite these 

force measurement complications, the general trend across the different operating
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Figure 7.7: Simulated and measured response of the opener magnet, 42 V, 0.75mm 
airgap

points suggests good agreement. Of greater concern is agreement with transient cur­

rent response since the steady state  measurements have already dem onstrated good 

force-current model performance. Overall model performance is as expected with a 

general degradation in performance with respect to model simplicity. However, the 

degradation is relatively modest suggesting the assumption of negligible eddy currents 

is valid. A lthough the FEA provides the best overall current and force prediction, 

the LPM-FEA hybrid and LPM models take only seconds to  simulate (as opposed 

to hours). Despite the LPM exhibiting the lowest overall agreement, it is the only 

model th a t is amenable to  analytical control design techniques.

Although the FEA has proven instrum ental in providing d a ta  for LPM development, 

it is the only m ethod capable of producing potentially revealing qualitative results. 

Figures 7.11a through 7.I l f  illustrate opener flux lines over tim e for the same step 

voltage input shown in Figure 7.9 corresponding to  an air gap of 1.50 mm. These
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Figure 7.8: Simulated and measured response of the opener magnet, 42 V, 1.00mm 
airgap

figures provide insight to  the nature of the fringing and leakage air paths, something 

th a t may assist in the development of reluctance network models. Additionally, due 

to  the transient nature of the study, appreciation of the eddy current skin effect (see 

Appendix A.5) can also be made. Compared to  similar transient studies conducted 

in [Chladny, 2003], the observed skin effect is relatively modest. Similar to the flux 

lines, contour plots of magnetic flux density are as shown in Figure 7.12. Such plots 

are likely quite useful to an actuator path  designer as they provide insight as to where 

the material is most likely to saturate first (and hence offer no further use to field 

manipulation or intensification). For example in Figure 7.12b, it is apparent th a t sat­

uration is most likely to occur first in the back iron path corners (likely exacerbated 

by the eddy current skin effect) and later (Figure 7.12e) in the pole face corners (due 

to the relatively small amount of material through which fringing is likely). Thus, 

it may be possible to  further enhance the magnetic efficiency of the device through
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Figure 7.9: Simulated and measured response of the opener magnet, 4 2V, 1.50mm 
airgap

the addiction of small radii a t the inside of the back iron legs (where the inner coil is 

wound) likely a t an increase of manufacturing costs or overall actuator volume and 

mass.

7.2.3 Prelim inary Flux Sensor Evaluation

As a preliminary m ethod of evaluating the flux sensor performance, the material 

testing machine crosshead position controller is set to  induce a sinusoidal arm ature 

motion. During this time, a  step load is input through regulation of coil current 

about a predefined set-point as discussed in Section 6.2.2.3. In this way, insight may 

be gained to  arm ature position measurements by comparing the crosshead position 

output and the reconstructed position based on flux and coil current measurements 

using the technique in Section 5.6.1. Figure 7.13 shows the results a t a crosshead 

frequency of 10 Hz and am plitude of 0.50 mm. Minimum air gap is set to 0.50 mm.
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Figure 7.10: Simulated and measured response of the opener magnet, 42 V, 2.00 mm 
air gap

Similarly, Figure 7.14 provides results of a test conducted a t a frequency of 4 Hz but 

with an amplitude of 1.50 mm and a minimum air gap of 1.00 mm. In both tests, 

reasonable agreement is observed between the reconstructed position and measured 

crosshead position. Aside from initial field build up (at t<  1.5 ms), a maximum 

deviation of approximately 0.7mm is observed for the 10 Hz case. It is unclear if the 

discrepancy is a  result of the reconstruction technique or an actual deviation as a result 

of arm ature or load frame dynamics. The time required to establish a field sufficiently 

strong enough to make an accurate measurement is significant and suggests th a t a 

bias current will be required, particularly at low air gaps. A lthough these experiments 

serve only as a preliminary indication th a t it is possible to  reconstruct position from 

flux and current measurements, they are not overly useful in th a t even at 10Hz, the 

motion is relatively slow compared to a normal valve opening or closing cycle (which 

typically occurs within 5 ms). Recording time is limited to approximately 70 ms due
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Figure 7.11: Opener flux lines for a 1.50 mm air gap and 42 V step input at: 0.2, 0.4, 
0.6, 0.8, 1.0 and 1.2 ms

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 7. RESULTS 179

ANSYS 10 .0  
NODAL SOLUTION 
TIME*. 200E-03 
B3UM (AVO) 
RSYS-0
P ow erS raphics 
SFACET-1 
AVRES-Mat 
SMN = . 161E-03 
SMX *1 .362

•D I9 T - .03967 
•XF -.0 1 4 7 5 7  
•Yr — .012294 
2-BUFFER

.161B-03

.151461

.302802

.454122

.605443

.756763

.908084
1 .059
1.211
1.362

AN3Y9 10 .0  
NODAL SOLUTION 
T IM E-.4006-03
SSUM (AVO)
RSYS-0
Pow arO caphies 
EFAC6T-1 
AVRES-Mat 
SMN - . 198E-03 
SMX -1 .3 2 7

'D IS T - .03967 
'XF - .014757  
•YF — .012294
z-Burr&R

.198E-03 
S  .147656 
■ ■  .295114
I [ .442571
LZJ .590029 

j .737467 
^  .084945 
S  1.032

1 .327

(a) t=0.2 ras (b) t=0.4 ms

I

ANSYS 1 0 .0  
NODAL SOLUTION 
TIM E-.600B-03 
BSUM (AVO) 
RSYS-0
Powe rO caph ics  
EFACET-l 
AVRE3—MAC 
SMN - .2 1 3 6 -0 3  
9MX -1 .3 5

’D I3 T -.03967 
’XF -.0 1 4 7 5 7  
’YF — .012294 
8-BUFFER

.213B-03 
■ ■  .150219
P M  .300225 
H  .45023 
} = )  .600236
fs=J .750241 
S  .900247 
H  1-05

1 .35

I

ANSYS 10.0 
NODAL SOLUTION 
TIHE-.800E-03 
BSUM (AVO) 
RSYS-0
Pow erO raphics 
EFACET-l 
AVRES-M«C 
SMN -.2 2 6 E -0 3  
9MX -1 .6 9 3

'D I3 T - .03967 
•XF - .014757  
•Yr — .012294 
8-BUFFER

188366

(c) t=0.6 ms (d) t=0.8 ms

I

ANSYS 10 .0  
NODAL SOLUTION 
TIME-. 100E-02 
BSUM (AVO) 
R3YS-0
Pow erO raphic* 
EFACET-l 
AVRES-Mat 
SMN - . 246E-03 
SMX -1 .9 7 6

•D IS T -.03967 
•XF -.0 1 4 7 5 7  
•YF — .012294 
Z-BUFF6R

.2466-03  
S >  .220041 
B 9  .439837
p | - |  .659632

.879428 
j j i g  1 .099 
B  1 .319

1 . 539
1.759

I

ANSYS 10 .0  
NODAL SOLUTION 
T IM E-.0012 
B3UM (AVO) 
RSYS-0
Powa rO ra p h ics  
EFACET-l 
AVRES-Mat 
SMN —. 352E-C3 
SMX -2 .1 8 8

ZV -1  
•D I9T -.03967 
•XF - .014757  
•YF — .012294 
Z-BUFrER

.3526-03  
■ ■ j .243438
S B  .486523 
j— j .729608 
1— | .972694
fSr-j 1 .216  

1 .459  
1.702 
1 945 
2 .188

(e) t=1.0 ms (f) t=1.2 ms

Figure 7.12: Opener flux density contour plots for a 1.50 mm air gap and 42 V step 
input at: 0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 ms
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Figure 7.13: Measured and estim ated air gap during 10 Hz, 0.50 mm amplitude, 
1.00 mm mean crosshead motion

to concerns of saturating the op-amp integration circuit and damaging the coil.

7.3 Sim ulated and M easured Controller Perform ance

Upon validation of the various magnetic models, the LPM -FEA hybrid model is 

extended to  include spring-mass and gas force dynamics as described in Section 4.6. 

The model is instrum ental in the development of a comprehensive control strategy 

capable of addressing the issues of unknown gas force disturbances and soft seating 

while subject to  a 42 V source and production amenable feedback sensors. The 

model is validated through comparison with relatively simple open-loop testbench 

experiments. Upon successful simulated controller performance, the developed control 

software is coded in C and compiled on a dSPACE DS1103 controller. The following 

sections provide an overview of the simulated and measured testbench experiments.
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Figure 7.14: Measured and estim ated air gap during 4 Hz, 1.50 mm amplitude, 2.5 mm 
mean crosshead motion

7.4 Testbench System  M odel Validation

Prior to feedback control implementation on the designed testbench (described in Sec­

tion 6.3), a  model of the complete actuator system is developed using the MATLAB- 

Simulink environment and acquired FEA data. The model accounts for bridge drive 

circuits, mechanical and electromagnetic response. The model also approximates ex­

haust gas forces as a  means to evaluate feedforward requirements under a  variety of 

blowdown pressures. The model is then validated through comparison to increas­

ingly sophisticated testbench experiments. For example, Figure 7.15 contrasts the 

simulated and experimental results of a pressurized release where the closer holding 

current is simply switched off and the cavity depressurization and valve oscillation 

are observed. Later, when a landing controller is implemented, the pressure trace 

and digital outputs from the dSPACE controller are recorded and used as the model
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Figure 7.15: Simulated LPM-FEA and experimental free opening, 1 bar blowdown 
pressure

input (open-loop simulation) as shown in Figures 7.16 and 7.17. Here, gas force is 

simulated as valve area times cavity pressure and gas force coefficient, Fg — A vP Cgf. 

The simulation results suggest reasonable agreement given the simple gas force model 

and the lack of a controller in the simulations. Specifically, a maximum of 1.5% dis­

placement and velocity peak error among the various simulations is observed. The 

prim ary discrepancy is due to a 0.25 ms delay (maximum) between the measured and 

simulated results. This may be due to static friction force th a t is unaccounted for in 

the model. Given th a t these results are obtained simply through using the same ini-
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Figure 7.16: Simulated LPM-FEA and experimental valve opening, 1 bar blowdown 
pressure

tial conditions and experimental switch signals (simulation is thus run in open-loop) 

the model is expected to be valid for controller design purposes.

7.4.1 O pen-loop Feedforward Control

Initially, only tuned open-loop feedforward controllers are used to  setup appropriate 

initial conditions for the flatness-based landing controller. Figure 7.18 demonstrates 

typical landing performance (opening and closing) over a pressure range of 0.25 to 4.5 

bar using the flux-based position and velocity estimation and open-loop feedforward
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Figure 7.17: Simulated LPM-FEA and experimental valve closing, 1 bar blowdown 
pressure

method. It is found th a t with tuning at each pressure level, landing velocities of 

<  O .lm /s are consistently attainable. Figure 7.19 illustrates similar performance 

is attainable a t higher test-bench speeds as well. However, a t speeds greater than 

3000rpm, exhaust pressures are limited to approximately 1 bar due to compressed air 

supply restriction on the testbench.

Although the manually tuned method appears acceptable, potentially large impacts 

and /  or actuation failure can result with even modest (±0.5 bar) changes in opening 

pressure.
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Figure 7.18: Full cycle plots over a 0.25 to 4.5 bar pressure range, 250 rpm 

7.4.2 O b se rv e r  C o n v erg en ce

Since velocity and gas pressure measurements are unavailable for control, they are 

estimated through the observer discussed in Section 5.7. The observer structure 

is first s im u la ted  an d  tu n e d  in dependen tly  of a  feedback controller using measured 

position da ta  for simple testbench experiments as shown in 7.15. Later, the observer 

is combined with a feedforward and landing controller first in simulation and then 

coded and re-tuned on the testbench hardware. Figures 7.20 and 7.21 indicate 

typical position, velocity and gas pressure estimates at respective EVO pressures of
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Figure 7.19: Flatness voltage landing control via flux feedback - 3500 rpm, 1 bar 
blowdown, 6 cycles

1 and 5 bar. A lthough gas force is actually used in the feedforward and feedback 

routines, the force estim ate is converted to a pressure for direct comparison with 

measured pressure (since valve gas force is not measured directly). Also shown is the 

measured flux-based position signal in which all estimates (with current) are made. 

Convergence performance in the case of the simulated results is significantly better 

than  the measured cases. This is largely due to a relatively noisy flux-based position 

signal, particularly a t the early stages of valve opening where a change in arm ature 

position has only a moderate influence on path  flux. This problem is intensified at
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Figure 7.20: Simulated and experimental estim ated position, velocity and pressure 
convergence, 1 bar

larger EVO pressures as the valve opens so slowly th a t a opener bias current is imposed 

to maintain a position signal (albeit a relatively poor one). In the later half of the 

valve opening stroke, the flux-based signal improves as do the respective estimates. 

Despite the degraded estimation accuracy in the early opening stages, good control 

performance is still possible in part because of the way in which the feedforward 

controller is designed. Specifically, consideration is given to  the low magnetic force 

authority a t distances of 4 mm away or greater from the pole face so th a t a relatively 

low (and thus less noisy) feedforward current is demanded during the early stages of 

valve opening. Figure 7.22 indicates desired and actual feedforward currents for EVOs 

of 1 and 5 bar for both  the simulated and measured cases. Upon release, a constant
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Figure 7.21: Simulated and experimental estim ated position, velocity and pressure 
convergence, 5 bar EVO

bias current is applied in anticipation the requirement of a position measurement.

7 .4 .3  G as D is tu rb a n c e  R e je c tio n

Plots of simulated and measured position, velocity and gas pressure are shown in 

Figure 7.23. Also shown are individual gas pressure estimates. In this figure, eight 

consecutive cycles are shown where initial pressure is alternated between 1 and 5 bar to 

demonstrate the observer and feedforward controller’s ability to  compensate for large 

cycle-to-cycle pressure variations. In both simulation and experiment, no changes 

are made to  the controller parameters, gains or initial gas force estimates between 

cycles. Similar results are obtained for random initial pressure tests. Convergence
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Figure 7.22: Simulated and experimental position, pressure, current and desired feed­
forward current a t 1 and 5 bar EVO

of 7  is provided for the same cases, this tim e measured gas pressure is converted 

into an equivalent initial pressure by dividing measured pressure by function f i (x) .  

Overall, there is good agreement between simulated and experimental results. In 

simulation, gas force estimation is initially very good with rapid convergence in the 

first two millimeters of lift. However, deviation from the true value is observed in 

the later portion of the stroke, likely due to model-plant mismatch bias and weak 

observability. Gas pressure convergence is not as rapid in the experimental case due 

to a poorer quality position signal (noise is not modeled in the simulation) and thus 

lower gains are assigned. Position signal quality is poorer a t high pressures as the 

slower valve motion required the need to switch from the closer position coil (zero
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current) to  the opener early on in the valve stroke (where the flux-based position 

performance is most sensitive to noise). Despite this, convergence is rapid enough 

to provide adequate feedforward current and the overall experimental performance is 

very good. The phase plane plot in Figure 7.23 indicates a maximum opening impact 

speed of 0.17 m /s  in one of the 5 bar cycles. Such results are excellent considering 

pressure variations from 1 to 5 bar are being applied alternatively for each of the 

eight consecutive cycles to  approximate an engine misfire.

7.4.4 Sim ulated and M easured Control Perform ance

The flux-based feedback sensor, observer, feedforward and landing controllers are im­

plemented to provide a comprehensive valve actuation strategy. The routines are first 

tested using the detailed actuator and power electronics Simulink model and then im­

plemented in real-time on the testbench. Upon dem onstration of successful landing 

control at predefined EVO pressures, the proposed disturbance estim ation and energy- 

based feedforward m ethod is implemented. Simulated and experimental performance 

results of these tests (again using flux-based feedback) are shown in Figure 7.25 with 

respect to position, velocity, pressure and coil current. These results illustrate the 

comprehensive control performance in simulation and in experiment over a  relatively 

wide range of exhaust gas pressures. The effectiveness of the combined control s tra t­

egy is experimentally dem onstrated with an average impact velocity below 0.1 m /s 

with a  standard  deviation of 0.06m/s (over two hundred cycles). Transition times 

(defined by the time from when the control command is given to  open to  the point of 

impact) vary significantly with pressure with typical maximum and minimum times 

of 6.2 ms and 4.1ms for the 5 bar and 1 bar cases respectively. If transition time is 

calculated as the tim e taken for the valve to move from the 98% closed to  98% open 

position (-3.84mm to  3.84mm) [Peterson, 2005], then typical maximum and minimum 

times are 4.5ms and 3.0ms for the respective 5 and 1 bar cases.
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To be sure acceptable landing performance is consistent and repeatable, impact speeds 

are recorded from 200 cycles at three pressure levels. Due to  da ta  acquisition mem­

ory limitations, the recording time is limited to two seconds. As a result, the cycles 

th a t occur during the time to download and save a two second interval (at most, 30 

seconds) are not recorded. The engine speed (emulated) of the tests determines how 

many recording intervals are required to to ta l 200 valve cycles. Again, for higher 

pressure EVOs, a slower speed is required to accommodate compressed air flow rate 

limitations. Figures 7.26 through 7.28 show the opener and closer impact velocities 

over 200 recorded cycles a t 1, 3 and 5 bar EVO pressures, respectively. In all cases, 

an average im pact velocity of 0.1 m /s with an approximate standard deviation of

0.05 m /s  are achieved with exception of the opener a t 5 bar EVO pressure. Here, a 

slightly higher average impact velocity is obtained w ith a significantly higher average 

impact speed of 0.104 m /s  and standard deviation of 0.09 m /s  is observed. Also wor­

thy of note is the difference in distribution between the 5 bar EVO case and all others. 

The 5 bar opener distribution is somewhat polarized between relatively low impacts 

and higher impacts while the other cases conform closer to  a  normal distribution. 

It is suspected th a t this is a result of heightened sensitivity to  variations in initial 

conditions and estim ation errors for the higher pressure cases. Or in other words, the 

controller performance tends to either be exceptionally good, or in the event of even 

m oderate initial condition variations, higher impacts are observed.

7.5 Sim ulated M ulti-cylinder Exhaust M anifold Pressure D isturbances

The gas disturbances considered thus far have been highly idealized to simplify the 

estimation process while attem pting to capture the main dynamic effect. It is ac­

knowledged th a t multi-cylinder exhaust manifold pressure variations can be signifi­

cant and difficult to  measure and predict [Macian et al., 2004], It is suspected th a t
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the proposed disturbance observer will be able to accommodate large variations in 

back pressure provided they are slowly varying with respect to  a  valve event. How­

ever, if a relatively large pressure disturbance occurs mid-stroke of valve opening, it is 

unknown how experimental landing performance may be affected. Several simulations 

are provided to lend insight to performance under such conditions in Figure 7.29. The 

simulations suggest th a t although performance is compromised w ith respect to impact 

velocity and opening time, such disturbances may still be manageable (particularly 

given the abrupt tim ing and magnitude sim ulated). One conceivable extension of the 

testbench apparatus would be to  inject volumes of compressed air into the exhaust 

stream  to  investigate the subsequent control performance subject to exhaust manifold 

variations.

7.6 Summary

The previous sections summarize and highlight the key results of the modeling and 

control of a  prototype solenoid valve actuator. The proposed modeling techniques 

have been validated through quasi-static and testbench experiments. Feedback and 

state estimates are made through a magnetic flux signal measurement and estimator. 

This technique is sufficient for implementation in a production under-hood environ­

ment and cost effective compared to eddy current, LVDT and laser based sensors of 

sufficient resolution and bandwidth. Using a disturbance observer and feedforward 

controller, large EVO pressure variations may be identified and rejected on a  cycle-by- 

cycle basis en su ring  soft sea tin g  over a  wider range of operating modes. Additionally, 

the flatness-based landing controller provides suitable tracking over a wide range of 

initial conditions while restricted to a 42 V source.
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Figure 7.23: Simulated and measured opening cycles with cyclic pressure variations 
between 1 and 5 bar
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bar EVO pressures using flux-based feedback and observer disturbance rejection
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C o n c l u s io n s  a n d  F u r t h e r  R e s e a r c h

Due to the m any stringent constraints and requirements inherent to using solenoid 

variable valve timing actuators, the design, control and implementation of the 

devices has proven to  be exceptionally challenging. The multi-disciplinary nature 

of the problem has also likely impeded development. W ithout considering the myr­

iad challenging issues already facing any emerging automotive technology such as 

ecconomics, mass production, environmental im pact and safety, the successful im­

plementation of solenoid gas exchange valve actuators involves insights of electricity, 

magnetism, heat transfer, vibrations, fluid mechanics and control system theory. The 

preceding work presents a comprehensive modeling and control strategy for such ac­

tuators th a t accounts for the electrical, mechanical and nonlinear magnetic aspects 

of the actuators system. The control method is based on a foundation of exten­

sive and accurate simulations as a means of maximizing control performance while 

simultaneously reducing the debugging, tuning and risk associated with hardware 

implementation. Specifically, 2D FEA models have been developed to  characterize 

actuator magnetic response and are used to parameterize lower-order lumped param ­

eter models th a t are amenable for control design. All models have been validated 

with equivalent experiments. Through careful analysis of simulated performance, a 

control strategy has been designed th a t is capable of achieving the low impact velocity

200
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constraint while rejecting variable gas force disturbances and being subject to realis­

tic power source and feedback sensing techniques. Based on this work, the following 

conclusions may be made:

1. Sufficiently accurate FEA models of the closer and opener magnets are de­

veloped to parameterize lower-order (albeit still nonlinear) dynamic lumped 

param eter models th a t account for magnetic saturation effects and gas force 

disturbances. All models are validated using experimental techniques of in­

creasing complexity and operational realism.

2. As a means of simulating the dynamic response of the actuator system, the 

electromagnetic FEA results are directly incorporated with a mechanical LPM 

into a m odular simulation environment. This LPM -FEA hybrid model provides 

a means of investigating the effects of external param eters on the overall ac­

tua to r performance while avoiding the com putational demands of a FEA. For 

example, the model is extended to include the influence of combustion gas forces 

and switched voltage waveforms. This high fidelity model is capable of predict­

ing an entire valve actuation cycle making it instrum ental in development of a 

comprehensive control strategy.

3. To simplify initial control hardware implementation, a  testbench engine emu­

lator was designed and fabricated. The apparatus incorporates a production- 

realistic cylinder head and compressed air cavity th a t may be electronically 

pressu re  reg u la te d  to  p roduce  tra n s ie n t gas force d is tu rb an ces  consisten t with 

an operating engine. This unique m ethod of testing provides an intermediate 

step to  single cylinder engine experiments th a t allows for tuning and debug­

ging in a  controlled environment without the additional complications or risk 

of working within a research engine test cell.
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4. A m ethod for position feedback through magnetic flux and current measure­

ments is presented and dem onstrated sufficient performance for use with an 

estim ator and closed-loop landing controller.

5. A one dimensional compressible flow model is further simplified as a strictly 

valve position dependent phenomenon. In doing so, it may be used in a nonlin­

ear observer capable of cycle-by-cycle gas force disturbance estimation. Once an 

estim ate of gas force magnitude is available, it may be compensated for through 

an energy recovery based feedforward method. The combined estimation and 

feedforward technique are dem onstrated on a custom testbench experiment to 

provide suitable initial landing control conditions for a closed-loop landing con­

troller to  successfully open an exhaust actuator.

6. A flatness-based closed loop landing controller is dem onstrated both in simu­

lation and experiment to  exponentially track predefined reference trajectories. 

The trajectories are parameterized using B-spline basis functions and optimized 

subject to practical motion and voltage constraints. Through simulation, the 

flatness-controller is shown to exhibit superior performance with respect to im­

pact speed, transition time, param eter variations and input saturation when 

compared to LTI and PI based controllers.

7. Both the feedforward and nonlinear landing controllers are successfully demon­

stra ted  while subject to subject to practical physical constraints and gas force 

d is tu rb an ces  using  th e  afo rem entioned  feedback sensing  a n d  d is tu rb an c e  iden­

tification techniques.

8. The m ethod of disturbance characterization, identification and control tech­

niques are sufficiently generic to  be applied to other valve actuator types.
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8.1 Further Research

203

In order to  further enhance the proposed control process and continue on the path of 

engine implementation, the following highlights possible areas of future work.

8.1.1 Engine Im plem entation

1. Evaluation of the proposed control scheme on an operating single cylinder re­

search engine. Work includes coordination of the intake and exhaust valve 

controllers with the engine control unit, online diagnostics and error handling 

and further performance evaluation.

8.1.2 Control D evelopm ent

1. To address the issue of compensating for slowly varying system parameters (such 

as friction and spring stiffness) a m ethod of online param eter estimation could 

be developed. The disturbance observer presented is not expected to necessarily 

compensate for such changes due to the way such param eters interact with the 

flatness based landing control law.

2. Provided sufficient computational resources are available, the presented control 

strategy could be augmented with an adaptive scheme th a t adjusts feedback 

gains, open-loop feedforward control param eters (closer) or compensates for 

slowly tim e varying model parameters, such as changes in viscosity.

3. T h e  lan d in g  con tro ller used  in  th is  s tu d y  track s  only  one set of predefined t r a ­

jectories. Improved landing performance and efficiency could likely be achieved 

if a wider variety of trajectories were available or generated recursively online, 

again subject to available computational resources.
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8.1.3 A lternative A ctuators

1. W ith recent advancements of motor driven and hydraulic valve actuators, a 

survey and categorization of various potential prototype candidates could pro­

vide decisive insight for which technology is most likely to  prove superior with 

respect to efficiency, manufacturing /  implementation cost and performance.
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S u p p l e m e n t a l  T h e o r y

A .l  Vector Differential Calculus Operations &; N otation

The following briefly summarizes the notation used to denote m athem atical oper­

ations commonly used in the electromagnetic discipline, especially with Maxwell’s 

equations.

A. 1.1 Gradient o f a Scalar Function

The gradient allows the derivation of vector fields from scalar functions, the latter 

of which are computationally easier to  handle. For example, the gradient of a scalar 

function s (x , y , z ) ,  results in

_  d s . d s . d s , . .  , .
V s =  +  ^ - j  +  ^ - k  (A .l)

ox ay oz

where x, y and z are Cartesian coordinates. The geometric interpretation of the 

gradient is such th a t V s points in the direction of maximum increase of s and the 

magnitude ||V s|| gives the slope or rate of increase along the maximum direction.

224
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A. 1.2 D ivergence of a Vector Field and the Laplacian Operator

A useful operation in defining field quantities is the divergence operator, V-. Consider 

a differentiable vector function v(x, y, z), where x, y  and z  are Cartesian coordinates 

and the components of v are given by V\, v2 and u3 as:

v(x,  y, z) =  vA + v2j  +  u3k (A.2)

Then the divergence of v may be expressed as:

_  (  d , 8 . 8  , \  , . . . . dvx dv2 dv3
v 'v = U 1+ ei3 + S k) ' (“.1 + ̂  + ̂ ) = ^  ^  + 97 (a-3)

Note th a t V • v  depends only on v  and the points in space, not on the choice of 

coordinate system.

If a scalar function s(x, y, z) is able to be differentiated twice, the divergence of a 

gradient may be expressed as:

d2s d2s d2s .

+  +  (A '4)

This operation is also known as the Laplacian of s ( x , y , z )  where the Laplacian oper­

ator is denoted by V 2 and may be w ritten as:

82 82 82 
V ^ A  =  V . V ^  +  ^  +  s i  (A.5)

The geometric interpretation of divergence is the measure of how much a vector

spreads or diverges from a given point. A point of positive divergence can be thought

of as a ‘source’. Similarly, a negative point of divergence can be considered a ‘sink’.
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A. 1.3 Curl o f a V ector Field

Again consider a differentiable vector function v(x ,  y, z) as before. The curl of v in a 

right handed Cartesian coordinate system is then defined as:

Although curl is defined in terms of coordinates, it is not dependant on the coordinate 

system. The result of the curl operation can be considered a  measure of how much 

the vector v rotates about a specified point. The curl of a gradient is always zero. 

For any scalar function s ( x , y , z )  th a t is twice differentiable

Thus it may be observed th a t gradient fields are irrotational. Similarly, the divergence 

of a curl is also always zero, V • (V x v) =  0.

A .2 M axw ell’s Equations Derived

The following entails a brief overview of the empirical laws of electricity and mag­

netism in order to  provide a very basic derivation of Maxwell’s equations.

A .2.1 C oulom b’s Law

Coulomb derived an inverse squared relation from measurements he made experimen­

tally with an electrical torsion bar.

V x (Vs) =  0 (A.7)

qQ r
(A.8)

47reo|r|3
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This expression describes the force, f  [Newtons], experienced by a point charge, q

a position vector from one point charge to another, and e0 is the free space perm ittivity 

constant (8.854xl0-12^ ) .  Similarly, the electric field intensity, E  [volts per meter], of 

charge Q may be expressed as:

Since electric charge occurs in multiples of the elementary unit of charge, 1.60x10 19C, 

charge density may be expressed as:

which expresses a continuum model of a sum of charges a t a  point located by r 

enclosed by a  small volume, 8V.  Where 8V  is considered infinitesimally small when 

compared to the considered system’s dimensions yet large enough to  contain a large 

number of charges, qi-

In such instances, one may assume th a t all charges on such a volume will experience 

the same electric field. Thus, for the repulsion force of a body containing a number 

of charges one may average the force to derive an electric force density, F. Where,

A .2.2 G a u ss ’s L aw  o f E le c tr ic ity

An often more convenient way to relate charge density and electric field intensity is 

through the integral form of Gauss’s Law, which is implied by Coulombs law,

[coulombs], when brought towards another point charge of like sign, Q. W here r[m], is

(A.10)

F =  peE (A.11)
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® e0E  • n da =  /  ped V  (A. 12)
Js Jv

where n is the unit vector normally directed from area S  which encloses volume V . 

It can be seen th a t in the case of a point charge, Equation A. 12 reverts to th a t of 

Coulombs law, Equation A.8 where the surface S  may be taken as a sphere centered at 

the location of point charge Q. A differential form of Equation A. 12 may be obtained 

by applying the divergence theorem,

(£ v  ■ nda — j  W - v d V  (A. 13)
Js Jv

to result in the following:

[  (V • e0E  -  Pe)dV  =  0 (A.14)
Jv

Since the integrated volume is arbitrary, one may state:

V • E  =  — (A.15)
eo

Which is in fact one of Maxwell’s equations. Both Oersted and Gauss experimented 

with electromagnetism and its forces upon objects such as a  compass needle.

A .2.3 G auss’s Law for M agnetism

Gauss’s law for magnetism is a formalized means of stating the observation th a t unlike

electricity, free magnetic poles do not exist (at least they have yet to be observed).

This implies th a t the net magnetic flux passing through any closed surface, S, is 

always zero.
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$£} =  B  • n da =  0 (A.16)

Or, again recognizing the surface is arbitrary and applying the divergence theorem, 

the relation may be expressed in differential format as,

V • B  =  0 (A.IT)

This relation represents another of Maxwell’s equations.

A .2.4 C o n se rv a tio n  o f C h a rg e

Observed experimental evidence has shown th a t electric charge is always conserved. 

For example, an equal and opposite charge is observed on a  previously neutral atom 

when an electron is removed. W hen this concept is applied to  an arbitrary  volume, 

V, enclosed by a smooth surface, S, any flow rate of charge out of the surface must 

be balanced by the ra te  of which charge decreases in the volume. A continuum 

variable, current density, J  [ ^ ]  is often used to express this charge flow rate. The 

sign indicates direction of flow of positive charge and its magnitude indicates the net

rate of charge flow per unit area. M athematically this observation may be expressed

as:

J) J  • n da = — -j- f  pedV  (A.18)
Js dt Jv

or, in d ifferen tia l fo rm a t (again  u tiliz ing  th e  divergence th eo rem ) as:

V - J  +  %  =  0 (A.19)ot
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A .2.5 A m pere’s Law

As a means to  relate the magnetic effect of time varying electric fields and currents. 

Maxwell extended the original expression by adding the far right hand side term, 

known as displacement current, to account for influence of time varying electric fields 

displacing electrons and thus generating current.

The later format is another of Maxwell’s equations.

A .2.6 Faraday’s Law of Induction

Faraday discovered th a t time varying magnetic fields induce an emf. He infered

Experimentally this was performed by thrusting a perm anent bar magnet through a 

loop of wire and observing the induced current. The emf was equal to the change of

(A.20)

from this th a t time varying magnetic fields must produce tim e varying electric fields.

flux

£  =
dt

(A.21)

And E is related to  a change B by the equation

(A.22)

Or by applying Stoke’s theorem, in differential form as:

(A.23)

The la tter format is known as Faraday’s Law and completes the set of Maxwell’s 

equations.
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A .3 O ther R ela tion s o f Interest
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The following describes other relations which may be referred to through the course 

of this work.

A .3.1 Biot-Savart Law

The Biot-Savart Law is a means to assist in calculating the field produced by an arbi­

trary  current density. As can be imagined, the solution to m any of the aforementioned 

equations may be challenging even for relatively simple geometry. The Biot-Savart 

Law discritizes a current density into elements which may be individually solved to 

calculate the field, dB,  due to  each current element, dl.

A .3 .2  Lenz’s Law

Lenz’s Law is a means by which to predict the direction of induced currents by means 

of energy conservation. Although, the same results may be achieved by scrutinizing 

Faraday’s law, Lenz’s law is perhaps a more intuitive procedure for predicting currents 

in a closed loop produced by a changing magnetic field. Essentially it states th a t the 

induced current will appear in a direction th a t opposes the change th a t produced it.

A .3.3 Lorentz Force

The Lorentz force, / ,  is defined as the force imposed on a test charge, g, tha t is 

moving w ith velocity, v while moving through electric field, E  and magnetic field, B. 

This relation is quantified by:

f =  gE +  gv x B (A.24)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A. SUPPLEMENTAL THEORY  232

A single moving charge, qv  may be expressed as a current. Thus the first term  

is a  force on a static charge and the second term  is the force on a current. As 

mentioned earlier, we are generally not concerned w ith electrostatics. Further, when 

considering the average contribution the force may be expressed as current density 

and the magnetic field as shown:

F =  J f x B (A.25)

A .4 M agnetic M aterials

When considering the design of electromagnetic actuators, how a material behaves 

in the presence of a magnetic field is of great importance. The orbiting electrons of 

a particular atom  within any material cause small but significant electric currents, 

which in tu rn  cause small magnetic fields. The spin of the electron about its own axis 

also contributes to  this current. The way in which the atom ’s magnetic fields interact 

w ith each other determines the overall magnetic behavior. For example, the fields 

produced by the electron spins of most materials are random  and cancel out. Other 

materials may have regions which have aligned spins and thus an overall net field 

exists. The orientations are susceptible to  external fields where the net magnetic field 

may be decreased, or enhanced depending on the new orientation. Generally, there 

are three m ajor classifications of magnetic materials, diamagnetic, paramagnetic and 

ferromagnetic. Diamagnetic materials are characterized by resisting an applied ex­

te rn a l field. T h e  effect is slight, b u t still m easurab le . For exam ple, a  typ ica l relative 

permeability of a diamagnetic material may be 0.9. Param agnetic materials align so 

th a t there is a slight but measurable increase in the applied field. A typical relative 

permeability may be on the order of 1.1. Ferromagnetic m aterial possesses the ability 

to greatly enhance an external field, with relative permeabilities ranging from 100 to
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1,000,000. As the regions of common orbital spin align, the external field is inten­

sified, after which, the m aterial is said to be saturated and then behaves as though 

no material were present, or takes on permeability of free space. This saturation 

limit is of great concern when controlling solenoid actuators as the arm ature material 

will most likely be saturated  at low air gaps, where accurate control is most desired. 

The effect is also significant as the transition from high permeability to free space 

permeability is nonlinear, making accurate analytic performance estimates extremely 

challenging. It should also be noted th a t once magnetized, the aligned regions do not 

instantaneously return  to  their initially demagnetized state, nor does flux density fol­

low the same magnetization path. This phenomena is known as magnetic hysteresis. 

Although this may complicate even a low frequency analysis, it is often of greater 

concern with the design of higher frequency devices such as transformers. Hysteresis 

is often negligible in systems with air gaps, especially a t low flux densities, as the 

energy required to magnetize the gap is several orders greater than  any losses in­

curred through magnetic domain realignment. The field strength required to return 

a material to  a demagnetized space is referred to as coercive force. Ferromagnetic 

permeability is also sensitive to tem perature, w ith a sharp drop a t what is referred 

to as the Curie tem perature. This tem perature typically corresponds with a phase 

change (change in crystalline structure).

Despite the complex properties of ferromagnetic materials, their high permeability 

allows flux to be constrained to a predefined path  just as one would use wires to 

connect an electrical circuit. In fact, in many circumstances magnetic systems may 

be analyzed as a circuit problem rather than  a field problem as discussed in Section 

3.3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A. SUPPLEMENTAL THEORY

A .5 E d d y C urrents
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Eddy currents are characterized as local circulating currents which exist in the core 

material. These are physically existing currents produced within the m aterial due to 

a time varying core flux. They may be thought of as a short circuit consisting of coil 

wrapped around the external core material path  in th a t the change in flux induces a 

current which in tu rn  generates its own magnetic flux in the opposite sense (obeying 

Lenz’s law) and ultim ately opposes the change or rise of flux of the overall circuit. 

Thus, the observed flux rise or magnetization curve will be lower than  the th a t of 

the static case. The energy difference between the static and rapid field buildup is 

defined through resistive losses and hence heating. In summary, the two effects of eddy 

currents are: an internal MMF is generated which tends to  counteract the applied 

MMF, an irreversible heating loss of energy with the i2 losses in the core. Thus greater 

changes in flux tend to  generate more losses. A widening of the hysteresis loop is an 

indication of the eddy current magnitudes. They may be minimized by using materials 

with low conductivity and by laminating the core structure (through th in  sheets or 

sintered powder metallurgy techniques). In the actuator studied, laminations are used 

to increase the circulating path  length thereby breaking the eddy current paths into 

many smaller loops with lower m agnitude and subsequently reduce the counter flux 

generated. Eddy currents are not to  be confused with the electrodynamic Amperian 

currents generated by electron spin which are used to  explain m aterial magnetism. 

The eddy current counter flux tends to constrain the applied or useful flux path 

density to the edge of the material, also know as the skin effect. The skin depth, 

d may be approxim ated as a  function of the m aterial conductivity, a, excitation 

frequency / ,  m aterial permeability, /x through the following relation:

5 — . [Landau and Lifshitz, 1984] (A.26)
YTrnaf
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A .6 T h e L am bert W  Function
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The solution of a  feedforward current trajectory as well as the param etrization of the 

coil current state, i, w ith the flat output, y, and respective time derivatives, requires 

the algebraic solution of of the Lambert W  function [Corless et al., 1996] as discussed 

in Chapter 5. This expression was first introduced by Euler in 1779 [Euler, 1779] 

after studying Lam bert’s transcendental equation in [Lambert, 1758]. This multi­

valued relation is defined to be the inverse of the function w i—> wew = z, z  G C. It 

thus provides a  solution to:

W (z)e w(z) = z  (A.27)

When restricted to only real, negative arguments, Equation (A.27) has a unique real 

solution represented by the principal branch, W 0, as shown in Figure A .I. For all 

real z  in the range 0 > z  > —1/e, the function is multi-valued w ith two real solutions 

th a t are represented by the Wo and W -\  branches. For i > 0, only the principal 

real branch, W -i(z ) ,  is considered since the argument z  varies from -1 to -oo in all 

instances th a t it is invoked in this study.
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w .  (?)

-1/e

-0.5 0 .5

Figure A .l: Two real branches of the Lambert W  function [Chung, 2005]
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A c t u a t o r  P r o p e r t ie s  a n d  S p e c if ic a t io n s

B .l  Introduction

The following provides key actuator properties and data.

B.2 M agnetic D ata

Linear relative permeabilities for the back iron leg, fiirnig and root portions, /iirnrt and 

arm ature, fiarm, are estim ated from the induction curves for the respective materials as 

plotted in Figures B .l and B.2. Since the linear permeability of steel is approximately 

1000 times greater than  air, the steel m aterial properties are expected to be of little 

significance in the inductance calculation at large air gaps (or prior to the onset of 

saturation). Upon m aterial saturation, the steel permeability is the same as free space, 

fi0 or air, and hence the reluctance of the steel flux path  lengths become as significant 

as the air gaps. Saturation is expected to occur at relatively large excitation levels

an d  sm all a ir gaps, as it  is a t  those  o p e ra tin g  po in ts  w here th e  m ag n e tic  field in tensity

will be greatest.

Table B .l lists pertinent results of LPM fitting and manufacturer m aterial da ta  for 

both opener and closer magnets. The arm ature and core are made from 0.3 mm thick 

sheets of silicon steel alloy. The material is provided by Vacuumschmelze Hanau and

237
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Figure B .l: Induction curves of the various materials used in the hinged actuator 
magnetic path  (large field)

their respective trade names are VX17.1 and ORSI H100-30.

B .3 M echanical D ata

The param eters for the spring mass and gas force models are derived through mea­

sured and system identification techniques. The following sections provide a brief 

summary of the techniques used to measure key parameters. All relevant parameters 

are listed in Table B.2.

B.3.1 Torsion Bar Force M easurement

As part of the actuator performance evaluation, the torsion bar force as a function 

of arm ature position was measured. Figure B.3 illustrates the measured torsion bar 

response.
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Figure B.2: Induction curves of the various materials used in the hinged actuator 
magnetic path  (small field)

B .3 .2 Testbench System  Identification

A greybox model of the mechanical system was created with MATLAB’s System Iden­

tification Toolbox [Ljung, 1987, Ljung, 2004] to identify the effective moving mass, 

spring stiffness, viscous damping and spring pre-load parameters. The actuator is 

closed then released and the unforced position and velocity response da ta  are recorded. 

Three sets of d a ta  are collected for both a ‘cold’ and ‘warm’ operating condition. In 

the ‘cold’ case, the free response is recorded after being unused for 24 hrs. In the 

‘warm’ case, the actuator is run for approximately 3000 cycles immediately before 

recording the response. For each operating case, two da ta  sets are used to generate 

predictive error m ethod models. Upon which, the model performance is contrasted 

with the th ird  da ta  set as shown in Figures B.4 and B.5. The proposed mechanical 

model appears to  be a valid with a minimum agreement of approximately 97% among
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Table B .l: Magnetic and Electric Lumped Model Param eters

Param eter Opener Closer
tl> [Wb] 0.1354 0.1184
P [m/A] 7.6801 x 10~5 5.7479 x 10~5
k, [m] 4.1042 x 10~3 4.0700 x 10"3
a  [A-1] 8.3263 x 10~3 3.5562 x 10"3
Resistivity [Om] 
A rm ature 5.0 x 10“3 5.0 x 10~3
Core 2.0 x 10“3 2.0 x 10~3
Coil (copper) 3.0 x 10"8 3.0 x 10-8
r  [n] 0.51 0.46
lm [m] 19.4 x 10~3 20.8 x 10-3
N fc [turns] 10 10
N ec [turns] 50 50

the various d a ta  sets when contrasted with validation data. It is observed th a t the 

param eter th a t varied most significantly was friction with an increase of 5.9% from 

the cold to the warm operating conditions.
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Figure B.3: Torsion Bar Force Exerted on Valve Vs. Valve Position
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Figure B.4: Measured and predicted response during ‘cold’ operation
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Figure B.5: Measured and predicted response after approximately 3000 cycles
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Table B.2: Mechanical Lumped Model Param eters

Param eter Opener Closer
m  [kg] 0.116
m v [kg] 0.037
I0 [kg m2] 6.190x 10“5
b [Ns/m] 3.390
bv [Ns/m] 1.700
b [Nsm/rad] 0.010
k [N/m] 117.010x 10a
kv [N/m] [fim] 40.000x 103
k [Nm/rad] 112.000
Fv [N] 23.402
S [m] 8.00x 10-3
£v m 38. Ox 10"3
A v ml2] 5.309 x 10~4 -

cd - 0.9 -

Cgf - 0.8 -

a :-] 0.997 -

c2 [1/m] 31.875 -

T-HC
O -11437.500 -
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A p p e n d i x  C

P r o g r a m  a n d  D a t a  F il e  S u m m a r y

C.l Introduction

The following lists all model, command, program and data  files th a t were used and 

generated over the course of this work.

245
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C .2  A N S Y S  S ta t ic  C o m m a n d  a n d  R e su lt F iles

Table C .l: ANSYS static command and result files

File Description File Name
2D arm ature geometry used by ANSYS macro files armature.igs
2D opener geometry used by mopnrmac.tex obkirn.igs
2D opener geometry used by mclsrmac.tex cbkirn.igs
P ro /E  file used to create 2D geometry files ansyssection.prt
ANSYS m aster command file (opener) mopnr.tex
ANSYS m aster command file (closer) mclsr.tex
ANSYS macro command file (opener) mopnrmac.tex
ANSYS macro command file (closer) mclsrmac.tex
O utput torque result file (opener) tor quel op. res
O utput force in x-direction result file (opener) forcexlop.res
O utput force in y-direction result file (opener) forceylop.res
O utput flux result file (opener) flxopen.res
O utput torque result file (closer) torquelcl.res
O utput force in x-direction result file (closer) forcexlop.res
O utput force in y-direction result file (closer) forceylop.res
O utput flux result file (closer) flxclose.res
MATLAB file used to  process ANSYS result files linpost.m
MATLAB output ANSYS results file (opener) opentab.m
MATLAB output ANSYS results file (closer) clostab.m
MATLAB LPM param eter fitting script (opener) openerparam.m
MATLAB LPM param eter fitting script (closer) closer par am. m
MATLAB Model script called by nlinfit.m nlinforfit.m
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C.3 A N SY S Transient Command and R esult Files

Table C.2: ANSYS transient command and result files

File Description File Name
ANSYS m aster command file (opener) m opnrtrans.tex
ANSYS macro command file (opener) m opnrt r ansm ac. tex
ANSYS transient result file (opener)* tr  ansopnr _X42 VXXXmm. rst

* - transopnr_42VXXXmm represents the air gap in millimeters x 102 for the corre­

sponding experimental input.

C.4 Simulink M odels and Param eter Files

Table C.3: Simulink lumped param eter model files

File Description File Name
Simulink param eter file 
for all models

par am. m

Simulink full dynamic model fullsim.mdl
Simulink simplified landing 
control model

simpland.mdl

Simulink hybrid and LPM 
transient magnetic model

tr  ansientcomp .simple. mdl

Exhaust valve opening 
simulation results files*

fdfwdflxFBXXbar_rwTB_X.mat

Exhaust valve opening 
simulation results files**

fdfwdflxFBXXbar_rwEXXXXrpm_X.mat

* - fdfwdflxFBXXbar_rwTB_X represents the EVO pressure and case number.

** - fdfwdflxFBXXbar_rwEXXXXrpm_X.mat represents the EVO pressure, simulated 

engine speed and case number.
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C.5 Trajectory O ptim ization Files

Table C.4: MATLAB files used for generating landing control reference trajectories

File Description File Name
Main script (opener) trajgen.m
Main script (closer) trajgen_cl.m
Open loop current output function (opener) nc.m
Open loop current output function (opener) nc_cl.m

C.6 M aterial Testing M achine Experim ental Program  and D ata Files

In all files, the following signals are recorded: crosshead position (0.5”/V ), small load 

cell (511b/V), large load cell (401b/V), commanded opener coil current, actual opener 

coil current (0.2A/V), opener coil voltage (0.2V/V), opener sensing coil signal (inte­

grated) and H-bridge TTL switch signals. * - s_25_XX_XXX represents a 25 ms step

Table C.5: M aterial testing machine experimental and raw fata files

File Description File Name
ControlDesk experiment file . . .  \M TScurrent\M TSD ataA cquisition.cdx
ControlDesk interface layout file . . .  \M TScurrent\test.lay
dSPACE make file (to be compiled) . . .  \M TScurrent\fr.m k
Variable mapping file . . .  \M T Scurrent\fr.trc
Compiled dSpace Executable File . . .  \M TScurrent\fr.ppc
Most recent param eter settings file . . .  \M TScurrent\m tspar2.par
Control program Files . . .  \M T Scurren t\src\* .c
Steady state  raw da ta  files * . . .  \step\s_25_XX_XXX.mat
Transient voltage input raw 
data  files **

. . .  \impulse\i_XX_XXX_XXX.mat

Sinusoidal current input raw 
data  files * * *

. . .  \sinusoid\f_XX_XXX_XXX.mat

A rm ature motion raw da ta  files t . . .  \sinusoid\m_XXX_XX_XXX_XX_a.mat

input a t a current level of XX amps and XXX indicating air gap in mm xlO 2.
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** - i_XX_XXX_XXX represents the switched voltage level, input duration in ms x 102 

and air gap in mm xlO 2.

* * * - f_XX_XXX_XXX represents the switched voltage level, current input frequency 

in kHz xlO 2, mean current level amps and air gap in mm xlO 2. 

f- m_XXX_XX_XXX_XX_a represents the arm ature am plitude in mm xlO 2, displace­

ment frequency in Hz, minimum air gap in mm xlO 2 and the current input in amps. 

A suffix of ‘_a’ indicates the arm ature is moving away from the pole face during 

recording, otherwise it is moving towards it.

C.7 Testbench Experim ent and D ata Files

In all files, the following signals are recorded: laser position (l.OOmm/V), pressure 

transducer (9psi/V), reconstructed position, commanded opener feedforward coil cur­

rent, estim ated position, estim ated velocity, estim ated gas force, actual coil currents 

(0.2A/V), sensing coil signals (integrated), analog integrator reset signal, control 

state, CPU task execution time and H-bridge TTL switch signals. Older data  files 

also contain recorded coil voltages (0.2V/V). Caution should be used in interpreting 

such signals as they may be erroneous due to  aliasing since both  the sampling and 

PWM carrier frequencies are at a rate of 50KHz. As a result, the commanded switch 

signals are better indicators of coil voltage as they are control outputs, not sampled 

inputs. * - XXXX represents the emulated engine rpm, X indicates the EVO pressure 

in bar and XX indicates the da ta  set number.

** - X b a rX b a r in d ica tes  th e  respective  m in im um  a n d  m ax im um  EVO p ressure  and  

XXXX is the emulated rpm  with X indicating the d a ta  set number.
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Table C.6: Testbench experimental and raw da ta  files

250

File Description File Name
ControlDesk experiment file . . .  \dSPACECode\fluxrev5\ValveControl3a.cdx
ControlDesk interface layout files: . . .  \dSPA CECode\fluxrev5\plotters.lay 

. . .  \dSPACECode\fluxrev5\control.lay 
. . .  \dSPACECode\fluxrev5\anschwingen.lay

dSPACE make file (to be compiled) . . .  \dSPACECode\fluxrev5\fr.m k
Variable mapping file . . .  \dSPA CECode\fluxrev5\fr.trc
Compiled dSpace Executable File . . .  \dSPACECode\fluxrev5\fr.ppc
Most recent param eter settings file . . .  \dSPA CEC ode\fluxrev5\bkl_hand_fit4.par
Control program Files . . .  \dSPA CECode\fluxrev5\src\*.c
Landing control with open-loop 
feedforward files *

flatnessXXXXrpmXbar_XX.mat

Nominal da ta  files with 
disturbance observer *

flxflat aff _XXXXrpm_Xbar _XX. m at

Switched pressure d a ta  files ** dp_XbarXbarXXXXr pm_X. m at

C.8 Prim ary Testbench Control Program  Files

The following lists the prim ary C program files th a t contain the key feedforward, 

estimation, position reconstruction and landing control algorithms.

Table C.7: Prim ary testbench control program files

File Description File Name
Task manager tasks.c
Control state  manager (state machine) control.c
D ata  acquisition, gas pressure controller 
and flux-based reconstruction

hw_inter.c

FEA da ta  for flux-based position measurement fluxdat.h
Feedforward and landing controllers ctrL traj.c
State and disturbance estimation filter, c
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C.9 Prim ary A nalysis and Postprocessing Files

The following MATLAB files are various scripts used to help autom ate the data  

process, plotting and analysis of the material testing machine and testbench results.

Table C.8: Files and scripts used to compile and analyze experimental results

File Description File Name
Analog integrator drift fitting and plots drftcalc.m
Material testing machine static data 
processing and plotting

stplt.m

Multiple cycle d a ta  segmenter and 
statistical analysis

flat Vaffmult ipressplot. m

Simple landing control simulation results plotter simplandplot.m
Gas force model comparison and plotting press_comp_plt.m
Flux-based position sensor sensitivity analysis fluxsens.m
System ID main script mechid.m
System ID greybox model file sprngms.m
System ID results plotter sysidplot.m
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