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ABSTRACT 

Problems associated with the prediction of dispersion of 

pollutants in the Planetary Boundary Layer (PBL) are investigated 

using numerical modelling and the available experimental data: 

(a) A general model to estimate atmospheric dispersion 

coefficients for elevated releases and for varying atmospheric stability 

conditions is presented. The velocity field (PBL model) for the model 

is either empirically specified or numerically computed from a simplified 

form of the equations of motion. A set of "new" K-profiles is proposed 

to model atmospheric turbulence, based on recent experimental evidence 

and theoretical developments. Finite-difference schemes are used for 

simulation of the flow on a digital computer. 

Results for numerical sigmas compared very well with available 

experimental curves (such as AS}lli/BNL, Pasquill-Gifford, Sutton and TVA) and 

agree qualitatively with previous theoretical studies. However, there 

are important quantitative differences due to the use of atmospheric 

stability as a parameter and to the use of variable K-profiles. The 

sigmas given in this report incorporate effects of elevated releases, 

cross-wind shear and surface roughness. The results provide a physically 

realistic extension of the available (experimentally based) cr-graphs and 

clearly indicate the need for their modifications. The height of the PBL is 

also introduced as a parameter in the model: this is important if the 

release height is comparable to the PBL height. 

The study indicates that 

(i) cross-wind shear effects on cr 
y 

can not be ignored 

beyond 4-Skm do>mwind for elevated releases (the 

numerical value of this depends on atmospheric 

stability and release height - in general, the 

{iv) 



(ii) 

etfects are felt much earlier during stable 

conditions as compared to unstable cases). 

crosswind shear effects on a are much larger y 

under stable conditions than under unstable conditions. 

(iii) at large downwind distances (~ lOOkm) the stable 

plume disperses more than the unstable plume (for shear cases). 

(iv) increasing surface roughness effects are similar to 

that of increasing atmospheric instability. 

(b) The PBL model uses the same K-profiles as the a-model and 

produces independently useful information about the PBL velocity field. 

The results are compared with the Wangara data. The values of the 

parameters A(~) and B(~) which arise in the Rossby-number similarity 

theory are evaluated and found to lie within the limits of experimental 

data. The model effectively generates the desired velocity profiles. 

(c) A numerical analysis of various approximations used in 

current plume rise theories of wet and dry plume is given. The results 

show: 

(i) the use of the Boussinesq approximation leads to an 

overestimate of the plume path and the plume rise, 

and underestimates the plume radius. An approximate 

analytical solution showed that this is due to 

enhanced entrainment (i.e. greater value of 

entrainment coefficient) in the no Boussinesq 

approximation case as compared to the Boussinesq 

approximation. 
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(ii) the maximum effect of the Boussinesq approximation 

on the visible plume length is under unstable and 

humid atmospheric conditions. 

(iii) horizontal drag effects (cd) have a negligible 

influence on plume variables. 

(iv) solid particulate matter should not be ignored if the 

plume is "heavy" (1J; > .03 gm/gm) and the temperature 

difference between the atmosphere and the plume is 

small. 

(v) Briggs form of the energy equation is preferred over 

the Slawson and Csanady form if an approximate form 

of the Energy equation is used. 

(d) An alternative method (referred to as the "area source 

matching techniquen) to treat the source term in the numerical solution 

of convective-diffusion (C-D) equation is proposed and is found to yield 

results closer to the Gaussian model than the conventional method of 

using source= source strength (mass/unit time)/(volume of grid). 

Main aim of this 'study was to p~duce sigmas for elevated 

releases and to improve our understanding of atmospheric dispersion 

especially the effects of : (i) elevated releases, (ii) cross-wind shear 

and (iii) surface roughness. 

(vi) 
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1.1 Scope: 

CHAPTER 1 

INTRODUCTION 

The detailed investigation of atmospheric diffusion processes had 

its beginning during the First World. War in the prediction of the spread of 

smoke and poison gas clouds. Predictive tools were devised based on known 

solutions of the diffusion equation. Since that time the limitations of 

these early approaches have led to the development of considerably more 

sophisticated methods. 

With the continued mechanization and industrialization of our 

society, every year more and more pollutants are added to the environment. 

Although most air pollutants are removed from the atmosphere by natural 

cleaning processes, in many cases (e.g. C02 , sulphur compounds) removal 

rates are less than input rates. For example, it has been estimated that 

for sulphur dioxide the residence time is about 43 days. Since this is a 

large value, the result is increased concentration of so2 over a longer 

span of time in the atmosphere resulting in adverse effects on human health, 

plant life and animal life. 

Severe pollution episodes occurring in the Meuse Valley of 

Belgium in 1930, Donora, Pa., in 1948, London (England) in 1952, 1957 and 

1962, New York in 1953, 1963 and 1966, and in a number of other large 

cities around the world have drawn considerable public attention. 

To prevent further severe pollution episodes, attempts are 

being made to monitor the pollutants which are likely to affect our society 

in one way or the other. As a result, a set of standards has been develop~ 

ed, by the appropriate government agencies, which are known as Emission 
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Standards (specified as rate of discharge or concentration of a pollutant) 

and Air Quality Standards (based on the effects of pollutants with an 

"exposure time"). 

A monitoring program, in general, involves prediction, measure­

ment, control and eventually elimination of pollutants. This research 

work is concentrated on the prediction aspect. The study deals specifically 

with plume behaviour and the dispersion of atmospheric pollutants from 

elevated sources in the planetary boundary layer (PBL or "Ekman layer"). 

The practical importance of this analysis is becoming more and 

more evident in cases where "tougher" emission control regulations are met 

(by industries) by using the concept of high level releases (i.e. discharging 

pollutants high in the Ekman layer and thereby decreasing the ground level 

concentration of the gas discharged). The emissions from suchelevated stacks 

diffuse within the P~L and require the modelling of physical processes which 

are different from those for low-level releases. 

1.2 General Solution Methods: 

Basically, the problem of dispersion of atmospheric pollutants 

has been treated in two ways -- either using an Eulerian description or a 

Lagrangian description of turbulent dispersion. In the Eulerian point of 

view, the diffusion equation is derived from a consideration of concentrat­

ion and flux at fixed points in space. The specification of fluxes using 

a "K-theory" is a commonly used practice in Fluid Dynamics. In this way 

the turbulence is defined as a property of the fluid rather than as a 

property of the flow. Since turbulence is not a feature of fluids b~t of fluid 

flows, the idea of using a diffusion coefficient (K) to describe the effects 

of turbulence is rather misleading. However, the mathematical treatment 



3 

of the problem becomes easier. 

In the Lagrangian viewpoint, attention is paid to the history of 

random movements of diffusing particles. The statistical properties of the 

motion of an ensemble of like particles are then used to derive practical 

dispersion results. This forms the basis for the widely-used "Gaussian 

Plume Model". A Gaussian plume model may also be derived from a constant 'K' 

solution to the diffusion equation. The major limitation of this model 

(as presently used) is the inherent assumption that the wind field and the 

statistical coefficients (a's) are independent of height above the ground. 

Thus, for example, a's used for computation of dispersion from elevated sour­

ces are strictly valid only for near ground level releases. Further, 

Gaussian Plume Model~ which have been used for years in making critical 

air quality decisions are inadequate for the large power plants that are 

now under construction (see for a discussion Carpenter et al (1971)). 

An alternative approach is to use the three dimensional convect­

ive-diffusion (C - D) equation with an appropriate velocity field and 

empirical values of the turbulent diffusion coefficients ("K-theory"). In 

many ways the available K-theory approach is more general and flexible than 

Gaussian models that are presently used and allows one to study the pollut­

ant distributions from different kinds of sources under arbitrary boundary 

conditions and environmental characteristics. 

It is considered that a single diffusion model for prediction 

purposes is not adequate for each and every situation encountered in day 

to day use. Therefore, our approach includes the refinement of the exist­

ing models based on the inclusions of additional physics and recent 

experimental evidence. Also, whenever possible, approximate analytical 

solutions (in preference to completely numerical solutions) are given to 
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gain confidence in the new solutions. 

1.3 Nature of this Investigation 

An overview· of :the research problem is given in Figure 1.1. The 

significance of $ in this figure is to inform the reader that solving 

atwospheric diffusion problems using the K-theory approach is much more 

expensive than solving it by the a-theory route with appropriate approxima-

tions. 

The aims of the study are: 

(i) to produce cr data for elevated sources, and to produce data 

which are more than just locally useful (a practical point) 

(ii) to improve our understanding of atmospheric dispersion 

especially the effects of: a) elevated releases and 

b) cross-wind shear effects and c) surface roughness, 

(iii) to examine some of the approximations used in plume 

rise theory: viz. the Boussinesq approximation (B.A.); 

the neglect of a drag coefficient; the effect of partic­

ulate mass loading and different forms of the energy equation. 

(iv) to evaluate the parameters A and B which arise in 

Rossby-number similarity theory {a by-product of the 

Study). 

As shown in figure 1.1, a modular approach is adopted for the 

solution of the problem. The basic nature of the problem and the method 

used in this report are briefly discussed here: 

(a) Estimation of Atmospheric Dispersion Coefficients (sigmas): 

For practical use of ~igmas in dispersion calculations, one must 

determine their accurate numerical values. In the case of a future power 

plant such data are used to study the power plant's possible impact on air 
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quality by considering factors such as; behaviour of effluents, 

maximum ground level concentration and concentration patterns. cr­

information also forms the basis of many other management decisions -

for example plant location - site selection, functioning of stacks, 

stack height, monitor locations, and the removal of radioactive material 

in the event of a loss in a nuclear plant. 

Quite often, only one of many available cr-curves (obtained 

via field experiments using ground level release, or, at most, a 

single release height) is employed during the impact analysis 

process. The cr-curves for elevated releases obtained by TVA and 

Brookhaven National Laboratory are not widely used as these are 

usually considered to be of site-specific value. 

An overestimation or an underestimation of sigmas directly 

affects the amount of ground level concentration and their inaccurate 

numerical value can therefore lead to pollutant concentrations 

greater than otherwise anticipated in a particular area. Further, 

decisions based on cr-data may force an industrial complex to build 

a new stack or to add new air pollution cleaning equipment to 

existing facilities thus increasing production cost (for example in 

Canada and U.S.A. steel industries and sulphur extraction plants). 

From a practical point of view, it seems essential to have a 

general method to estimate diffusion coefficients from available metero­

logical data, or even from a general knowledge of a source area. This 

type of model may eventually eliminate the need for expensive field 
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experiments (once K-profiles are completely known and understood) 

except when a verification of theoretical results is required under 

new meteorological or topographical conditions. 

As shown in Figure 1.1, one may obtain new sigmas for 

elevated releases (see Chapter - 4) by solving the C-D equation 

using an appropriate velocity field (obtained by PBL modelling), with 

a prespecified K-profile. 

In this study, using the simplified equations of motion 

(Reynolds equations) and an appropriate model of turbulence, the 

velocity field is computed for various atmospheric conditions (using 

a finite-difference method). The flow is assumed to be steady and 

horizontal in nature. The C-D equation is solved by using the moment­

concentration method to yield sigmas. By comparing the numerical results 

for ground level and high level releases with existing cr-curves, new 

sigmas are predicted for arbitrary release heights (Chapter- 4). 

Predicted sigmas also allow us to study cross-wind shear effects on 

plume dispersion. 

(b) Examination of Effects of the Boussinesq Approximation, Horizontal 

Drag Coefficient and Solid Particulate Matter: 

The equations of conservation of mass, momentum and energy are 

used to describe plume behaviour during its "initial phase" of growth 

when the plume's own turbulence dominates the mixing process. An 

existing model (see for example Wigley and Slawson (1975)) is extended 

to include the effects of density changes (Boussinesq Approximation), 

hydrostatic pressure field, solid matter content and solid-body drag 

effect. 
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The Boussinesq approximation is strictly valid only for that 

part of a plume which is weakly buoyant; i.e. where the density of the 

plume deviates very little from the density of the surrounding atmosphere. 

The pressure field is computed more accurately by solving the hydrostatic 

equation. The suspended solid matter may be important in the case of a 

plume from a cement plant or the cases where solid particle collectors 

(e.g. precipitators) are not used. Moreover, inclusion of this variable 

may be helpful in estimating the difference between field observations 

obtained by photographic techniques where solid particle collecting 

devices are shut down in order to obtain a good picture of the plume, 

and on actual plume trajectory. The drag term on the diffusing plume 

element may be important in the initial development of the plume 

trajectory. 

In the energy (i.e. heat) conservation equation two different 

approximations to the flux of buoyancy have been used in the literature. 

These are referred to here as the Briggs, and Slawson and Csanady (S & C) 

forms. The relative accuracy of these two forms is examined by comparing 

numerical solutions of the equations using these forms with the solution 

obtained using the complete equations. The Briggs and S & C forms are 

alternative ways of expressing the equations which include the B.A. 

The complete equations are referred to as the N.B.A. case. Attempts 

are also made to draw qualitative conclusions from analytical solutions 

of the plume rise equations in the B.A. and N.B.A. cases (Chapter- 3), 

and in the case where solid particulate matter is included as a variable. 
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1.3.1 Comments on the Organization of the Report: 

The problem under consideration really covers three distinct 

topics (wind profiles in the PBL, Plume rise theory, and Atmospheric 

diffusion) which could all be considered separately. Therefore, the 

need for Chapter - 2 (wind profiles in the PBL) and Chapter - 3 (Plume 

rise theory) is as an input into the diffusion model (Chapter 4). 

One of the aims was to use the K-theory to predict wind profiles and 

diffusion: a self-consistent and self-contained model. At the same time 

the numerical diffusion model was designed to accept other wind profile 

input data. The plume rise part was needed in order to account for 

buoyancy effects without having to develop a diffusion model which did 

this - i.e. one which allowed the diffusion process to change from 

self-generated to atmospheric turbulence (Chapter- 4: section 4.3.8). 

1.4 Summary 

The original contributions of this study are the development 

of a general model to obtain sigmas for elevated releases (i.e. a 

synthesis and extension of Gaussian Plume models); the study of cross­

wind shear effects on plume dispersion with arbitrary atmospheric 

stability, and the extension and analysis of plume rise models to 

examine various approximations commonly made (given in Chapters 2, 3 

and 4). It is hoped that this work will be useful for ongoing 

environmental assessment and appraisal studies. 
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CHAPTER 2 

WIND STRUCTUP~ IN THE Pllu~ETARY BOUNDARY h~YER 

2.1 Literature Survey: 

The main characteristic of the PBL is that the eddy stress has 

approximately the same order of magnitude as the pressure and coriolis 

forces. There are three basic approaches to determine the velocity field 

of a Planetary Boundary layer each providing solutions of varying degrees 

of accuracy. 

(a) Analytical Solutions 

(b) Similarity Methods 

(c) Numerical Solutions 

(a) E~~an, in 1905, solved the equation of motion for the steady 

state and constant diffusivity case eliminating nonlinear inertial terms. 

Ekman's work concerned the oceanic boundary layer. This classic work 

showed that the wind direction and speed changed according to the "Ekman 

spiral". Generalizations of Ekman's work to variable diffusivity cases 

are discussed by Brown (1974). 

(b) In similarity methods concepts of dimensional analysis and 

similarity arguments are applied to the flow equations obtained without 

using any closure assumption (i.e. K-theory or a similar model of turbu-

lence). The wall law and velocity defect law of fluid flow may then be 

used to obtain the results of practical interest. The expressions which 

are most commonly referred to in the literature are 

~2 ~ 
in U* = A -in .Y.g_ +(~ - B2 ) 

Vg f z0 U 2 

* 
(2 .1) 

(known as the Geostrophic Drag Law) 
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and 

sin a (2. 2) 

where U* and Vg are the friction velocity and geostrophic (i.e. free field) 

velocity; k is Von-Karman 1s constant; z0 is the surface roughness; f is the 

coriolis parameter; 
Vg 
fz 0 

is the surface Rossby .number a is the cross-isobar 

angle; and A and B are constants and functions of atmospheric stability. 

These equations have been derived using various theories and 

physical arguments by a number of researchers (Blackadar and Tennekes 

(1968), Gill (1967),Csanady (1967), Kazanskii and Monin (1960)). Csanady 

(1972) has extended the anlysis to the diabatic layer (i.e. rad # r where, 

dT r =lapse rate=- dz and fad= g/cpd is the dry adiabatic lapse rate). 

Wide variations are reported in the observed values of A and B even for 

a neutral case (r = rad). Clarke (1970) has calculated these constants 

from experimental data and added a thermal stratification factor and found 

considerable variation in the neighbourhood of near-neutral conditions. 

There is still no agreement for the values of A and B, and further studies 

(experimental as well as numerical) are required to resolve this issue. 

(c) A variety of numerical solutions are available in the 

literature based on different models of turbulence. In most of these 

solutions, attempts are made to compute space-time variations of the various 

variables (wind, temperature, moisture) which provide a description of the 

PBL. 

The solution has been attempted in two ways using K-theory. One 

obvious way is the specification of K-profiles: this is basically the method 

used by early works in attempting to obtain analytical solutions. 



12 

Another way is to specify K through some other variables (such as Prandtl 

mixing length (!) and/or the turbulent kinetic energy density) and numer-

ically solving the new set of equations. It has been argued that the sec-

ond approach is easier and more realistic than the direct specification of 

K so that the second route is better than the first one. However, with 

the available information (experimental, numerical and theoretical), the 

uncertainty in the direct specification of K is, at least, of the same 

order as the uncertainty in the specification of any other turbulence 

parameter. 

Blackadar (1962), Blackadar and Ching (1965), Estoque and 

Bhumralkar (1970), Taylor (1969), Taylor and Delage (1971), Huang (1975) 

and others have obtained a steady state solution (numerical) for the 

horizontal PBL using Prandtl's mixing length concept (1932) to specify 

the K-profile. 

K 
(2.3) 

Several expressions for the variation of l with height have been used. 

Examples are: 

Blackdar (1962): 

KZ where, = 27 Vg X 10-5 
\ f IS:Z 

1 +T 

Ohmstede and Appleby (1964): 

l = A.~- exp ( - ~z )l where, A. is as above 
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Lettau (1962): 

KZ where, z 
m 

To include the effects of buoyancy (i.e. buoyancy generated 

turbulence as opposed to mechanically generated turbulence), Blackadar and 

Ching (1965) have suggested the following 

l = K(z + z0 ) 

1 + 1480 f z 
Vg 

where, y is a constant lying between 7 and 15 and H is turbulent heat flux 

(assumed constant with height). 

Numerical solutions for the horizontal time dependent PBL with 

varying surface temperature have been obtained by Estoque (1963), Krishna 

(1968), Sasamori (1970) and others. 2-D unsteady-state solutions have been 

reported by Estoque and Bhumralkar (1970), Wagner (1966), Taylor (1969) and 

others. Deardorff (1970, 1972, 1973) has obtained the solutions for the 

three dimensional case by using an energy equation for K-specification. 

Higher order closure models for turbulent flows are also used by Donaldson 

(1973), Wyngaard and Cote (1974) and Lumley and Khajeh-Nouri (1975). Here, 

conservation equations for the turbulent fluxes are used along with the 

mean field equations with the hope of obtaining better field predictions 

and more detailed information about the turbulent structure of the PBL. 

2.2 Numerical Model for Wirtd Structure: 

The model presented in this section is based on a simplified 

form of Reynolds equations. It should be kept in mind that the PBL is a 
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turbulent boundary layer, and with the present knowledge a rigorous mathe-

matical theory for the wind structure is not "yet" possible. This type of 

model is not suitable for weather forecasting or large scale meteorological 

work since it incorporates a number of assumptions "7hich are not valid 

under these circumstances (see Holton, 1972 and Haltiner and Martin, 1957). 

The basic difference between this model and the existing models 

is that a complete solution of PBL for a baroclinic atmosphere (inner 

as well as outer layer) is presented based on direct specification of K-

profiles (see literature survey for further discussion). The profiles are 

consistent with the diffusion model (a-generator) in that the same K-profiles 

are used for both. To the author's knowledge no other model has this 

internal consistency. 

The steady-state boundary layer equations for the PBL may be 

written as 

fv = 

oT 
_:z_ - fu oz = 

1 3P 
p ox 

1 3P 
p 3y 

where, the components of the "stress" T are expressed as 

T = 
X 

T 
y 

K~ oz 

K 3v 
oz 

(2. 4) 

(2.5) 

(2.6) 

(2. 7) 

(The true stress is pT. An extensive theoretical analysis of the Boussinesq 

approximation shows that it can be applied safely to the atmosphere (Spiegel 

and Veronis (1960) i.e. ~~terms can be neglected). 3P and 3P h , t. e ax 3y 

pressure gradients in the X and Y directions, can be related to the 
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geostrophic wind Vg by the exp~essions 

- f Vg 
1 3 p 

(2 .8) ---p 3x 

f Ug = 
1 3 p 

(2. 9) 
p 3y 

combining the above equations, one obtains 

(2.10) 

~-3z - f (u - Ug) (2.11) 

* The appropriate boundary conditions are as follows: 

z = z 
0 

z = H II 

u = o, v = 0 

(2.12) 
u = Ug, v = Vg 

z and H are the roughness length and the height of the PBL measured from 
0 

the ground. 

In order to solve equation (2.6), (2.7), (2.10), and (2.11) the 

** K-profiles (i.e. K = K(z)) must be specified In this report the follmving 

profile will be used (see Figure 2.1 and the following discussion): 

* Note that sometimes it is not possible to satisfy the condition at the 
upper boundary because of the choice of K-profile or the definition of K 
itself. An alternative boundary condition must then be used (e.g. 
1: = o at z = H : used by Misra (1975) for an analytical solution.) 

** A summary of K-profiles appearing in the literature during 1905 to 1972 
is given by Wipperman (1973). He classifies the profiles into two 
categories: the first contains a list of 23 profiles which are expressed 
in terms of z and the second tabulates 13 models based on a hypothesis 
of the mixing length (indirect use of K-profiles). 

II The difficulties in satisfying this boundary condition during a numerical 
solution are;(i) sudden change of velocity in adjacent layers and (ii) to 
obtain exact values of velocity at z = H. The numerical scheme used in 
this thesis overcome these difficulties. 
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------------- -- ---- --·-

K 
z 

Outer or 
Spiral Layer 

Surface Layer 

PEL 

Figure 2.1: EDDY VISCOSITY PROFILES USED FOR THE SOLUTION 

(Note: The values of h and H used in this thesis are subjective estimates. Further, 
Constant K model may not be applicable to small cloud sizes i.e. cloud 
sizes compared to the turbulence scale. Batchelor (1950) pointed out 
that for diffusing clouds of a size less than the large energy 
containing eddy sizes, the scale length should refer to the cloud 
size rather than the eddy size.) 
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K = \) 0 < z < z - 0 

K v + K (z/h) z < z < h 
0 0-

K 0 (K ) (1 - z - h p 
h < z < H \) + + -6 ) 

0 H- h 
K = v + 0 z > H 

(2 .13) 

K p and 6 are assumed to be functions of atmospheric stability. v is the 
0 

coefficient of molecular viscosity for air and h is the height of the surface 

layer. 

This is a realistic and fairly flexible profile. It agrees well 

with limited observations in the atmosphere (see Moore, 1975 and Clarke, 1970) 

and with wind tunnel data of Howroyd and Slawson (1975). This profile is 

also consistent with the following known facts: 

(i) K varies approximately linearly near the surface and attains a 

small constant value at the top of the PBL. 

(ii) K is composed of molecular and turbulent components, the latter 

dominating over most of the PBL. 

The parameters p, 6 and K can be estimated using the following: 
0 

(1) p lies between 1 and 2: p ~ 1.5 for a stable atmosphere 

and p ~ 1.5 for an unstable atmosphere (see Misra (1975)). 

(2) 6 corresponds to a residual value of K found in the 

flow above the PBL. (Priestley (1954), Lettau and 

Davidson (1957), Howroyd and Slawson (1975)). (The PBL 

height, H, is thus defined as the height above which a 

zone of constant stress is encountered; see for other 

definitions, Hanna (1969)). Moore (1975) also indicates 

K does not fall to zero at the top of the boundary 

layer if there is any change of wind velocity with height 
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due to 'thermal wind' effects (i.e. the geostrophic 

wind is a function of height). 

(3) K ~K U* h where, K is the Von-Karman constant (~ 0.4) 
0 

(During the solution 

conditions we use K 
0 
m 

and U* is the friction velocity. The specific 

expressions for various atmospheric stability · 

conditions are: 

K K u* h Neutral Case 
0 

K K u* h (1 + 4.7hiL) 
- 1 

Stable Case 
0 (See Businger, 1973) 

K K u* h (1- 16 hiL) 0 "25 
Unstable Case 

0 (See Dyer and Hicks, 1970) 
(2.14) 

of the convective-diffusion equation under unstable 

= K u* h (1- 16 hiL)
0

•5 ; K
0 
m 

= eddy diffusivity for 

mass transfer. This is based on the results of Dyer and Hicks, 1970. A 

detailed discussion on flux-profile relationships is given by Dyer, 1974.) 

L is the Monin-Obukhov length. 

U* can be computed by using a geostrophic drag coefficient Cg 

and geostrophic wind Vg as 

U = Cg Vg * 0 
(2.15) 

Lettau (1959) suggested the following empirical relationship for 

Cg in the case of a neutral atmosphere 

Cg = 0.16 I (log
10 

R
0 

- 1.8) (2.16) 

where, R is surface Rossby number (R 
0 0 

Vg I z f). For unstable and stable 
0 
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atmospheric conditions, the above Cg is adjusted using 

Cg = 1.2 Cg (neutral Case) Unstable Case 
and 

Cg 0.7 Cg (neutral Case) Stable Case 

for this study. (2.17) 

In order to account for possible vertical variations of pressure 

gradient the following relationship will be used 

Vg = Va + A z - -oo (2.18) 

where, Yg
0 

is the surface value of geostrophic wind and A is the vector 

rate of increase with height. For computations A - = 42 is assumed. 
f 

(In 

fact the values for A £ should change with atmospheric stability conditions. 

However, typical values are not available.) See Estoque, 1973. 

The magnitude of the surface stress can be computed in terms of U* 

2 2 1-r using U* = (T + T ) 
4 (where, T = shear stress/p) and the cross-isobar 

X y 

angle a is deduced from u and v using 

v 
tan a 

u 

by choosing the X-axis parallel to V 
-go 

2.2.1 Finite-difference Scheme: 

(2.19) 

The PBL equations (2.6), (2.7), (2.10) and (2.11) are solved 

using a finite difference scheme. In order to obtain accurate results, 

a log-linear type of grid spacing and a wall layer is essential (Taylor 

and Delage, 1971). The log-linear type of spacing is desirable to over-

come extremely strong gradients of velocity near the ground and relatively 

weak gradients in the upper levels of PBL. The wall layer is used to 

avoid the computational difficulties arising from the singular point at 

z = o. In this constant thickness layer, a known solution for velocity is 
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used; for example a Log profile. The log pJofile in the wall layer is only 

an approximate solution for stable and unstable atmospheric conditions, but 

this approximation is used only for the (small) wall layer(thickness- 10 z
0

) 

Using the co-ordinate transformation 

s = c ln 2 + 20 + D Z 
Zo 

(2.2Q) 

(where, c = A11 k; D = A11 4 k Vg0 and A1is a constant (to be chosen)) 

the equations (2.6), (2.7), (2.10) and (2.11) may be written as 

2 
dK K d u + 

dz
2 dz 

and 
2 dK K d v + 

dz
2 dz 

or 
' 

K p'2 d
2

u 

rls
2 + 

and 

K p'2 
d

2
v 

ds
2 + 

Here, 

F(z) and 

du .c: + -'- v dz 

dv 
dz 

I T 

(K F 

I I 

(K F 

I dr 
F - "' - dz 

- f u 

. T 2 
+ F 

. '2 
+F 

= 

= 

f Vg 

(2.21) 

- f Ug 

dK) du + f v = fVg 
ds ds 

dK) dv f u = -f Ug 
ds ds 

(2.22) 

A finite difference form of these equations can be obtained by using central 

difference formulae at point n as 

a 
n 

u 1 - 2u + u _ 1 n + n n + b n 
+ f v 

n 
f Vg 

n 
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v - 2v +v 
1 n + 1 n n -a t b n ( t. t;;) 2 

K 
'2 a F 

'1 '2 dK 
b = K F + F dt;; 

Rearranging the terms, one obtains 

AA • v l + BB . v + cc . 
n + n 

a b 
AA 

n 
+ n 

(L1t;;) 2 2 (£1 t;;) 

a 
BB - 2.0 n = 

( t. t;;) 2 

a b 
cc n n =-- ---

( t.t;;) 2 2(L1t;;) 

y 
1 

- v n + 
n 2t.t;; 

v - f u n - 1 

n 

n 

.,.. 1 -

= f Vg 
n 

=-f Ug 
n 

f u n 

(2.23) 

(2.24) 

Application of these equations to grid points 2,3,----, N-1 (Grid point 1 

-fUg 

corresponds to the top of the wall layer where u and v are known: similarly 

grid point N is the top of the boundary layer where conditions are also 

known) result in 2(N-2) simultaneous nonlinear algebraic equations with a 

coefficient matrix of band structure (_see Figure 2.2). The system is solved 

by Gaussian elimination. Several iterations are required using trial values 

of c;. The advantage of this method over existing methods is that a consider-

ably smaller number of iterations are required to obtain the solution. 

n 



BB cc 

' ' 
1 f 

' 
1 ' 

AA ' ' ' ' 
u2 I 

' ' ' 
0 I ' 0 

I fV - AA · U 

' ' ' 
J ' u3 

g2 1 

' ' 
' 

' 1 ' 
i 

fV 

' ' ' 
I 

g3 

' 
I ' 

I 

' ' ' ' ' 
I 

I 

0 ' ' 0 ' I 

I 

' ' 
J ' " ' ' ( 

' ' ' 
' ' ' ' 

.:f - - - - - ' ,, 0 
' _____ ..., ____ f 

-~n:li ' ,, ------ ---- = r fV -CCU 

' 0 f ' ' 

---~n-1 n 

' ' ' ' 
v2 

-- - 1 

' ' 

- --- N 

' 0 f ' ' ' 
0 

-f V - AA . V 
N 

' I ' ' '-

v3 
g2 1 

' I 
' : I ' ' ' I -f v 

" I ' ' ' 
g3 

" ' ' 
I 

0 ' i ' 
I 

' 
' I 0 ' ' ' 

I 

' I ' ' " 

' ' ' ' cc I 

I 

I 

' ' ' I 

-fl ' 
I 

AA v 
. 

BB n-1 
fV - cc . v 

gn - 1 n 
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2.3 Numerically Com~uted Velocity Field: 

In this section numerical solutions of the PBL equations are 

obtained using various K-profiles. The results are compared with the 

Wangara data (Clarke and Hess, 1974 and Clarke, 1970), a data set which is 

generally accepted as the best and most extensive available. We will make 

a detailed comparison with observations only for the near-neutral case, 

mainly because of the difficulties in assigning parameter values (see the 

following section). In a later section, however, profiles for various 

stabilities will be examined for realism by comparing A and B values with 

various observations. 

2.3.1 Comparison with Observations: 

Profiles of wind departures ( (u. 15 - u)/U* and (v_ - v. 1.]/U*) 

are given for three stability cases. The corresponding U* values chosen 

were: (from Wangara data: see Clarke and Hess, 1974) for very unstable case 

U* = 15.9 em/sec; for the near-neutral case U* = 30.2 em/sec and for the 

very stable case U* = 13.9 em/sec. The mean surface roughness for the 

Wangara experiments is reported as 3.5 m.m. The value of the corolis 

parameter -s -1 
is 8.275 x 10 sec for the Wangara site. 

There are several difficulties associated with the experimental 

data (e.g. rapid changes of temperature gradients occuring during frontal 

conditions) which arise whenever one tries to compare numerical results with 

such data. Even ~~e best available data pose very serious problems in 

choosing input variables (such as geostrophic velocity and PBL height) for 

calculating numerical velocity profiles 

The difficulty is further accentuated by the comments given by 

Clarke and Hess (1974): " ... it is recognized that the drag-coefficient 

method for estimating U* has its defects ... The wind at z (= fz/U) = 0.15 is 
* 
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on average nearly geostrophic in neutral conditions, but is syte~~tically 

subgeostrophic in highly unstable conditions, and supergeostrophic in 

highly stable. . . . these values are tentative because of measurement 

difficulties and the effects of unsteadiness in the atmosphere .•. " 

It is difficult to obtain the information on the variation 

of geostrophic velocity with height and on the PBL height. Furthermore, 

complete details on K-profiles are not available. Therefore, the dis-

cussion is limited to a near-neutral case with Vg = 10 m/sec, p = 1.5 and 

2 
6 = 0 . 1 m Is ec . 

For the near-neutral case, the height of PBL is calculated using 

H = 0.15 U*/f (from Figures 13 and 14 of Clarke and Hess, 1974) = 550 m. 

Tne value of the Obukhov length L is chosen as oo, so that the stability 

indicator ll (kl4 /fL) = 0. 

Using the above data, numerical results are obtained which are 

then transformed to the co-ordinate system used in the experimental data 

(axes along and perpendicular to the surface winds). The results are 

plotted in Figures 2.3 and 2.4 TI1e correlation be~Neen the experimental and 

numerical data is good considering the difficulties with the input data. 

No detailed comparison has been made for unstable or stable 

atmospheres, primarily because of difficulties in choosing input data. 

Misra (1976), using a similar model for the outer layer (i.e. excluding 

surface layer), has compared analytical results for extremely stable 

and unstable cases with the Wangara data. He has found a good agreement 

between these results and the data (see Figure 2.5). Misra's work 

provides good support for our model for non-neutral conditions. 
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Figure 2.3: COMPARISON OF WAl~GARA DATA A~~ NUMERICAL SOLUTION 

FOR A NEAR-NEUTRAL ATMOSPHERE 
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Figure 2.4: COMPARISON OF WANGARA DATA AND NUMERICAL SOLUTION 

FOR A NEAR-NEUTRAL ATMOSPHERE 
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As a further test on the velocity profile model, values of the 

geostrophic drag law parameters are calculated and compared with other 

estimates. 

2.3.2 Analysis of A and B in Rossby-Number Similarity Theory: 

The geostrophic drag law as discussed earlier (section 2.1) may 

be written as 

and 

-f.n R 
0 

Sin a 

A --f.n U* ·+[k2jVgoJ2 
~I u2 

0 * 
- B 

2 2 1
k 

From the similarity theory arguments (see Brown, 1974), A and B 

are given by 

u* - Qg_ k A = -f.n- . 
fz0 u1¢ 

B = - ~Vg 

u* 

where, Ug and Vg are components of the geostrophic wind along and perpend-

icular to the surface wind. These expressions are used later for the 

calculation of A and B. 

One has several options to obtain the values of A and B: 

a) laboratory experiments in wind tunnels 

b) field observations in the real atmosphere 

c) numerical simulation of the PBL. 

In the last decade, a number of attempts have been made to resolve the 

values of A and B. The main conclusions of these researchers are: 
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(i) A and B are almost universal constants for a 

neutral, barotropic atmosphere 

(ii) A and B vary with atmospheric stability, 

baroclinicity and the time of day 

(iii) A and B are very sensitive in the neighbourhood 

of near-neutral conditions 

(iv) A and B also depend on surface roughness. 

The results so far are more qualitative in nature rather than quantitative 

for (ii), (iii) and (iv). Even for (i), there is no general agreement for 

numerical values of A and B (see Table 2.1). Further, regarding the effect 

of baroclinicity, the experimental results reported by Clarke and Hess 

(1974) do not match the theoretical work of Wipperman (1972). 

It should be emphasized that the field data analysis of these 

functions are very few due to the need of very accurate determination of 

U*, heat flux (for calculating L), geostrophic wind, thermal wind, etc., 

in order to acheive good quality results. Comparison between field data 

and theory is always subject to difficulty because hourly atmospheric 

fluctuations (the time scale for the problem ~ 1/lfi) are unavoidable, 

and the atmosphere is never in a steady state • 

Table 2.1 shows the values of A and B obtained by various 

investigators in the past for a near-neutral atmosphere. It is clear from 

the table that there is no general agreement for the values of A and B. 

One possible explanation for wide variations (in the case of A, -1.52 to 

2.99; and in case of B, 1.57 to 5.0) may be given based on the observations 

of Clarke (1970). His figures 9 and 10 clearly indicate that the values are 

very sensitive to the stability parameter in near neutral conditions. 



Table 2.1 

1. 

2. 

3. 
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VALUES OF A AND B IN .tn R 
0 

Investigator 

Blinova and Kibel (1937) 

Kazanski and Monin (1961) 

Gill (1967) 

4. Csanady (1967) 

5. 

6. 

7. 

·8. 

9. 

10. 

Scilly I 

Leipzig II 

Blackadar and Tennekes 
(1968) 

Hanna (1969) 

Deardorff (1970) 

Twice the grid points 

Wipperman (1970) 

Huang (1975) 

Clarke and Hess (1974) 

11. Present Study (using 
comparable data of 
Clark and Hess, 1974) 

V = Vg at PBL height 
550m 

V = Vg at 550m, 
PBL height = 1000m 

2 2 1/2 
= A _ .tn U* + ( k Vg _ B2 ) 

Vg u* 2 

A B 

2.99 1.57 

1.7 1.81 

1.7 4.7 

-1.52 4. 29 

0.0 4.29 

0.0 4.5 

0.0 4.8 

1.3 3.0 

-0.2 3.2 

0.9 4.5 

1.2 - 0.8 3.58 - 3.63 

1.1 ± 0.5 4.2 ± 0.7 

1.49 4.75 

1.19 3.88 
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From 52 hourly observations Clarke and Hess (1974), using the 

Wangara data, reported the values of A and Bas 1.1 ± 0.5 and 4.3 ± 0.7 

respectively for a neutral, barotropic atmosphere. These estimates are 

qualified as tentative due to disturbing effects of (mainly high frequency) 

unsteadiness and baroclinicity. Using similar input data, the values 

obtained from the present model are: 

(i) A= 1.49 and B = 4.75 using wind as geostrophic 

at PBL height = 550m 

(ii) A= 1.19 and B = 3.88 using PBL height as lOOOm 

and wind is geostrophic at 550m 

Thus, the numerical results are in line with the observations. 

From his 3-D numerical simulation Deardroff (1970) proposed 

A = 1.3 and B = 3.0 and, later on, revised these estimates as A = -0.2 

and B = 3.2 by using a finer grid spacing. Huang (1975) studied the effect 

of surface roughness on these quantities and found that A varies from 1.2 

-3 -7 to 0.8 for non-dimensional surface roughness (fz/kU*) of 10 to 10 , while 

the change in value of B is negligible. \Upperman (1973) has also listed 

various sources of A and B, and, from his theoretical arguments, recommends 

A = 0.9 and B = 4.5 for a neutral case. 

One final reason for the difference between the A and B values 

obtained in this model and in other studies is due to the type of K-profiles 

used. (Although it should be noted that the present results for A and B 

fall well inside the range of values given in the literature.) The proposed 

profiles are different from those used in other studies. They have been 

justified earlier (section 2.2), and the A and B comparisons made above 

provide further justification. Nevertheless a consensus on choice of K 

profiles has yet to be established. 
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2.3.3 Numerically Generated Profiles: 

In Figures 2.6 to 2.8, the wind profiles obtained numerically 

for different atmospheric conditions are shown. Here, u and v components 

of the velocity field are plotted and the geostrophic wind is assumed to 

have constant direction and linearly varying magnitude. Other parameters 

used are indicated on the figures or are listed in Table 2.2. The x-axis 

is assumed to be aligned with the geostrophic wind. Wind hodographs for 

a near-neutral case for surface roughnesses z = 0.01 m and 0.11 mare 
0 

given in Figure 2.9. 

The computer program is quite effective in generating the 

profiles. One iteration takes only 0.01 minute of computing time (for 

execution) on a IBM 360/65 computer and usually 6 or 7 iterations are 

required for the solution. If the surface cross-isobar angle is known, 

the profiles may be obtained in one iteration. 

The numerical results agree with the observed fact that greater 

instability leads to a decrease in the cross-isobar inflow angle of the 

surface wind. The effects of increasing surface roughness are larger 

cross-isobaric angle and slower increase in the wind with height for the 

rougher surface. 

2.3.4 Comparison of Variation of A and B with Stability to Wangara data: 

Numerical values of A and B along with values from the I.Jangara 

data of Clarke (1970) for the stabilities considered are given Table 2.3 

Keeping in mind the problems of comparing theory and experiments outlined 

in 2.3.1, the comparison between theory and field data is quite good. The 

present results confirm the observations of Clarke (1970) and Clarke and 

Hess (1974) that B is dependent on stability and are in disagreement with 

the theoretical prediction of Csanady (1972) that B should be constant. 



Near - neutral case 

2 K = 12.4 m /sec 
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p = 1.5 

z = 0.01 m 
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Figure 2.6: VELOCITY PROFILES FOR A BAROCLINIC 
BOUNDARY LAYER 
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Unstable Case 

2 
K = 2 7.6m /sec 

0 

p = 1.1 

z
0 

= 0.01 m 

1200 

600 v: 

0 

0 

2 
~:c, = 4.0 m /sec 

Vg = 5 + 42 · f z 

UO' = 0.0 
0 

8 

Figure 2.7: VELOCITY PROFIELS FOR AN uNSTABLE 
BAROCLI:HC ATMOSPHERE 

16 
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STABLE CASE 

2 
K 0 = 2.28 m /sec 

Z = 0.01 m 
0 

p 

f 

v . = 0 
g 

u = 15 + 42 f z 
g 

H = 450.0 m 

600,--------------------------------------------------, 

0 

0 6 12 19 

Figure 2.8: VELOCITY PROFILES FOR A STABLE BAROCLINIC ATMSOPHERE 
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Table 2.2 INPUT DATA FOR NUMERICAL VELOCITY PROFILES 

Height of PBL 

h 
H 

Surface Roughness 

Geostrophic Velocity 
at Surface 

2 
0 (m /sec) 

p 

L 

f 

1200m Unstable Case 

lOOOm Neutral Case 

450m Stable Case 

0.1 (Maximum h = lOOm) 

O.Olm 

O.llm 

15m/sec 

10m/sec 

5m/sec 

Stable Case 

Neutral Case 

Unstable Case 

42.0 f (See, for example 
Estoque, 1973) 

4.0 Unstable Case 

0.1 Neutral Case 

0.6 Stable Case 

Using equations of section 2.2 

1.1 Unstable Case 

1.5 Near-Neutral Case 

1.9 Stable Case 

-10.0 Unstable Case 

oo Near-Neutral Case 

134.0 Stable Case 

-4 1.03 X 10 /sec 
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Figure 2.9: WIND HODOGRAPH FOR VARYING SURFACE ROUGHNESS 
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Table 2.3 EXPERIMENTAL AND NUMERICAL VALUES OF AQ.l) Ai'l'D B(Jl) 

STABILITY TYPE A(Jl) B(l-l) 
CLASS 

!Unstable Numerical* 2.1 1.6 
Case 

Experimental** 6.0 2.0 Best fit 

5.0 1.5 Subjective estimate 

!Neutral*** Numerical 0.2 3.8 
Case 

Experimental 0.1 5.0 

Stable Numerical -5.5 6.3 
Case 

Experimental -7.5 10.5 Best fit 

-4.9 7.5 Subjective estimate 

* for a baroclinic atmosphere using the data of this report. 

** Clarke (1970) figures 9 and 10. 

*** These values do not agree with Table 2.1 because this table is for 
a baroclinic atmosphere while the values given in Table 2.1 are for 
a barotropic atmsophere. 
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This implies Csanady's theory was oversimplified. Further, the 

numerical values are in line with the qualitative arguments of Swinbank 

(1974) that the geostrophic drag coefficients are dependent on thermal 

stratification. 

2.3.5 Closure: 

One advantage of this numerical model is that it produces 

realistic objective estimates of the wind profiles. This is particularly 

gratifying, because the main purpose was to develop a model which used 

the same K-profiles as in the cr-model. Note here that it was not 

possible to obtain from the existing literature velocity profiles 

which were based on the same model of atmospheric turbulence as the 

cr-model, and, therefore, it was important for us to develop a consistent 

PBL velocity field model. 



3.1 Literature Review: 
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CHAPTER 3 

PLUME RISE THEORY 

Four types of models have been used to describe plume behaviour. 

(i) Statistical Models - for example Hestlin et.al. (1972); used for 

cooling tower plumes (valid locally only). 

(ii) Self-similar Models -valid only in a uniform enviror~ent. (see 

Schmidt (1941)). 

(iii) Quasi-similar Models - based on flux conservat~.on of mass, momentum 

and heat (see Morton, Taylor and Turner (MTT) (1956)). 

(iv) Quasi-similar Models - based on conserva.tion of momemtum, heat 

and kinetic energy (see Priestley and Ball (1955)). 

Morton (1971) showed that the closure of the plume equations through 

the continuity equation is not equivalent to closure through the kinetic 

energy equation. Further, models based on conservation of mass, momentum 

and heat show increased rates of spread with large upper radius, whereas 

models based on conservation of momentum, K.E., and heat shor..; large 

negative buoyancies and reversed entrair~ent with loss of plume fluid across 

the boundary. He states that the former class of models provide a more 

realistic model of the motion. 

A summary of plume rise theories from 1926 to 1969 is given by Briggs 

(1969). For the sake of completeness, we will mention the main developments. 

The buoyant plume problem i.ras considered by Moore (1966), 

Bringfelt (1969) and others. Slawson and Csanady (1967, 1971) proposed 

a 3-phase theory and extended the theory to a non-neutral environment. 

Hethods for predicting plume rise covering a variety of 

situations have been suggested by Briggs (1975). 
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The entrainment theory was further extended to condensing 

plumes by Morton (1957), Csanady (1971), Wigley and Slawson (1971, 1972, 1975) 

Richards (1973), Weil (1974), Wigley (1975) and Hanna (1972, 1976). 

The errors resulting from approximations used in plume rise 

theories such as the Boussinesq approximation (effects of density changes), 

exclusion of a drag term, solid particulate matter effects and the form of the 

energy equation flux term have not been examined in detail in the published 

literature. 

3.2 Flow Regimes of a Plume: 

A plume motion may be divided into various flow regimes. For 

the purposes of our discussion, we will consider the following (see Figure 

3. 1): 

1. Initial Phase: 

(a) Vertical Jet Section: 

The effluents are not deflected immediately upon 

entering the crossflow if the ratio of effluent velocity 

to the wind speed is greater than 4 (see Pratte and Baines 

(1967)). This region close to the stack is called the 

vertical jet. 

(b) Bent-over Jet Section: 

The entrainment of the crossflow in this region is 

rapid because by this time appreciable growth of vortices 

has taken place. This causes the jet to bend over. 

(c) Thermal Section: 

Self generated turbulence causes mixing and deter­

mines the growth of the plume. 
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Diffusion Phase 

Figure 3 .1: FLOW REGIMES OF A PLUME 
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2. Transition Phase: 

In the initial phase it has been assumed that atmospheric 

turbulence is such that it merely moves the plume bodily contributing 

little to plume diffusion. However, at a sufficient distance down-

wind (i.e., where plume's internal turbulence levels have dropped 

enough) the atmospheric eddies in the inertial subrange determine the 

plume's growth. 

3. Diffusion Phase: 

In this region, the plume's own turbulence has dropped to such 

a level that the energy-containing eddies of atmospheric turbulence 

determine the growth of the plume. 

Depending upon the flow situation not all of the above regimes 

may exist. For example, if the exit velocity ratio is small (< 3) there 

may be no vertical jet section and the plume will bend over almost 

immediately. If atmospheric turbulence conditions are appropriate the 

transition phase may not exist. (see Slawson and Csanady (1971)). 

3.3 Entrainment Theory with no Boussinesq Approximation (BA): 

The B.A. is one of the most common assumptions used in plume 

rise theories. However, an investigation into its use is important on the 

following grounds: 

(a) the approximation is no good in the natural environment 

for height change"' scale height (= Rd Ta /g ::! 8 km; 

Ta ::! constant); see Spiegel and Veronis (1960) 

(also read page 51) 

* The net result of the Boussinesq approximation is that the flow may be treated 
as incompressible. The changes in B.A. are treated as small and are caused 
by thermal effects rather than pressure effects. 
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(b) the change in the plume rise (between B.A. and no 

B.A. calculations) may be significant in the case of 

large heat sources (such as for proposed power 

plants in U.S.A.) 

(c) the ground level concentration (glc) is dependent on 

plume rise and as this study predicts a lower plume 

rise in the no B.A. case it will lead to higher 

glc in actual practice: this fact may help power 

plant designers and planners to evaluate large heat 

sources vrs. higher stack height. 

The basic equations describing the dynamics and growth of a 

plume containing both liquid and solid particulate material (~ is assumed 

to consist of very small particles with negligible free fall velocity) from an 

elevated source may be expressed as (for the no B.A. case): 
Conservation of ¥~ss: 

Conservation of Moisture: 

2 
-Gvp R Pp w 

Conservation of Energy (Heat): 

La )) 
Cp 

(3 .1) 

(3. 2) 

(3.3) 
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Conservation of Vertical Momentum: 

(3 .4) 
Conservation of Horizontal Momentum: 

(3. 5) 
Conservation of Solid Particles: 

0 (3.6) 

Even though this is a steady-state formulation it is convenient to use a 

time coordinate as independent variable, t is a time variable measured 

along the centreline plume path and related to distance along this, s, 

by vdt = ds. The plume rise z and downwind distance x are related to 

time t by the following equations: 

dz 
dt 

dx 
dt 

w 

v 
X 

(3.7) 

Further, a hydrostatic environment is assumed containing no liquid or solid 

particulate matter and it is assumed that pressure equalizes instantaneously 

between plume and environment. 

dP 
(3. 8) -= 

dt 

Notice here that in formulating the above set of equations the Boussinesq 

Approximation has not been used and that solid-body drag effects (in the 

horizbntal only) are included. These two approximations are usually made 

in plume theory (even in numerical work, see Wigley and Slawson (1975)). 
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As a subsidiary aim in this thesis, the validity of these approximations 

will be examined. 

The vertical drag term in equation (3.4) is neglected because 

no information is available in the open literature for the plumes under 

consideration. 

Downwash is neglected during computations i.e. HE = 0. Here, 

WE is the vertical velocity of an artificial environment wind field acting 

down in the region downwind of the source (see Slawson and Wigley (1975)). 

At present, we do not have sufficient, reliable or accurate analytical 

expressions for WE in the published literature. 

The entrainment velocity of ve is calculated by using ve = ajwj;a 

is assumed constant (i.e. independent of position along the plume). 

The equations can be closed by using the equilibrium assumption 

that q = q if c > 0; non-equilibrium effects including supersaturation 
P sp 

are discussed by Wigley (1975) and are invariably unimportant in the 

determination of plume trajectory. The saturated specific humidity is 

computed by an extremely accurate formula given by Richards (1971, see 

also Wigley, (1974)). 

T.~e equations are solved numerically using a fifth order 
... 

Runge-Kutta method incorporating a variable step size. 

3 f, ..... Approximate Forms of the Energy Equations: 

Two different forms of the energy equation have appeared in 

the literature( using the Boussinesq Approximation): 

(a) Briggs (1969) form: 

d 2 6.T 
dt (R Vp T) 

p 

2 
v R w (f - fa) 

p Ta 
(3. 9) 
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with the vertical momentum equation as 

(in order to have the same flux terms). 

(b) Slawson and Csanady (1971) form; 

v 
p 

(3 .10) 

Csanady (1973) noted these two different forms of flux term 

and favored the use of Briggs form for the plume rise work. He further 

noted that the difference in plume rise data is only of the order of 

15%. 

Still one is not sure \v:hich form is closer to the N.B.A. case. 

Therefore, we have compared the results for a typical case using the three 

equations in order to assess their "relative accuracy". 

3.5 A Simple Analytical Solution for the N.B.A. Case: 

Following is a simple analysis of plume rise theory by assuming 

a linear variation of temperature change between the source exit and the 

point where T . · = T • The purpose of this rather "crude" 
env~ronment plume 

analysis is to help us in explaining a lower rise in the N.B.A. case for a 

dry plume. 

The conservation of mass equation may be written as 

2 av Rp 
p a 

using the bent-over assumption, v o:: u 
p 

constant, this becomes 

(3 .11) 



If pp = p ~ tip then 
a 
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d 2 d (R2 'p) "' dz (R Pa) - dz D. 2Rpaa 

(3.12) 

(3 .13) 

Comparing the above equation with that for the BA case (i.e. dd (R2p ) 
z a 

= 2aR p ) , we can say that mathematically, the omission of 
a 

the main effect of the BA. 

Now turning back to equation (3.12), we have 

dR 1 dp Pa 
- + - ....:._E. R a­
dz 2pp dz pp 

R =_a_)~ dz 
1: 1: 

0 2 p 2 
'p p 

(This result can easily be checked by back substitution.) 

or, 

Using z = 0 and R = R , one obtains 
0 

R 

R • RJ::i>_ + 
o T 

D ·o 

)

z 
Pa d - z 
p: 

0 p 

z.fT: 
~ r _E. dz 

p T~ 
a 

0 

d 2 
dz (R tlp) is 

(3 .14). 

(3 .15) 

In order to simulate the decrease of tiT as plume rises, we assume 

8.T 
-= - az (a>O) (3.16) 



.. 
T 
_.E.= 
T 

a 
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(1 ~ bz) where, b (3 .17) 

To give a rough idea of the magnitude of b , let us consider the point 
liT 

where 6-T = 0 and z = z 
s 

This implies that 1 brv-·­
z T 

0 so that for 

a typical industrial stack 
1 30 -3 -1 

b rv 100 • 300 rv 10 m 

s Po 

R R~ o~r 
Po ~ z 1 ~0 

+ a,fT tT · - .J1 
P o .,. ... a a 

- bz 

0 

(1 - bz)3/2] 

3/2 b 

dz 

z 

0 

where, Ta is the mean value of Ta over the range 0 to z . 

Expanding in powers of bz (since bz << 1) 

R=RNP + o T 
Po 

- - - ] 

For small z, T = T , T ~ T and bz << 1, so we have 
P Po a ao 

T 
Po * * R = R +a-- z = R + a z where, a > 

0 T 0 
a 

0 

a 

(3. 18) 

(3.19) 

(3. 20) 

Thus, in the NBA case there is, effectively, enhanced entrainment (i.e. 

greater a) for "small" z. 
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This will lead to reduced plume rise. The reduction is greater for 

greater Tp /Ta as one would expect. For "normal" industrial plumes 
0 0 

and/or cooling tower plumes the enhancement factor is - 5 to 15%, a 

noticeable effect, but still within the uncertainty in estimating the 

entrainment parameter, a. 

In practice this means that empirical a determined using the B.A. 

theory are over estimates of a - values which would be determined by fitting 

data to a NBA theory. Deficiencies in the BA theory are thus compensated for 

by the empirical determination of a. As a values have been determined largely 

from industrial plants with moderate ~T0 , one might expect 

(a) application directly to cooling tower plumes (lower 

~T0) would consistently under-estimate plume rise 

by - 5%: i.e. C.T. plumes would rise a little 

higher than predicted by simple B.A. theory results. 

Thus B.A. theory is conservative, though by an 

amount ,.;hich would be difficult to observe. 

(b) application to very high temperature sources (e.g. 

a volcano) would considerably over estimate ·plume 

rise: i.e. something like a volcano plume (very 

large ~T0) would rise much less than predicted by 

B.A. theory results which used an industrial-source 

empirical a. 

The magnitudes of this effect given above are only approximate 

because of the approximations made in the solution. However, the 

qualitative conclusions ma~ be accepted with some confidence. They will 

be confirmed later by a more detailed numerical solution of the equations. 

Note finally that the effect is generally small, but is more pronounced 
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for large Tp
0

. This result is completely in accord with the expectation 

that the B.A. effect should be significant only when plume rise is 

significant in comparison with the scale height, and should be greater 

for greater rise. 

One physical reason for an under-estimate of plume rise in the 

NBA case as compared to the BA case may be given on the basis of flux (terms 

involving Pp). In the NBA case actual plume density is used while in the BA 

case plume density is calculated using atmospheric temperature because of the 

BA assumption. Since Tp > Ta , Pp (or flux) in the NBA case is less than the 

density (or flux) in the BA case. Note here that density affects vertical 

momentum of plume which is dominant in the critical stages of plume rise. 

3.6 Numerical Results: 

Three specific examples corresponding to a typical scrubbed 

0 industrial stack (R0 =3m, W0 =20m/sec, Tp
0 

=55 C), a natural-draught 

Cooling Tower (R0 = 20m, W0 = 

* 

0 
2m/sec, Tp

0 
= 25 C) and a plume (cloud) 

0 from a volcano (R0 = 10m, W0 = 10m/sec, Tp
0 

= 1100 C) are considered 

(the later case is considered as an extreme mainly for examining the 

validity of the Boussinesq Approximation). The atmospheric conditions 

(unless and otherwise stated in the text) are: Wind speed 7m/sec 

(constant), Relative humidity 0 to 100% (constant for a particular case) 

and constant lapse rate varying from -0.01 to O.Ol°C/m. The atmospheric 

temperature and pressure were taken as 0°C and 1000 mb at the plume exit 

point. 

* Technically, a volcano is a vent connecting a reservoir of molten matter 
in the crust of the earth to the surface of the earth. The ejected 
material consists of liquid lava, broken fragments and volcanic gases. 
The chief constituent of the gases is water (70% to 95% by volume), and 
the lava temperature varies from 800°C to 1200°C depending upon the type 
of lava (based on my general reading on this topic). 
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A number of co~puter runs were made to study the sensitivity 

of plume variables to various para~eters and are discussed in the 

following sections. 

3.6.1 Effects of B.A. on Plume Growth and on Visible Plume Length: 

The numerical results shown in Table 3.1 and Figures 3.2 and 

3.3 are in line with the theoretical predictions i.e. use of the B.A. 

. '~ leads to an overest1mate of the plume path and the plume rise, and 

underestimates the plume radius. Since the plume radius is increased 

for a given plume rise (z) in the N.B.A. case, more air is entrained 

causing downward displacement of the plume as compared to the B.A. case. 

From a practical point of view, for present-day industrial 

stacks and cooling towers, the effects of the B.A. on plume growth are 

not important. For very large heat sources (as may happen with the 

new power plants) the effects may become significant for large plume 

rise(~ 2000m): but conditions leading to large plume rise also give 

low ground level pollutant concentrations and so use of the B.A. is still 

"acceptable". For the volcano plume, the B.A. effect is most noticeable. 

In such a case, all the plume variables (e.g. plume rise, condensation 

level etc.) are drastically affected. The differences can be explained 

by large temperature differences (i.e. density) between the plume and 

the environment. 

Numerical results for the example of a volcano show cloud 

formation at 105m above the source and a maximum plume rise of 996 m. 

This rather surprising and interesting result agrees with the estimates 

of Cadle (1975): ", •• emissions of volcanoes of the Hawaiian type 

seldom directly penetrate the tropopause • The estimate 

that on the average about 3. 7% of erupted volcanic gases reaches the 

><In real life the empiricle constant c< takes into account errors due to the B.A. 



Table 3. 1: EFFECT OF BOUSSINESQ APPROXIHATION ON PLUHE GROWTH 

Source: Volcano 

0 
(r = 0.008 c/m) 

Dmmwind B.A. N.B.A. Distance 

X z R z R 
(m) (m) (m) (m) (m) 

0.0 0.0 10.0 0.0 10.0 

50.0 13LI.4 52.4 68.2 31.4 

101.6 224.2 83.5 118.6 L18. 0 

200.7 368.9 132.4 200.6 74.9 

504.4 729.7 25LI. 2 397.7 139.9 

1007.9 1197.1 /f13.4 6L15. 2 221.2 

2001.5 1885.1 6L19. 5 930.5 318.5 

27LI8. 1 2265.2 748.5 995.6 341.7~ 

3016.2 2378.8 825.2 

4870.9 2750.6 968.7~~ 

* Corresponds to the point of maximum rise. 

lJl 
w 
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stratosphere seems rather large but is not entirely unreasonable in view 

of the many assumptions that had to be made to obtain that figure ... ". 

Such a comparison indicates the potential of this model for future volcanic 

research. Note that the estimates given by Cadle are for passive or non-explosive 

(i.e. plumes) type of volcanos. 

The results on visible plume path (Lp) are compared with the work 

of Wigley and Slawson (1975) (uses BA case) and are shown in Table 3.2. 

The following conclusions are drawn: 

(a) no significant changes are observed in Lp at low 

relative humidities. 

(b) the effect on Lp is largest under least stable atmos-

pheric conditions. This can be explained using the 

fact that Lp is very sensitive to relative humidity 

and so is very sensitive to plume temperature and/or 

density. 

The values of Lp in the Table 3.2 for warm and least stable 

atmospheric conditions are several magnitudes higher than that of Wigley 

and Slawson (1975). The reason is that their solution contains a well-

defined evaporated (invisible) portion of the plume before the plume 

reappears. In the present solution this section (where the plume is 

actually still condensing) shows only as a section of reduced condensate 

contents which does not pass the assumed "cut-off" limit of visibility (i.e. 

remains visible); -5 cr = 1.0 x 10 gm/gm. 

3.6.2 Effects of B.A. on the Maximum Plume Rise Due to Condensation: 

Wigley (1975) presented the results of a numerical solution of 

moist plume equations and compared the results with Wigley and Slawson 



Table 3.2: COMPARISON OF VISIBLE PLUME LENGTH* 

T RH(%) GRAPHICAL METHOD - 0.01 a METHOD TYPE 0 

(m) 

Present 50 
Study 

40 20 w & s 60 
(1975) 

-

Present 110 

0°C 
Study 

65 60 w & s 110 
097sY 

Present 990+ 
Study 

90 300 w & s 950+ 
(1975) 

Present < 10 
Study 

40 N.C.** w & s < 10 
(197 5) 

Present 20 

10°C 
Study 

65 N.C. w & s 20 
(1975) 

Present 190 
Study 

90 60 w & s 160 

I (1975) 
·-· 

* 
+ extends beyond the point of maximum rise 
** no condensation 

LAPSE RATE 

- 0.005 0 

0 ( c/m) 

60 60 

60 60 

110 120 

120 120 

1180+ 1540+ 

1120+ 1440+ 

< 10 < 10 

< 10 < 10 

20 20 

20 20 

220 270 

190 220 

0.005 

60 

60 

120 

130 

2650+ 

2370+ 

< 10 

< 10 

20 

20 

2090 

260 

0.01 

60 

70 

130 

140 

> 7000 

> 5000 

< 10 

< 10 

20 

20 

> 7000 

340 

' 

I 

Vl 
--..j 
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(19722, Hanna (1972) and Weil (19742. lie found that Weil's (1974) pre-

dictions are not any better than that of Wigley and Slawson (1972). Hanna 1 s 

(1972) results are closer to the numerical solution and are based on 

modification to initial flux of buoyancy. The solutions of Wigley are 

obtained from a set of equations which employed the B.A. 

The ratio of wet plume maximum rise (z ) to dry plume maximum mw 

rise (zmd) is proportional to the radii at the point of maximum rise, 

i.e. 

R 
mw 

Earlier it has been show~ that under NBA condition, plume radius 

is more in magnitude than the corresponding BA case. Also, the plume rise 

for a wet plume will generally be greater than the plume rise of a dry 

plume for the same stack and environmental conditions. Thus the increment 

(magnitude) in R (from its BA case value) for a wet plume is more than the 

increment in R for a dry plume at the point of maximum rise. Therefore, 

using the above relationship, one can conclude that the ratio of 

z /z d will be greater in NBA case than the BA case. mw m 

The numerical results are shown in Figures 3.4 and 3.5. These 

figures are an extension of the Figures 2 and 3 of Wigley (1975). Here 

wet and dry plumes are characterized by extreme conditions of relative 

humidities (RH = RH = 100% for wet plume and RH 
po ao a

0 

= RH = 0% for dry 
Po 

plume). As can be seen from these graphs, the ratio z /z d for a given mw m 

stability class is higher in the NBA case than in the BA case. These 

results agree with the above qualitative deductions. The solution is still 
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finite (z /z d = 7.5 at r = 0.00~0c/m for the Cooling Tower and z /z = 
~m ~~ 

14.24 for an Industrial Stack plume at same 12 and does not rise 

asymptotically to infinity as the lapse rate approaches to the saturated 

0 
adiabatic lapse rate (assumed constant = 0.0065 c/m) as proposed by Wigley 

and Slawson (1972). This has been explained by Wigley (1975) as due to the 

chartge in saturated adiabatic lapse rate with height. 

Variation of downwind distance corresponding to the maximum rise 

point of wet and dry plume is given in Figure 3. 6. Use of the B.A. consis-

tently underestimates this ratio. As far as approximate solutions are 

concerned Wigley and Slawson (1972) predictions are closer to the actual 

solution (NBA case) than Weil's (1974) solution. 

3.6.3 Effects of Horizontal Drag Coefficient Cd : 

The horizontal drag coefficient plays two roles in plume dynamics: 

(1) it will change the plume path, and since the drag force 

acts on the plume along the wind direction, the tend-

ancy \vill be to lower the plume trajectory 

(2) to increase the visible plume length. 

As there are no field data available for Cd on plumes, four values ranging 

from 0.0 (no drag force) to 0.30 are used. The value Cd = 0.3 has been 

used by Ooms (1972) and corresponds to a rigid cylinder. 

Figure 3.7 and Table 3.3 illustrate the effect of Cd in the case 

of a Cooling Tower obtained via numerical solution. The results show a 

reduced plume rise and increased L (visible plume length) w~th increasing 
p 

values of cd. 
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Table 3.3: EFFECT OF DRAG COEFFICIENT ON PLurm V&~IABLES 

Source: Cooling Tower 

cd PLUHE RISE POINT FOR z VISIBLE PLUME max LENGTH L z X 
max (max) (m) p 

B.A. 0.00 673.6 2644.2 78.8 

-0.00 656.8 2645.6 73.2 

0.10 654.7 2661.0 78.9 
NBA 

0. 20 653.0 2672.2 83.3 

o. 30 651.6 2682.1 84.4 

Source: Industrial Stack 

cd VISIBLE PLUME 
LENGTH L 

p 
(m) 

B.A. 0.00 212.1 

0.00 196.1 

0.10 197.2 

NEA 
0.20 198.0 

0.30 198.9 
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From Table 3.3 one can see that Cd has no appreciable effect 

on L for an industrial stack while in the case of a Cooling Tower L is 
p p 

increased noticeably by the introduction of a drag coefficient. For example, 

if C = 0.30 is used, the value of L is increased by 15% as compared to the 
d p 

no-drag case. These effects are in the opposite direction to the BA effects 

discussed above and so tend to compensate partly for the BA. Table 3.3 

shows that the BA case is a compromise between the NBA case with Cd = 0.0 

and Cd = 0.30. Overall, the effects are noticeable, but of little practical 

significance. 

3.6.4 Effects of Solid Particulate Matter: 

To study this effect, we have included a solid particulate matter 

flux term in the vertical momentum equation and added a conservation 

equation for solid particulate matter to the plume rise equations. For a 

dry plume under neutral atmospheric conditions using BA and bent-over 

assumption (vp = u = constant) and assuming that at x = 0 and z = 0, R = 0 

(virtual origin approach), one may solve these equations analytically to 

find the plume trajectory as (using S & C form for energy equation): 

Thus, 

z 

~To ]1/3 2/3 
( T -1J; 0) X 

a 
0 

- 1f; 
0 

Particulate 
--~~~~~~-- = 
z no particulate ~To 

T 
a 

0 

T 
1-1)!·~ 

o ~T 
0 

Some interesting results can be drawn using this relationship. 

(3.21) 

(3. 22) 



z 
particulate 

z = 
particulate 

z particulate 
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= 50.0 and liJ ·o = Q.l, 0.01 and 0.001 we obtain, 

0.. 434 . z for \)!0 
:::: 0.1 gm/gm no particulate 

0.94 z for 7./1 :::: 0.001 gm/gm 
no particulate 0 

0.995 •Z for 7./1 :::: 0.0001 gm/gm. 
no particulate 0 

Thus we can see (as one would expect) that the more the particulate matter 

concentration, the lower is the plume rise and the greater would be the 

ground level concentration. 

In practice, particulate emission standards are such that part-

iculate concentrations in plumes are always quite low. The Los Angeles 

County Air Pollution Control District (L.A.C.A.P.C.D.) and the Bay Ar.ea 

(B.A.A.P.C.D.) the particulate emission is limited to 0.3 grain/ft3 

(~ 0.0001 gm/gm) (Strauss, 1966). Weir et al (1976), in their experimental 

study of the opacity of plumes from coal-fired generating stations, indi-

cates mass concentrations of particulate matter ranging from 0.004 - 0.4 

grain/scf. Particulates are therefore expected to lower plume rise by no 

more than 5%. 

To verify the above results complete numerical solutions were 

obtained. These results, which are presented in Table 3.4 are in agreement 

with the earlier results. 

In summary the plume rises higher for a lighter (low 7./1) plume than 

for a heavier (high 7./1) plume, and minor changes in the solid particulate 

matter content do not effect the plume rise very much for industrial stacks. 
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TABLE 3.4: EFFECT OF SOLID PARTICULATE MATTER 

Source: Industrial Stack 

(RH = O%, r ·atmos atmos 

1jJ 

(gm/gm) 

B.A. 0.0 

·0.0 

0.001 
NBA 

0.01 

0.1 

0 = 0.009 c/m and RH . 
ex~t 

PLUME RISE POINT FOR 
z max X 

(m) (m) 

478.7 4171.8 

452.3 4173.5 

451.6 4173.5 

444.6 4173.0 

358.3 4096.8 

0%) 

z max 
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3.6.5 Calculation of Plume Variables Using Briggs and S & C 
Fo~s of the Flux of Buovancy: 

Different forms of the energy equations have been given in 

section 3.4. Expanding and rearranging these equations (3.9 and 3.10) 

one can see the differences between them and can compare them with the more 

precise equation (3.3) in which the BA is not made. ·we find: 

or, 

or, 

S & C form: 

Briggs form: 

d 
dz 

2 
p v R (f - rd) p p 

2 d 1 
= - p T R v t.T -. (-) 

p a p d.z Ta 

do 
+ R2v t.T __ P 

p dz 

2 t.T 2 
P v R cr - rd) = - o v R cr - rd) p p T . p p 

a 

~ R2 - p l v p p p 

(3. 23) 

(3. 24) 



NBA form: 

d 2 
dz 

(p R v t;T) 
p p 
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2 = p v R (f - fd) 
p p 

(3. 25) 

To analyze the above forms further, the following are used to 

reconstruct the terms on R.H.S. 

and 

p = p e 
0 

P = p RdT a a p RdT p p 

where, T is the mean atmospheric temperature. 

and 

(using v 
p 

2 
(R + az) u · l1Tp g 

~ _ --~0~------------~a~-

=< u and R 

- g_ z 
RdT P

0 
e 

= R + az) 
0 (3.26) 

2 (R + az) i1T . u (p -t;p)g 
o a 

p 
0 

e 
(3. 27) 

comparing the above equations, one may conclude: 

(a) the error decays exponentially in the S & C form as quickly 

as the temperature difference i1T tends to zero; beyond this 

point the error term is positive or negative depending upon 
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the nature of ~T (see Figure 3.8) while this is not 

true for Briggs form due to the term 

~T v R2 (f - fd) 
T p 

a 

(b) for f<fd, it is difficult to make a general statement 

(c) for f>fd, the Briggs form is closer to the NBA case 

than the S & C form 

(d) for r=rd' the Briggs form is closer to the NBA case 

than the S & C form 

(e) for T =Constant, (a), (b), (c), and (d) do not apply 
a 

and the Briggs form is much better over the S & C form. 

Numerical results for two cases cr = 0 and 
0 r = 0.009 c/m) are 

shown in Table 3.5 for the S & C form, the Briggs form and for the complete 

(NBA) equations. For the example shown u = 10 m/sec, 0 T = 100 C , and 
Po 

RH 0% is used. a 

Therefore, one may conclude the following: 

(i) Briggs form is closer to the NBA case than the S & C 

form under most atmospheric conditions. This agrees 

with the work of Csanady (1973). 

(ii) However, since both forms are in practice fitted to 

observations by determining a empirically, the 

result will be that a person using the Briggs equation 

fitted to trajectorv would get different a from the 

S & C form. Note that this is not so if one gets a 

from R = R + az. 
0 
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Table 3. 5: CONPARTSON OF PLUME TRAJECTORY FOR THREE FOI{NS OF ENERGY EQUATION 1 

PLUME RISE Z 6n) 

X r = o.o 0
c/m r = 0.009 °c/m 

(m) --- ---
NBA BRIGGS s & c NBA BRIGGS s & c ----

0 0.0 0.0 0.0 0.0 0.0 0.0 

100 1,5. 1 48. l 50.8 1,5. 1 48.1 51.0 

200 68.2 71.3 76.7 68.8 71.8 77.3 I -----· 1'-J 

500 119.4 121.9 133.3 123.1 126.2 137.6 

BOO 155.3 157.2 173.0 167.6 170.1 186.5 

1000 172.7 173.7 192.2 193.6 195.9 215.2 

1200 184.9 185.6 205.5 217.9 219.8 242.3 

1500 191!.1 193.7 215.6 251.8 253.2 279.1 

1600 1911. 7* 19l,, 0* 216. l* 261.8 263.5 290.7 

2000 300.6 301.0 333.1 

t,ooo L,31,. 3 432.3 L,79. 2 

5973.5 476.6* L, 7 2. 7* 525.0* 
L ____ ------- ----- ----

1 based on same value of a. 
* near the po:Lnt of m<tx:lmum rise 
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CHAPTER 4 

ATHOSPHERIC DIFFUSION 

4.1 Literature Survey: 

Diffusion studies available in the literature may be grouped 

into the following categories from the point of view of this thesis. 

1. Theoretical Approach: 

(a) Gaussian Plume Models 

(b) Analytical K-theory Solutions 

(c) Numerical K-theory Models 

(Note: The statistical theory, the similarity theory and higher order closure 

models are not considered in detail. Any discussion is on as 

required basis). 

2. Experimental Approach: 

(a) Wind/Water Tunnel Modelling 

(b) Field Studies 

4.1.1 Theoretical Approach: 

Most of the early work in this area is given in two prominent 

text books by Sutton (1952) and Pasquill (1962). The Gaussian Plume Models 

are based on the statistical theory of turbulence (by measuring the 

diffusive power in the form of the variance of an ensemble of air "particles" 

over a time period) and use of a Gaussian expression for pollutant 

distribution. (See Sutton (1952).) Also see Chapter-1. 

Analytical solutions of the K-theory convective - diffusion 

(C-D) equation for steady-state conditions have been reported by 

several researchers (e.g.: Roberts (1923), Rounds (1955)) 

for different boundary conditions and different expressions for velocity 
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-+ (V) and eddy diffusivities (K) as functions of the independent variables. 

-+ 
These analytical solutions assume K and V functions which are somewhat 

oversimplified. Direct application to atmospheric dispersion problems 

with arbitrary K and V distributions is therefore not possible; or is, 

at the best, only semi-quantitative. 

To circumvent this, the equation has been solved using numerical 

techniques by Hino (1968), Shir (1970), Randerson (1970), Berlyand (1972), 

Lantz (1972), Egan and Mahoney (1972), Roffman and Grimble (1974), Runca 

and Sardii (1975), Lebedeff and Hameed (1975), Ragland and Dennis (1975) and 

others. This added complexity is believed by some people to be 

unnecessary because of the other deficiencies in the formulation of the 

diffusion equation and because of the usual lack of precise meteorological 

information. On the other hand, it is only numerical solutions which allow 

us to study economically the sensitivity of various variables (i.e. their 

relative importance); the effects of a variety of meteorological and topo-

graphical conditions; the effects of using assumptions which are not 

physically justified (extending the range of validity of the solutions); and 

the "what if" questions arising during air quality management planning and 

decision-making process. In a sense, numerical simulation allows one to 

perform controlled "experiments" which may be impossible in the natural 

environment. 

Hino (1968) has used a forward finite-difference scheme to solve 

the steady-state 3-D C-D equation over a complicated topography. He 

computes velocity from the simplified Navier-Stokes equations using 

potential theory. The eddy diffusivity, K , is assumed to be proportional 
z 

to the wind speed and to a power of the height from the ground. Randerson 

(1970) has calculated the concentration field of so2 over Nashville, 

Tennessee using an explicit-finite difference scheme. 
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Shir (1970) has obtained air pollution distributions downwind 

from a line source (2D-case) by using equations for heat, momentum and 

mass conservation which are solved by an iterative finite difference 

scheme. Constant diffusion coefficients are used for his computations. 

Danard (1972) has solved the 2-D C-D equation to calculate the carbon 

monoxide concentration near highways using the Dufort and Frankel explicit 

finite difference technique. 

Lantz (1972) presented a numerical model which calculated 3-D 

boundary layer winds considering flow obstacles, along with 3-D C-D equation 

(solved by the Alternating Direction Implicit finite difference scheme) 

using a power-law K-profile. A numerical, grid-element 3-D model has 

been developed for the study of air pollution transport from urban area 

sources by Egan and Mahoney (1972). In their paper the "pseudo-diffusive" 

errors (i.e. "false" or "numerical" diffusion) associated with conventional 

finite-difference approximations to the advective term are eliminated by 

a material-conserving computation procedure involving first and second 

moments of the concentration distribution within each grid element. 

Roffman and Grimble (1974) use a successive orthogonal coordinate 

transformation (to avoid false diffusion) in which one of the axes is 

parallel to the flow at each segment of the flow path. This transformation 

coupled with the wind and diffusivity profiles from similarity theory, 

is used in the integration of the diffusion equation. Runca and Sardei 

(1975) have developed a mixed Lagrangian-Eulerian finite difference scheme 

for calculating 2-D convection diffusion from a point source. In this 

scheme concentration is obtained by separating the contribution due to 

the advection and diffusion terms. 

Ragland and Dennis (1975) have obtained a solution to the steady­

state diffusion equation using a finite difference scheme. They consider 
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only one-component of velocity by using similarity theory. Lehedeff and 

Hameed (197 S) use an integral method for the solution of 2-D C-D equation 

but the z-dependence of K is ignored. 

Gillani and Husar (1975) have solved the 3-D C-D equation using 

separation of variables and integral transform methods. K is considered 

a function of downwind distance and the velocity field is assumed constant. 

Their model includes the effect of pollutant absorption (or desorption) by 

considering a first order rate process. Attempts are also made to study particle 

settling and washout. 

Russian work in this field is summarized in the book by Beryland 

(ed.) (1973). In the case of an industrial stack, solutions of the steady 

state (elliptic) C-D equati·on are obtained by using 

u 

and 

z < h 

z > h 

where u1 and k
1

(>>v) are the values of u and K
2 

respectively for z = z
1 

Cz1 = 1m). This K-profile is quite unrealisti€. In his review paper, 

Beryland (1972) indicates that the solutions to pollutant dispersion 

problems are also obtained by combining the equations of turbulent diffusion 

with the equations of motion and heat transfer. However, no details are 

given regarding the numerical scheme employed for this task. 

Thus, the following problems are encountered in the solution of 

the C-D equation: 

* This is due to the use of z 1 
order of 50m. 

1m. A realistic value of z1 will be of the 
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1. Deficiencies in the theoretical basis of the equation. 

2. Choice of K-profile. 

3. Choice of velocity profile. 

4. Problems arising from the solution method. i.e. 

(a) Results of limited applicability for the analytical 

solution case. 

(b) Numerical problems in the numerical solution case. 

The form ·of eddy diffusivity K(z) under various stability 

conditions is only known approximately. In addition, the velocity profile 

depends on the K-profile. As a further complication in plume dispersion 

problems, most plumes have an initial self-generated turbulence phase in 

which their dispersion is independent of the K-profile. All of the above 

mentioned solutions have ignored this point. 

4.1.2 Current Methods for Determination of Sigmas: 

The numerical values of sigmas used in Gaussian models are 

usually based upon one of these methods: 

(a) Experimental data 

(b) Modification of experimental sigmas using intensity 

of turbulence 

(c) Modification of no wind shear Gy by a rough estimate 

of the centroid of each plume segment displacement 

(d) Use of the Lagrangian auto correlation function 

(e) Moment concentration method 
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(a) Experimental Data*: 

Most popular 0-curves currently in use are based on experiments 

performed in open fields (e.g. Pasquill (1961), Sutton (1947), TVA (see 

Carpenter et. al., 1971) and BNL (see Smith and Singer, 1965)). The main 

advantages of these curves are that they are easy to use and widely accepted 

by government agencies for environmental assessment work. A summary of 

experimental field diffusion data is given by Draxler (1976) and Gifford 

(1976). Other papers of general interest are: Hosker (1974), MacCready 

et. al. (1974), Whaley (1972) and Turner (1970). 

(b) Modification of Experimental Sigmas Using Intensity of Turbulence: 

Csanady (1973), in his book, suggested the use of intensity of 

turbulence measurements to modify the Pasquill curves for elevated releases. 

The main problem with this approach is that reliable data are not available 

for intensity of turbulence. A different method for stably stratified 

conditions has been discussed by Sethu Raman et. al. (1974). 

(c) Modification of No-Wind-Shear 0 by a Rough Estimate of the Centroid 
y 

of Each Plume Segment Displacement: 

Weil (1974) proposes to modify 0 by estimating the displacement y 

of the centroid of each plume segment in the vertical direction assuming 

that the crosswinq component of each plume segment is proportional to the 

wind component 

where, 

... 

in that direction at that height. 

2 2 .\.2 (dq, 0 = 0 + 12 ys y dz 

(Note: Just about the same as 
given by Pasquill(1976) 

2 1 2 2 
R.H.S. =C!'y+IO(A~) X ) 

0 is the standard deviation for the entire cross-section 
ys 

in the y-direction in the presence of cross-wind shear 

AA ·number of other authors have reported 0-curves having novel features. 
However,in this survey it was not possible to include everyone. 
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¢ is the wind direction (Assumption ¢ = 0 at z = 0) 

z is the distance from the midpoint of the mixing layer 

Hm is the mixing depth of the layer 

A is a proportionality constant (A ~ 0.9: from experiment-

al data of Weil) 

and A~ is the total change of mean wind direction 

(d) Use of the Lagrangian Auto Correlation Function: 

Draxler (1976) applied the theory of diffusion developed by 

Taylor to collected data of documented diffusion studies in the following 

way. 

where 

and 

By Definition, 

cr 2 y 
'2 rT ( 

= 2v ) j 
0 0 

R(~) d~dt 

R(~) Langrangian auto correlation (varies from 1 (at start) 

to 0 (for large diffusion times)) 

'2 
v variance of lateral component of wind velocity 

T diffusion time 

Using Pasquill (1971) 

and 

where, tL, the Lagrangian time scale is defined as 

and cv, ow are S.D. of the horizontal and vertical wind components. 
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Now, using ovT "" oex, ow=T "" Gcp x (where, c8 and Ocp are the S.D. 

of the azimuth and elevation angles) and suitable expressions for R(~) from 

theoretical considerations, attempts are made to define f 1 ,. f 2 and t
1

. 

Once these quantities are known oy and crz may be computed. 

This method does not work for the cases such as vertical diffusion 

from ground sources during unstable stratification and vertical diffusion 

from elevated sources, presumably because of lack of vertical homogeneity. 

(e) Moment Concentration Method: 

This method due to Aries (1956) has been used in theoretical 

investigations to study cross-wind shear effects by Saffman (1962), Smith 

(1965), Csanady (1968) and Tyldesley and Wallington (1965) (for numerical 

work) for ground level releases. No attempt was made in the above work 

to relate the computed cry's with the available experimental a-curves. 

Furthermore, the results of the above authors do not include atmospheric 

stability as an explicit variable. Smith(1972) presented the results for ~ z 

for ground level releases. 
4.1.3. Windshear Effects: 

Several investigators (Saffman (1962), Smith (1965), Tyldesley 

and Wallington (1965), Csanady (1968)) have shown theoretically that the 

effect of wind shear on the dispersion of air pollutant is considerable. 

Experimental results reported by Pasquill (1962, 1969), Hegstrom (1964), 

Csanady (1972) and Brown and Michael (1974) are also in line with the 

theoretical findings. 

Saffman (1962) considered the spread of an instantaneous cloud 

released from ground level in a turbulent wind using variable K within a 

bounded layer (comaparable to a pipe) and an unbounded layer (comparable 

to a semi-infinite atmosphere). He found theoretically that the horizontal 
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spread cannot be described by a constant diffusivity and that horizontal 

mean-square dispersion does not increase linearly with time as constant K 

theory would suggest. These results have been verified experimentally by 

Hegstrom (1964) and theoretically by Smith (1965). 

Tyldesley and Wallington (1965) solved the diffusion equation 

on an Analog computer using an Ekman spiral wind structure (constant K) 

to study the effect of wind shear and vertical diffusion. They also 

considered the case of K decreasing linearly with height to zero and 
z 

K = 0 but u and v constant with height. 
y 

Csanady (1968) obtained analytical solutions of the C-D equation 

using constant diffusivity and the Ekman layer velocity profile (constant 

eddy viscosity) for estimating the ground level trajectory of an instan-

taneously released cloud. Use of constant K make this model unrealistic. 

It overestimates the cloud growth and the angle between the surface wind 

and geostrophic wind. 

Pasquill (1962, 1969), based on his experimental results, 

indicates that at distances as far as 130 Km do\vnwind over a rural terrain 

very little wind effect is observed during the daytime when good mixing 

occurs in the boundary layer; however, during inversion conditions, 

significant shearing effects occur beyond 2 to 3 Km downwind from a source. 

At great distances the shear contribution to the crosswind standard 

deviation becomes dominant. Brown and Michael (1974) experimentally found 

that the crosswind standard deviations are greater during stable conditions 

than during neutral conditions. This is due to large wind shears associated 

with increased stability; without wind shear one would expect lower cross-

wind dispersion under stable conditions. 
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4.1.4 Experimental Studies: 

A number of experiments are carried out every year which are 

unique in relation to the type and location of source and instrumentation 

used. Experimental studies have been made in the open atmosphere (field 

studies), in wind tunnels, in water channels and in tanks. 

Wind tunnel modelling has two advantages over open atmosphere 

experiments. Firstly, data extraction is much easier, and, secondly, one 

has control over the experimental conditions. The atmosphere rarely 

behaves the way one wishes. However, wind-tunnel modelling has a severe 

restriction in dynamical scaling. Scaling problems have aroused much 

controversy in these studies because it is not possible to satisfy all 

the similarity conditions. Usually some of these laws lead to conflicting 

requirements. 

The current state of field experimental data available for 

comparison purposes can be best summarized as: 

(a) 0 from continuous releases in the first few hundred 
y 

meters above the earth's surface has been the prime 

target of various investigators. Three basic features 

of the results are: 0 
y 

0.7 a x 0.9 1 . h" to x , a re atlons lp 

between 0 and the horizontal component of turbulence; 
y 

and a dependence on the sampling time over which the 

average concentration distribution is measured. Limited 

results from elevated sources indicate the varying 

effect of cross-wind shear with atmospheric stability. 

(b) Relatively little attention has been paid to measuring 

d mainly because of the larger cost of making such z 
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measurements. The common approach is to derive this 

variable indirectly from ground level concentration 

measurements and a • Thus, at least, two areas of 
y 

errors are introduced: effects of deposition and errors 

in measuring g.l.c. 

(c) Concentration measurements are usually limited to ground 

level. These results include the effects of deposition 

and therefore, the "true" (i.e. in the absense of 

deposition) concentration with distance may be quite 

different. 

Finally, experimentalists are unable to come to an agreement 

on a uniform approach for collecting and presenting all atmospheric 

diffusion data. 

4.1.5 Conclusions from Literature Survey: 

General results for dispersion of pollutants in PBL are not 

available. No theoretical work has been done, at least for elevated 

releases, to study statistical coefficients ~igma~ under varying atmospheric 

conditions. (Usually a-curves are obtained for ground level releases or 

at the most, for a particular stack height; the TVA and BNL/ASME elevated 

release experimental curves are most probably only of local validity.) 

Ground level release simulation work is limited to a constant K-case or to 

a linear variation of K (ground to the top of PBL). No wind variation 

with realistic K-profile is taken into consideration in these studies. 
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4.2 General Background: 

For the transport of a given pollutant, the principle of conser-

vation of diffusing material may be written, in the form of the convective 

- diffusion equation, as 

where, 

~ + v · ccv) = at 
-+ v . q + Q + Q 

r - Q a 

c 
-+ 
q 

Q 

Pollutant concentration (Kg/m3) 

2 
Turbulent Mass flux (Kg/m /sec) 

3 Pollutant source strength (Kg/m /sec) 

(4 .1) 

Rate of loss or gain (e.g. H
2
so

4 
aerosol by H20 + so

3
) 

of pollutant due to reaction (Kg/m3/sec) 

Pollutant Ground Absorption rate (Kg/m3/sec) 

t Time (sees) 

-+ v Wind Velocity Field (m/sec) 

-+ -+ -+ -+ 
V = u·i +v·j +w·k 

The gradient transfer theory (or K theory) may be used for the 

-+ 
computation of the turbulent mass flux q i.e. 

q = - (K ~ f + K oC • j + K ~ k) 
xatc y ay z a z 

where the K's are eddy diffusivity constants (units: m
2
/sec) 

(4. 2) 

It is further assumed that the eddy diffusivity constants for 

mass and momentum transfer are equal except where accurate expressions 

are available. These are discussed in the Wind Structure section. 

4.2.1 Analysis of Gaussian Dispersion Models: 

The Gaussian dispersion models are applicable to the following 
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conditions: 

1. Uniform atmosphere (wind velocity and lapse rate) 

2. Flat terrain 

3. No chemical reaction of pollutants 

4. No absorption of the pollutant at'the ground 

5. Single source (uncertainty about multiple sources) 

6. Diffusivity coefficients independent of z. 

These models are strictly applicable to these conditions, but generally 

used for other situations (with some success too!). 

A particular solution under the above conditions is (for a 

continuous point source): 2 
( z - h ) 
. s 

where 

For z 

C (x,y,z) 
q 

2niio o 
y z 

e 

2 
- _J_ 

2o2 
y 

2o 2 z 
e + e 

(4.3) 

q Pollutant mass emitted per unit time from a point 

source or effective point source 

u Mean wind speed 

y Lateral distance from the centre line 

h Source height 
s 

o Standard deviation in y-direction (function of x) 
y 

o Standard deviation in z-direction (function of x) 
z 

= 0, the above equation reduces to 

C(x,y,O) = __,.._.q __ 
niia o 

y z 

-[:l2-2o e y (4.4) 
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where, C(x,y,O) is the ground level concentration (g.l.c.) 

In applying this result to dispersion of real plumes a point 

source is assumed to exist at some "effective stack height" above ground 

level. This height, h , can be found using one of a number of plume rise 
s 

formulae (see Briggs (1969)): h is the sum of the true stack height and 
s 

plume rise. 

hs = ht + L::.h (4.5) 

The centerline (y 0) ground level concentration is given by 

h 2 

C(x,O,O) = _q...___ 
rrucr cr 

y z 

- _s_ 

2cr 
2 

e z (4.6) 

C(x,O,O) is a function of x which is small for large and small 

x and which has a maximum value given by 

c ~ __ 2_..q_ 

max erruh 2 
s 

cr 
z 

cr 
y 

occuring approximately at the distance where 

is derived by assuming cr /cry = constant. 

One can readily see that an error 

(4. 7) 

cr = h !12. This expression 
z s 

in cr or cr directly changes 
y z 

the value of C 
max 

The sensitivity of C (to dispersion coefficients) 
max 

thus, directly depends on changes in the ratio of cr /cr . Also, there is z y 

considerable disagreement between various "standard" expressions for cr 
y 

and cr as functions of x which lead to different values of C (see Table 
z max 

4 .1). 
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Table 4.1 SL~Y OF ATMOSPHERIC COEFFICIENTS 

b d * (cr = ax , cr = ex ) 
z y 

S. NO. STABILITY CLASS a b c d 

1 Pasouill/Gifford . . 
I Unstable (class B) 0.05 1.07 0.40 0.87 I 
I 

i Neutral (class D) 0.45 0.62 0.17 0.88 

Stable (class E) 

I 
0.43 0.56 0.12 0.881 

I 
2. B"N"L/ASME I 

I 
Unstable 0.33 0.86 0.36 0.861 

I 
Neutral 0.22 0.78 0.32 0.78 

Stable 0.06 0.71 o. 31 0.711 

I 
I 

3. TVA I -
Neutral 0.37 0.74 0.37 0.76 

Stable 2.94 0.34 0.78 0.63 

I 4. TUR..."lER 

l Unstable 0.056 1.10 0.41 0.86 

Neutral 0.73 0.55 0.14 0.89 

Stable 

I 
0.63 0.45 0.075 0.89 

* 0 and cr curves only match these expressi~ns approximately in 
y z 

general. 
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A comparison of maximum ground level concentration and its position 

using various a (x) and cr (x) formulae (Table 4.1) is given in Table 4.2. z. - y 

Significant differences can be observed for the same source and velocity 

field (Q, hand u). For example, for a neutral atmosphere the peak 

concentration predicted by the TVA formulae is 87% higher than Turner's cal-

culation, and the BNL/ASME concentration is 45% higher than Turner's con-

centration. The important conclusion to be drawn from Table 4.2 is that in 

applying various diffusion parameters care must be taken in the choice of 

a-formulae and in interpreting the results. 

4.2.2 Calculations for Critical Concentration: 

The following analysis is intended to provide general expressions 

for critical concentration under varying atmospheric stability conditions. 

Critical concentration is obtained by maximizing the ground level concentration 

both with respect to distance and wind speed. The wind speed at which the 

critical concentration occurs is usually known as the "critical" wind speed. 

The centerline ground level concentration is given by 
2 

c q 

Tiucr a 
y z 

e 

h 
s 

2 0 2 
z 

Let us assume that the plume growth may be approximated by 

b a = ax and a 
z y 

d ex 

where, a, b, c, d are constants, and the plume rise is given by 

B 
-n 
u 

(4.8) 

(4. 9) 

(4.10) 
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Table 4.2 COMP.~ISON OF MPuXL~~ GROuriD LEVEL CONCENTRATION 

~~~ ITS POSITION USING AVAILABLE 0 (x) and 0 (x) FO&~LAS 
y z 

h = 50 m h = 100 m 

X t ···~~ X 
c . 

max max e rr max 
;-h2 · 2ol 

max - 2 
STABILITY (m) I (m) uh 2o 
Unstable 

1. BNL/ASHE 229.3 0.917 513.4 0.917 

2. Pas quill 460.3 0.426 879.8 0.485 
(class B) ' i 

3. TVA ; - - - -· 
I 

4. Turner 
I 

351.3 0.558 659.7 0.649 : 

Neutral 

1. BNL/ASME 673.4 0.688 1637.5 0.688 

2. Pasquill 1139.8 0.425 3486.4 0.318 

3. TVA 474.3 0.884 1210.1 0.868 

4. Turner 1158.4 0.474 4085.1 0.309 

Stable 

1. BDI"L/ ASHE 7976.1 0.194 21174.9 0.194 

2. Pasquill 2627.9 0.288 9060.9 0.194 
(class E) 

3. TVA ; 1502.4 0.452 11539 .o 0.250 

4. Turner 7707.6 0.164 35964.6 0.083 

*Note: C has been nondimensionalized. 
max 
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Here n is a parameter which will be left arbitrary because it varies with 

_l.l 
stability and 6h is assumed to be inversely proportional to u . 

Results for a /a z y 
1 (i.e. equal growth) and n = 1 are given 

by Pasquill (1962), for v /a z y 
constant and n = 1 are provided by 

Csanady (1973), and for a /a ~ constant and n = 1 are discussed by Ragland 
z y 

(1976). From 4.8 and 4.9, the maximum ground level concentration occurs 

when 

and 

dC -= 
dx 

X 
max 

c 
max 

0 i.e. 

[ b hs 2 
1 

drb 
a 2 (b + 

b + d 
q exp( - 2b ) 

=-- B Lb+d 
,.. [ b (h t + u-n ) ] 2b 

1ruac · 
a

2
(b + d) 

Here, the effective stack height h is assumed constant. 
s 

(4.11) 

(4.12) 

Using (4.4) and (4.10) and differentiating (4.12) with respect 

to ~' one can obtain the critical wind speed as 

U critical = [ h: { (b ~ d)n - 1~ Ji (4.13) 

For wind speeds above or below the critical wind maximum glc 

will be less. In order to find the peak glc of air pollutants released 

from tall stacks, an expression for critical plume rise may be derived as 
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(4.14) 

To obtain the expressions for the corresponding critical 

concentrations and the point at which it occurs, a value for n may 

be estimated either from theory or experiments under different 

atmospheric conditions. 

A more general discussion using an inclined model for a 

neutral atmosphere (similar to that of Csanady (1973)) for an unequal 

plume growth is given in Appendix A. 

4.3 Evaluation of sigmas for elevated continuous releases: 

The follow~ng sections describe two different ways to obtain sigmas 

1. based on the Moment-Concentration method for sigmas and 

using an empirical velocity field 

2. based on the Moment-Concentration method for sigmas and 

using a numerical solution for the velocity field. 

Method (2) requires more detailed information on meteorological 

parameters such as geostrophic velocity variation and PBL height. Method 

(1) is therefore more suitable for operational purposes while Method (2) 

may be used as a research tool and can serve for improvement in Method (1). 

Method (l) is cheaper than Method (2) from the computer operational point 

of view. 

4.3.1 Mathematical Formulation of the Problem: 

The steady state diffusion equation for a continuous point source 

may be written as: 



92 

"C 8C 
U ~X + V (Jy 

Ci ac a ac 
(K - ) + - (K ) + Q Cly y ay az z ()z 

(4.15) 

(The x-axis is taken in the direction of mean wind.) 

This equation is a simplified form of the original convective-

diffusion equation (Equations 4.1 and 4.2) and uses a number of assumptions 

(e.g. the ground is assumed to be a perfect reflector and eddy diffusion 

in the x-direction is neglected). 

The following development is based on the Moment-Concentration method 

and has the following features: 

(a) capability to include atmospheric stability and 

surface roughness, 

(b) cr is comnuted directly, z . 

(c) cross-wind shear effects due to varying atmospheric 

conditions can be computed. 

The model can be used to generate cr-curves (i.e.~= ~(x)) for any release 

height. 

In order to cornoute cr and cr as functions of dow-nwind distance, . y z 

x, we define zero, first and second moments of concentration in the Y 

and z directions as follows: 

(i) y - direction: 

"" co = s Cdy y 
-"" 

00 

cl ( yCdy (4.16) y .. 
-oo 

co 

c2 J 2c. = Y ay y 
-oo 
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(ii) z - direction 

co 
0 J Cdz c = 
z 

0 

co 
cl = J zCdz (4.17) 

z 
0 

co 
c2 J 2 z Cdz 

z 
0 

Note that the zero, first and second moments are related to the total 

amount of pollutant, the position of the pollutant centre of mass and 

standard deviation (or spread) of pollutant respectively. The relation-

ships for 

and 

cr y and 

2 
cr y 

2 
cr 

z 

cr 
z 

in terms of these moments are: 

(4.18) 

Integrating equation (4.15) from -co to +co and applying the definitions 

given in (4.16) and (4.17), one obtains. 

For the y-moments: 

ac1 

+2._ 
ac1 

u _J. = vC
0 

(Kz a;) 3x y oz (4.19) 

ac2 

2vc1 +2._ 
ac2 

u __y = (K __y) + 2K C0 

3x y dZ z 3x y y 
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(Cross-wind 
direction) 
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/ 
/ 

/ 

/ 

(Displacement of 
plume element from 
no wind shear position) 

X 

FIGURE 4. 0: PLUME ELEMENT UNDER A TYPICAL 
CROSS-WIND SHEAR CONDITION 

(Note: This diagram is schematic 
The plume cross-section under 
cross-wind shear conditions 
will be skewed.) 
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For the z-moments: 

u + 
8C

0 

z v--
8y 

ac1 ac 1 ac
1 

z z d z 
u--+v--=- (Ky~y) ax ay ay o 

ac2 ac2 ac
2 

z z d z 0 u--+v--=-(K --)+2KC 
ax ay ay y ay z z 

(4.20) 

The source term is treated as a boundary condition in each equation and 

will be discussed later on. 

4.3.2 Numerical Scheme: 

The system of equations represented by (4.19) and (4.20) may 

be solved by finite-difference methods. 

In the following the detailed finite difference form for the 

zero order moment equations (using an irregular grid) is given. 

The zero order y-moment equation 

8C
0 

8C
0 

U __y_ = _]__ (K y) 
~X ~ ~ --~-
o oy Z oZ 

becomes, in finite difference form 

= 

Co ( K 
yk + 1 - . z k + ~ 

L1z+ 

L1z+ + !J.z-
2 

(4. 21) 
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This may be written as 

where, 

/::,x- = 

f::,z+ = 

/::,z- = 

.AA= 

DD 

X. - X. 
1 ]. ]. -

zk + - zk 1 

zk - zk - 1 

k 
zk + !z 

+ /::,z+ -C /::,z+ + 

- u. k 
l., 

2 

k 
zk - !z 

/::,z-
/::,z-

For the z-moment, the zero order equation is 

3C
0 

3C
0 

3C0 

z z d ) u--+v--=- (K _z 
dX 3y 3y y 3y 

DD 

~i k ) + -­
/::;x-

(4.22) 



97 

In finite-difference form this becomes 

6.x- + v .. 
lJ (6.y+ + 6.y-) 

- co co - co 

- 1 

z. z. z. 1 
J) - K y (-.-.~.J __ ~J.~.---=-) 

j - !.z 6.y-

or, 

where, 

+AAC0 

z. 
J 

6.y- = y . - y . 1 
J J-

6.y+ + 6.y-
2 

+CCC 
0 

zj - 1 

2K + K 
yj+!.z yj-!.z +~) AA =- ( 

6.y+(6.y+ + 6.y-) 6.x-

2K 
Y; + ~ B B = ---L.-....;_....:__ __ _ 

6.y+ ( 6.y+ + 6.y-) 

2K 

v 
j 

6.y+ + 6.y-

v. yj- ~ cc = _ __,__ --=----- + __ .___ 
t,y- ( t,y+ + 6.y-) 

u.r 
lJ 0 

n =~c 
6.x- z. 

l- 1, j 

6.y+ + 6.y-

(4. 23) 

= D (4.24) 

During computations K was set equal to K in order to be consistent with 
y z 

the velocity model. 
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4.3.3 Source Term as a Boundary Condition: 

If the source flux is q gms/sec. and is distributed over one grid 

rectangle (~z, 6y) then the concentration at the corresponding grid 

point is 

c = --"'---­
u • 6y • D.z 

3 
gm/m (4.25) 

where, u is the wind velocity. This can be used as a boundary condition 

on C, replacing the need for the ad hoc procedure used by other authors of 

distributing a point source over a three dimensional grid element. The 

corresponding boundary conditions on the y-moments are: 

co co 

C
0 

= ( C dy = fu dy y j ·D.y • 6z 
q 

u • 6z (4.26) 
-co -oo 

co co 

C ly = f y Cdy = ( y 0 dy 0 
) ) u. D.y · 6z 

-co -co 

co 

2 r 2 
C =} y Cdy 

Y -co 

0 

S . ·1 · b d · d f c0 
• c1 , c2 . lml ar expresslons may e erlve or , 

z z z 

4.3.4 Velocity Profiles: 

Computation of cr's requires the velocity field as an input. As 

indicated earlier, one may either use a numerically calculated velocity 

field or specify it based on experimental data and/or profiles obtained 

from other theories. In order to keep the model as simple as possible and 

physically realistic, we have kept both options open. 
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4.3.4.1 Use of Empirical Relationships: 

In this section we shall discuss the "empirical" formulae for 

the velocity field in the PEL. Here U is the mean velocity and u and 

v are its components in x and y directions. 

(i) Surface Layer: 

(a) Neutral Atmosphere: 

* u,.< z+z 
U =- J,n (--0 ) 

K z
0 

For surface layer (The Logarithmic profile). 

(Note: From Businger (1973) - "There is considerable experimental 

evidence that verifies this profile, ... ") 

(b) Stable Atmosphere: 

* u* z+z 
4.7 u [J,n (--0) 

L 
z] 

K z 0 

* 
u* z+z 

= [.Q,n (--0) + 4. 7] 
K z 

0 

For surface layer (Log-linear profile). 

(c) Unstable Atmosphere: 

u 

X = [1 15(z+z )/L] 114 
0 

X 
0 

[1 - 15 z /1] 114 
0 

(see Ragland and Dennis, 1975 and Paulson, 1970) 

0 < z < L 

L < z < h 

(4.27) 

(4.28) 

(4 .29) 



100 

(ii) Ekman Layer: 

A linear wind profile from h to H is used for the Ekman Layer for 

each stability class 

u (u ) ( z - h) U 
g - usl H h + sl (4.30) 

Calculation of u and v Components: 

The following assumptions are made to derive the cross-wind 

component of velocity from the mean velocity: 

(a) The mean wind is approximately aligned with the surface 

wind throughout the surface layer i.e. v-component is 

zero. 

(b) The angle between the mean wind and the u-component 

at the top of PBL is equal to the surface cross-isobar 

angle. This is based on the assumption that the angle 

between the geostropic wind and the mean wind is zero 

at the top of the PBL. 

(c) The rate of increase of angle between the mean wind 

and u-component is linear i.e. Rate = (a 0 )/(H - h) 

and a= Rate * (z - h) for Ekman layer. 

(d) The wind direction is considered constant above the 

top of the PBL. 

4.3.4.2 Numerical Profiles: 

The profiles are discussed in Chapter 2. 
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4.3.5 The Computer Model: 

The physics involved in the solution of the problem and the 

numerical schemes used have been described in considerable detail in the 

preceeding sections. The softwares were developed using FORT~~ IV 

computing language. The program consists of a Main Program which calls for 

a number of built-in subroutines to calculate cry and crz. Velocity 

computations are carried out independently. The Thomas algorithum (see 

Appendix B) is used in the solution of tridiagonal system of equations. 

A number of runs were made to find a suitable range for the step size and 

then the appropriate size is chosen. 

4.3.5.1 Input Data Required for Running the Computer Program: 

The data requirements are: 

1. Grid network, source location and source strength 

2. Topographical data: surface roughness and friction 

velocity 

3. PBL data: Height of PBL and surface layer 

4. Eddy viscosity/diffusivity data: User's specified 

profiles based on experiments or as indic~ted in 

theory (i.e. a value of p - see Chapter 2) 

5. Velocity profiles: 

or 

or 

a) Experimental data for u and v components 

of velocity specified at each grid point 

b) 

c) 

Numerical data: obtained via PBL modelling 

Empirical data: as indicated in theory 

(cross isobar angle and velocity at the top 

of PBL) 
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4.3.6 Numerical Results for Sigmas Using Empirical Velocity Profiles: 

Figures 4.1 to 4.6 show the 0y and 0 z for a lOOm release obtain­

ed from a numerical simulation using the empirical velocity profiles and 

eddy diffusivity profiles given by equations (4.27) to (4.30) and (2.13), 

and the input data as tabulated in Table 4.3 In Figures 4.1 and 4.2 

horizontal and vertical standard deviations for a neutral atmsophere are 

plotted while sigmas foranunstable and stable atmsophere are predicted 

in 4.3 to 4.6. A comparison of sigmas for a constant K and a constant 

wind field (mean value = U) is given in Appendix C (numerical results 

vs. analytical results). o -curves for other release heights are considered 

later. The results are compared with widely used experimental data, which 

are available in the open literature, of ASME/BNL, Pasquill*,TVA and 

Sutton. Observations from some other sources are also included (Brown and 

Michael, 1974) in the comparison. 

It is interesting to note that the results agree qualitatively 

with the theoretical work of Saffman (1962), Smith (1965), Csanady (1969) 

and Tyldesley and Wallington (1965), and are in agreement with the general 

conclusions drawn by Pasquill (1962, 1969) and Brown and Michael (1974) 

based on their experimental studies. 

In strong instability (similar to clear warm days) the air is 

very turbulent and therefore the plume is diffused more rapidly in the 

vertical as well as in the horizontal plane. During stable atmospheric 

conditions (clear evenings and nights) the cloud does not disperse 

significantly until it has reached a considerable downwind distance. Sigmas 

are therefore much less than those obtained under unstable conditions 

due to reduced turbulence. Also, 0 z shows an explosive behaviour during 

unstable atmospheric conditions. These characteristics of vertical and 

* also, known as Pasquill-Gifford (P-G) curves. 
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Table 4.3: INPUT VARIABLES FOR cr COMPUTATIONS 

Surface Roughness z 0.001 m 
0 

Height of PBL 1000 m 

Ratio of Surface Layer Height/ PBL 
Height 

K 

Friction Velocity 

p 

h/L 

0.1 

0.4 

0.2 m/sec 

Ci.1 

1.0 Unstable case 

1.5 Near-neutral 

2.0 Stable case 

-10 Unstable case 

0 Near-neutral 

1.5 Stable case 

case 

case 

a 
0 

10° Unstable case 

30° Near-neutral case 

45° Stable case 

15 m/sec 

Grid Size llx 50 m for x < 3000 m 

100 m for x > 3000 m 
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horizontal standard deviations are evident from Figures 4.3 to 4.6. 

Care must be taken in comparing these results with experimental 

work, and the following points may be helpful: 

(a) Nature of Release: 

Real life releases may be continuous or instan-

taneous and be idealized as either point or line sources. 

For example, an instantaneous point source situation 

occurs in cases such as an explosion. In the numerical 

solutions a continuous release has been assumed due to 

its closeness to many real life situations such as 

stacks and spills of volatile materials. 

(b) Sampling Time: 

During experimental studies the values of sigmas 

depend heavily on sampling time for the same plume 

under the same atmospheric conditions. The results 

for a 10 min. average and a two hour average plume 

can differ by as much as a factor of 2. For an 

instantaneous plume boundaries are quite irregular, 

while a 10 min. average plume will have a more 

regular and much wider boundary (a two hour plume 

is still wider). Away from the source large turbulent 

wind eddies play a dominent role in diffusing the 

cloud and the effect of smaller eddies diminishes 

gradually. 

Therefore, one may require a large sampling time 

to get a steady-state-picture of large fluctuations. 

The numerical solutions given here apply to the 
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steady-state case and so effectively model a (large) 

time-averaged plume. 

(c) Release Height: 

Releases in practical applications are usually 

made above ground. Due to generally prevai~ing 

emission control regulations elevated releases are 

much more common. 

The numerical results are from an elevated source 

(hs= lOOm). The release heights for experimental 

curves are discussed below. The application of a­

curves to buoyant plumes is given in section 4.3.7.4. 

(d) Terrain Features: 

Experiments are conducted under widely varying 

terrain conditions such as open fields, flat deserts, 

low/rough hills, low woods, rolling terrains and 

dense scrub. For the numerical results the surface 

roughness is a specified parameter: in this case 

equivalent to smooth mud flats. 

(e) Velocity Field: 

One interesting point which may be helpful to 

note is that in most field experiments on dispersion, 

conditions such as uniform sky cover and constant 

wind direction during the sampling time are favored. 

A steady state wind field with no change in velocity 

with downwind distance has been used for numerical 

work. 
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4.3.6.1 BNL/ASME Dispersion Parameters Vrs. Numerical Results: 

BNL o-curves are plotted for distances ranging from 10m to 60km 

using wind gustiness as a measure of atmospheric stability based on 15 years 

of field experiments. Most of these studies involve the emission of very 

small oil fog droplets from a source 108m above ground. 

on actual measurements while 0 is derived using 
z 

0 
z 

q -F 

Co UTI 
y 

e 

o data are based 
y 

where, F is an adjustment term for the Gaussian equation and C is measured 

concentration. U has invariably been assumed constant (however it should 

increase with height). 

ASME recommended coefficients are the same as obtained during 

BNL experiments. 

The points which should be mentioned about BNL curves are: 

(a) values of o's are based on one hour averages from 

108m releases 

(b) for large downwind distances (> lOkm) experimental 

curves are extrapolated. 

On comparing the present numerical results with experimental 

BNL curves for o (Figures 4.1, 4.3 and 4.4), one may observe that the 
y 

numerical values of 0 are greater than the experimental values for 
y 

downwind distances up to about 500m - lOOOm. After this the numerical values are 

lower but beyond about 104m they are trying to "catch" the experimental 

curves. The "catch-up" process is due to cross-wind shear effects 

discussed later on. These figures also show that the rate of increase of 
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0 depends on atmospheric stability. The maximum rate is for a stable y 

atmosphere while the minimum rate is for strong instability conditions; 

this situation leads to higher numerical values for 0 as compared to 
y 

experimental values during stable conditions for large downwind distances 

(of the order of 100km). 

For unstable and neutral atmospheres numerical values for 0 are 
z 

higher in the initial portion of plume development. Numerical 0 results 
z 

for stable conditions are also higher in value than the BNL results. The 

difference between the Pasquill curve and the BNL curve is explained by 

Singer and Smith (1965) as 

(a) in stable cases 0 is a very gentle function of 
z 

distance, and only with precise data may one determine 

the difference between a straight line(BNL curve) and a 

curved plot (Pasquill curve) 

(b) U is held constant with distance. 

4.3.6.2 Pasquill Curves Vrs. Numerical Results: 

A family of a-curves were suggested by Pasquill (1961) based on 

available experimental data and theoretical expectations. Later studies 

indicated that Pasquill curves fit the experimental data for th~ Prairie 

Grass experiments (see Barad, 1968). The curves are based on smoke-plume 

elevation H (visible portion) and angular spread 8 using the relations: 
sp 

0 H /2.14 
z Sp 

and 

e • X 
0 4.28 y (4.31) 
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The numerical coefficient 2.14 is just the 10% ordinate of the normal 

error curve. A comparison of Pasquill curves (from Figure A.2 and A.3 

of Slade, 1968) and numerical values (Figure 5.9 to 5.12) shows that 

numerical values are higher than experimental values for dmvnwind distances 

up to the order of a km (because of less turbulence near ground). After-

wards the numerical curves are lower than the Pasquill curves except for 

cr under stable and near-neutral atmospheric conditions. The generally 
z 

higher experimental values of sigmas are rather curious because Pasquill 

curves are based on three minute averages from ground level releases! 

4.3.6.3 TVA Dispersion Coefficients Vrs. Numerical Curves: 

Carpenter et. al. (1971) presented dispersion coefficients for 

the use in dispersion models (Coning dispersion, Inversion Break up 

dispersion and Trapping) using 20 years of comprehensive field surveillence 

and documentation of emissions from TVA power plants. The study included 

a varied range of unit sizes, stack heights and meteorological conditions. 

The average potential temperature gradient with height was used as an 

indicator for atmospheric stability. 

Sigmas are calculated by employing the relation 

Area 

c k •l:z.IT pea 

(4.32) 

where the area is equal to the base times the average height of concentration 

profile along the axis and C is the maximum concentration in that pro-
peak 

file. 

In a number of cases cr
2 

is calculated using 



q c = _ ____::-=,.... 
max 21Ta a rr 

y z 

115 

and thus, the distribution is considered Gaussian i.e. 

c C e 
max 

2 

(4.33) 

(4.34) 

T.V.A. results for unstable cases are not available~ For other 

stabilities numerical values are lower than TVA values except for a in 
z 

stable conditions. In the case of a numerical values are trying to 
y 

"catch" TVA curves due to cross-wind shear effects. In this case TVA 

values show a lower trend at large downwind distances. Since the TVA 

plumes are from hot industrial stacks, the initial large values may have 

been caused by strong vertical mixing due to the self generated turbulence 

of these plumes. During stable conditions TVA a values show relatively 
z 

little increase with distance and this reflects very small values of 

vertical turbulence. TVA curves are 3 - 5 minute averages for lOOm stacks. 

4.3.6.4 Sutton Coefficients Vrs. Numerical Results: 

Sutton (1947) used virtual diffusion coefficients (C and C ) 
y z 

to obtain sigmas. 

c 2 
y 

c 2 
z 

4~vn ( v'2). 1 
n - 2 · 

ii u 

- n 

(1 - n) (2 - n) 

--..:_4 v_n ('2). 1 

(1 - n) (2 - n) un : 2 

- n 

where vis the kinematic viscosity of the air and u', w' are eddy 

velocities across wind and in the vertical respectivley. 

:1< 

(4.35) 

In fact these cases are lumped with neutral cases. Also, TVA curves represent 
nearly instantaneous situations. 



and 
2 

2a. 
l. 

= C. 2 x2n 
l. 
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i y or z (4.36) 

Here n relates to the diffusing power of the turbulence and is normally 

determined by the vertical transfer of momentum as indicated by the shear 

of the wind near the surface. n lies between 0 - 1 (very turbulent to 

low turbulence conditions). 

The numerical estimates are generally higher than the Sutton 

values for a neutral case. Sutton's equations for sigmas have not been 

confirmed for non-neutral stability. Sutton curves are based on 3 minute 

averages from ground level releases and then extrapolated for lOOm 

release. 

4.3.6.5 Conclusion of 4.3.6.1 to 4.3.6.4: 

In summary, the correlation between the numerical results and the 

various experimental results is satisfactory if we keep in mind the 

limitations of both the numerical and the experimental approaches. Because 

of this agreement between computed and experimental results, and in view of 

the differences between the various experimental a-curves, it seems 

justifiable to not only obtain a-curves theoretically but also to generate 

a-graphs for any arbitrary release height. This is one of the purposes of 

this study and something which is not possible using experimental data 

alone. 

4.3.6.6 Predicted Sigmas for any Arbitrary Release Height: 

The dispersion coefficients are dependent on stability, release 

" height, surface roughness, K-profiles, height of mixing layer, etc. 

Experimental curves given by Pasquill and others are given as a function 

of stability and some are valid for ground level releases and others for 
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lOOm release, and for the surrounding experimental terrain. It is both time 

consuming and expensive to obtain sigmas for a release height from field 

studies. However, numerical modelling enhances our ability to remove these 

restrictions and allows us to obtain a-curves for any release height and 

any surface roughness. In this section the discussion is restricted to 

a-curves for any release height and the influence of surface roughness on 

sigmas is deferred till section 4.3.7.3. 

The basic approach as discussed elsewhere in this report is 

essentially to perform numerical experiments after corelating basic a-curves 

to experimental curves (the latter part has been done in an earlier section). 

Qualitatively, the effect of varying release height on sigmas will 

depend on the follmv-ing factors: 

(a) The Value of K in the Vicinity of the Plume Element: 

Atmospheric turbulence plays an important role in 

the diffusion of a cloud or plume. Since atmospheric 

turbulence is parameterized by "K" in our model, and 

since K = K(z), a-values and how a varies with down­

wind distance must depend on the cloud/plume height 

relative to the chosen K-profile. As the height of 

the release point. above the surface layer increases, 

the value of K reduces and a lower value of a for 

very high releases as compared to moderate releases 

will be observed. 

(b) Cross-wind Shear Effect: 

Due to the turning of the wind with height, plume 

elements are sheared and the value of a is changed 
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from the value when no shear exists. Further the 

effect of this shear will be more pronounced for 

releases in E&~an layer (i.e. above the surface layer) 

and for those parts of clouds or plumes released within 

the surface layer which penetrate the Ekman layer. 

This will further modify the values of a' s ( since 
y 

a's are not sensitive to this effect). Under neutral 
z 

or stable conditions this effect is in the opposite 

direction to affect "a" and, for a , will tend to 
y 

compensate for the effect of decreasing K with height. 

(c) Surface Roughness: 

As the release height is increased, the initial 

portion of the plume (away from the ground) will be 

less affected by surface roughness. Elevated releases 

will therefore, be less sensitive to surface roughness 

variations than near-ground-level releases. 

Figures 4.7 to 4.10 give the results of numerical computations 

for different release heights in graphical form. The curves are given 

for SOm, lOOm, 200m, 300m and 500m release heights using the same environ-

mental parameters used earlier. 

In the case of the vertical spread of the plume, the values 

of a decrease as the release height is increased from lOOm to 500m 
z 

under all atmospheric stability conditions (neutral as well as non-neutral). 

For example, for the unstable case numerical results show a decrease of 

a value by 45% for a 500m release when compared to a lOOm release. For 
z 

a release height below lOOm (50m was used here) the 0 values are lower 
z 
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than for lOOm release values (this is due to a lower level of turbulence). 

The trends for 0 are net the same as those of 0 because of cross-
y z 

wind shear effects. The magnitude of change in cr from no shear conditions is 
y 

further complicated by an earlier observation that the effects of wind shear 

are dependent on stability as well as the degree of shear. From figures 4.8 

and 4. 9 it is clear that maximum deviations in 0 from no wind shear situation 
y 

is under stable conditions andis for a SOOm release. Both the cases are 

physically justified: stable conditions are associated with large wind shears 

and SOOm release plume is subject to maximum shear (due to a large change in the 

wind direction at higher elevations in comparison to lower layers) for the cases 

considered. As far as the absolute value of 0 is concerned, at lOOkm cr is 
y y 

maximum for a 300m release followed by 200m, 500m, lOOm, and SOm releases under 

stable conditions. 

One interesting point which may be obse~red by comparing/extrapolat-

ing the curves given in figures 4.7 and 4.8 is that at large dow~wind distances 

the stable plume disperses more than the unstable plume. For example in the 

case of 200m and 300m releases this occurs at x > 70km. This may be due to 

the effect of cross-wind shear effect - as stable conditions are associated 

with large wind shear. This result has not been observed in experimental 

studies, but such studies do not extend to such large downwind distances. 

It would be interesting to search for this effect in, for example, 

satellite photographs of urban plumes. The numerical value of x ~ 70 km is an 

underestimate because of abrupt slope changes in numerically computed (J y curves· 

4.3. 6. 7 Cross--.;.;ind Shear Effects: 

The dispersion of the plume is affected by the change in direction of 

the mean wind and the effects of sigmas may be studies from Figures 4.1 - 4.6 
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and 4.7- 4.10. In earlier sections several attempts were made to explain 

the behaviour of the plume using this fact. The cross-wind shear effects 

depend on the height of release of effluents as well as on the atmospheric 

stability (which in turn determines the turbulence transfer mechanism -

K-profiles and associated velocity field.) The observed effects are: 

(a) Horizontal Dispersion (a j'~ 
y 

The downwind distance at which shear effects are first dominant 

(viz. at the point x which is evident as a slope change in the graphs) 
s 

isa function of atmospheric stability for a particular release height. 

Pasquill (1969: Figure 2) has also obtained a fairly sharp "transition11 

point from theoretical considerations. One gets a sharper transition 

when, at the transition point xs , a larger part of the plume remains in 

the outer layer. This is more likely in stable cases because greater shear 

means smaller x (as observed in numerical experiments) and hence less 
s 

overall growth at this point. 

The cross-wind shear effects are felt much earlier during stable 

conditions as compared to unstable cases (except for a 500m release). For 

a lOOm release height x "' 5km for a stable case and x rv lOkm for an 
s s 

unstable case, while under neutral conditions the "transition" point lies 

between these two values. x shifts depending upon the release height. 
s 

Surprisingly, this point for a 50m release lies between a 300m release and 

a SOOm release. Here, the behaviour of a SOOm release may be explained on 

the basis that it is already close to top of the strong shear zone (relative 

to a SOm release) and the plume soon gets significantly out of shear zone. 

Cross-wind shear effects are much larger under stable conditions 

than under unstable conditions. This is due to the larger wind shears which 

are associated with more stable conditions. This result agrees with the 

experimental observations of Brown and Michael (1974). 

* See Appendix-D for a discussion on abrupt slope changes in <s- curves. 
y 



125 

From the analysis of data from Studsvik, Sweden (obtained from 

Dr. Hagstrom) and Hanford, Washington, Pasquill (1969) concluded that 

during stable conditions, significant shearing of the plume occured 

beyond about 2 to 3km downwind (however the effect of enhancing the plume 

spread was not important within Skm from an elevated source (release height 

87m), and within about 12km for a ground-level source). From Figure 4.8 

this distance is approximately Skm. Results using numerical velocity pro-

files (discussed in the following section) indicate X 
s 

as 8km. Due to 

these effects (J 
y 

is not proportional to as constant K theory 

2 
(a a. x) predicts. a 

y 
increases much more rapidly than ~ 

The variation in a (=a +~ ) can be seen to consist of two parts: 
y t s 

(i) a first portion where at is determined by horizontal 

turbulence 

(ii) a second portion (~ ) 
s 

where shear effects dominate 

(Note: Shear effects begins to overtake the turbulence effects 

on a as the plume moves downwind.) 
y 

(b) Vertical Dispersion (a ) : 
z 

Cross-wind shear effects are negligible under all atmospheric 

conditions. This is due to the fact that the change in wind direction is 

in the x-y plane and is not in the x-z plane. The author is not aware 

of any experimental study in which cross-wind shear effects on 

been observed. 

a 
z 

have 

4.3. 7 Numerical results for Sigmas using Numerically C()mputed Velocity Field: 

In section 4.3.6, the discussion was limited to the sigmas obtained 

using empirical velocity profiles. As indicated earlier, to keep the model 
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as a future research tool, the numerically computed velocity field (obtain-

ed in Chapter 2) is fed in as an input in order to obtain more detailed 

information on the a-curves and the limitations of the results given in 

section 4.3.6. 

4.3.7.1 Numerical and Experimental Sigmas 

Numerical sigmas for a lOOm release are compared in Figures 

4.12 to 4.17 with the experimental values of Pasquill, TVA, Sutton 

and BNL/ASME curves, as was done in an earlier section using on empirical 

velocity field. The numerical sigmas differ from the sigmas of section 4.3.6 

(empirical sigmas) due to the fact that the solutions of a baroclinic 

boundary layer for velocity (see Figure 4.11 for a summary) and the 

data given in Table 4.4 are used. There are minor quantitative differences 

between numeric sigmat and empirical sigmas~ These are due basically to 

differences in the K-profiles. For example the PBL height for section 

4.3.6 was set as 1000m for each stability conditions while here it is 

adjusted with stability based on our experience of velocity field 

computations. The same is the case with the residual Kat the top (o): 

for empirical calculations o was set to zero while the values of o were 

adjusted for numerical velocity field in order to satisfy the boundary 

conditions at the top of PBL. The value of 6 is important in cases where 

release is in the free field (release height> PBL height). 

Once again the agreement between the numerical values and the 

available experimental curves is good. The detailed interpretation is 

similar to that for section 4.3.6 and the reader is referred to that 

section. The important points are discussed below. 

* 

From the results it is clear that a is significantly affected 
y 

The term numerical sigmas is used for sigmas obtained using a numerically 
computed velocity field while the term empirical sigmas is used for sigmas 
obtained using an empirical velocity field. 
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Table 4.4: INPUT VARIABLES FOR "TOTAL" NUMERICAL a-CURVES 

Height of PBL 

(m) 

h 
H 

Surface Roughness 
z 

0 

2 o (m /sec) 

1 
p 

u 2 

* 

a. 
0 

L 

3 

1200 Unstable 

1000 Neutral 

450 Stable 

0.1 (Maximum h 100 m) 

0.01 m 

4.0 Unstable 

0.1. Neutral 

0.6 Stable 

1.1 Unstable case 

1.5 Near-neutral case 

1.9 Stable case 

0.313 m/sec Stable case 

0.196 m/sec Unstable case 

0.308 m/sec Near-neutral 

9.0° Unstable case 

17.0° Near-neutral case 

19.0° Stable case 

-10.0 Unstable case 

oo Near-neutral case 

134.0 Stable case 

1 
Following Misra (1976) 

2 
See Chapter 2 for the formula 

3 From PBL modelling (Chapter 2) 

case 
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by the change in the direction of wind as noted earlier. This agrees 

qualitatively with the experimental work of Crozier and Seely (1955), who 

conclude that cross-wind shear has an important effect on cr . 
y 

4.3.7.2 The Effect of Release Height on Dispersion Coefficients: 

a-curves generated by performing numerical experiments as 

discussed in section 4.3.6.The results are given in Figures 4.18 to 4.21 

for 50m, lOOm, 200m and 500m release heights. Input parameters are listed 

in Table 4.4. 

The effect of varying release height will depend on the particular 

K-value in the neighbourhood of the plume element, the cross-wind shear 

effect and the surface roughness. Cross-wind shear is discussed briefly 

below while surface roughness effects are discussed in the next section. 

From Figures 4.18 to 4.20, it is clear that the cross-wind shear 

effect on cr is more dominant under stable conditions than under unstable 
y 

cases. This is due to the larger wind shears associated with greater 

stability and is consistant with the observations of Brown and Michael 

(1974). The fact that no wind shear effect is noticeable for a 500m 

release in the stable atmosphere case is due to the fact that the source 

is above the top of the PBL (here, PBL height = 450.0m for stable 

conditions). 

In general, numeric-sigmas agree qualitatively with empirical 

sigmas and there are only minor quantitative differences. Because of these 

similarities one may ask: what is the real value of the numerical modelling 

of the PBL velocity field? First of all detailed modelling has helped 

us to see the role of PBL variables such as PBL height and the residual 

value of K on sigmas. These effects can easily be incorporated in empirical-
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0 model. Secondly, with an empirical velocity field it is impossible to 

study the effects of surface roughness on 0 variation. In general there 

is insufficient information on the u and v components of the velocity 

field. One must, therefore, use detailed PBL modelling to resolve the 

issue. Thirdly, for assessment studies detailed information on u and v 

may not be available and usually, only general features of a site are 

given - in such cases predictive PBL models of this type are required. 

4.3.7.3 Effects of Surface Roughness, z : 
0 

From a physical point of view, it is obvious that sigmas for near-

ground releases will be more affected by surface roughness than sigmas for 

releases far away from the ground. In addition increased surface roughness 

effects are similar to increasing the instability of the atmosphere. Greater 

surface roughness increases the level of mechanical turbulence, while 

increased instability increases the level of thermally generated turbulence. 

Numerical results for a near-neutral case using z ranging from 
0 

O.Olm to l.lm are plotted in Figures 4.22 to 4.25. Two typical release 

heights 50m and 500m are considered. The curves confirm the above points. 

For a 50m release at lkm from the source, the numerical value of 0 for y 

a l.lm surface roughness increases by 90% from that of a O.Olm rough 

surface. Associated velocity profiles are given in Figure 4.26 and are 

obtained using the PBL model described in Chapter 2. 

One interesting point to note from Figures 4.22 to 4.25 is the 

shift in the point at which cross-wind shear effects on 0 are first 
y 

important. This point moves closer to the source as the roughness 

increases. From the above discussion, one might have thought other~ise. 

However, the shift may be easily explained from the fact that increasing 
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surface roughness means large \vind shears for a given atmospheric 

stability. Therefore, for the point at which cross-wind shear effects 

are first important, the effect should be similar to a situation in 

which we are going from an unstable atmosphere to a stable atmosphere. 

This leads to a shift towards the source (see section 4.3.6) and in 

accord now with Figures 4.22 to 4.25. 

Further Pasquill (1976) pointed out that 

(i) the effect of surface roughness on cr is represented 
z 

basically through the friction velocity and the theor-

etical dependence on cr on surface roughness has not 
z 

been comprehensively verified by observations, 

(ii) the effect of surface roughness on cr follows 
y 

The results given in Figures 4.22 and 4.23 roughly follow this trend. 

4.3.7.4 Application of cr-Curves to Buoyant and Non-buoyant Plumes, and 

to Limited mixing conditions: 

So far the discussion has been general in nature, limited to 

elevated releases irrespective of the buoyant or non-buoyant nature of the 

plume. However, the results are equally valid for both types of plumes 

if the "effective stack heightn method is used for source location. For 

non-buoyant plumes the "effective" source location will be the true stack 

height while for buoyant plumes the "effective" source location is composed 

of true stack height and the plume rise (as used in existing Gaussian 

Plume Models: see Figure 4.27). 
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For limited mixing conditions, vertical diffusion is limited 

by a stable layer. This limits the numerical value of cr to the so­
z 

called mixing height. Therefore, as an approximation a constant value 

of cr (for curves given in Figures 4.10 and 4.21) is suggested from z 

a point (dow~wind distance) where <J 
2 

=mixing height. 

4.3.7.5 General Assessment of Ex~erimental Data and Numerical Results: 

From the earlier discussions, it is evident that the quality 

of cr's produced by the numerical model is comparable to the experimental 

curves. One of the major drawbacks with the experimental approach is that 

it is very expensive. This limits the sampling grid and the number of 

observations. Other shortcomings in the diffusion experiments are: 

1. Non-homogeneous Turbulence Conditions: 

The real atmosphere never approaches vertical 

homogenity and even horizontal homogenity is quite 

rare. The theories which are used to extract 

information from raw dispersion data are only valid 

for homogenous turbulence. Development of theories 

under non-homogeneous conditions for experimental 

work will be an interesting area for further 

investigation. 

2. Complex topographic features in particular cases 

limit the applicability of measurements to general 

situations. 

3. Sampling and Tr.acer Release Time: 

Release and sampling time varies from a few 

minutes to a fe•.v hours. Limited number of experiments have 
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been conducted to collect data over a variety of 

release and sampling times. 

4. Deposition of Pollutants: 

The earth's surface is neither a perfect absorber 

nor a perfect reflector of pollutants or tracers. Since 

it is difficult to determine the effects of tracer 

deposition during diffusion experiments, the results 

of concentration measurements are not truly represent-

ative of the ideal situation (i.e. zero or total 

deposition depending on the type of experiment). 

The numerical approach provides results under realistic and 

arbitrary atmospheric and meteorological conditions. The models 

developed in this thesis are flexible enough to be ntuned" for site-specific 

purposes. One point that can be raised in favor of numerical implement-

ation is relatively less manpower is required to do the job once the 

models are ready. 

The numerical results given in this section and section 4.3.6 

clearly indicate that the dispersion coefficients may be obtained as 

functions of atmospheric stability, height of release and the surface 

roughness. The results therefore provide a physically realistic extension 

of the available (experimentally based) cr-curves which are widely used 

for an initial environmental impact evaluation. 

One of the main points is that the experimental a-curves can 

not handle variable source height. This is because the effect of shear 

on a is determined in a very comn.licated way by stability and release 
y 

height. One would need a whole new set of curves for each height and 
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such curves are just NOT available. The only thing near are isolated 

elevated release curves which are most probably site-specific and therefore of 

limited use for new power plants. ~~other thing this model does is put 

in the height of PBL as a parameter: this is important if release height 

is comparable to PBL height. 

4.3.8 Solution of C-D Equation: 

In the previous sections the C-D equation was solved indirectly 

by solving the concentration-moments. A direct solution of the C-D 

equation was also performed. 

As indicated in the literature survey, a number of authors have 

obtained numerical solutions to the C-D equation. One of the problems 

with these computer results is that there is generally a wide difference 

between these results and the results obtained from Gaussian Plume models 

for ground level concentrations. One way to narrow this gap is to improve 

the numerical results by treating the source in a more realistic way than 

the currently used method. This point will be discussed in detail in this 

section. 

4.3.8.1 Current Method of Treating Source Term Q: 

Pollutant source strengths are usually specified as mass units 

per unit time. The source term Q in the C-D equation, however, has 

dimensions of mass/unit time/unit volume. 

The usual way (see for example Lantz, 1972, Ragland and Dennis, 

1975) to overcome this difficulty is to divide the mass per unit time 

source strength (q) by the grid-block volume or control volume i.e.; 

Q 
q 

(4. 37) 
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The source is then placed at the effective stack height. 

The basic disadvantage of this approach is that, for each grid 

space setting, a different value of Q is obtained. 

4.3.8.2 Proposed Method to Treat Source Term Q: 

An alternative approach is to use the Entrainment theory up to 

the point where the plume has reached its asymptotic rise or atmospheric 

turbulence starts dominating over plume's own turbulence and then use 

the C-D equation with an initial concentration of 

c q (4.38) 

(where V and R are plume centreline speed and radius of "matching" 
' m m 

heiaht z ) distributed over a circle of radius R 0 m m 
This effectively 

replaces the source term by an equivalent boundary area source condition. 

This method ·of treating source terms in atmospheric diffusion calculations 

has not been used before and is an original contribution of this thesis. 

This method is referred to as the "area source matching technique" below. 

4.3.8.3 Comparison of Numerical Solutions and Gaussian Model: 

The numerical scheme (described in Appendix D) has been applied 

to the case K = constant and U = constant to facilitate comparison with 

the Gaussian theory. (Gaussian dispersion theory makes these approximations 

in order to obtain an analytic solution.) The variables are listed in 

Table 5.5.1. The information on number of grid blocks, computer core 

capacity, computing time, etc. is also given in this table. 

Figure 4.28 shows a comparison of ground level centreline 

normalized concentrations (normalization is done using C ) from a single 
max 
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Table 4.5: DATA FOR C-D EQUATION SOLUTION USING ADI SCHEME 

No. of Grid Blocks 

Grid: 

Complier: 

Core Capacity Required: 

Computing time for Steady State 
Solution 

Time Step 

Eddy Diffusivity 

Wind Speed 

Source Strength 

Downwind Distance at the Matching 
Point 

Radius at the Matching Point 

Neutral Case 

20 X 20 X 20 8000 for section 

30 X 20 X 20 120CO for section 

Irregular 

Fortran H 

230K for "set up made" 

120K/160K for "execution made" 

3 min (for 4.3.8.1)" 

7 min (for 4.3.8.2) 

10 sec. for T < 50.0 

20 sec. for SO<T<lOO.O 

so sec. for 100 < T < 200.0 

100 sec. for T > 200.0 

K 
X 

K 
y 

., 

:: 

cr y 

cr 
z 

o.o 

K 
z 

7 m/sec 

2 8 m /sec 

10 g;n/ sec 

200 m 

15 m 

0.32 x0 • 78 

0.22 ~ 0.78 

4.3.8.1 

4.3.8.2 
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source (hs= lOOm) obtained from the Gaussian Plume model with those 

obtained from the numerical model using the usual source term and from 

the "area source matching technique" proposed above. 

The differences between the usual numerical (using Q = q/~x~y62 ) 

and Gaussian models are considerable. This gap is substantially reduced 

if the proposed "area source matchingn method is used. 

Thus, the use of entrainment theory along with the C-D equation 

is a potential useful approach for further research work. 
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CHAPTER 5 

CONCLUDING REMARKS 

The purpose of this study was to analyze and to improve 

existing methods for predicting dispersion phenomenon from elevated 

releases in the Planetary Boundary Layer. This objective has been 

achieved by a modular approach to the problem. The system under 

consideration was broken into its components and then each segment was 

studied. The major conclusions for each module considered in the analysis 

are given below: 

(a) Plume Rise Theory: 

A numerical analysis of various approximations used 

in current plume rise theories of wet and dry plumes was 

made. Interesting conditions were obtained regarding the 

range of validity for the following commonly-used approxi-

mations: 

(i) the Boussinesq approximation is good for 

temperature differences ~ 200°C between the . ..... 

plume and the atmosphere and should not be used 

where such differences are large. This is due 

to enhanced entrainment in the no Boussinesq 

approximation case as compared to the Boussinesq 

approximation (i.e. an overestimate of plume rise 

in the Boussinesq approximation case). 

(ii) the maximum effect of the Boussinesq approximation 

on the visible plume length is under unstable and 

humid atmospheric conditions. 
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(~~~} horizontal drag effects (cd) have a negligible 

influence on plume rise and growth. 

(iv) solid particulate matter should not be ignored 

if the plume is "heavy11 (1/1 > .03 gm/gm) and the 

temperature difference between the atmosphere 

and the plume is small. 

(v) the Briggs (see Briggs, 1969) form of the energy 

equation is preferred over the Slawson and 

Csanady (see Slawson and Csanady, 1971) form if 

an approximate form of the Energy equation has 

to be used. This is based on the proposed no 

Boussinesq approximation form of the Energy equation. 

(b) i-Tind Structure: 

A set of "new" K-profiles \vas used to model atmospheric 

turbulence realistically. These profiles were based on 

recent experimental evidence and on theoretical developments 

in Boundary Layer Meteorology. Computed wind profiles 

compared favourably with the Wangara data (see Clarke and 

Hess, 1974). The values of the parameters A and B which 

arise in Rossby-number similarity theory were evaluated 

and found to lie within the limits of experimental data. 

Finally, the velocity profiles for a baroclinic atmosphere 

were obtained (by direct use of K-profiles) for use in 

diffusion calculations, thus keeping the same model of 

turbulence throughout the development. 

(c) Sigmas for Elevated Releases: 

A model was developed for estimating sigmas using a 
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Moment-Concentration method and the K-theory. The model 

is capable of generating a-curves (numerically) from a 

knowledge of source conditions. The results were tested 

against the published experimental curves of Pasquill, 

Sutton, BNL/ASME and TVA. The aim of this portion of the 

project was to extend current Gaussian Plume models for 

tall stacks to cover an arbitrary release height. a-curves 

were calculated numerically as functions of atmospheric 

stability, height of release and surface roughness. 

Numerical results also showed that the dispersion of the 

plume is affected by the turning of the wind. Specifically, 

in the case of horizontal spread (a ) the cross-wind shear y 

effects depend on the height of release of effluents as 

well as on the atmospheric stability (see section 4.3.6.7) 

while in the case of vertical spread (a ) the effects are 
z 

negligible under all atmospheric conditions. 

(d) Solution of C-D Equation: 

An alternative method for treating the source term in 

the numerical solutions of C-D equation was developed. 

This method is based on the fact that, in the initial 

portion of growth, atmospheric turbulence contributes very 

little towards the diffusion of the plume. At the point 

where atmospheric turbulence starts to be responsible for 

the mixing of the plume an area source may be used. This 

area source is introduced as a concentration boundary 

condition. It was found that this method gave results 

which were more compatible with those of simpler Gaussian 
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models than are similar results obtained using the 

conventional method where source q/(Volume of grid). 

Predictive air quality models are never really completed. 

There are always old sections to be replaced by new sections, replacements 

which may become necessary because of new experimental observations and/or 

new theoretical developments in the areas involved. Keeping this in mind 

future work on the model developed here may be carried out as follows: 

(i) experimental evaluation of the K-profiles (eddy viscosity 

and eddy difusivity) used in the model. 

(ii) direct measurements of 0 and 0 , and ground level 
y z 

concentration for elevated releases along with the velocity 

field. 

(iii) extension of the Moment-Concentration method to study 

transient behaviour (this may be important under fumigation 

pollution conditions). 

(iv) further study of alternative methods to calculate down-

wind concentration fields and dispersion parameters 

(0 and 0 ). 
y z 

It is hoped that the results of this study will be useful in the 

preparation of the analytical portions of Environmental Impact Statements 

forindustries and for new or existing energy centres. 
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APPENDIX A 

AN INCLINED MODEL FOR A NEUTRAL ATMOSPHERE 
FOR MAXIMD11 GROUND LEVEL CONCENTRATION 

The model described in the main text uses ~h = constant. 

Under neutral atmospheric conditions the 11 2/3-power la-w" may be used to describe 

the mean path of buoyancy dominated plumes. In order to derive an express-

ion for maximum ground level concentration by incorporating ~h =f constant, 

the following steps are taken: 

to X ' 

Using equation (4.8) and (4.9), differentiating (4.8) with respect 

and letting l£ = 0 , one obtains the following condition for 
ax 

maximizing C 

Now, 

b + d = 
X 

hs [1?._ ·h _ 6hs~ 
2 2b x s ax 

ax 

2/3 
hs = ht + t,h 

X 
= ht + cl u 

~= 2/3 ~ x-113 
ax u 

From (A-1) and (A-3), one obtains 

? h h 
X = {_,_(b:::.__-__::;2"--'/ 3"'-'):-h.::::Sc._-_+.:._...::2:.!../=-3 .:.__::S:..._t 

max a2 (b + d) 

(A-1) 

(A-2) 

(A-3) 

1 

J 
2b 

(A-4) 

Equations (A-2) and (A-4) may be solved iteratively to obtain a solution 

for x 
max 

For ground level releases (ht = 0), a closed form for xmax may 

be derived and can be put in the following form: 

3 

X =[ (b- 2/3)~6b-
max a2 (b + d)J 

_6_ 
4fC1)6b-4 

\u (A-5) 
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From equation (A-5) one may observe that for BNL and TVA 

values of the parameter b , positive results of x are obtained, 
max 

while Pasquill and Turner b-values yield negative values of X max 

This is due to the values of b(<2/3) . For Pasquill and Turner curves 

values are for near ground level releases. Thus, the plume is 

restrained from spreading due to ground and this results in a low value 

of b (cr exponent). 
z 

Physically, equation (A-5) can yield a positive value of 

x only if the downward spread of pollutant at some downwind point 
max 

is more rapid than the dilution effects due to lateral dispersion and 

the general decrease in ground-level concentration due to buoyant plume 

rise. It is interesting that a positive value of x is possible 
max 

for this rather extreme case of ground level release. It indicates 

that the effects of buoyant plume rise on X max 
for general release 

points may be quite significant (as we know from the work of Csanady, 

1973). Further analysis of this model is left for future research. 
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APPENDIX B 

THOMAS ALGORITHM 

Matrix form of equations given in figure D-1 (Appendix D) may 

be written as: 

If matrix A can be expressed as 

where, 

Let 

. . . 

A = [L] (u] 

[L]= [~] and [u] • ~ 
[L](u1 ~ = d" 

g = [u] ~ 

+ + 

(1) 

(2) 

Now, solve g by forward substitution and solve c by backward substitution. 
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APPENDIX C 

COMPARISON OF 0 AND 0 FOR A CONSTANT DIFFUSIVITY (K = CONSTANT) 
y z 

AND CONSTAl~T WIND FIELD (MEAl~ VALUE = U) CASE 

Downwind 0 and 0 0 and 0 

Distance y z y z 

(m) Numerical using 
Model 2 

= 2K · ~ 0 u 

100 14.14 14.14 

200 20.00 20.00 

500 31.62 31.62 

1000 44.72 44.72 

1500 54.77 54.77 

2000 63.25 63.25 

2500 70.71 70.71 

3000 77.46 77.46 

4000 89.44 89.44 

Note: The results are identical indicating that 

the program is working O.K. 
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APPENDIX D 

A Discussion on Abrupt Slope Changes in Numerically 

Computed 0 
y 

curves 

In this appendix, an attempt has been made to explain two points 

which one may observe in numerically computed 0 
y 

curves given in Figures 

4.1, 4. 3, 4. 4, 4. 7, 4. 8, 4. 9, 4.12-4.15 and 4.18 -4.20. 

(i) abrupt slope changes at the point where cross-wind shear 

effect are first dominent 

(ii) large values of slopes under stable and neutral conditions. 

The abrupt slope changes are due to the K-profile and happens 

when the plume gets to have a significant portion above A (see Figure 

D-1). A more realistic profile would be as dashed and would therefore 

show a more gradual change of slope i.e. slope change is realistic; but 

is over emphasized by the choice of K-profile. 

Table 1 provides an approximate value of the exponents in 0 
y 

variation (0 ~ xs) from the point where cross-wind shear effects are 
y 

first important. The theoretical results given by Corrsin (1953), 

Saffman (1962) and Smith (1965) shows 0 a x
312 

for horizontal relative 

diffusion in shear flows. Hanna (1975) found that between 100 and 400 sec. 

d . ~ . 1 ( 1 . ) 312 h h 1 sprea 1ng or tetroon pa1rs was c ose to trave t1me . T us t e va ue 

of s given in Table D-1 is overestimated relative to the previous studies. 

The reasons are: 

(i) due to abrupt slope changes as explained in previous paragraph. 

(ii) Uncertainties in estimation of K in upper part of boundary 

(iii) 

layer 

for small values of K (K ~ 0) , the theory is not valid as 

shown by Saffman (1962). 
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y- ---- ----

Figure D.l: K-PROFILES (SEE FIGURE 2.1) 
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TABLE D-1: Approximate Values of 

Shear Dominat~d Region 

Empirical 0-curves 

RELEASE HEIGHT UNSTABLE 

50 m 

100 m 

200 m 0.8 

300m 

500 m 

Numerical 0-curves 

RELEASE HEIGHT UNSTABLE 

50 m negligible 

100 m cross-wind 
shear effect 

200 m for the 

500 m range 
considered 

s in 0 rv xs for Cross-Hind 
y 

STABLE NEUTRAL 

1.7 1.3 
0.71x<30 km 

1.3 1. 7 fx>30 km 
1.9 1.4 

2.2 1.3 

8.1 1.9 

STABLE NEUTRAL 

1.2 1.3 

1.6 1.3 

2.8 1.3 

no wind shear 1.7 
observed for 
the range 
considered 
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From Table D-1, the values of s are more than 1.5 in stable 

cases and for a 500 m release height in neutral cases. Both the situations 

can be easily explained from the above points: 

(a) Stable cases: main reason is (iii); others (i) and (ii) 

(b) neutral case (500 m release): main reasons are (i) and (ii) 
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APPENDIX E 

NUMERICAL SCHEME FOR THE SOLUTION OF 3-D C-D EQUATION 

Various numerical schemes are available for the solution of 

partial differential equations (PDE). Alternating Direction Implicit 

methods (ADI) are powerful tools for the solution of multi-dimensional 

parabolic and elliptic PDE's. The ADI schemes originally introduced by 

Peacemean and Rachford (1955) and Douglas (1962) are intended to simplify 

the solution of the system of equations. The method reduces a problem 

of higher dimension to a series of one-dimensional problems. Hence, 

we only need to solve a series of tridiagonal systems of equations. 

A scheme similar to that given by Douglas is used in this thesis. 

Equation: 

1_g_ + V. (CV) 
at 

= _a (K 1_g_) + __§_ (K 1_g_) + __§_ 
ax X ax 8y y ay az 

(K ac) + Q 
z az 

(a) Convection Term: 

where, 

This term (i.e. v. (CV)) is treated in the following way: 

V • (CV) 

a(UC) 
ax 

a (UC) + a (VC) + a (WC) 
ax ay az 

is approximated as 
ui + 1 ci + 1 - ui - 1 ci - 1 

2 • !::,x 

This allows equal fluxes between the elements and thus automatically 

satisfies conservation of mass. 

a (UC) The finite difference approximation of , in general, 3x 
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can be written as 

o (UC) 
X D.x 

where, B = 0, ~. 1 correspond to backward (O(D.X); of the order D.x], central 

(0 (D.x) 
2 

), and forward ( 0 (D.x)] finite difference approximations respectively. 

B = ~ corresponds to the ~entral ~proximation of Convection 

(CAC) discussed by Raithby (1976) while B = 0 (for U > 0) and B = 1 (U < 0) 

are equivalent to the UAC (~pstream ~pproximation of ~onvection). 

For versatility and possible comparison between different schemes, 

the computer program for the diffusion equation used here has been written 

in the general form involving the parameter B. The reason for this is 

because the "optimum" scheme can be either CAC or UAC or a combination 

of both depending on the grid Feclet number (Velocity•Grid length/K). 

Here "optimum" means minimizing errors due to the discretization process. 

(b) ADI Scheme: 

The difference equations may be written in the following way: 

Step 1: Move forward in time in the x-direction 

* * c n+1 - c cue )n + 1 + (UC) 
n)+ 0 (VC) n + o (WC)n n 

+ ox( At 2 y z 

* 
0 2 

c 
1 

+ c 
o 2 (c ) 8 

2 
(C ) ( n + n) + + + Q = 

X 2 y n z n n 

The i, j, k are suppressed. 

Step 2: Same operation in y-term 
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** cue*) + ** c 1 - c 1 
+ (UC) (VC )n + 1 + (VC) n + n + 8 ( n n) + 0 ( n) 

Lit X 2 y 2 

* 
0 2 

c n+ 1 + c 
+ 0 2 

C** n+ 1 + c 
+ o (HC) ( n) ( n) 

z n X 2 y 2 

+ 8 
2 

(C ) + Q 
z n n 

Same operation in z-term 

* Cn + 1 C (UC ) + 1 + (UC) (VC**) 1 + (VC) 
-=--"----n=- + 0 (---"n.;;.___..;;:. ___ ....... ) + 0 ( n + n) 

Lit X 2 y 2 

+ 0 
z 

((WC)n + 1 + (WC)n) 
2 

c 1 + c 
+ 0 2 ( n + n) + Q 

z 2 n 

* ** 
2 c 1 + c 

0 ( n + n) + 
X 2 

c + c 
0 2 ( n + 1 n) 

y 2 

Rearranging the expression obtained in Step 1, we get: 

or, 

C (UC) 
~ 2 ( n) _ z ( n). 
v:z: T ux · 2 

+ ( o 2 
- o (V ) ) C + ( o 2 

- o (IV ) ) C + + C + Q 
y y n n z z n n ut n n 

-[o 2 
- o cu ) 

X X n 

+ 2 ( o 2 
- 6 (V ) ) + 2 ( o 2 

- o (H ) ) + _1_] C - 2 · Qn 
y y n z z n Lit n 

(E-1) 
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Subtracting the expression of Step 1 from Step 2, we obtain: 

** * C n + 1 - C n + 1 
---=~~----~~~+ 

l1t 

** c + c 
0 2 (---n_+_1 __ =n) 

y 2 

or, 

+ (o 2 
- o cv )) c 

y y n n 

** (UC ) + 
1
+ (VC) 

" ( n n ) 
oy 2 

8 
2 

(C ) 
y n 

8 (VC) 
y n 

2 * 
( - l1t) C n + 1 

(E-2) 

Similarly, Step 3 and Step 1 yield 

where, 

2 
0 c. "k X J..] 

( 
2 

) C **n + 
1 

+ ( 6 
2 

- 8 (W ) ) C 
l1t z z n n 

(E-3) 

c. -1- 1 - c c. - c. 1 
K ( 1 

' i) - K ( 1 1 
- ) 

= __ x=i_+~k~2--~6~x~+~ ________ x_J..~·----k~2 _____ l1~x~~-----

)/2 
1 

L1x- = 
- 1 

The scheme is stable and self-consistent with no convection term. 
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The stability of the scheme with a convection term (either using CAC or UAC) 

and a source term is a debatable point. However, numerical results may be 

obtained by specifying a particular grid size. 

(c) Boundary Conditions and Solution Method: 

The boundary conditiqns should be physically realistic and 

consistent with the finite difference scheme. The background concentration 

is set to zero i.e. 

i.e. 

C(x, y, z) 0 at t = 0 

Turbulent fluxes across the boundaries are assumed to be zero: 

ac ac ac -·- =-- =-- = 0 at all boundaries 
ax ay az 

This is discretized by using forward differences: viz; 

ac 
-- = 
ax 

ac ac 
and similar expressions for ay and az 

Equations (E-1), (E-2) and (E-3) represent a tridiagonal system 

of equations (see figure E -1) and may be solved by the Thomas Algorthim. 

While performing computations using equations (E-1) and \E-2), intermediate 

solutions are obtained for each grid line in the x-and y-directions. On 

the other hand the solution of equation (E-3) yields the result for every 

grid line in the z-direction. The direction of computation is altered 

in each step (x-direction toy-direction to z-direction). Some of the 

elements of the matrix are changed to accomodate the boundary conditions 

(see figure E -1). 



Figure E-1 MATRIX FOHM OF EQUATIONS 
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