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Abstract

Statistical machine translation (SMT) provides a framework to learn automatic translation 

systems from parallel texts. The statistical approach recasts translation and its subproblems 

as optimization problems, where one must find the best output as scored by an empirically- 

derived model. One complication shared by most translation subproblems is movement. 

While sentence order usually remains the same during translation, the order of the concepts 

within those sentences can vary drastically from language to language. If one assumes 

that concepts can move with complete freedom during translation, then the set of possible 

outputs can become very large. One can reduce this complexity by assuming that sentences 

have a context-free syntactic tree-structure, which explains all movement. This decomposes 

a sentence into subtrees, which define syntactic phrases that must exist in both the source 

and its translation. This thesis employs two syntactic constraints: an inversion transduction 

grammar (ITG) constraint that considers all possible binary trees, and a cohesion constraint 

that considers only a single tree, which is provided for one of the two languages.

We develop three distinct methods that use syntactic movement constraints to improve 

either the efficiency or accuracy of existing, non-syntactic solutions to SMT subproblems, 

such as alignment and decoding. The first is a phrasal ITG, which introduces an ITG con­

straint in order to gain polynomial-time algorithms for phrasal translation modeling. The 

resulting syntactic system improves performance over a comparable, flat-string model. The 

second project compares and combines ITG and cohesion constraints, as they are applied 

to bilingual word alignment. We present two combined alignment spaces, and show that 

a combination of ITG and cohesion constraints improves upon a comparable, bipartite- 

matching aligner. We also present a method to discriminatively train bitext parsers, allowing 

us to incorporate a powerful soft cohesion constraint into discriminative word-alignment.
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Our third project defines cohesion on the translations output by a phrase-based decoder, 

given a source-side dependency tree. The resulting cohesive, phrase-based decoder is shown 

to produce translations that are preferred over non-cohesive output by both human evalua­

tors and automatic metrics.
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Chapter 1

Introduction

Machine translation, or MT, is the study of how computers can assist humans in the en­

deavor of translating natural language. The ultimate objective of this field is to create a 

system that can translate one human language into another, accurately and automatically. 

Traditionally, this task has been handled by applying a series of manually-designed rules 

to the source text, which transforms it into the target language. However, in the past two 

decades, the availability of large-scale examples of translation has allowed the creation of 

effective statistical methods, where a translator is learned from data. Statistical machine 

translation, or SMT, has several advantages over hand-engineered systems, including ease 

of extension to new vocabulary, and increased speed of deployment to a previously uncon­

sidered language pair or domain. It also represents a significant shift in overall translation 

strategy. Data is used to construct a model that scores translations; so the actual transla­

tion process becomes a search for the output that receives the best score according to the 

model. Similarly, model construction becomes a search for a model that optimizes some 

quality measure over the data. In effect, translation and its subproblems have been recast as 

optimization problems.

The translation models required for SMT could not be built without large-scale collec­

tions of translation examples. We refer to a collection of documents available in multiple 

languages as a parallel text or parallel corpus. Most frequently, the number of languages 

is two; in which case, we call the collection a bitext. These texts are generally produced by 

human translators for some unrelated purpose. The most plentiful and common examples of 

parallel corpora are the proceedings of multilingual political entities, such as Canada, Hong 

Kong, and the European Union. Another common source is the technical manuals from 

multinational corporations, such as Microsoft and IBM. There is a wealth of translation in­

formation available in these parallel corpora, but it is not clear how to best put it to use. Af-

1
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ter all, we have examples of entire documents being translated, not instructions for general 

translation. Fortunately, the sentence alignment task, which determines which sentences 

correspond to one another in a bitext, is considered by most to be a solved problem (Gale 

and Church, 1991b). So, we effectively have access to examples of sentence-by-sentence 

translation. The remaining challenges are to extract a model of translation from these sen­

tence pairs, and to then use that model to actually translate text. This thesis will contribute 

toward the solution of both problems; therefore, we describe them in further detail before 

we motivate and introduce our contributions.

1.1 Task Descriptions

1.1.1 Translation

Since it is a familiar task, often carried out by humans, the goal of translation is easy to 

state, but very difficult to solve. Simply put, the task is to translate an input sentence from 

one human language into another. We call the input language the source, and the output 

language the target. Assume that we have constructed a translation model from the data in 

a parallel corpus; given a source sentence and this translation model, the process of finding 

the best target translation according to the model is referred to as decoding. The term is 

borrowed from SMT’s roots in information theory.

Originally, model design and training were'somewhat coupled to the decoding task. The 

statistical translation models used by the decoder were inferred directly from a sentence- 

aligned bitext. More recent approaches train their models on a word-alignment of the bitext, 

to reduce the complexity of model construction. This alignment step provides an additional 

layer of bitext modeling, one that is not necessarily aware of the decoder. The task of 

creating these word alignments automatically is also explored in this thesis.

1-.1.2 Word Alignment

The goal of word alignment is to find word-to-word correspondences in bilingual sentence 

pairs. Two words correspond if they are translations of one another, or if they play the 

same role in their respective sentences. Since this task is considerably less familiar than 

translation, it is described here in considerably greater detail.

The notions of source and target are not always appropriate in alignment, where both 

languages are provided as input. Therefore, we will often refer to the two languages to be 

aligned as English and French. The techniques described, however, should be understood

2
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II aime les voitures rouges

Figure 1.1: A bipartite graph alignment visualization.

to be language independent unless indicated otherwise. We refer to a specific occurrence of 

a word in text as a token, while we refer to the concept of that word as a word or type. As 

we align a sentence pair, we call the entire structure explaining its bilingual connections an 

alignment, while we call the individual word-to-word connections links. Formally:

Given an English-French sentence pair (e, / ) ,  with respective sentence lengths m  and n, 

an alignment is a set A  of links (e*, f j )  between tokens e,; and f j ,  where 1 <  i < m  and 

1 <  j  <  n, such that (e,. f j )  G A  indicates that and f j  correspond to one another.

This is the broadest possible definition of word alignment. Certain techniques use alter­

nate notations that suit their limitations or models. For example, an alignment can also be 

viewed as an m -by-n binary matrix A, where A t<l = 1 indicates a link (a , f j ) ,  with no loss 

in expressiveness. If we only want to explain every French token with its single most ap­

propriate English token, then the alignment can be represented as an n-dimensional vector 

a, where a 7 — i indicates a link (e,, f j ) .

Visualization

A word alignment is easiest to interpret when visualized. We present examples of the two 

most common visualizations here: bipartite graphs and alignment matrices. Suppose we 

have the English-French sentence pair, (“He likes red cars”, “II aime les voitures rouges”). 

The correct alignment for this pair would be:

A  = {(Hei, Hi), (likes2 , aime2), (red3, ro u g esj, (cars4 , voitures:})}

Figure 1.1 illustrates this alignment as a bipartite graph, where nodes are tokens, and an 

edge indicates a pair of linked tokens. Figure 1.2 shows the same alignment in matrix or grid 

format. In this visualization, a black dot denotes a link between the tokens corresponding 

to its row and column labels.

3
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cars •

red •

likes •

He •

II aime les voitures rouges

Figure 1.2: A matrix alignment visualization.

1.2 Motivation

The framework of statistical machine translation has recast translation as a series of opti­

mization problems, which include word alignment and decoding. In both of these problems, 

there is a model that scores outputs, as well as a set, or space, of possible outputs that must 

be considered in the search for the highest score. Machine translation is a challenging prob­

lem because it requires structured outputs that are naturally complex and flexible, making 

these output spaces very large. The size of these spaces can lead to two types of problems:

1. Large output spaces place a heavy burden on the model; it must be sufficiently com­

plex to differentiate between the many possible outputs.

2. In order to efficiently enumerate a large structured output space, one may need to 

place assumptions on the model that weaken its modeling power.

Note that these two problems place conflicting pressures on the system designer: the model 

must be complex enough to identify the correct answer, but simple enough to actually find 

it. In some cases, the best solution is to shrink the output space by making assumptions that 

enable efficient enumeration while simultaneously eliminating undesirable outputs.

Take, for example, the alignment task. Assume we are given a sentence pair where
2

both sentences have n  tokens. The unconstrained alignment space has 2” possible align­

ments, because each of the n 2 potential links can be either on or off. In this space, links 

do not naturally interact; a weak link is never eliminated because a strong link is present, 

we can always include both. This means that we require a complex model that accounts 

for interactions between linking decisions, and because our model ties all such decisions 

together, we will likely need to perform alignment using an approximate beam search with 

clever heuristics. However, as Melamed (2000) observed, if we enforce a one-to-one con­

straint on alignment space, allowing each token to participate in at most one link, then links

4
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naturally rule each other out, reducing the need to model their interactions; furthermore, 

we can search this reduced alignment space efficiently using the bipartite matching algo­

rithm (West, 2001). Unfortunately, such a constraint also limits expressiveness, preventing 

us from recovering phrase-to-phrase relationships in our alignments. However, the solution 

remains a strong example of the benefits of shrinking an output space.

The one-to-one constraint reduces the complexity of the alignment problem by simpli­

fying one of the complexities of translation: it assumes translation happens word-by-word, 

when in reality, this is not always the case. Another major source of complexity in transla­

tion results from differences in word order between languages. From our simple example 

of “red cars” becoming “voitures rouges” in French, to long-distance movement of verbs 

when translating from English to German or Japanese, it can appear as if words are free 

to undergo any permutation during translation. If one allows unconstrained concept move­

ment, then the movement component alone is sufficient to show translation with a language 

model to be NP-complete (Knight, 1999). On the other hand, if we assume concepts always 

remain in the same order, translation becomes much easier (Zens and Ney, 2004), but the 

resulting models are unable to express many common phenomena. Fortunately, an inter­

esting middle-ground does exist. An appeal to the syntactic structure of language can limit 

concept movement while still allowing many reasonable permutations. If the assumptions 

behind doing so are sound, one can hope to increase both efficiency and performance at the 

cost of some, hopefully unnecessary, expressiveness.

1.3 Approach

This thesis investigates the benefits of syntactic constraints on translation. In particular, 

we examine the effect of assuming that language has a context-free structure, and that this 

structure is sufficient to describe the concept movement that occurs during translation. To 

understand what this means, it is important to first specify our structures.

1.3.1 Syntactic Structures

This thesis deals with two main types o f  tree structures that can be used to represent the 

syntactic relationships that exist within a sentence: constituency trees and dependency trees. 

We briefly describe these formalisms and their visualizations below.

Constituency trees reflect the derivation of a sentence according to a context-free gram­

mar, or CFG (Hopcroft and Ullman, 1979). Leaf nodes of the tree correspond to words in 

the sentence, which are also terminal symbols in the grammar. Internal nodes correspond

5
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Figure 1.3: A constituency parse tree.

He likes red cars

Figure 1.4: A dependency parse tree.

to non-terminal symbols. In any tree, we refer to a tree fragment consisting of only a par­

ent and its immediate children as a local tree. Each CFG production in the derivation is 

represented by a local tree. A simple constituency tree for the English half of our running 

example is shown in Figure 1.3.

Dependency trees reflect the connections between words more directly. The tree has 

one node for each word in the sentence. A directed link that connects e* —> e:l indicates 

that ej modifies the meaning of e ,. A dependency tree for our example sentence is shown in 

Figure 1.4. In this case “red” modifies “cars”, in that it provides a color description for the 

noun “cars”, while “cars” itself provides an object modifier for the verb “likes”. A depen­

dency tree can be created from a constituency tree by defining heads in CFG productions, 

and then pulling those heads up the tree structure, replacing internal nodes. In Figure 1.3, 

“cars” is the head of the NP, while “likes” is the head of both the V P and the S.

We refer to any tree structure built over language as a parse tree, because it can be 

found using a natural language parser. Regardless of the formalism, we assume that our 

parse trees are projective. This means that if is a descendant of ej, then Vj between i 

and k, ej is also a descendant of ej. Visually, this means that none of the arcs in the tree 

ever cross each other. Projectivity is a side-effect of assuming a context-free formalism. 

Because of projectivity, we can guarantee that any observable tokens found under a subtree 

of a parse will form a contiguous block of text, which corresponds to a syntactic phrase. 

For example, in Figure 1.3, we have the syntactic phrases “red cars” rooted at NP, and 

“likes red cars” rooted at VP, while the dependency tree in Figure 1.4 contains the phrase 

“red cars” rooted at “cars”. Since phrase is an overloaded term in SMT, we often refer to

6
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these syntactic phrases as subtrees.

1.3.2 Syntactic Constraints

As we discuss in our literature review (§ 2), syntax can be used in a number of ways to 

improve bitext analysis or translation, and we are by no means the first to explore the ad­

vantages of doing so. What we present here, though, is a series of projects that limit how 

words can be permuted according to how they are syntactically related. Specifically, we 

benefit from the assumption that syntactic phrases move together during translation. If we 

assume that our syntactic phrases, like “red cars”, are meaningful units of thought, then it 

makes sense that we would be able to find the same units from the source in the translation. 

We only ever consider the tree structure of the sentence, and never the part-of-speech tags, 

non-terminal labels, or dependency labels that may exist in a parse tree. In this manner, 

our methods take minimal advantage of syntax, isolating the movement constraints that are 

usually implicit in other syntactic approaches. This places us in the unique position of ask­

ing to what degree these constraints can help or harm a system, if employed on their own. 

Whenever possible, we also investigate soft constraints, to benefit from these general rules 

as much as possible while still being able to handle exceptions.

The assumption that syntactic phrases move together has two major benefits. First and 

foremost, it reduces the space of possible outputs for both translation and word alignment, 

by reducing the amount of concept movement that can occur during translation. This can 

improve efficiency, but we will generally be more interested in the potential improvements 

to accuracy, which can occur when we eliminate candidates that were confusing our sta­

tistical models. Also, with the correct algorithms and assumptions, breaking a sentence 

or sentence pair into a hierarchy of subtrees can improve efficiency by enabling dynamic 

programming. We investigate this second benefit in particular in Chapter 4.

We explore two major types of constraints, which are summarized here and described 

in greater detail in the literature review. The first, called an ITG1 constraint (§ 2.2), as­

sumes that there is some binary constituency structure that explains any observed move­

ment, but the exact structure is not specified in advance. The second, called a cohesion 

constraint (§ 2.3.3), uses a monolingual parser to determine a fixed dependency structure 

before processing begins. Each of our projects works with one or both of these constraints, 

as shown in Figure 1.5. We explore these constraints in the context of three SMT sub­

tasks, which are also shown in Figure 1.5, with arrows indicating where the task appears 

'The acronym ITG stands for Inversion Transduction Grammar, which is described in depth in § 2.2.
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Figure 1.5: The projects described in this thesis, and the constraints they employ.

in the SMT pipeline: word alignment enables translation modeling, which in turn guides 

decoding.

1.4 Outline

This thesis describes three novel projects, which are united by a theme of syntax-limited 

concept movement. We begin in Chapter 2, with a comprehensive review of the litera­

ture, covering previous word alignment and decoding methods, focusing on syntactic and 

phrasal approaches. We then briefly describe the evaluation metrics for both translation and 

word alignment in Chapter 3. Next, we present each project in its own chapter, complete 

with a description of its methods and experiments. Chapter 4 describes our phrasal ITG, 

an ITG-constrained system that uses bitext parsing to create an efficient and effective joint 

phrasal translation model. It is evaluated using both the translation and word alignment 

tasks. Chapter 5 compares and combines ITG and cohesion constraints in the context of 

one-to-one word alignment, isolating the effects of these movement constraints. It also 

presents a method to discriminatively train a bitext parser, which we use to create a soft co­

hesion constraint on word alignment. Chapter 6 presents cohesive phrasal decoding, where 

we provide a definition of cohesion that is valid even when a decoder employs non-syntactic 

phrases. We then modify a popular left-to-right phrasal decoder to eliminate or avoid co­

hesion violations, according to a source-side dependency tree. Chapter 7 summarizes and 

discusses our contributions, and presents some ideas for future work.
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Chapter 2

Literature Review

Statistical machine translation is a young and rapidly growing field. Each year, the number 

of papers published on this topic increases, creating a large number of competitors for 

any proposed SMT technique. This review attempts to summarize previous work that is 

most relevant to this thesis. The task of conducting a concise literature review is further 

complicated by the fact that this thesis is centered around an idea, rather than a single 

solution or technique. We wish to take advantage of syntactic limits on concept movement. 

In doing so, we touch on a number of modeling, learning, and search techniques.

Two of the three projects presented here are concerned with word alignment and bitext 

analysis; they aid in the extraction of translation models from bitext. As such, our review 

will focus mostly on word alignment and related techniques. However, since the beginning 

of SMT, the line between model construction and translation has been a blurry one; many of 

the translation models we discuss in a word-alignment context are also used in translation. 

Furthermore, both tasks are concerned with how words are translated, and how they can 

move during translation, so lessons from one can easily influence the other.

We begin with a discussion of basic, flat-string word alignment. This introduces several 

concepts, such as expectation maximization and statistical correlation measures, which are 

used heavily in our own methods. In § 2.2 and 2.3 we move on to syntactic approaches 

to bitext analysis, examining first Inversion Transduction Grammar, which is the founda­

tion for two of our main contributions, and then covering other syntactic methods. This is 

followed in § 2.4 and 2.5 by discussions of phrasal and then discriminative bitext analysis, 

paving the way for our contributions in each of these areas. We end with a relatively brief 

review of complete translation systems and decoders, focusing on those most relevant to 

our own cohesive decoder.
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2.1 Basic Word Alignment

This section will review two basic approaches for word alignment: the IBM models and 

Melamed’s competitive linking algorithm. Together, these methods lay the foundation for 

most other word alignment methods. They are united in that they track only word-based 

statistics, and they treat sentences as flat strings. These reviews are intentionally brief, as 

both topics are reviewed in detail in (Cherry, 2003).

2.1.1 IBM Translation Models

In (Brown et al., 1993) a team of IBM researchers proposed a series of translation models 

that could be learned from sentence-aligned bitext. These models were intended for use in 

a decoder that would search for an English translation e of a French source sentence / ,  so 

that e maximizes P r (e |/ ) ,  where:

P r(e l/)  oc P r( / |e )P r(e )  (2.1)

Here, P r ( / ’|e) is one the IBM translation models, and Pr(e) is a monolingual language 

model (see Appendix A) designed to identify good English. This decomposition is often 

referred to as the fundamental equation of statistical machine translation. Recently, the 

word-based IBM translation models have been abandoned for decoding purposes, in favor 

of phrasal models (§ 2.6). However, due to their practicality, effectiveness, and the avail­

ability of the free implementation, GIZA++ (Och and Ney, 2003), they remain the standard 

method for creating word alignments in bitext.

The IBM models are a classic example of a purely statistical alignment technique; ev­

erything needed to solve the problem, such as the alignment space and alignment features, 

is encapsulated in the translation model. This approach would go on to inspire competing 

techniques such as (Yamada and Knight, 2001) reviewed in § 2.3.3, and (Marcu and Wong,

2002) reviewed in § 2.4.5. In this section, we review the three IBM models that still see 

heavy use: IBM-1, HMM, and IBM-4.

IBM Model 1

Introduced in (Brown et al., 1993), IBM Model 1, or IBM-1, is the simplest and most 

elegant of the IBM translation models. It is defined in terms of a generative story of how a 

French sentence /  is created from an English sentence e with length m. In this story, first 

a number of French words n  is selected from a uniform distribution. Then, each French 

position j  selects an English generating position i, again according to a uniform distribution.
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The selected generating positions define a word alignment a, such that a,j = i. Finally, 

each French position j  selects a French word f j  according to a distribution defined by its 

English generator: Pr( f j \ eaj). A French sentence’s probability is found by summing over 

all possible alignments that would generate the sentence:

Pr(/1e) = X > r(/,o|e) (2-2)
a

where:
n

pr(/> ^ = (m 1 1)n n  pr(/fi% ) (2-3)

and where e is the probability of the French length n. An artificial null word eo is added to

each sentence pair, to generate any French token that has no clear connection to any other

word in e, hence each of the n  French tokens has m  +  1 generators to choose from.

Under these generative assumptions, there are (m +  l ) n possible alignments for any 

(e, / )  pair, making the sum over all possible alignments quite intimidating. Fortunately, 

since the choice of a3 has no effect on the probability of any ay  : j '  ^  j ,  Brown et al. (1993) 

show us that (2.2, 2.3) can be factored and re-written as the far more manageable:

n m

Pr(̂  = (^TmnSPr(A|ei) < 2 ' 4 )

A similar transformation allows efficient link counting. That is, if a word pair (e, / )  is 

linked link(e, / ;  e, / ,  o) times by alignment a, then P r (a |e ,/ )  ■ link(e, f ; e ,  f , a )  

can be computed in polynomial time. These counts allow us to conduct the E-step required 

to train IBM-1 using Expectation Maximization or EM (Dempster et al., 1977).

The EM algorithm begins by collecting link counts over all sentence pairs (e, / )  in 

the training corpus (the E-step), according to a uniform alignment distribution P r(a |e , / ) .  

Then the P r ( / |e )  tables are re-estimated according to how often e was seen generating each 

possible French word /  (the M-step). These new tables are used to re-estimate P r(a |e , / ) ,  

and links are counted again. This training process iterates until a local maximum is reached, 

or until some early stopping criteria is met. This sort of iterative process lies at the heart 

of most unsupervised word alignment algorithms. EM is guaranteed to converge to a local 

maximum in the probability of the training data: II(e-/) P r (/I^)- Furthermore, IBM-1 is 

provably convex (Brown et al., 1993), which means that any local maximum found is also 

a global maximum. For this reason, IBM-1 parameters are often used to boot-strap more 

complicated, non-convex models.
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Above, we discuss training a translation model; however, we are often interested in 

word alignment. Fortunately, aligning a sentence pair (e, / )  with IBM-1 is simply a matter 

of finding argm ax£Pr(o|e, / ) .  Due to the structure of IBM-1, this can be done easily by 

having each French token f j  select the English token ej that maximizes P r(/y  | ), breaking 

ties arbitrarily. Recently, it has been shown that a slightly altered IBM-1 training process 

can be initialized heuristically to achieve more accurate alignments when training with early 

stopping (Moore, 2004a).

Alignment Hidden Markov Model

One weakness of IBM-1 is that its decisions are informed only by lexical information. No 

attempt is made to capture notions related to token position such as:

1. In language pairs with similar word order, token pairs with similar positions in their 

respective sentences are more likely to be linked; or,

2. Words tend to move together during translation, that is the translation of ej will tend 

to appear near the translation of ej_i.

One can incorporate either of these two ideas by replacing the uniform position distribution 

from IBM-1 with a conditional distribution. IBM-2 (Brown et al., 1993) captures the first 

notion, while the alignment Hidden Markov Model or HMM, introduced in (Vogel et al., 

1996), captures the second. In the alignment HMM, the selection of the French position j ’s 

generator aj  is conditioned on the selected generator for the previous French token Oj_i. 

The probability of a particular translation and its alignment becomes:

n

Pr( f , a\ e)  = e [P r( /i |ea .)P r(aJ |aj _ i, m)]  (2.5)
j= l

As usual, translation probability can be computed by summing over all possible align­

ments as in (2.2). This sets up a problem similar to HMM part-of-speech tagging (see 

Appendix A), where instead of tagging tokens with their corresponding parts-of-speech, 

we are tagging French tokens with their generating English tokens.

The motivating intuition for the alignment HMM is that words tend to move together 

during translation. A table of probabilities for position pairs P r (a j |a j_ i ,  m)  would fail 

to generalize as intended. Separate parameters would exist for (14|13,20) and (4 |3 ,20), 

when intuitively, both situations are very similar: an English token’s translation was placed 

directly after the previous English token’s translation. Instead, parameters s(aj  — a j - 1 ) are
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maintained for each “jump” in position, and the transition probability becomes:

s(cij — a u _ i )
P r ( a j | a j - i , m )  -  m •  r

2 ^ i = i  b \ l  a j - U

By conditioning on a,-_i, we no longer have the independence between links that al­

lowed us to collect expectations and align quickly in IBM-1. Fortunately, aj is only de­

pendent on a j - 1 , and this Markov-1 dependence allows the use of HMM algorithms to 

efficiently enumerate the space. The forward-backward algorithm (Manning and Schiitze, 

2001) can be used to implicitly sum over all possible alignments, and perform the E-step 

in EM. Meanwhile, the Viterbi algorithm (Manning and Schiitze, 2001) can be used to find 

the single most likely alignment.

Och and Ney (Och and Ney, 2000a) present several extensions to the alignment HMM. 

They add the null word eo to the model, introduce forward-backward training, and add 

further conditioning on automatically-derived word clusters. They also implemented the 

HMM inside GIZA++ (Och and Ney, 2003), where it has come to replace IBM models 2 

and 3, which will not be discussed in detail here. Many see the HMM as the simplest IBM 

model after IBM-1, so it has been used to experiment with novel alignment features and 

alternate models, such as in (Lopez and Resnik, 2005; Deng and Byrne, 2005).

IBM Model 4

IBM-1 and HMM alignment are one-to-many alignment methods: each English token can 

participate in many links, while each French token can participate in at most one link. 

However, they are not one-to-many models; during any given link decision, the model has 

no notion of how often a particular English token has been used as a generator, or which 

other French tokens it has generated. For Models 3 and above, Brown et al. (1993) tell a new 

generative story, focused on the English generators rather than the French tokens, so that 

these factors are taken into account. In this story, the French is generated from English by 

walking through the English sentence from left to right, with each English token generating 

some number of French tokens and placing them in the French sentence. Of the models that 

use this story, IBM-4 still sees heavy use, as part of the GIZA++ alignment package. We 

summarize the features and structure of IBM-4 here, but for the sake of brevity we avoid 

specifics and equations, as the notation gets quite complicated. For more details, the reader 

is referred to (Brown et al., 1993; Cherry, 2003).

IBM-4 adds two new features to IBM-1 ’s P r ( / ,  a\e) equation shown in (2.3). The first 

is a notion of fertility, which also appears in IBM-3. Fertility is a probability distribution
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that indicates how many French tokens an English type e tends to generate. This allows the 

model to understand that the English “the,” which translates to “le”, “la” or “les” usually 

generates at most one token, while “over,” which translates to “au - dessus,” generally 

generates three tokens. The second feature is a Markov-1 position selector. Suppose e, 

generates three French tokens where the subscript indicates their left-to-right order

in the French sentence, so f j x appears further to the left than the others. The position of fn  

is drawn from a probability distribution according to the location of the average positions 

of the French tokens generated by e i- \ .  This is similar to the HMM parameterization, but 

focused on the English rather than the French. The positions of the remaining tokens f 12 and 

f j 3 are determined according to the previous token generated by ej; that is, f j 2 depends on 

/ j j  and f j 3 depends on f j 2. Brown et al. (1993) also condition on word cluster membership 

when selecting positions.

There are two main problems with IBM-4. First, it is well-known to be deficient; that 

is, probabilities are assigned to alignments that do not correspond to real sentences. For 

example, some probability will be reserved for cases where every French token is gen­

erated on the same position. This is fixed in (Brown et al., 1993) with IBM-5, which 

over-rides these cases with a zero probability. Och and Ney (2000b) show that a simpler 

solution to the problem is to make the model equally deficient in all its component distri­

butions, allowing IBM-4 to out-perform IBM-5. Second, with the inclusion of the fertility 

parameter, links have been tied in such a way that alignments can no longer be enumerated 

efficiently. To solve the alignment problem, an imperfect hill climbing search is used to 

find the approximately most likely alignment. The E-step of EM sums over only a set of 

high-probability alignments found using hill-climbing and sampling, instead of all possible 

alignments. However, the modeling power of IBM-4 overcomes these defects, allowing it 

to improve upon HMM alignment (Och and Ney, 2003).

2.1.2 Competitive Linking

The IBM models are completely statistical translation models. Every aspect of the prob­

lem, from the training algorithm to the alignment space, is provided by applying standard 

methods to a well-defined generative model. This is both a strength and a weakness. Modi­

fying these generative models can be quite intimidating. Furthermore, the purely generative 

framework complicates the inclusion of some features that can help alignment. Melamed’s 

models of translational equivalence (2000), typified by the competitive linking algorithm, 

provide an effective alternative to the IBM framework.
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In competitive linking, we no longer rely on a generative story where one sentence 

translates into another; we are just trying to find good alignments. As a result of this, 

tokens no longer have generators, and the alignment vector a is replaced by a set A  of links 

(e, / ) .  The basic structure of this approach is as follows:

1. Initialize a score(e, f ) on bilingual word pairs, based on their correlations in a bitext.

2. Find the highest scoring alignment A  for each sentence pair in the corpus according 

to £ (c , score(e, / )  and some set of constraints on the links allowed in A.

3. Create new score(e, f )  from link counts. Repeat from step 2.

The algorithm retains the iterative structure of EM, without the statistical baggage. Steps 1 

and 3 correspond to M-steps, while step 2 is the E-step. Note that the notion of counting all 

possible alignments, or even sampling from a weighted set of alignments, has been dropped 

in order to allow scores with no clear probabilistic interpretation. We examine the alignment 

search first, and then the various correlation and link-based score functions.

Alignment search

Our alignment search now requires an explicit set of constraints. In the IBM models, there 

is implicit competition, English tokens compete to be selected as generators, and in models 

with fertility, French tokens compete to be generated. With alignment represented as a set, 

there is no implicit competition; in order to avoid blindly selecting all links with positive 

scores, we need to impose external constraints. Put another way, we need to explicitly 

define the alignment space we are searching (§ 1.2). This can be seen as an advantage, 

allowing us to vary the alignment space without necessarily changing the score function, as 

is done in (Moore, 2005a; Cherry and Lin, 2003).

Traditionally, a one-to-one constraint (Melamed, 2000) is applied to the alignment 

search: in both sentences, each token can participate in at most one link. This is often suffi­

cient to express most alignments of close language pairs, such as English-French, though as 

we will argue later, it is generally too restrictive. However, it does have some nice proper­

ties. Both languages are treated symmetrically, allowing some interesting modeling options 

that we discuss later in this section. Furthermore, under this constraint, the alignment search 

reduces to weighted bipartite matching (West, 2001), which allows optimal alignments to 

be found quickly. A greedy approximation is often used for historical reasons.
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/  -v
e cooc(e, / )  (a) cooc(e, ->f) (b)

-ie cooc(->e, / )  (c) cooc(-ie, ->/) (d)

Table 2.1: A co-occurrence contingency table for word pair (e, / )

Correlation-based score functions

The first step in the iterative learning framework involves inducing a score(e, f )  without 

link counts. The most common source of information in this case is sentence co-occurrence: 

how often two types occur in the same sentence pair. Melamed (2000) argues eloquently 

that IBM-1 induces its initial model only accounting for how often the two words co-occur, 

which corresponds to (a) in the contingency table shown in Table 2.1. He then argues in 

favor of correlation metrics that account for all four entries in Table 2.1, where ->x indicates 

that any type other than x  occurred. Two such metrics are <p2 (Gale and Church, 1991a) and 

Dunning’s log likelihood ratio (1993).

Gale and Church (1991a) introduced the 4i2 metric for use in a word-alignment task. 

The actual value used is the unnormalized x 2 statistic, usually used for correlation tests:

However, the 4>2 statistic has at its core some normality assumptions that may not be well- 

suited for working with text, where many words are rare. Dunning (1993) argues for an 

alternative log likelihood ratio built around a binomial assumption. Later, Moore (2004b) 

re-formulated the ratio, showing it can be viewed as weighted mutual information between 

the two words:

where N c is the total number of observed co-occurrences, and Pr(.x, y) =  cooc(x, y ) / N c, 

and P r(x ) =  (cooc(x, y) +  cooc(x, ~<y)) / N c.

Link-based score functions

A weakness of correlation-based scores is that they do not take into account the fact that 

some pairs (e, / ) ,  though highly correlated, are explained away by other pairs that take 

precedence. Scoring functions built on link counts do not suffer from this drawback. 

Melamed (2000) proposes two such functions.

(ad — be)2
(2.6)

(a +  b)(a +  c)(b + d)(c +  d)

Pr(e?, /? )  log P r(e ? ,/? ) (2.7)
e?€{e,-e} /? € { / ,- /}

P r(e ? )P r( /? )
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The first is a simple, joint probability model. In this case, rather than generating one 

sentence from the other, both sentences are generated in tandem. The generative process 

first creates a bag of bilingual concepts (cepts), and then generates English and French 

words from those concepts according to a joint distribution. Word order is then drawn from 

a uniform distribution. A link in an observed alignment indicates one concept. Under this 

probability model, a word-pair’s score(e, / )  becomes logPr(e, / ) ,  where:

i J)  E {elJ, )hnk(e 'J>)  

and link(e , / )  counts how many times a type pair is linked throughout an aligned corpus.

The joint probability model provides a principled method to rank word pairs according 

to their link counts. However, it only accounts for the absolute number of times a pair was 

linked. This biases the score toward frequently occurring pairs, failing to account for how 

many opportunities a pair was given to link. To counter this, Melamed (2000) formulates an 

explicit noise model. This calculates a binomial likelihood ratio, comparing the probability 

of a type pair (e, / )  being a true translation pair versus it being a false one, given link(e, f )  

and cooc(e, / ) .  Cherry and Lin (2003) later showed that the same factors could be taken 

into account by simply calculating:

=  (2.9)
cooc{e, / )

This term generally needs to be smoothed with either additive smoothing (Cherry and Lin,

2003) or absolute discounting (Moore, 2005a). Our internal experiments suggest that this 

conditional link probability is as effective as the explicit noise model. Also, being a prob­

ability distribution, it has the nice property of being bounded between 0 and 1, where the 

explicit noise model can span the real numbers. Furthermore, it allows the inclusion of a 

naive Bayes feature model (Cherry and Lin, 2003).

Extensions

The strength of the competitive linking framework lies in its simplicity, and its ease of ex­

tension. Several others have come behind Melamed to modify his framework. Cherry and 

Lin (2003) developed a conditional probability model based on (2.9) for use in a modified 

competitive linking algorithm. They replaced Melamed’s greedy search with a beam search, 

and added a syntactic cohesion constraint (§ 2.3.3) to the one-to-one constraint. Since their 

score(e, / )  had a probabilistic interpretation, they were able to re-introduce sampling to the 

link counting step of the iterative framework. Moore (2005a) also made use of the compet­

itive linking framework with conditional link probability and a beam search. He added a
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monotonicity preference to the search, and extended it to allow one-to-many links. Some 

discriminative approaches to word alignment such as (Taskar et al., 2005; Moore, 2005b) 

can be seen as extensions to competitive linking, where score(e, / )  is a linear combination 

of features, whose weights are learned with a supervised, discriminative method.

2.2 Inversion Transduction Grammar

The alignment methods discussed in § 2.1 are often unsatisfying to the linguistically minded. 

Though sentences are written as flat strings, they are recognized to have syntactic structure, 

which can be discovered using a natural language parser, and represented using a depen­

dency or constituency tree (§ 1.3.1). The IBM models and the Competitive Linking frame­

work ignore this structure, treating sentences as sequences or bags of words. In this section 

and the one following, we review methods that go beyond flat-string representations, in­

forming their translation models and search algorithms with syntactic notions.

There are three primary reasons to add syntax to word alignment. First, one can in­

corporate syntactic features, such as grammar productions, into the models that guide the 

alignment search. Second, movement can be modeled more naturally; when a three-word 

noun phrase moves during translation, it can be modeled as one movement operation in­

stead of three. Finally, one can restrict the type of movement that is considered, shrinking 

the alignment space in a principled manner. Generally, only methods that rely on outside 

resources, such as monolingual parsers, can take advantage of grammatical features, as 

those sorts of features rely on linguistically motivated symbols. The two movement-related 

advantages can be leveraged in models that use syntax without necessarily using an infor­

mative grammar, as we will see if our first example of a syntactic tool for bitext analysis, 

the Inversion Transduction Grammar, or ITG (Wu, 1997). As it is the base technology for 

several of the techniques described in this thesis, we examine ITG in some detail in this 

section. We cover other syntactic methods in § 2.3.

2.2.1 Formalism and Grammars

One way to incorporate syntactic notions into bitext analysis is to assume that the bitcxt 

was produced by a transduction grammar (Wu, 1997). A transduction grammar writes its 

terminal symbols to two streams instead of one. We first consider a context-free grammar 

extended for transduction, where the two streams correspond to our two languages. For 

example, an English-French transduction grammar may have the following terminal pro-
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duction to express the concept of the color blue in both streams:

Adj —>• blue /bleu

Synchronously produced terminals are understood to be translations of one another. Other­

wise identical to a normal CFG, a transduction grammar builds one tree, with two sets of 

labels for the leaf nodes.

Transduction grammars are unable to account for the sorts of movement that can occur 

during translation. For example, adjectives often appear before the noun in English, but af­

ter the noun in French. Because they share non-terminal productions between streams, one 

cannot write a transduction grammar that is correct for both cases. To handle this situation, 

Wu (1997) introduces the concept of an inverted production. An inverted production has its 

right-hand-side written from left to right in one stream, and from right to left in the other. 

This adds an extra layer of notation to the grammar, where inverted sequences are enclosed 

in angled brackets ( . . . ) ,  while straight sequences use square brackets [...]. Our adjective 

situation can now be handled using the following production:

NP -> (Adj NP)

The inversion transduction grammar or ITG formalism (Wu, 1997) provides a context-free 

formalism that uses these two concepts to model translation.

Binary bracketing grammar

Theoretically, one could design a linguistically motivated ITG for their language pair, with 

meaningful non-terminals such as the N P and Adj alluded to above. However, it is not 

clear how to construct such a grammar by hand without accounting for many special cases. 

In practice, a simple binary bracketing grammar is usually employed:

A -*• [AA] | (AA) | e / f  (2.10)

In this grammar, there is only one non-terminal A, which has no linguistic interpretation. 

It can produce straight or inverted non-terminal pairs, or a terminal in each stream. The 

synchronously produced terminals e and /  are place-holders for words drawn from English 

and French respectively. The terminal alphabet for each stream also contains a special null 

token 0 to allow for tokens without translation.

Given an ITG derivation, one can determine the corresponding word alignment accord­

ing to which tokens were synchronously produced by terminal productions. An ITG parse
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industrie agricole Canadienne

Figure 2.1: An example of an ITG parse tree.

tree of an English-French sentence fragment is shown in Figure 2.1, along with its corre­

sponding word alignment. Inverted productions are indicated with a horizontal bar, and 

non-terminal labels are all understood to be A. Note that the ITG builds only one tree, 

but the order in which a node’s children are written to a stream can vary depending on the 

stream.

Canonical Form Bracketing Grammar

An ITG may be able to build several trees that correspond to the same alignment. For ex­

ample, Figure 2.2 shows three trees that each correspond to a translation with no inversions, 

and therefore no re-orderings. They all correspond to the same alignment. It is often desir­

able to eliminate redundant structures when working with ITGs. Having a single, canonical 

tree structure for each possible alignment can help when flattening binary trees, as the use 

of the default structure can indicate arbitrary binarization decisions (Wu, 1997). Canonical 

structures also eliminate double counting when performing tasks like taking inside-outside 

expectations for EM (§ 2.2.2). The nature of 0 link handling in ITG parsing makes elimi­

nating all redundancies difficult, but we can at least eliminate them in the absence of the 0 

symbol. The redundant structures produced by the binary bracketing grammar (2.10) can 

be eliminated by replacing it with the canonical form grammar (Wu, 1997), which has the 

following productions:

A | B | C
A -  [AB] | [BB] | [CB] | [AC] | [BC] | [CC]
B -> (AA) | (BA) | (CA) | (AC) | (BC) | (CC) k ’

e / f

Figure 2.2: Three structures that result in the same alignment.
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By design, this grammar allows only one structure per alignment. It works by restricting 

right-recursion to cases where the derivation alternates between inverted and straight pro­

ductions. It will always construct Figure 2.2a, never considering the other two options. This 

grammar still covers the exact same alignment space as (2.10).

2.2.2 Probability Model and Learning

An ITG provides a syntactic method to generate bilingual sentence pairs. In the case of 

the canonical bracketing grammar, the process begins with an S symbol, and applies pro­

ductions from (2.11) until all non-terminal symbols have been replaced by bilingual token 

pairs. The tree in Figure 2.1 shows one such derivation. By assigning probabilities to the 

grammar productions, one can create a generative model that assigns probability to sentence 

pairs. This called a stochastic ITG (Wu, 1997).

Stochastic ITGs employ a parameterization that is similar to monolingual probabilistic 

context-free-grammar. The probability of each production is conditioned on its left-hand 

non-terminal:

Pr(X  -► £ ) =  P r(£ |X )

where C stands in for any sequence of symbols plus inversion information. For example, 

the A —> [AA] production from (2.10) is parameterized with Pr([AA] |A). This parameter­

ization has the positive effect of factoring the trees created by the grammar. The probability 

of applying a particular production depends only on the current non-terminal and on the 

symbols it is generating, ignoring the rest of the tree.

Since ITG generates its two languages simultaneously, it produces a joint model of bi­

text, measuring P r(e, / )  as opposed to the IBM models’ conditional P r ( / |e ) .  Suppose we 

have a function yield (D)  that outputs the sentence pair produced by a complete ITG deriva­

tion tree D.  The probability of a sentence pair (e, / )  becomes the sum of the probabilities 

of its derivations:

Pr(e,/)= Y, Pr^ ) (2J2)
{D\yield(D)={e,f)}

where a derivation is assigned probability according to its productions:

Pr(-D) -  I ]  P r(£ |X ) (2.13)
(x~*c)eD

In the case of the canonical grammar in (2.11), and similarly for (2.10), the majority of 

the information in the stochastic grammar is stored in the many terminal probabilities 

P r (e / / |C ) ,  as the variables e and /  are instantiated over all English and French words.
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This is similar to Melamed’s joint word-to-word model (§ 2.1.2); in both cases probability 

mass is shared between all English-French word-pairs. Only the few non-terminal parame­

ters, such as Pr([AB] | A) deal with concept movement or distortion, and they serve mostly 

to memorize a context-free preference for or against inversion.

In early approaches, Wu (1997) employed an ad-hoc approach to parameter training, 

where a translation dictionary is constructed using IBM-1 and post-processing (Wu and 

Xia, 1995), and other parameters such as non-terminal probabilities and null probabili­

ties are set by hand. This is unsatisfying from a machine learning stand-point. Fortunately, 

Zhang and Gildea (2004) have shown that the probabilities of all productions can be learned 

directly using EM. The E-step is performed by extending the inside-outside algorithm for 

CFG learning (Manning and Schiitze, 2001) to the 2-dimensional bitext case, efficiently cal­

culating expectations of productions over all derivations that yield the sentence pair. They 

initialize from a uniform probability, zero-knowledge bracketing grammar, and converge to 

a system which achieves word alignment accuracy that is better than IBM-2, but less accu­

rate than an alignment HMM. We describe and analyze the algorithms required for doing 

alignment and training with a stochastic ITG in the following section.

2.2.3 Algorithms

There are three main dynamic programming algorithms employed to make use of ITGs:

1. Parsing: Determine the most likely derivation of a sentence pair.

2. Inside: Calculate the sum of all derivations of a sentence pair, as in (2.12).

3. Outside: Used together with inside to calculate expectations of production counts for 

a sentence pair.

We discuss each in turn, and call out similarities when they exist.

Parsing

ITG word alignment is performed by parsing. Given a stochastic ITG and a sentence pair 

(e, / ) ,  the goal in parsing is to find the most likely derivation that yields the sentence pair:

p a rs e {e ,  / )  =  a r g m a x ^ ^ ^ - . ^ IT Pr(£lX)
(X—>C)€D

We will often refer to this most likely derivation as the Viterbi parse. We assume our 

ITG is in normal form (Wu, 1997), where all productions have the form: X —> [YZ],
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X —> (YZ), or X —> e / f .  The binary bracketing grammar in (2.10) is already in nor­

mal form, while the canonical grammar in (2.11) can be put in normal form by expand­

ing its unary S productions. Given these assumptions, ITG parsing can be accomplished 

with a 2-dimensional chart parser modeled after the CKY algorithm for monolingual pars­

ing (Manning and Schiitze, 2001). In describing this algorithm, we adopt a span notation, 

indicating substrings of sentences with start and end positions provided as subscripts and 

superscripts respectively. We index between words; for example, e™ would be the entire 

English sentence, while would include only the first two tokens.

The chart stores the score of the best analysis labeled with the non-terminal symbol X 

for the bitext span (ef, f t )  in the entry /3(X, e{, /,)'). The score for the best derivation of 

the sentence pair will eventually be found in /3(S, e™, f t ) ,  where S  is the start symbol of 

our grammar. Bitext spans covered by applicable terminal productions X  —> e / f  are used 

to provide initial values for the chart:

/3(X,e*+1,^'+1) = Pr(ei+1//i+i|X)

The remaining entries can be built using a recurrence; the most likely labeled-constituent 

over a particular span will be constructed using a binary production to combine two other 

constituents, which are both optimal for their respective spans. This recurrence is imple­

mented in the function max,  shown in Algorithm 1. This algorithm iterates through bilin­

gual split points ( i , j ) ,  and tries all productions that combine the resulting constituents, 

as illustrated in Figure 2.3. The recurrence needs smaller spans to be available when

Algorithm 1 ITG parsing recurrence function m a x ( X , e/s, f t , 0)  
ret <— 0
{Enumerating bilingual split points} 
for i between s and t  do 

for j  between v  and u  do
{Built by straight production} 
for (X -»• [YZ]) G G do

ret <— max 
end for
{Built by inverted production} 
for (X ->  (YZ)) G G do

ret, 0 (Y ,  f t ,  f t )  ■ 0(Z, ej, f t )  • P r(X  -  [YZ])

ret <— max 
end for 

end for 
end for 
return ret

ret, 0 (Y ,  e\, fV) ■ 0(Z, e\, f t )  • P r(X  -  (YZ))

23

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



U J V

a) X -[Y Z ]

Y

u j v 

b) X - x Y Z >

Figure 2.3: Constructing a bitext constituent from smaller constituents.

constructing the current span; therefore, spans are visited in order of increasing size. The 

CKY-inspired algorithm for visiting spans is shown in Algorithm 2.

Algorithm 2 CKY-style parsing for sentence pair (e™, /q ) with ITG G 
{Enumerating span sizes in both languages} 
for Ie  = 2 to m  do 

for Ip =  2 to n  do
{Enumerating starting points for spans of length 1} 
f o r  S £  =  0 t o m  — / f i d o  

f o r  S i?  =  0 t o n  — i i ? d o

{Process spans with every possible non-terminal} 
for X e  G do 

P(X,essz +l*,f°F+ln  <- m o z (X ,e 2 f+ ^ /£ + ^ /3 )  
end for 

end for 
end for 

end for 
end for

From the four length-based loops in Algorithm 2, one can see that the algorithm visits 

0 ( m 2n 2) spans. We will generally simplify this as 0 ( n 4), where n  is understood to stand 

for the length of the longer sentence. In Algorithm 1 there are two loops used to enumerate 

bilingual split points, which are also bound by sentence length. This gives max  a complex­

ity of 0 ( n 2). Since it is nested inside Algorithm 2, the entire ITG parsing process has a 

time complexity of 0 ( n 6).

The parsing process presented here has been simplified to an extent. The algorithms 

shown above calculate only the probability of the most likely derivation, but the actual 

derivation can be recovered if each table entry maintains back-pointers specifying how it 

was constructed. Also, special processing required to handle the null symbol 0 has been 

omitted from our explanation for the sake of clarity. The above algorithms can be extended 

to handle null links by using spans of length 0 to store cases where one language is unex-
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plained by the other; for example, the entry /?(C, ej, f  f )  is one of several entries that covers 

the case where the second French token is deleted during translation into English.

Parsing is well-defined for other ITG parameterizations. A binary ITG, where produc­

tions either do or do not exist, can be handled with the formalism above by assigning all 

existing productions probability 1. The algorithm will then find some valid derivation if 

one exists. A weighted ITG, where productions are given weights with no probabilistic 

interpretation, can be handled by replacing the multiplication of terms in Algorithm 1 with 

addition. Furthermore, CKY is just one of several possible parsing strategies. It suits our 

purposes, because its method for enumerating all spans also applies to our subsequent inside 

and outside algorithms. However, parsing does not necessarily need to enumerate all spans 

exhaustively, since it is taking a structured max. Recent work by Zhang and Gildea (2006a) 

has described an A* ITG Parser that increases efficiency while still guaranteeing an opti­

mal parse. It works by placing potential constituents on a priority queue according to their 

probability plus an optimistic probability estimate for the remaining sentence pair. As con­

stituents are removed from the queue they are guaranteed to be optimal, and can be added 

to the chart f3 to be used in the construction of new constituents.

Inside Algorithm

The inside algorithm calculates the total probability of a sentence pair (e™, / q ):

This probability is calculated using a dynamic programming process that is nearly identical 

to the parsing algorithms described above, placing the desired sum in (3(S, e™, /q ). Algo­

rithm 2 replaces its call to max  with a call to sum,  which is simply Algorithm 1 modified 

so that its two m ax operations are replaced with sums. With this change, the table entries 

p ( X , e ts , f£)  take on a different meaning; they now store the summed probability of all 

constituents rooted with an X that cover the span (els , /„ ) :

i3(X, e\ , /,") is the probability of producing (e*, Q ) from X, which we refer to as the inside 

probability.1 For the purposes of taking expectations in EM, these partial (3 terms are more 

important than the final sum shown in (2.14).

'/3(S, e ” , f o  ) provides the sum o f all derivations for the entire sentence because the start symbol o f  our 
grammar is unambiguous: / ? ( S , e o \ / o )  =  P r (e g \  f o  \S™on ) =  P r (e ™ ,/o )
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Outside Algorithm

The inside algorithm provides us with an efficient method to calculate Pr(e*, /„|X s,u) for

all 0 < s < t < m  and 0 <  u < v < n. That is, for each constituent that is involved in the 

construction of (e™, /q ), we can calculate its probability mass as if it were an independent 

tree with the start symbol X. However, EM’s expectation task requires us to assess these 

partial structures in the context of the sentence pair that contains them. Put formally, we 

require P r(e ^ , f t ,  X ^ ,): the total probability of all complete derivations that also build an 

X over the indicated bitext span. A few transformations show how this can be calculated 

with the help of a second recurrence:

The first term in (2.15) is inside probability, while the second term is outside probability, 

which measures the likelihood of producing what remains of the sentence pair, ignoring any 

portion of the derivation under X. Outside probability is stored in a second table:

Like inside probability, the table is constructed with a dynamic programming recurrence. 

However, there is only a single base case:

The table is constructed in reverse order, from the largest spans to the smallest. The recur­

rence determines the probability of completing a bottom-up derivation from X by combin­

ing it with an adjacent constituent to create a larger constituent, which can then be assessed 

in terms of an already calculated outside probability. The process is illustrated in Figure 2.4.

Y. The Z symbol, along with the portion of the sentence pair surrounding Z, are scored 

with Z’s outside probability, while the span under Y is scored with Y ’s inside probability. 

For example, an instance of the recurrence shown in Figure 2.4(a), with fixed values for Y, 

Z, i and j ,  calculates:

«(S, eg*, f t )  = P r ( S ^ )  =  1

The recursion can be thought of as selecting a Z constituent that generates X^’u and some

Pr(4> / “ |Yj’“ )

a(Z , el, /V) ■ P r ((XY) |Z) • P(Y ,  ej, / “ )
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j  U V

a) Z-><XY>

X
* t>4.

Y

\I
c) Z-+[YX]

u v j 
b) Z->[XY]

/

7I

V

1
----------- ►

u v j 
d) Z-><YX>

Figure 2.4: Outside recurrence -  four ways to produce X from a larger Z.

Each pattern illustrated in Figure 2.4 covers a comer from which X can be extended. All 

four patterns, instantiated over all valid values of Y, Z,i ,  and j ,  are summed to calculate 

a(X , e\,  effectively summing over every possible way to produce X*’u from a larger 

Z. The actual pseudo-code is quite similar to the inside algorithm, but spans are visited in 

order of decreasing size, and we enumerate bilingual extension points out toward the edges 

of a sentence pair, rather than split points within a constituent. The inside algorithm is run 

first, so that j3 values will be available.

Given complete a, and j3 tables, calculating expectations over productions is fairly 

straight-forward. Let us assume we are using the canonical grammar (2.11). For termi­

nal productions, we can simply calculate the likelihood of building the pre-terminal C over 

a particular token pair with a direct application of (2.15):

e.+1/ * +1|e „ , / „ )  P r (e g - ,f i )  /3 (S ,e ? ,f f )

Expectations for non-terminal productions can be calculated with a formulation that ac­

counts for all derivations that use a specific production; for example:

a ( A, el, f Z ) • Pr([BC] |A) • /?(B, els, f t )  • /?(C, e\, f?)

P(S,e%,f8)
The inside, outside, and expectation calculation algorithms all have a time complexity 

of 0 ( n e), making each expectation step of EM also 0 ( n 6). This makes unsupervised ITG 

training expensive, but like the alignment HMM (§ 2.1.1), training does benefit from the 

exact expectations made available by inside-outside.

27

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



0 U v n

Figure 2.5: Cells considered when assessing (e*, /,)’) for pruning.

Scaling

ITG parsing and expectation algorithms have polynomial time complexity, but at 0 ( n 6), 

the polynomial is very large. Motivated by an even more expensive bitext model (§ 2.3.1), 

Zhang and Gildea (2005) developed a pruning method that helps speed up all forms of ITG 

processing. ITG algorithms work by analyzing 0 ( n 4) bitext spans, and each analysis takes 

0 ( n 2) time. An effective approach to speed up these algorithms is to eliminate unlikely 

spans as a preprocessing step, assigning them 0 probability and saving the time spent pro­

cessing them. This alters the alignment space searched by the ITG, but if the eliminated 

spans are not used in the correct derivation, the alteration is harmless.

Tic-tac-toe pruning (Zhang* and Gildea, 2005) judges bilingual spans according to the 

IBM Model 1 probability inside and outside of the span. That is, the merit of (e*, /„ )  can 

be approximated with:

FOM (eJ, f u ) =  P r is M i( /u les) ' P riB M i( /0u , f t \ e 80, ej") (2.16)

The portions of bitext that are considered by (2.16) are illustrated in Figure 2.5. The first 

term of covers the black area, while the second term covers the grey area. A 0 ( n 4) dynamic 

programming algorithm exists to calculate the above figure of merit (FOM) for all spans 

efficiently. Bitext spans can then be pruned according to a beam, where all spans (e*, / " )  

whose FOM  is not within a certain ratio of max,;, FOM (e*, f [ )  are pruned. Zhang and
J i

Gildea (2005) safely prune 70% of their spans using these probabilities. The idea of pruning 

spans will be a central notion in two of the methods proposed in this thesis. However, 

we will sometimes do so to provide the ITG with extra information, with the increase in 

efficiency being a pleasant side-effect.
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2.2.4 Alignment Space

ITG parsing with either (2.10) or (2.11) is a one-to-one alignment method, because each 

terminal production creates only a single link. See § 2.4.3 for many-to-many ITG sys­

tems. ITG is also the first method we have reviewed that considers fewer than all possible 

concept re-orderings during translation. We will refer to the space that allows all possible 

re-orderings as permutation space and one that allows only ITG’s restricted re-orderings as 

ITG space. When a binary bracketing ITG is used to model translation, only re-orderings 

that can be explained using inversions in some binary constituency tree will be explored. 

ITG space is identical to permutation space when either sentence has fewer than 4 words, 

but it is smaller than permutation space at any point after that. By the time both sentences 

have 7 words, the ITG is exploring only 75% of the alignments in permutation space; as 

sentence length reaches 15, ITG explores only 2% of possible permutations (Wu, 1997). 

We refer to these implicit constraints on re-ordering as ITG constraints.

The alignments disallowed by ITGs can be characterized by two forbidden structures 

shown in Figure 2.6. These are called “inside-out” alignments by Wu (1997) for their 

shape. These alignments cannot be formed by a binary ITG because no sequence of binary 

inversions can re-order “1 2 3 4” as indicated by either alignment, to either “2 4 1 3” or 

“3 1 4 2”. Another way to see why the alignments cannot be built is to look at the links 

as fixed terminals, and to try to build a binary tree over them. Figure 2.7 depicts-the two 

forbidden structures as alignment matrices. Note that no two dots can be enclosed in a 

rectangle without excluding a third dot, allowing no binary constituents to form in bitext 

without accounting for discontinuous constituents (Melamed, 2003). At the core of the 

issue is the fact that no two tokens that are adjacent in the top stream remain adjacent when 

projected onto the bottom stream.

ITG re-orderings are syntactically motivated, so there is a strong intuition that they 

should rarely be violated in natural translations (Wu, 1997). Some empirical evidence ex­

ists to back up this claim (Zens and Ney, 2003) for English-French, though compact exam­

ples of ITG-incompatible alignments do exist for other language pairs (Melamed, 2003).

Figure 2.6: The two forbidden structures disallowed by ITG alignment.
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d • d •
c • c •
b • b •
a • a •

1 2 3 4 1 2 3 4

Figure 2.7: The forbidden structures in Figure 2.6, drawn as alignment matrices.

A recent empirical study over five language pairs (Wellington et al., 2006b) showed that 

in its weakest language pair, English-Chinese, an ITG is unable to reproduce 5% of the 

alignments found in a hand-aligned bitext. In the other language pairs the ITG lost only 

2% or fewer alignments. We independently and simultaneously conducted a similar study 

for English-French, described in § 5.3. Because of their syntactic motivation and the exis­

tence of efficient algorithms, the ITG re-orderings have been studied carefully. Zens and 

Ney (2003) explore the re-orderings allowed by ITG parsing, and provide a formulation for 

the number of re-orderings that can be produced for a sentence with m  words. Zhang et 

al. (2006) provide a linear-time shift-reduce parser to determine if a given permutation can 

be generated by a binary ITG.

2.2.5 Discussion

As a model of bitext, ITG has certain strengths and weaknesses, which we review briefly 

here. Its strengths include:

•  Polynomial-time algorithms exist for alignment and EM training.

•  Both syntactic and alignment structures are explicitly represented in the formalism.

• The alignment space is syntactically-motivated.

• The grammar and formalism are clean and easy to work with.

We strive to take advantage of ITG’s representational power in our methods, and we attempt 

to measure the contributions of ITG’s inherent strength in our experiments. However, the 

benefits of ITG do come at some cost. Weaknesses of ITG include:

•  The algorithms for training and alignment are slow, even with tic-tac-toe pruning.

•  The generative nature of EM training means that new features must be added care­

fully, and it is unclear how to incorporate any available labeled data.

•  The same ITG constraint that enables polynomial time algorithms prevents the system 

from modeling all human translations.
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Some of these weaknesses have been addressed by other syntactic methods for bitext anal­

ysis that will be reviewed in the following section. We address the issues of speed in Chap­

ter 4, and we examine feature representation and training in Chapter 5.

2.3 Other Syntactic Solutions

In this section, we review alternate approaches for using syntax in bitext analysis. First 

we describe two extensions and generalizations of ITG: namely lexicalized ITG and MTG, 

which is followed by a discussion of fixed-tree approaches for incorporating syntax.

2.3.1 Lexicalized ITG

Inspired by the use of lexicalization in monolingual parsing (Manning and Schiitze, 2001), 

where non-terminals are annotated with a head-word selected from among their descen­

dants, Zhang and Gildea (2005; 2006b) introduced methods to lexicalize the non-terminal 

symbols of an ITG. The richer non-terminal set provided by lexicalization could help in­

form inversion decisions higher in the tree, creating a more intelligent distortion model. 

They explored two approaches, bilingual lexicalization and monolingual bilexicalization.

In a bilingually lexicalized ITG (Zhang and Gildea, 2005), or BL-ITG, each non­

terminal is annotated with a bilingual head-word pair (e, / ) ,  selected from among the heads 

of its children. In standard ITG there are two types of binary productions, straight and 

inverted. The additional head selection decision creates four production types in BL-ITG:

X (e // )  —> [Y (e// ) ,  Z] | [Y, Z (e //)]  | (Y (e //) ,Z )  | (Y, Z ( e / f ) )

Note that the head of the unselected child is ignored in each production. The grammar is 

given the ability to select a head from between either of its two children, and it is left up to 

EM to learn which nodes are heads. The added task of selecting a head word makes BL- 

ITG algorithms more expensive, with time complexities of 0 ( n 8). From their experiments, 

lexicalization does not appear to have a dramatic effect on alignment quality.

In monolingually bilexicalized ITG, or MB-ITG, each non-terminal is annotated with 

a monolingual head word, selected from the heads of its children. Since the system is 

bilexicalized, the heads of both children are considered in productions. MB-ITG also has 

four types of binary productions:

X(e) —> [Y (e),Z(e;)] | [Y (e'),Z(e)] | <Y(e),Z(e')> I <Y(e'),Z(e)>
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This extension is motivated by the hope that it will create more meaningful parameters 

for non-terminal productions, improving the distortion component of their model, but also 

improving the dependencies produced by the head-annotated tree built over the English sen­

tence. A naive dynamic programming implementation would have 0 ( n 8) time-complexity, 

as each split has any extra 0 ( n 2) term to consider as potential head words are enumer­

ated for the two right-hand-side constituents. However, they show that the hook trick for 

monolingual lexicalized parsing (Eisner and Satta, 1999) applies, reducing time complexity 

to 0 ( n 7). Their experiments indicate that the addition of bilexicalization to the canonical 

bracketing ITG has no positive effect on alignment quality, but it does improve the quality 

of the resulting dependencies.

2.3.2 Generalized Multitext Parsing

ITG is an interesting and powerful formalism, and it has received a lot of attention in this 

review, as it is our preferred method for bitext analysis. However, it is not the only way to 

approach the use of syntax in translation. For example, an alternative method is to treat the 

translation process as a collection of finite-state head transducers (Alshawi et al., 2000) that 

are applied hierarchically to a sentence. This method is naturally lexical, as it draws paral­

lels to dependency parsing where ITG draws parallels to CFG. These two approaches are 

different, but clearly related in some way. Multitext grammars or MTGs (Melamed, 2003), 

and Generalized Multitext Grammars or GMTGs (Melamed et al., 2004) are attempts to 

generalize these various syntactic models of translation, in order to expose similarities, ex­

tensions, and connections to monolingual parsing. They do so by completely generalizing 

CFGs to a multitext setting (Melamed and Wang, 2006), instead of simply adding transduc­

tion and inversion operators to their productions.

Completely explaining GMTG can be a lengthy undertaking. For the purposes of this 

document, it should be sufficient to provide some intuitions through a series of examples. 

A possible GMTG production is shown below:

r (x )  i (A1^ )
0 0 — ► (A2D J)
.(X) . (B4A 1C2)

Each row corresponds to a stream, so we can immediately see a generalization, the notation 

allows more than two streams. The left-hand-side indicates that this production expands 

Xs in streams 1 and 3 and a Y in stream 2, where all three non-terminals are understood to 

be linked. This highlights another extension, linked non-terminals no longer need to share
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names. This does not add any representational power, but it does allow eloquent handling 

of cases where a concept is expressed as a verb in one language, but as a noun in the 

other. Links on the right-hand-side are indicated by non-terminals that share superscripts. 

For example, Link 1 produces the concept [(A), (D), (A)] across the three streams. Right- 

hand-side terms are always understood to be written in left to right order. The inversion 

operator from ITG has been generalized by this superscript link notation, allowing arbitrary 

re-ordering of concepts to be specified in the grammar. Since productions need not be 

binary, this allows the creation of rules that produce non-ITG orderings. Finally, note that 

links 3 and 4 are each present in only one stream. These monolingual non-terminals would 

be then be re-written with monolingual productions, such as:

r (c )  i '  (Adj NP) '

0 0
. 0  J .  0  .

that are free to extend into an arbitrarily large monolingual grammar. Having the syn­

chronous grammar diverge at some point in this manner would be how phrasal translation 

and alignment are handled (Melamed et al., 2004). This also means that non-terminals can 

be deleted in one language high in the tree, instead of persisting until a leaf node containing 

the empty word is produced. This null handling can help eliminate redundancies in parsing.

Both MTGs and GMTGs have normal forms that are analogous to Chomsky normal 

form (Hopcroft and Ullman, 1979) and admit faster parsing algorithms. However, this 

involves binarization, which will prevent a traditional multitext parser from forming certain 

re-orderings. Any binary grammar will run into the same limits we encountered in the ITG 

case in § 2.2.4. Where we tend to view these limits as a positive aspect of ITG, MTG 

researchers see them as limitations that need to be overcome. Literature exists on parsing 

with discontinuous constituents (Johnson, 1985), which can be extended to the bitext case, 

as is done in (Melamed, 2003; Melamed, 2004). This allows non-ITG re-orderings to be 

constructed with a binary grammar by tracking multiple span boundaries for designated 

discontinuous constituents. This comes at an expense, though, significantly increasing the 

complexity of parsing.

GMTG is a highly expressive formalism; it is much more attractive to try to hand-craft 

a grammar in this setting than it is in ITG. However, that would still be a huge undertaking, 

especially for situations with more than 2 streams. A practical method for learning a GMTG 

from data is presented in (Melamed, 2004; Melamed and Wang, 2006). The approach 

requires the following:
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•  A bitext for the language pair (LI, L2).

•  A monolingual, stochastic CFG for LI, learned from a monolingual treebank.

•  A stochastic word-to-word translation model relating LI and L2, learned from bitext 

using some sort of alignment method.

Given these resources, a specialized GMTG and multitext parser can be used to simultane­

ously discover structure in LI and align LI to L2, projecting the discovered structure onto 

L2. A GMTG can then be learned from the production counts observed in this bitext. The 

learned GMTG can then be used to actually guide a complete SMT system, also specified 

as a generalization of GMTG parsing.

The work on GMTG is still highly theoretical. Though an implementation of a GMTG 

parser does exist, few empirical results have been reported to the research community. The 

results that have been reported do not begin to test the full flexibility of this formalism; 

work presented in (Wellington et al., 2006a) is very similar in terms of expressiveness to 

(Yamada and Knight, 2002), and is actually more restrictive in its re-ordering than a binary 

ITG. As of now, it appears that GMTG is actually too expressive for the sorts of bitext 

analysis and alignment tasks where ITGs are currently employed. For example, it is not 

clear how one would formulate something roughly equivalent to a language-independent 

bracketing grammar in this formalism, while still leveraging its advantages over ITG.

2.3.3 Tree-to-string Methods

Syntax can also be added to translation and alignment without directly assuming a syn­

chronous grammar generated strings in both languages. The growing accuracy of mono­

lingual parsing technology allows us to inject syntax by simply parsing one of the two 

languages (usually English), allowing us to model translation as if it were the English tree 

being translated into French. Most prevalent among the methods that do so is the tree-to- 

string translation model of Yamada and Knight (2001; 2002).

Tree-to-string translation model

The tree-to-string model is an attempt to apply the rigorous statistical modeling techniques 

from the IBM models in a syntactic setting. This means a return to conditional translation 

modeling, where an English constituency tree T  generates a French sentence /  accord­

ing to P r ( / |T ) .  Like IBM-3 and 4, this model is based on a generative process centered 

around the English sentence, but now the generative process begins with and operates on a
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tree. The hope is that by modeling movement and insertion in the tree, as opposed to the 

string, the syntactic model can accurately characterize the long-range movement observed 

in more distant language pairs, such as Japanese-English. Just like the IBM models can 

be generalized using finite state machinery (Knight and Al-Onaizan, 1998), this notion of 

transforming a tree can be generalized using a tree transducer (Graehl and Knight, 2004).

The generative story begins by permuting the children of each parent node according to 

a distribution conditioned on the original sequence of children. Next, a French word can be 

inserted to the left or right of any node in the tree. Finally, English leaf nodes are replaced 

with French tokens, drawn from a familiar IBM-style translation distribution. This process 

provides a probability model for the transformation of an English tree into a new tree with 

French leaf nodes. The transformed tree is then flattened into a string as a free operation. 

This creates some redundancies, as several transformed trees will flatten to the same French 

string, so all of these possible trees need to summed to arrive at P r ( / |T ) .

The tree-to-string model is trained using EM. Because all re-orderings are based on 

the tree structure, and because the model is designed to not violate CFG-style indepen­

dence assumptions, an efficient E-step can be conducted using something resembling the 

inside-outside algorithm. The alignment task is formulated as a search for the most likely 

alignment according to the model for a tree-sentence pair, which also benefits from the tree 

structure. However, relying on this structure has its disadvantages. All re-ordering is lim­

ited to permutations of children, and in the case of trees with deep syntactic structure, this 

may not correspond to the ordering in the French sentence. To mitigate this problem, one 

can selectively flatten the input tree as a pre-processing step.

The tree-to-string model showed promising alignment performance on a small data­

set (Yamada and Knight, 2001), and was followed by a string-to-tree decoder in (Yamada 

and Knight, 2002), which actually parsed a French sentence into an English tree. This de­

coder has since been replaced by a more general tree-transducer decoder, which is powered 

by GIZA++ alignments. One of the advantages of these transducers is that they allow the 

transformation of multiple levels of the tree at once, bypassing the limitation of only being 

able to permute children within the existing tree structure. These transducers are discussed 

in fnore detail § 2.6.4.

Syntactic cohesion

When concept movement is limited to re-ordering children in a fixed tree structure, this 

has the effect of forcing phrases, defined by subtrees, to move together during transla-
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the tax ! !causes ' unrest

\
I' ' impot i_c_ause i le i malaise

Figure 2.8: A violation of phrasal cohesion in a dependency tree.

tion. Fox (2002) measured this syntactic cohesion in gold standard alignments by counting 

crossings.2 Crossings occur when the projections of two disjoint phrases overlap. For ex­

ample, Figure 2.8 shows a head-modifier crossing: the projection of the “the tax” subtree, 

“impot . . .  le”, is interrupted by the projection of its head, “cause”. Alignments with no 

crossings maintain syntactic cohesion. Fox’s experiments show that cohesion is generally 

maintained for English-French, and that dependency trees produce a higher degree of co­

hesion than constituency trees. However, her experiments also show that there are cases 

where one would prefer to ignore syntactic cohesion. These include discontiguous phrases 

such as “n e ... pas”, parse errors, linguistic exceptions, and paraphrase.

Lin and Cherry (2003) used the notion of syntactic cohesion to constrain a beam search 

word-aligner according to an English dependency tree. They showed that a competitive- 

linking-style aligner, guided with the d>2 statistic and a limited position model, could benefit 

greatly by ruling out all alignments that violated syntactic cohesion. Figure 2.8 is an exam­

ple of a case where a word-to-word model can benefit from this constraint, as the incorrect 

the— le link is ruled out. This cohesion constraint is generally a more strict constraint on 

concept re-ordering than the ITG constraints (Wellington et al., 2006b). We explore the 

relationship between the two directly in § 5.3. Zhang and Gildea (2004) conducted experi­

ments comparing ITG to the tree-to-string model, concluding that the ITG was better suited 

to alignment because it does not rely on a fixed tree. We challenge this conclusion in § 5.3. 

Lopez et al. (2002) attempted to constrain the head-transducer translation model (Alshawi 

et al., 2000) with a fixed dependency tree. However, they were not able to out-perform 

GIZA++, even when using its alignments in training. This may be because they constrain 

according to head assignment as well as syntactic cohesion, which we will show to have 

stronger movement restrictions than syntactic cohesion alone in § 5.3.

In the mean time, Gildea (2003) developed a method to allow the tree-to-string model 

to form alignments that violate syntactic cohesion at a penalty. He did this by introducing

2Fox used the term “phrasal cohesion” to refer to this phenomenon. However, since the non-syntactic 
meaning o f the term “phrase” is already in heavy use in MT, referring to any contiguous string o f tokens, we 
adopt the term “syntactic cohesion” instead.
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a cloning operator to the model. This allowed entire subtrees of the English tree to be 

inserted during the insertion stage of the generative story, essentially duplicating parts of 

the tree elsewhere. This coupled with deletion allows subtree movement beyond child re­

ordering, without increasing the asymptotic complexity of the search or learning processes. 

We develop our own method to treat syntactic cohesion as a soft constraint in § 5.4.

2.3.4 Tree-to-tree Methods

If there are advantages to aligning a tree to a string, then the next logical step is to parse 

both languages and align two trees. There are a few problems with this idea. First and fore­

most is the lack of accurate parsers in many languages; however, treebanks and therefore 

probabilistic parsers do exist for some non-English languages, notably Chinese and Czech. 

Second, two grammars that each maximize monolingual coverage and accuracy for different 

languages may not be compatible with each other for translation modeling. This means that 

trees need to undergo internal structural transformations in addition to child re-ordering and 

re-labeling during translation. That is, the alignment algorithm must have some mechanism 

to relate two non-isomorphic trees. We summarize three tree-to-tree alignment methods 

here. The summaries are very brief, as we will be working with at most one parse tree in 

the research proposed here, both to avoid problems with matching internal tree structure, 

and to increase language independence.

The tree-to-string model of translation (Yamada and Knight, 2001) is already trans­

forming an English tree into a French tree. If we remove the flattening operation at the 

end, it is a model for isomorphic tree transformation. Therefore, it can be extended to 

transform its input into a non-isomorphic tree. One method to do this is Gildea’s cloning 

operator (2003); however, that does not help in non-terminal correspondences, and it can­

not easily match trees with different depths. In (Gildea, 2003), the tree-to-string model is 

explicitly extended for tree-to-tree alignment. This is done by adding two new operators. 

One has a single English non-terminal node produce two nodes in the French tree, while 

the other has two English nodes grouped together to produce one node in the French tree. 

These operators do not provide much in the way of concept re-ordering power, but they are 

valuable in matching internal tree structure. Gildea also tested the belief that dependency 

trees are better suited to translation modeling than constituency trees (2004). He did so 

by adapting the tree-to-tree model to dependency trees, and testing the two models on the 

same data set. The flattened constituency tree was shown to perform better. One potential 

reason for the decreased performance of the dependency structure is because the two tree
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structures must agree in the selection of head words, in addition to agreeing on the basic 

tree structure.

A generalization of the tree-to-tree operations introduced in (Gildea, 2003) is syn­

chronous tree-substitution grammar (Eisner, 2003). In this formalism, one tree is trans­

formed into another non-isomorphic tree using a series of productions. The productions 

take the form of pairs of tree fragments, where some nodes are labeled and some are left 

as variables to be assigned. Transformation is conducted by applying productions until no 

more variables remain. In (Eisner, 2003), a rich theoretical formalism is provided for both 

synchronous and monolingual tree-substitution grammars, and an algorithm is sketched to 

learn productions from unaligned tree pairs. However, no results in alignment or translation 

quality are provided.

Finally, in (Ding et al., 2003) it is observed that a model might conduct many-to- 

many alignment and tree-to-tree alignment at the same time. Tree structure is observed 

and obeyed at a high level, but once non-isomorphisms begin to make exact word-to-word 

alignments difficult, the algorithm has the option to back off to a bag-of-words model, and 

simply link the two non-isomorphic subtrees in their entirety. The only statistical model 

trained here is IBM-1, and they begin by training it on the entire dependency-parsed corpus, 

ignoring any tree structure. Then high-certainty links are established in the tree structures 

according to heuristics based on the IBM-1 probabilities. These links are fixed, and used 

to partition the trees into bilingual fragment-pairs. These fragments are used as the new 

corpus for the next round of IBM-1 training. Training continues until no more partitions 

can be safely established. This method is shown to produce superior word alignments to 

IBM-4, even though it does not model movement directly, and only considers a greedy 

decomposition of the bitext.

2.4 Phrasal Bitext Analysis

Up until this point, the word alignment systems we have reviewed have been primarily 

one-to-one or one-to-many systems. That is, in at least one of the languages being aligned, 

tokens can participate in at most one link. This restriction makes m odel storage tractable 

by limiting the translation table to bilingual word pairs, and it enables efficient computation 

by constraining the number of allowed alignments.

However, this restriction is unrealistic from a linguistic point of view. One does not 

need to look far to find cases where one would prefer to model several words in the source
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language that translate into several words in the target. Non-compositional phrases and 

named entities often require this sort of modeling. To take an extreme example, the English 

phrase “Hold your horses” can be translated into Canadian French as “Wo les moteurs” 

(literally “wo the motors”) to retain the phrase’s basic meaning, tone and idiomatic nature. 

In this case, the desired alignment is a component that connects the two phrases completely.

Disallowing many-to-many alignments can also cause problems for a major word align­

ment consumer: phrase-based statistical translation systems (§ 2.6.1). These systems build 

phrase translation tables based on all phrases that are consistent with a fixed word align­

ment; where consistency is defined so that links only ever rule out possible phrase pairs. If 

input alignments are artificially sparse due to a one-to-many restriction, then the phrase ex­

tractor will over-generate, populating the table with useless entries and diluting probability 

mass away from correct phrase pairs.

Systems that attempt many-to-many alignment are often referred to as phrasal align­

ment systems or phrasal translation models. We use the terms many-to-many and phrasal 

interchangeably. Phrasal systems are few and far between, due to the difficulties encoun­

tered in storing and enumerating phrasal translation pairs. Five strategies for analyzing 

bitext in a phrasal setting are reviewed here.

2.4.1 Heuristic Combination

The most common method to create many-to-many alignments is to combine two one-to- 

many alignments of the same bitext, where the second alignment has its “many” and “one” 

roles reversed with respect to the first. This technique was introduced in (Och and Ney, 

2000b) to improve GIZA++ alignment. There are three primary combination methods: 

intersection, union, and heuristic combination.

Intersection includes a link in the combined alignment only if it belongs to both one-to- 

many alignments. This results in high precision, low recall alignments; guessed links are 

usually correct, but many correct links are missed. Since each component alignment has 

one side where tokens can participate in at most one link, the combined alignment must be 

one-to-one. Clearly this does not solve the many-to-many problem, but the high-precision 

links from this combination can be used as guides for other systems (Taskar et al., 2005; 

Birch et al., 2006).

Union includes a link in the combined alignment if it belongs to either component 

alignment. This results in high recall, low precision alignments. Union alignments are 

many-to-many in the broadest sense of the term, there are no constraints on what sort of link
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/  I / I  I /
x y x y x y

Figure 2.9: Examples of alignment combination for (a) intersection, (b) union and (c) 
heuristic strategies.

patterns can form; they exist in the unconstrained alignment space (§ 1.2). In this case, the 

size of the search space is immaterial, as the union alignment is defined deterministically in 

terms of its fixed component alignments. Union alignments can go too far in their leniency, 

allowing counter-intuitive links, such as in Figure 2.9b, where it is not clear what the exact 

relationship is between “ 1 2” and “x y.” Flow can ‘2’ explain ‘x ’ and ‘y’, while ‘1’ explains 

only ‘x’? We will make some of these intuitions formal in § 2.4.2.

To strike a favorable balance between precision and recall, Och and Ney (2000b) pro­

pose heuristic, or refined alignment combination. These methods start from the intersection 

and grow the alignment out, adding links from the union one by one. Potential links (eu f j )  

can be added to the combined alignment A  only if:

V(ej/, f j /) € A : * or V(e;/, /y )  e  A  : f  /  j  (2.19)

That is, an added link must always connect at least one previously unaligned token. Al­

though they do not state so explicitly, (2.19) will prevent a system from completely linking 

a multiword phrase in one language to a multiword phrase in another. Instead, it can form 

one-to-many sub-alignments in both translation directions at once. This general strategy 

defines a family of possible heuristic algorithms. The order in which links are considered 

for addition will affect the output of the combination. For example, the alignment in Fig­

ure 2.9c is one o f two acceptable combinations. Koehn et al. (2003) specify a well-defined  

algorithm for heuristic expansion that follows rule (2.19), called grow-diag-final (GDF). 

Their method links token pairs where exactly one token is already linked by A  first, and then 

allows links to form between two previously unlinked tokens. They test several variants of 

this strategy in the context of phrase-table extraction for phrasal decoding. Interestingly, 

they found that the heuristic combination strategy had a greater effect on translation perfor-
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do not give him the skeleton

X
key

ne lui donnez pas le passe partout

Figure 2.10: Many-to-many alignment with cepts

mance than the alignment method used to create the component alignments.

2.4.2 M atrix Factorization

Goutte et al. (2004) begin their attempt at many-to-many alignment by clearly defining 

the alignment space they are searching. In particular, they restrict their many-to-many 

links according to transitive closure. Transitive closure states that if and fi are both 

linked to eu then any other English token ej linked to fk  must also be linked to /;. This 

directly eliminates Figure 2.9b from alignment space. Heuristic combination (§ 2.4.1) is 

unable to achieve true many-to-many alignment because there is no guarantee that a partial 

many-to-many component will complete its transitive closure as links are added one by 

one from the union. To define a process that maintains transitive closure naturally, Goutte 

et al. (2004) make use of cepts (Brown et al., 1993; Marcu and Wong, 2002). Instead 

of directly linking tokens between languages, each token is linked to exactly one concept 

or cept. Tokens linked to the same cept are linked in the corresponding alignment. For 

example, in Figure 2.10 there are five cepts, and the phrasal translation of “skeleton key” 

to “passe-partout” is handled with one cept. Note that unlike in (Marcu and Wong, 2002), 

members of the same cept do not need to be contiguous.

They conduct their search for transitive many-to-many alignments using matrix factor­

ization. Recall that one can view an alignment A  as a binary m-by-n matrix, where a link 

between ej and f j  in A  is indicated by A t j  =  1. Given the appropriate number of cepts c, 

any transitive alignment should factor into two matrices, one m-by-c and one c-by-n, that 

indicate the corresponding links to cepts. To create word alignments, they use Probabilis­

tic Latent Semantic Analysis or PLSA (Hofmann, 1999) to do a probabilistic factorization 

of an m-by-n association matrix, where entries are counts indicating word pairs’ bilingual 

affinity. This produces a probability distribution that can be used to assign each token to 

its most likely cept. This process requires counts for the (ej, f j )  pairs, which are provided 

by sampling the IT-best GIZA++ alignments of the sentence pair: a token-pair’s count is
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the number of alignments in which GIZA++ decided to link that pair. In this regard, this 

method is similar to heuristic combination: no new global model of alignment is deter­

mined from data, but instead the information from a one-to-many model is re-used to create 

many-to-many alignments. To select the number of cepts, they try several cept counts, to 

find which count maximizes likelihood with a complexity penalty.

Though it produces constrained many-to-many alignments in a theoretically motivated 

manner, this method is not without its problems. The PLSA alignment search is fueled 

by EM (Dempster et al., 1977), which is a local maximizer, and therefore not guaranteed 

to find the optimal alignment. Also, despite employing a probability model and EM, the 

aligner works on each sentence-pair in isolation. Since no global phrasal model is estimated, 

evidence for a phrase cannot be accumulated over many sentence pairs.

2.4.3 R ecursive A lignm ent

Synchronous parsing approaches to alignment (§ 2.2) will naturally decompose a sentence 

pair into smaller and smaller bitext segments with their recursive, parser-like structure. 

In fact, a binary synchronous parser can be viewed as a divide-and-conquer strategy for 

word alignment (Vilar and Vidal, 2005). Given a bilingual sequence pair (e™, fft),  these 

methods select a bilingual split-point pair ( i , j )  where 0 < i < m  and 0 < j  < n, divide 

each sequence into two, and then recursively process the resulting sequence-pairs, such as 

(eo> fo)- Any phrasal method based off this hierarchical process will create phrases with 

transitive closure automatically. The phrases will also have the added constraint that they 

must be contiguous.

Wu (1997) explored many-to-many alignment in this context, using a technique he calls 

“translation-driven segmentation” to align English and Chinese, while simultaneously seg­

menting the Chinese sentence3. This approach assumes a provided probabilistic, phrasal 

translation dictionary. Given said dictionary, during Viterbi alignment any sequence pair 

receives a probability:

P r (ej>/fc) =  max \P*iTG{elJlk),P*Dict{eUlk) (2.20)

where P r itg  provides the probability of (ej, / [ ) ’s best recursive decomposition, and Pr^ict 

is supplied by simply looking up (ej, f lk) in the phrasal dictionary. In cases where the dic­

tionary wins the max, the words are linked many-to-many. This allows a fluid segmentation

3Chinese does not use white space to separate words, making the segmentation task non-trivial. However, 
the need for many-to-many alignment in any language indicates that the selected segmentation was suboptimal 
for the alignment task.
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for both languages that is aware of the quality of alignment options for a given segmenta­

tion. In their experiments, the dictionary was constructed from a sentence-aligned bitext 

using monolingual Chinese segmentation techniques, IBM-1 alignment, and dictionary fil­

tering (Wu and Xia, 1995). So again, the construction of the translation model does not 

benefit from the notion of bitext phrases. This many-to-many alignment search is no more 

expensive than standard synchronous parsing, as it only checks phrase pairs that would have 

eventually been decomposed anyway. However, the question of how to properly derive the 

necessary phrasal dictionary remains.

Vilar and Vidal (2005) make use of this same idea, but with a significantly more com­

plicated probability model. In this case, the phrasal dictionary is replaced with an IBM-1 

translation model. At any point, their system has the option to stop dividing, create a phrasal 

alignment, and receive the IBM-1 translation probability for the phrase pair. Their model 

is quite different from (Wu, 1997); it is a conditional translation model as opposed to a 

probabilistic synchronous grammar, and it models several factors Wu does not, such as the 

probability of whether to split or to use IBM-1, and the probability of selecting a partic­

ular split point. Furthermore, they train the entire model unsupervised using an EM-like 

process. By backing off to IBM-1, they allow many-to-many alignment without having to 

store a potentially overwhelming phrasal translation table. All statistics are word-to-word, 

but the system is trained in a phrasally aware manner.

Yamada and Knight (2001) present a syntactic tree-to-string translation model (§ 2.3.3). 

In (Yamada and Knight, 2002), they take advantage of the hierarchical structure of their 

model to introduce phrases. Their statistical phrase model resembles IBM-3: an English 

phrase generates a fertility I, and then generates I French words independently. They re­

quire a translation table that is phrasal only on the English side. Furthermore, since their 

technique requires an input English parse tree, only sequences that are constituents in the 

English tree are attempted as phrasal translations. Attempted phrases are also limited so 

that phrase lengths would not differ greatly across languages. The model has a choice be­

tween phrasal translation and continued decomposition. Like in (Vilar and Vidal, 2005), 

the phrasal model is incorporated into training.

2.4.4 Inform ation Theoretic M odel R e-estim ation

Melamed (1997) proposed an iterative method to discover non-compositional phrases in 

bitext. A phrase is non-compositional with respect to translation if it is translated differ­

ently than its component words taken alone. To help motivate this phrase discovery task,
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Melamed uses the concept of a “minimum content-bearing unit,” the smallest unit of text 

needed to select an appropriate translation.

Non-compositional phrases are identified using a simple intuition: a joint translation 

model that contains only word-to-word statistics will be less efficient in assigning prob­

abilities than a joint model that is aware of phrases with non-compositional translations. 

Melamed makes this notion concrete by measuring the mutual information (MI) of the En­

glish vocabulary E  with respect to the French vocabulary F  under his joint model:

A model with non-compositional phrasal units should receive a higher MI score, as the 

presence of a phrase means its component words need no longer account for their phrasal 

interpretation, reducing uncertainty. One can formulate the phrase finding task as the search 

for phrases that increase I ( E \ F ) when added to the lexicon. A naive, greedy approach 

would propose a phrase, induce a model where that phrase is always treated as a single 

token, and then compare the MI scores of the models built with and without the phrase. If 

the phrase increases MI, it is added to the lexicon, and the process repeats.

With this framework in mind, Melamed builds up a series of approximations and heuris­

tics to allow intelligent batch additions of phrases. He develops an estimate of how much 

a proposed phrase will increase MI, and then adds phrases with high estimates to his lexi­

con, and induces a new word-to-word model using competitive linking (§ 2.1.2). A credit- 

assignment equation allows him to keep only phrases that contribute to an observed MI 

improvement. To get phrases with more than two words, he uses an iterative process that 

begins by combining pairs of words, but which can also combine the phrases added in pre­

vious iterations. Finally he has the system alternate between which language (E  or F)  is 

being enhanced with phrases, to create phrasal entries in both lexicons. This allows many- 

to-many alignment. For the sake of tractability, only contiguous phrases are proposed, 

though he also considers pairs of words that are separated by one or two function words as 

potential phrases.

This system incorporates the notion of phrases into model construction. Furthermore, 

the statistical model uses a phrasal table for both languages. However, the phrases to be 

considered are selected heuristically. Model estimation uses a Viterbi EM process, which 

is iterative, but only considers the single most likely alignment at any point. Because sen­

tences are re-segmented phrasally before alignment begins, any phrasal alignments natu-

(2 .21)
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rally obey transitive closure. However, this introduces a new restriction, where phrases 

cannot compete with their composite words, they are always treated as a unit.

2.4.5 Joint Phrasal Translation M odel

Marcu and Wong (2002) construct a joint phrasal translation model (JPTM) with all of 

the statistical rigor of the IBM conditional, word-based models (§ 2.1.1). Like the IBM 

models, the JPTM is learned unsupervised from bitext using EM. Though theoretically 

very attractive, this model requires several approximations due to its ambitious alignment 

space and storage requirements.

The joint model is designed according to a straight-forward generative process. First, 

a bag of cepts C  is generated. Each ct e  C  corresponds to a bilingual phrase pair, c, =  

(e,, fi). The phrases are independently permuted in each language to create two sequences 

of phrases. This is similar to the word-to-word joint model for competitive linking (§ 2.1.2). 

Note that phrases are permuted, not words, meaning phrases must be contiguous. Also note 

that the use of cepts guarantees transitive closure. For their Model 1, they assume that the 

number of cepts, as well as the phrase permutation, are drawn from uniform distributions. 

A joint translation distribution P r(ej, f i)  determines which phrase pairs are selected. Given 

lexicon of phrase pairs and a predicate L(e, f ,  C ) that determines if a bag of cepts C' can 

be bilingually permuted to create e and / ,  the probability of a sentence pair is:

With an unconstrained lexicon, this calculation will consider every possible segmentation

ating the contiguous phrasal alignment space. Their Model 2 adds an IBM-2-style absolute 

position distortion model to Model 1.

Reality asserts itself as they begin training the model. A translation table that considers 

all observed phrase pairs in a corpus would be enormous, far too big to fit into memory. 

They restrict themselves to phrase pairs for which the component monolingual phrases 

have been observed at least five times throughout the corpus. Furthermore, no monolingual 

phrase is more than six tokens long. We will refer to these restrictions on possible phrases as 

lexicon constraints. Marcu and Wong provide a Stirling-number-based approximation for 

expectation when all phrase pairs are weighted uniformly, allowing the first E-step of EM to 

be performed quickly. However, after the first M-step, model parameters are non-uniform,

(2 .22)

{ C \ L ( e , f , C ) } LCiGC

of e and / ,  and every possible alignment between those segments. It is completely enumer-
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and during subsequent E-steps, a hill-climbing alignment search is used to sample align­

ment space around a high-probability point for each sentence pair. This heuristic search is 

fast enough to allow them to train on 100K sentence pairs.

Birch et al. (2006) propose a constraint to allow training on larger corpora by restricting 

the phrasal alignment space according to agreement with a high-precision alignment. For a 

phrase pair (e,, f i)  to be considered, any high-precision link beginning in the pair must also 

end within the pair; links cannot straddle phrases. This has the effect of both reducing the 

search space for their hill-climber, and reducing the number phrase-pairs considered within 

their lexicon. The high precision alignments are provided by GIZA++ intersection. We 

refer to this constrained joint model as the C-JPTM. These constraints, along with a faster 

alignment sampling algorithm, allow them to train on 700K pairs.

2.4.6 Phrasal Alignment Review

We have reviewed several approaches for phrasal bitext analysis. Refined heuristic com­

bination, as the most widely available method, remains the defacto standard. There are 

few comparison points between these systems in terms of alignment or translation quality. 

However, in summarizing these methods, we have attempted to call out some qualities that 

are important to phrasal approaches. In this section, we enumerate those characteristics 

explicitly, and conduct a qualitative system comparison.

P Truly phrasal: One multi-token phrase can be completely linked to another.

T Transitive Closure: Any multi-token phrases linked in part must be completely 

linked; if ,/). and fi  are both linked to e*, then any e3 linked to fk  must also be 

linked to fi.

D Discontiguous: Monolingual phrases are not constrained to be contiguous sequences.

L Phrases present in learning: The translation model construction process benefits 

somehow from awareness of phrases.

M Phrasal model: The translation model explicitly contains multi-word phrases for 

both language pairs.

B Bilingual phrase selection: Phrase usage decisions are informed by the availability 

of translations for the phrase.

S Perfect search: The phrasal alignment space can be completely enumerated.

Table 2.2 compares the reviewed systems according to these qualities. A a/  indicates 

that a quality is present. Examining the table, we see that only the syntactic methods allow
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Table 2.2: A qualitative comparison of several phrasal word alignment systems.

System \  Quality P T D L M B S
GIZA++ Union V V y/
GIZA++ Refined V yj y/
Matrix Factorization V V y/ V
Recursive (Wu, 1997) V V V y/ y/
Recursive (Vilar and Vidal, 2005) V V y/ y/ y/
Tree-to-string V V y/ V yj
Ml-based Model Re-estimation y/ V yf y/
Joint Phrasal Model V V y/ y/ yj

perfect searches, and only contiguous methods attempt phrasal learning or phrasal tables. 

In our work, we will not try to overcome either of these rules of thumb. Instead we will fill 

in the logical bottom row of the table, by using a syntactic aligner to conduct a complete 

search with the sound statistical methods from the joint phrasal model (§ 4).

2.5 Discriminative Alignment

Recently, a number of discriminative word alignment methods have been proposed. These 

methods allow arbitrary, overlapping feature representations, but require word-aligned train­

ing data. The use of labeled data is a large departure from the alignment methods we 

have described up to this point, which require only sentence-aligned bitext. The use of la­

beled data is often justified by the fact that the popular unsupervised IBM models used 

in GIZA++ (§ 2.1.1) require a small labeled development set, in order to tune hyper­

parameters. Furthermore, most discriminative methods leverage the strong correlations 

found in large, sentence-aligned bitexts to construct a small set of rich features, allowing 

them to learn discriminatively from very small labeled sets.

Generative models are traditionally difficult to extend with new features because the 

dependencies between features need to be considered explicitly; for example, Brown et 

al. (1993) had to create an entirely different generative story from that of IBM Model 2 

to incorporate fertility into M odel 3. In a discriminative approach, the designer is free to 

include whatever features may prove useful, such as bilingual dictionaries, morphological 

features, or parts of speech, without concern for how features interact.

Most discriminative methods are guided by a feature vector T(.x, y), which describes 

a complete candidate alignment y, built for an input sentence pair x. The best alignment
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under the model is found using some manner of search:

s tr u c t(x ;  w )  =  argm ax^ gy  [w ■ \Er(x , y)\ (2.23)

where y  is the set of all possible structures, and w is a vector that assigns a weight to each 

feature in d' ( x ,y ) .  The goal of discriminative training is to learn a weight vector w  so 

that struct):/:; w)  optimizes some notion of accuracy on a set of labeled training instances 

{(x i>yi)}iLi- Broadly, the learning objective is to have the correct alignments y  receive 

more weight than their incorrect competitors y:

V i , V y i  <E T'i -  { V i }  : w  ■ t y ( x i , y i )  >  w  ■ ■&(X i , y i ) (2.24)

This notion can be fine-tuned with a loss function A (y ,y)  that calculates the structured

distance between an incorrect candidate y  and the correct y. There are four primary design

choices to be made in the construction of a discriminative system:

1. A search algorithm used to find struct (x; w) =  argm axyey [w ■ 'P (.'/;, y)]

2. A feature representation of an alignment ^ (x , y)

3. A discriminative training method used to find a good w

4. A loss function A(y, y)  that determines how closely y  matches y.

Since we employ discriminative training in this thesis, this section reviews a number of dis­

criminative alignment approaches. We pay close attention to the two systems that have most 

influenced our work: Moore’s perceptron aligner (2005b) and Taskar et al.’s discriminative 

matching system (2005). Following the review of discriminative aligners, we briefly review 

our chosen discriminative training method, SVM Struct (Tsochantaridis et al., 2004).

2.5.1 Perceptron Alignment

Perhaps the most straight-forward discriminative word-alignment system, the perceptron 

aligner (Moore, 2005b) uses an averaged perceptron (Collins, 2002) to weight features in 

an alignment beam search. It is a natural extension of the more complex competitive-linking 

approaches (Cherry and Lin, 2003; Moore, 2005a), which are similar, despite employing  

non-discriminative feature-weighting schemes.

The search to find y = struct):/;; w)  is handled by a beam search. Links are added 

one-by-one to an initially empty alignment hypothesis. Each hypothesis is assessed as a 

complete alignment, and the highest scoring alignment found during the search is returned 

as y. The main advantage of this heuristic search is that each alignment hypothesis is
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fully aware of all the links it contains, which allows for interesting features regarding link 

interaction. However, the beam search is not guaranteed to find the optimal solution to the 

argm ax in (2.23).

The feature representation \D(x, y) broadly covers the main features of the IBM trans­

lation models: lexical translation affinity, distortion, and fertility. Like in competitive link­

ing (§ 2 . 1 .2 ), bilingual lexical affinity is measured by a score assigned to word pairs (e, / ) .  

This score is provided by conditional link probability mined from a large sentence-aligned 

corpus, which has been automatically word-aligned by an earlier version of the perceptron 

aligner. The value of this feature for a complete alignment y is the sum of scores for all 

links in y. A distortion feature measures non-monotonicity by counting the number of times 

links cross backwards over themselves. A fully monotonic alignment displays no concept 

re-ordering. Fertility is monitored by features counting the number of one-to-many links, 

with another feature counting the number of words that are left unaligned. Many-to-many 

links are not allowed. New features are added in (Moore et al., 2006), including lexical 

features that directly indicate if specific word-pairs are linked in the current hypothesis.

The weight vector w  is learned using an averaged perceptron. This is an online learning 

method that iterates through examples in the 2 0 0 -sentence-pair, word-aligned training set 

{ (x t , yi)} f=\■ For each training example, the learner runs the alignment search with the 

current w, and the search returns fji =  struct(x,;; w). After each search, w  is updated to 

prefer the correct yt over an incorrect y:

w  <- w + 'b (x i ,y i) - ' b ( x i , y i) (2.25)

The algorithm cycles through the training set until w  converges. To increase robustness, 

the algorithm ultimately returns the average of all weight vectors seen throughout training. 

This learning method provides no mechanism to specify a loss function A (y, y), but a 0-1 

loss that assigns an equal penalty to ally  ^  y  is employed implicitly.

2.5.2 Discriminative Matching

The discriminative matching system (Taskar et al., 2005) replaces Moore’s beam search 

with the weighted bipartite matching algorithm (West, 2001), and replaces perceptron train­

ing with a large margin structured classifier that allows a structured loss function A (y, y). 

This more mathematical approach to discriminative alignment leads to both strengths and 

weaknesses with respect to the perceptron aligner, which are highlighted below.

The search to find y =  struct (.i; w) is handled by the bipartite matching algorithm.
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This algorithm inputs a bipartite graph that has a node for each token in the sentence pair, 

with edges connecting every French node to every English node. Values v(ej,  f k )  on edges 

indicate the affinity for linking the corresponding token pair (e j , f k ) ■ The bipartite matching 

algorithm finds a one-to-one matching that maximizes the sum of edge values. Edge values 

are set according to the features i > ( e j ,  f k ; ) of the edge: v(ej,  f k )  =  w -  fk'-, x i ) -  The

matching algorithm is a complete search; that is, struct(x ; w )  always returns the highest 

scoring y  for the current w. However, this search does come with some representational 

restrictions: it can only produce one-to-one alignments, and potential links ( e j ,  f k )  must 

be scored before alignment begins, eliminating the possibility of monotonicity or fertility 

features. Both of these shortcomings are addressed in (Lacoste-Julien et al., 2006), which 

makes use of the linear programming formulation of bipartite matching (Papadimitriou and 

Steiglitz, 1998, pg. 248) to extend the search and learning algorithms at some computational 

cost. Note that Moore’s beam search suffers from neither of these restrictions, but is also 

not guaranteed to return an optimal alignment.

The feature vector \D(x, y) is the sum of the features of y ’s component links: T):/;, y) = 

Yl(ej fk)tky -fk',x )- The features on individual links include a lexical translation 

score that assess the word-pair (e j , f k ) based on their bilingual correlation, a distortion 

penalty given by the absolute difference between the indices j  and k, and a number of mor­

phological and lexical features. A final feature indicates if a potential link was included 

in the alignments output by IBM Model 4 as trained by GIZA++, which significantly im­

proves their results. More details on a similar feature set are provided in § 5.4.4, where we 

re-implement their system. Later in (Lacoste-Julien et al., 2006), they add new features that 

are not tied to specific edges, and which help assess fertility and monotonicity.

The objective of their learning method is to find a w that assigns the correct alignment 

y  a higher score than all incorrect alignments y. A large margin objective that accomplishes 

this goal while allowing for some misclassifications is one that find a w  that minimizes the 

impact of the worst alignments:

N
min m&x[w ■ ^ ( x i , y i )  + A(y i , y i )  -  w ■ ^ ( x i , y i ) \  (2.26)

\ \ W \ \ < 1  r ^ V i ^ y *

Note that the worst alignments y  have high scores w ■ W(x, y), and are distant from the 

correct answer y according to the structured loss A (y, y). 7  is a regularization parameter 

on the size of w. For A (y, y), they use a Hamming loss function that counts missed and 

incorrect links in y, because this loss decomposes nicely over links. The w  that minimizes

(2.26) can be found by applying the extra-gradient method (Taskar et al., 2005) to the linear

50

R e p ro d u c e d  with pe rm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



programming formulation of weighted bipartite matching. The application of this learning 

method depends on specific characteristics of the search algorithm that allow the learning 

objective to be factored. This tightly couples the learning method to the search. In con­

trast, the perceptron in (Moore, 2005b) requires only the output of the search, allowing the 

designer to freely switch search algorithms.

2.5.3 O ther D iscrim inative Solutions

There have been a host of other proposals for discriminative solutions to word alignment 

in the past two years. We outline a number of them here, beginning with probabilistic 

approaches, and then moving on to others that are more difficult to categorize.

Two early discriminative aligners are powered by maximum entropy learning (Liu et 

al., 2005; Ittycheriah and Roukos, 2005). In these cases, the normalizing term required by 

maximum entropy is approximated by sampling high-scoring alignments, making the sys­

tem more similar to a if-best re-ranker. Liu et al. use a greedy search driven by the IBM 

Model 3 score of the candidate alignment and several linguistic features. Meanwhile, Itty­

cheriah and Roukus use a number of probabilistic models inspired by the alignment HMM, 

along with features specific to handling unsegmented Arabic, in a beam search. Refining 

these ideas with a more principled approach, Blunsom and Cohn (2006) implemented the 

alignment HMM (§ 2.1.1) as a Conditional Random Field (CRF). This framework uses the 

Viterbi algorithm for search, the forward algorithm to calculate the exact normalization 

term, and forward-backward to calculate marginals that are necessary during training. They 

employ a feature set similar to those of (Moore, 2005b; Taskar et al., 2005), but include 

first-order features made available by the HMM’s algorithmic structure. As probabilistic 

methods, none of these solutions make use of a structured loss function A.

Fraser and Marcu (2006b) learn their weights w  with the Minimum Error Rate Train­

ing (MERT) system commonly employed for machine translation decoding (Och, 2003). 

MERT requires a search that returns a if-best list of alignment candidates. Their learn­

ing framework allows them to use a weighted F-measure, which is known to correlate well 

with translation quality, for their A (y, y). They use an interesting feature set, breaking IBM 

Model 4 into a number of component models to be re-weighted. Their search is an improved 

version of GIZA++’s local search, augmented with a priority queue and transposition table. 

Finally, they iterate multiple times between feature construction (where features are built 

by taking statistics from an automatically word-aligned corpus) and discriminative training, 

hoping that improvements in one will improve the other.
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Ayan et al. (2005) do not use a structured learning method at all to do discriminative 

alignment. Instead, they break the problem down into n 2 classification problems, where 

each link is independently classified as present or absent. A multi-layer neural network 

is learned on these independent instances. What makes their system work is their use of 

structured features. Their method is intended only for alignment combination, so entire 

noisy alignments are included as input for a given sentence pair. Features for a particular 

link decision indicate which input alignments include the link, and provide information 

regarding the link’s neighborhood in the input alignments.

2.5.4 SV M  for Structured O utput

To discriminatively train our alignment systems, we adopt SVM Struct, 4  the Support Vector 

Machine (SVM) for Structured Output (Tsochantaridis et al., 2004). We have selected this 

system because we feel it strikes a strong middle ground between the averaged perceptron 

in § 2.5.1 and the large margin approach in § 2.5.2. Like an averaged perceptron, the search 

and learning algorithms are decoupled; we are free to select any search and feature repre­

sentation so long as we can compute the argm ax in (2.23). Like discriminative matching, 

SVM Struct incorporates structured loss and a large margin objective. We summarize the 

learning mechanism briefly in this section, but readers should refer to (Tsochantaridis et al., 

2004) for more details.

As in all structured learning methods, our ultimate objective is to find a weight vector w 

that separates the correct y  from all incorrect y. SVM Struct employs a soft-margin learning 

objective for w  that is similar to (2.26), which can be formulated as a quadratic program:

Vi : 'iyi e y i -  {yi} : [w - ^ { x h yi) -  w ■ 'S>(xi , y i) > A(y i , y i )  -  &]

The constraints in (2.28) specify that the correct y must score higher than every incorrect y 

for all training instances. Furthermore, the size of the required margin is determined by the

low the learner to build incorrect alignments at a penalty. The quadratic optimizer attempts 

to minimize this penalty, along with the size of w, under these constraints. The trade-off

4At http://svmlight.joachims.org/svm_stract.html
5Though Tsochantaridis et al. (2004) provide two ways to incorporate loss into the SVM  objective, we use 

margin re-scaling. We find it to be more modular than its alternative, slack re-scaling.

mm- (2.27)

s.t. V/ : >  0 (2.28)

structured loss A(y, y).5 A slack variable is introduced for each training example, to al
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between training accuracy a°d generalization to unseen data (|j'u7||) is determined

by the regularization parameter 7 .

The quadratic program in (2.27) cannot be solved directly, because (2.28) provides one 

constraint for every possible structure for every training example. Enumerating these con­

straints explicitly is infeasible. Faced with the same problem, Taskar et al. (2005) applied 

the extra-gradient method to a linear programming formulation of their search. We wish 

to use searches that do not necessarily have such a formulation. Fortunately, SVM Struct 

employs an online training method that requires only a solvable argmax, and is agnostic 

regarding how the search is performed.

In reality, only a subset of the constraints on w  are necessary to achieve the objective in

(2.28). Re-organizing (2.28) produces:

Vi : Vj/i e y i -  {yi} : [ € i > w -  yi) +  A {yi,yi) -  w ■ ^ (x j, yi)) (2.29) 

which is equivalent to:

Vi :

where cost, is defined as:

& >  m ax costly*; tt?) (2.30)

cost i{yi\w)  =  w • ^ (X i,y t ) +  A  (yi,yi)  -  w ■ ^ ( x i ,  yi)

Provided that the max cost structure can be found in polynomial time, we have all the 

components needed for a constraint generation approach to this optimization problem. 

We can guarantee that the max cost search is feasible by choosing a decomposable loss 

function A(y, y), such as Hamming distance, and applying our original structured search 

to a loss-augmented formulation of the problem . 6

Constraint generation places an outer loop around an optimizer that minimizes (2.27) 

repeatedly for a growing set of constraints. It begins by minimizing (2.27) with an empty 

constraint set in place of (2.28). This provides values for w and £. The max cost structure

y =  axgmax^ey^ {y.}costi(yf,w)

is found for the first training pair (x,, y, ) with the current w. If cost,(y; w) > then this 

represents a violation of the complete constraints in (2.30),7 and a new constraint of the form 

>  costj(y; w)  is added to the constraint set. The algorithm then iterates: the optimizer

6With a K -best list formulation o f the structure search, we can easily apply any loss function, but we are 
trying to make as few assumptions about the search as possible.

7The test c o st i ( y \ w ) >  &  is usually approximated as c o s t ly ;  w)  >  & +  e for a small constant e.
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minimizes (2.27) again with the new constraint set, and solves the max cost problem for 

i = i +  1  with the new w, growing the constraint set if necessary. Note that the constraints 

on £ change with w, as cost is a function of w. Once the end of the training set is reached, 

the learner loops back to the beginning. Learning ends when the entire training set can 

be processed without needing to add any constraints. It can be shown that this will occur 

within a polynomial number of iterations (Tsochantaridis et al., 2004), providing a w that 

satisfies the original soft margin objective.

2.6 Decoding Algorithms

Up until this point, our review has focused on word alignment; the reviewed material has 

been described in the context of the analysis of bitext. However, word alignment is seen 

by most to be only a knowledge acquisition task, intended to fuel the real goal, statistical 

machine translation. In fact, many of the models described in the past sections, such as the 

IBM models or GMTG, were conceived with translation as their primary purpose. Recently 

there have also been many proposed solutions for the decoding problem in SMT, which is 

the task of finding a target sentence that maximizes the score of a translation model for 

a given source sentence. Almost all of these decoders use GIZA++ word alignments to 

collect statistics for alternate translation models, tailored to their specific approach to the 

decoding search. In this section, we review a number of decoding techniques. We first focus 

on the standard phrasal SMT decoder, as our translation contributions will take the form of 

extensions to this system. We then briefly describe a number of syntactic decoders, which 

share some properties with our cohesive decoder described in § 6 .

2.6.1 Phrase-based Statistical M achine Translation

Phrase-based statistical machine translation (Koehn et al., 2003) is the current dominant 

decoding framework. The idea is to build a phrase-based translation model P r ( / |e )  from a 

word-aligned bitext, and to decode with multi-word, contiguous phrases as the base unit of 

translation. These phrasal units provide several advantages over word-based decoders:

1. Context-specific or non-compositional translations are handled naturally.

2. Local re-ordering phenomena for frequent cases are handled by memorizing move­

ment within phrases.

3. Insertion and deletion are handled by linking smaller phrases to larger phrases. No 

explicit modeling of insertion or deletion is required.
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cars

red •

likes i

He '■ "

ii aime les voitures rouges

Figure 2.11: A number of phrases that could be extracted from a fixed alignment.

The translation model P r ( / |e )  is constructed using a heuristic phrase extraction process, 

which we will refer to as the surface heuristic. First, all consistent bilingual phrase pairs 

{ei i f j )  are extracted from each word-aligned sentence pair in a large bitext. A phrase pair 

(e,, f j ) is consistent with a word alignment A  if:

•  There is at least one link (e^, //)  G A  such that G ei  and /; 6  f :] and

• If there is any link ( e ^ , ./)) G A  such that ep. G et , then f i  G f j .  Similarly, if fi G f j

then efc G e,.

The first requirement asserts that there must be at least one word-to-word link connecting 

the phrase pair. The second asserts that any link beginning in the pair must also end in 

the pair. Unlinked tokens can freely attach onto any neighboring phrases. For example, 

Figure 2.11 shows six of the eleven extractable phrase pairs from the displayed alignment, 

using boxes to represent phrases. Four are word-to-word correspondences, the sort of statis­

tics that would be tracked by IBM-1, but we also observe the pairs (“les voitures”, “cars”) 

and (“he likes”, “il aime”). Larger phrases are possible, including one that simply mem­

orizes the entire sentence pair. Each extracted phrase pair is counted once, and counts 

count(Ei, f j )  are compiled throughout the corpus. Then a conditional translation model 

over phrases is constructed using:

count(ei, fk)
(2.31)

At decoding time, if we are translating the French /  into English, first all phrase pairs 

(fi,;, f j )  such that f j  & f  are loaded into memory. Substrings of the French sentence are 

consumed as the English sentence is constructed from left to right using the English halves 

of the corresponding phrase-pairs. The process stops when each French token has been 

used exactly once. The decoder generally takes the form of a beam search, which maintains 

several priority queues of incomplete translation hypotheses, which are explored in best-first
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order. Each hypothesis tracks the current partial English translation, and the list of French 

tokens that have been covered by this translation. Both partial and complete hypotheses are 

scored according to a generalization of (2 .1 ) on page 1 0 .

Recall that the original motivation of statistical machine translation was to return a 

translation that maximized the product of translation and language models:

translation(f)  =  argm aX gPr(e|/)
=  a rg m a X g P r (/je )P r (e )

The phrase-based decoder described above provides an alternate, phrasal formulation for 

P r ( / |e ) . Because the decoder builds the English hypothesis from the left-to-right, one can 

easily apply an iV-gram language model P r(e). It was pointed out in (Och and Ney, 2002)

that the noisy-channel model could be generalized to a log-linear framework, where:
" K

^  Akhk{e, / )
_fc=l

and hy is understood to be a vector of feature functions, and Af provides weights on 

those features. We can recover the noisy channel model in this framework with K  =  2, 

hi = lo g P r( / |e ) , h 2 =  logPr(e) and Ai =  A2  =  1. Och and Ney (2002) demonstrated 

that the A weights could be set to create more accurate translations using a discriminative 

training method, such as Maximum Entropy. Later, Och (2003) developed a method known 

as Minimum Error Rate Training, or MERT, to set the weights in order to maximize BLEU 

score, the primary translation evaluation metric.

In addition to allowing discriminative weighting, the log linear scoring model for SMT 

allows the inclusion of new feature functions. The standard feature package as defined by 

the SMT Workshop baseline system (Koehn et al., 2005) is as follows:

Language model We will generally assume a single 3-gram language model; Many com­

petition systems include multiple language models, and include higher order lan­

guage models, such as 5-grams, or vary the domain of language model training data.

Translation models Modem decoders generally employ at least four translation models. 

Two are phrasal models as described in (2.31). These characterize P r(/|e ) and 

P r(e |/)  respectively based on the observed frequencies of consistent phrases in the 

training bitext. Two other translation models, Priex( f\e)  and Pr;ex(e |/)  provide lex­

ical weighting. These are designed to indicate if the phrase-pair in question has a 

strong word-to-word explanation. Two formulations for lexical weighting are com­

mon, one that considers observed word alignments (Koehn et al., 2003), and another 

that uses unnormalized IBM-1 probability (Vogel et al., 2003).
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C)

i i+ 1 i i+ 1 i i+1

 e  ►  e -------►  e -------►

Figure 2.12: Three possible orientations of the grey block ei+\\ (a) straight, (b) inverted 
and (c) disjoint.

Distortion penalty When adding a phrase e* to the current hypothesis, one can determine 

distortion according to the distance of the source phrase /;  from the source of the 

previously translated phrase f i~ \ .  The sum of these HMM-like absolute positional 

differences provides a value that grows with the amount of re-ordering.

Word and Phrase counts Finally, two features count the number of words used in the 

English translation, and the number of phrases used to create this translation. The 

former can be used to penalize longer translations, or to give them a boost, off-setting 

the language model’s default preference for shorter translations. The latter can be 

used to express a preference for translations that involve fewer phrases, and therefore, 

leave less work for distortion and language models.

Many other possible features can be employed. A large number of syntactic features were 

explored in an A-best re-ranking setting in (Och et al., 2004), but most of these were not 

deemed to be sufficiently effective to offset the computational cost. This work also indicated 

that the MERT algorithm is prone to over-fitting when given too many features. Even so, all 

of the decoders that we describe in this section also make use of log-linear feature models, 

tuned with MERT.

Another potentially useful feature is a more complex, data-driven distortion model, de­

scribed in (Tillman, 2004; Koehn et al., 2005). This model maintains a probability distribu­

tion over the possible orientations a phrase-pair can exhibit with respect to its previous target 

phrase. These orientations are usually straight, inverted or disjoint, as shown in Figure 2.12. 

Parameters for the distribution are determined by counting the orientations observed in an 

aligned bitext. The distribution is conditioned bilexically, on both the target phrase and its 

source phrase. The contributions of these distributions are re-weighted by minimum error
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rate training during tuning. Lexicalized re-ordering models are already implemented in the 

Moses decoder (Koehn et al., 2007), and are considered important enough to include in 

competition-grade translation systems (Koehn et al., 2005).

Regardless of the features used in scoring hypotheses, phrase-based decoders build their 

English translations from left to right, consuming and translating French phrases with each 

addition to the growing hypothesis. The order in which French phrases can be consumed de­

termines the re-orderings allowed by the decoder. Standard phrase-based decoders (Koehn 

et al., 2003) allow limited string-based re-ordering, where the translation is only allowed to 

perform fixed deviations from the default monotone order, as determined by a distortion 

limit. This limit dictates how far the decoder can progress, moving from left to right through 

f i , after it has skipped over some source word fi ,  leaving it to be translated later. With a 

distortion limit d, the decoder can translate up to f l+d before it has to double back and cover 

fi .  Completely monotone dynamic programming methods, which allow no re-ordering at 

all, have been shown to work for close language pairs, like English-French. These meth­

ods rely on having any necessary re-orderings captured inside their phrases (Zens and Ney, 

2004). The ITG re-orderings can also be applied to SMT decoding, resulting either in a 

search that behaves like a parser (Wu, 1996; Huang et al., 2005), or a re-ordering constraint 

on standard left-to-right beam decoding (Zens et al., 2004). Recently, the notion of phrases 

has been extended to hierarchical phrases (Chiang, 2005). In this case, phrases can contain 

place holders for other phrases. This has the interesting result of allowing context-specific 

movement. This approach introduces the theory and structure of synchronous CFGs to the 

decoding process, with no linguistic syntax present during alignment or model construction.

2.6.2 Syntactic Preprocessing

One straight-forward method to reduce the impact of concept movement on phrase-based 

SMT is to re-order the input sentence. The hope is that in doing so, one might create a 

source sentence with word order that is already similar to the target word order. IBM’s orig­

inal statistical decoder employed some pattern-based preprocessing, where certain English 

constructions were re-ordered deterministically to more closely resemble French (Berger et 

al., 1994). We briefly discuss two approaches with similar goals, but which re-order the 

source sentence by manipulating its parse tree.

Xia and McCord (2004) apply automatically-derived rules to a source parse tree in order 

to re-order the source sentence. The rules are learned from word-aligned bitext, by inferring 

syntactic transformations based on movement observed in the word-alignment. The rules
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are applied before both training and testing, but otherwise their phrasal SMT infrastructure 

remains the same. They found that in order to get meaningful improvements, they had to 

disable the decoder’s internal movement capabilities; that is, the only movement that occurs 

during translation occurs during syntactic pre-processing.

Collins et al. (2005) present another pre-processing approach to adding syntax, but they 

target a specific language-pair, German-English. Their transformations are not derived from 

data; instead, they apply a small number of linguistically-motivated clause re-orderings to 

German input, in order to make the German word-order more like English. They were able 

to show substantial improvements in translation quality, but the work is highly dependent 

on the German-English language-pair.

The above methods adopt a sort of pipeline approach to the use of syntax in SMT. Syn­

tax is applied first, then translation happens. This approach uses only a one-best syntactic 

re-ordering, which is not informed by the translation model in any way. The methods re­

viewed in the remainder of this section adopt syntax as a primary assumption, incorporated 

fully into the translation model, and optimized jointly during translation.

2.6.3 D ependency-based Statistical M achine Translation

Some approaches use techniques that are similar to those of phrasal SMT, but with a de­

pendency tree in place of a flat string for input. These methods traditionally translate En­

glish into other languages. Lin (2004) presents a method that learns from a word-aligned 

English-French bitext, with parse trees provided for the English half. The alignment is used 

to project a dependency tree onto the French half of the training corpus. A translation model 

is learned to track how paths in the English dependency tree becomes paths in the French 

tree. Decoding begins by parsing the English input sentence. Then the English halves of the 

learned path pairs are used to build a highest-weight path covering of the input dependency 

tree, which in turn specifies a French translation. Re-ordering decisions, when they are not 

specified by the selected paths, are resolved deterministically with a heuristic.

Quirk et al. (2005) follow a similar approach with some marked differences. They ex­

tend the notion of path pairs to treelet pairs, where a treelet is any connected portion of a 

tree. They also learn a re-ordering model to assign probabilities to permutations of a par­

ent’s children, as in (Yamada and Knight, 2001), however they use a decision tree in place 

of table look-up. At decoding time, all treelet coverings of an input tree are attempted using 

a decoder with a parser-like structure. The process is similar to the tree-substitution gram­

mars described in (Eisner, 2003). A log-linear model incorporating an 7V-gram language
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model, the treelet translation model, the decision-tree re-ordering model, and a number of 

other features borrowed from phrasal SMT, is used to rank candidate translations.

2.6.4 Tree Transducers

The string-to-tree decoder described in (Yamada and Knight, 2002) transforms a French 

input string through a parser-like process into an English tree. It is guided by the tree-to- 

string translation model in (Yamada and Knight, 2001). However, the child re-ordering, 

node insertion, and leaf-translation operations used by that model are only a subset of the 

operations available to a broad class of machines known as tree transducers (Graehl and 

Knight, 2004). Using this more general formalism allows the decoder to have access to 

operations that are substantially more powerful than child re-ordering, as rules can now 

operate on larger tree fragments than local trees.

The translation rules used in these transducers are learned from aligned bitext, where the 

English side has been parsed (Galley et al., 2004). The manner in which the alignments are 

interpreted is quite interesting. The alignments are viewed as a byproduct of a generative 

process that creates the English tree from the observed French string using tree transducer 

operations. If during a single step in the transducer derivation, a French word is deleted at 

the same time an English word is created, then those two words are linked in the alignment. 

Using this interpretation and a fixed word alignment, one can derive the operations that 

must have been used to generate the English from the French. Like in phrasal SMT train­

ing, alignments serve to limit the number of possible derivations, but several compatible 

derivations may be possible for a given alignment. These rules can affect several French 

tokens at the same time, giving this approach many of the advantages of phrasal SMT.

A tree transducer decoder has a parser-like structure. As in the original string-to-tree 

system, a French source string is transformed into a target English tree. Like in most suc­

cessful phrasal decoders, it is possible to incorporate a number of helpful features into the 

translation scoring system using a log-linear model. It has been shown that decoding can 

be made more efficient by binarizing the transducer rules using intuitions from ITG pars­

ing (Zhang et al., 2006). This increases translation quality by allowing language model 

probabilities to be integrated into the search. It has also been shown that one can run the 

transduction process in reverse; Huang et al. (2006) use the same transducer-rule extraction 

infrastructure to learn rules for syntax-directed decoding. In this case, the source sentence is 

parsed, and then transformed by a tree transducer into a target language string. This work is 

similar to the dependency-based approach (Quirk et al., 2005), but it uses constituency trees
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in place of dependency trees, and uses probabilistic transducer rules in place of specialized 

decision-tree order models.
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Chapter 3

Evaluation Metrics

In the coming chapters, we present and then test a number of novel methods for model­

ing, alignment and translation, all of which take advantage of syntactic restrictions on the 

movement that can occur during translation. We evaluate our systems according to two main 

criteria. The first, alignment quality, measures a word-aligner’s ability to match manually- 

created gold-standard alignments. The second, translation quality, measures the ability of a 

translation system to match a human reference translation for the same input sentence.

3.1 Alignment

Automatic word alignment is generally evaluated by comparison to gold-standard word 

alignments created by bilingual humans. Unfortunately, due to the nature of human trans­

lation, alignment can be an ambiguous task, where annotators do not always agree. To 

account for this, gold standards are often annotated with both sure and possible links (Och 

and Ney, 2003). The sure set 5  is used when multiple annotators feel confident about a 

particular link. The possible set P  is used for other cases, where annotators are unsure or 

disagree. Any sure link is also possible (S  C P). Alignment results are reported in terms 

of precision, recall, F-measure and alignment error rate or AER.

•  Precision is the proportion of guessed links that are possible:

Prec (A ,P ) =  l ^ p i

• Recall is the proportion of sure links that were found:

r<*(As) = !F F !
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•  Balanced F-measure is an unweighted combination of precision and recall:

F (A 9 P)  =  2 - Prec ( A P ) - R e c ( A, S )
1 j Prec(A ,P)  + R e c (A ,S )

•  AER is an alternate synthesis of precision and recall. Lower error rates are better:

a f p m  q p \  i 1-4 n  P | +  |A n  s |A E R ( A , S , P ) - 1  ------

Since its introduction in (Och and Ney, 2000a), AER using sure and possible links has been 

the primary method used to report alignment quality.

A recent report by Fraser and Marcu (2006a) has criticized AER as an alignment-quality 

metric. Spurred by evidence indicating that alignment quality does not correlate with trans­

lation quality, they point out problems with AER, and propose alternatives. In particular, 

they show algebraically that AER does not penalize unbalanced precision and recall in the 

same way as balanced F-measure. This can lead AER to prefer alignments that link infre­

quently and thereby achieve high precision. Balanced F-measure is shown experimentally 

to correlate slightly better with alignment quality. Furthermore, a gold standard created 

according to the Blinker annotation guidelines (Melamed, 1998), using only sure links 

(5  =  P ), is shown to provide F-measures that have far greater correlation with transla­

tion quality. Finally, they show that by weighting F-measure to prefer either precision or 

recall, they can further increase correlation. However, the required precision-recall trade­

off appears to vary according to the language pair, the data set, and most disappointingly, 

the amount of available training data.

Informed by this report, we generally report balanced F-measure in addition to AER. 

We also produce our own test set labeled using the Blinker guidelines and only sure links, 

described in § 4.4.1. However, we do still believe that there is value in reporting intrinsic 

alignment quality. Therefore, we do not go so far as to report weighted F-measure, because 

these weights appear to depend on specifics of the training data and the translation decoder. 

When it is relevant, we report the translation scores achieved when our alignments and 

models are used to produce translation models for decoding.

3.2 Translation: BLEU

As indicated above, an alternate method for evaluating word alignment is to measure the 

translation quality of an SMT system trained using the alignment. Of course, translation 

quality is also relevant to approaches that only affect end translation output, such as our
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cohesive decoder (§ 6). Our translation results are reported using BLEU score (Papineni et 

al., 2002). BLEU score is a precision-based metric that is calculated by comparing system 

translations to human-created reference translations. The unit of comparison is the number 

of matching A’-grams for several values of N.

Formally, BLEU works with modified Ar-gram precision values. This counts the num­

ber of AT-grams in the system translation that match an Ar-gram from the reference, where 

each reference A,T-gram is allowed to be used at most once. We represent this modified 

match count with match(ng-, tr, tr') for a specific Ar-gram ng, a reference tr and, a system 

translation tr'. Precision for a particular value of N  using a collection of K  single-reference 

translation examples is given by:

Since BLEU is precision-based, to limit the ability to game the system by reporting only 

short, precise translations, a multiplicative breadth penalty is applied. This penalty punishes 

translations that are too short by comparing the complete system translation length to the 

reference length. Given c = JA  j t/rl | and c' = | tr) |, the breadth penalty is:

The BLEU score itself is a geometric mean of iV-gram precision values for N  = 1 . . .  4, 

modified by the breadth penalty:

Note that BLEU scores are calculated over the entire test set; the score does not decompose 

nicely over individual sentence pairs. However, one can estimate a sentence’s contributions 

to both N -gram precision and the breadth penalty for the sake of technologies like minimum 

error rate training (Och, 2003). We report 100 • B L E U  as our metric of translation quality. 

Formulations of BLEU that use multiple reference translations exist, but all of our test sets 

only have single reference translations.

The BLEU metric has its own set of problems that we will not begin to address in this 

thesis. Conventional wisdom, discussed in (Callison-Burch et al., 2006), states that BLEU 

is best employed in the comparison of several similar systems that are trained and tested 

under the same setting. In isolation, a BLEU score is not a particularly useful measurement 

of translation quality, but it does provide an effective measurement of improvement over a 

related baseline.

S £ o  'L{ng\ng&r'v len{ng)=N} match(n9) trj, tr)) 

’̂2i=0^2{ng\ng&tr'i ,len(ng)=N} COUTlt^ng, tr j)

if c' < c 
otherwise

B L E U  = B P  ■ exp I logPrecjy
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Chapter 4

Phrasal ITG

In this chapter, we present, discuss, and test our phrasal ITG, an extension to the inversion 

transduction grammar described in § 2.2. We have already emphasized the importance of 

phrasal analysis and described several competing techniques in § 2.4. Among those tech­

niques, the joint phrasal translation model, or JPTM, appears to be the most promising; it 

uses the same statistical rigor that has been successful in IBM’s word-to-word approaches, 

but replaces words with phrases as the primary unit of alignment and translation. Unfor­

tunately, the phrasal nature of the JPTM’s models introduces algorithmic complications 

far earlier in the modeling process than in its word-based brethren. The joint problem of 

segmenting text into phrases and aligning those phrases ties phrasal alignment decisions to­

gether, and this lack of independence between decisions makes finding efficient algorithms 

difficult. The simplest JPTM must use approximate hill-climbing and sampling methods to 

collect its expectations for EM, where its word-to-word equivalent, IBM-1, has an efficient 

0 ( n 2) algorithm. However, independence can be re-introduced by adopting the context- 

free assumptions inherent in an ITG. As an ITG divides the sentence pair into nested con­

stituents or blocks, the alignments inside a block become independent of any alignments 

outside the block. Therefore, at the cost of enforcing the ITG constraints for concept re­

ordering, our phrasal ITG will gain efficient algorithms for both search and expectation, 

while retaining all of the modeling advantages of the JPTM.

One of the advantages of joint phrasal modeling is the ability to extract a phrasal trans­

lation lexicon directly using EM, without ever committing to a single alignment. The hope 

is that by inferring global distributions over phrasal alignments, rather than extracting con­

sistent phrase pairs from each sentence pair independently, we can produce a smaller, more 

accurate phrase table for phrasal decoding. We refer to this table construction problem as 

translation modeling, and consider it to be distinct from, but related to word alignment.

65

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



c a l m e z l  v o u s  

a) A-»[AA]
c a l m o z

b) A-h

v o u s

<AA>
c a l m e z l  v o u s

c) A -*e /f

Figure 4.1: Three ways in which a phrasal ITG can analyze a multi-word span or phrase.

This chapter describes several algorithmic contributions. First and foremost, we present 

a phrasal ITG trained using the inside-outside algorithm. Secondary contributions include a 

fixed-link pruning method to scale up the phrasal ITG, and a non-compositional constraint 

to improve alignment quality by encouraging small, intuitive phrasal links. We begin by 

describing our phrasal ITG in § 4.1. We follow this in § 4.2 with a qualitative comparison 

to the JPTM, which will also highlight and address weaknesses introduced by the ITG for­

malism. In § 4.3, we describe how our phrasal ITG can be used both as a phrasal translation 

model and a phrasal word alignment technique. § 4.4 describes our experiments testing the 

new model, and discusses our results.

4.1 Adding Phrases

This section uses the ITG formalism to implement something similar to the joint phrasal 

model of translation or JPTM (§ 2.4.5). We do so by defining a phrasal ITG that will be 

trained unsupervised using the EM algorithm. ITG parsing and inside-outside algorithms 

consider every bitext span of a sentence pair, and each of these spans corresponds to a 

bilingual phrase pair. In normal ITG processing, each multi-token span is analyzed in terms 

of how it could be built from two smaller spans using a straight or inverted production, as 

illustrated in Figures 4.1 (a) and (b). To extend ITG to a phrasal setting, we add a third 

option for span analysis: that the span under consideration might have been drawn directly 

from the lexicon of translation pairs. This option can be added to the bracketing grammar 

in (2.10) by altering the definition of a terminal production to include phrase pairs (e, / ) :

A -> [AA] | (AA) | e / f  (4.1)

This third option is shown in Figure 4.1 (c). Viewed from the top-down, ITG parsing can 

be interpreted as divide-and-conquer word alignment (Vilar and Vidal, 2005), dividing the 

initial sentence pair into smaller and smaller phrase pairs that are processed recursively.
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I I \ I I I
t a k e  &  t i m e  t o  c a l m  d o w n

I I \ \  \ x \
p r e n d r e  l e  t e m p s  d e  v o u s  c a l m e r

Figure 4.2: Example of a phrasal ITG decomposition.

This modification allows us to stop dividing early, proclaiming a phrase to exist without 

need for further explanation.

We can extend the canonical bracketing grammar in (2.11) just as easily by modifying 

the behavior of the pre-terminal C. The modified grammar becomes:

S A | B | C
A -  [AB] | [BB] | [CB] | [AC] | [BC] | [CC]
B -► (AA) | (BA) | (CA) | (AC) | (BC) | (CC) y ’
C -  e / f

The model implied by (4.2) can be trained using the inside-outside algorithm and EM, as 

described in § 2.2.3. Figure 4.2 shows a phrasal alignment of a English-French sentence 

pair, and its corresponding canonical ITG decomposition.

Our approach differs from the previous attempts to use ITGs with phrases (§ 2.4.3), 

because of its use of EM to train a phrasal lexicon. Wu (1997) used a binary bracketing 

ITG to segment a sentence while simultaneously word-aligning it to its translation, but the 

model was trained heuristically with a fixed segmentation. Vilar and Vidal (2005) used 

ITG-like dynamic programming to drive both training and alignment for their recursive 

translation model, but they employed a conditional model that used IBM-1 phrase scores in 

place of a phrasal lexicon.

4.2 Comparison to Joint Phrasal Translation Model

Our phrasal ITG is quite similar to Marcu and W ong’s joint phrasal translation model, or 

JPTM (§ 2.4.5). Both models are trained with EM, and both employ generative stories that 

create a sentence and its translation simultaneously. The similarities become more apparent 

when we consider the particulars of (4.2), which uses the pre-terminal C to generate all 

phrase pairs. When (4.2) is parameterized as a stochastic ITG, the conditional distribution 

P r (e // |C )  is equivalent to the JPTM’s Pr(e, / ) ;  both are joint distributions over all possi-
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ble phrase pairs. The distributions conditioned on the remaining three non-terminals, S, A 

and B, assign probability to concept movement by tracking inversions. Like the JPTM’s 

distortion model, these parameters grade each movement decision independently. With ter­

minal productions producing phrase pairs, and inversions measuring distortion, our phrasal 

ITG is essentially a variation on the JPTM with an alternate distortion model.

The phrasal ITG has three main advantages over the JPTM. Most significantly, we gain 

polynomial-time algorithms for both Viterbi alignment and EM expectation, through the 

use of ITG parsing and inside-outside algorithms. These phrasal ITG algorithms are no 

more expensive asymptotically than their word-to-word counterparts, since each potential 

phrase needs to be analyzed anyway during constituent construction. We hypothesize that 

using these methods in place of the JPTM’s heuristic search and sampling will improve 

the phrasal translation model learned by EM. Also, we can easily incorporate links to 0 

by including the symbol among our terminals. To minimize redundancy, we allow only 

single tokens, not phrases, to align to 0. The JPTM does not allow links to 0; instead, 

tokens that are deleted during translation are incorporated into phrases that also contain 

tokens that are not deleted. Finally, since the phrasal extension to ITG affects only terminal 

productions, we have the option of adding syntactic constraints and features to the model, 

like lexicalization (§ 2.3.1) or syntactic cohesion (§ 5.1). However, we do not explore this 

third advantage here, so we can maintain as clean a comparison as possible with the JPTM.

The phrasal ITG also introduces two new complications not suffered by the JPTM. Our 

Viterbi and inside-outside algorithms have polynomial time complexity, but that polynomial 

is 0 ( n 6), where n  is the length of the longer sentence in the pair. This is too slow to 

train on large data sets without massive parallelization. Also, ITG algorithms explore their 

alignment space perfectly, but that space has been reduced by the ITG constraint described 

in § 2.2.4. Fortunately, both of these complications can be overcome. The solutions are 

discussed below.

4.2.1 Im proving Efficiency

ITG algorithms work by analyzing 0 ( n 4) bitext spans, and each analysis takes 0 ( n 2) time. 

An effective approach to speed up these algorithms is to eliminate unlikely spans as a pre­

processing step, assigning them 0 probability and saving the time spent processing them. 

Zhang and Gildea (2005) improved the efficiency of the ITG inside-outside algorithm with 

tic-tac-toe pruning, as described in § 2.2.3. We address our scaling problem with a novel 

span pruning technique, which does not employ Zhang and Gildea’s IBM-1 figure of merit.
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In its place, we check consistency with a high-confidence word alignment. We refer to the 

resulting pruning method as fixed-link pruning.

Fixed-Link Pruning

If it is known that a certain link (e*, f j ) must exist in the final alignment produced by an ITG, 

a naive way to use this information would be to ensure that the terminal production C —> 

ei / f j  is used by the parser. This can be accomplished by pruning word-to-word spans that 

would have allowed terminal productions of the form C —► et/ * or C —» * / f j .  However, 

this first attempt does not work well with our phrasal extension; furthermore, it is not fully 

leveraging the information contained in a fixed link. The presence of a link also says a 

lot about which multi-token spans are available to the ITG. We propose a new ITG pruning 

method that leverages high-confidence links by pruning all bitext spans that are inconsistent 

with a provided fixed alignment. To do so, we make use of the same notion of phrasal 

consistency that is used for heuristic phrase extraction in phrasal decoding (§ 2.6.1). Recall 

that consistency is defined so that alignment links are never broken by phrase boundaries; 

so by pruning all bitext spans that correspond to inconsistent phrase pairs, we are pruning 

all bitext spans that include one token from a link without including the other. Under 

this fixed-link pruning, a single centrally-placed link can eliminate more than 50% of the 

spans processed by a normal ITG, while doing something as simple as linking end-of- 

sentence punctuation can still eliminate more than 15% of spans. Furthermore, since fixed- 

link pruning selectively eliminates bilingual spans and not entire monolingual spans, it 

naturally works with the canonical-form grammar in (2.11), unlike the syntactic pruning 

methods discussed in § 5.

Fixed-link pruning will speed up ITG processing, and it will do so harmlessly, so long 

as we trust our fixed links. In general, one could try adding fixed links according to any 

number of sources, such as tokens pairs that fulfill an exact word match, a dictionary match, 

or the punctuation match alluded to above. Doing so can leverage information not normally 

available to an ITG, in addition to increasing efficiency. However, we take this idea one 

step further, and actually incorporate a complete high-confidence one-to-one alignment, 

provided by GIZA++ intersection (§ 2.4.1). As we show in our experiments, this has a 

dramatic affect on efficiency. Using GIZA++ intersection as fixed links can also be seen as 

leveraging external information, as GIZA++ uses a feature set that is quite different from 

that of an ITG, especially regarding distortion (§ 2.1.1).

In addition to improving time efficiency, fixed-link pruning reduces the size of the po-
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tentially huge phrasal translation lexicon by constraining the ITG’s choices for phrasal links. 

This sort of lexicon pruning is similar and comparable to the consistency constraint used in 

the C-JPTM (Birch et al., 2006), but we eliminate inconsistent spans completely, and not 

only as potential phrase-to-phrase links. The C-JPTM re-introduces inconsistent phrase- 

pairs in cases where the sentence pair could not be aligned otherwise. We allow links to 

0  to handle these situations, completely eliminating the pruned spans from our alignment 

space. Like other joint phrasal models, we also employ a direct lexicon constraint, which 

eliminates any phrase-pair from our translation lexicon that contains a monolingual phrase 

occurring fewer than 5 times.

Detecting Inconsistent Spans

We run fixed-link pruning online as the ITG processes new sentence pairs; therefore, it is 

important to have an efficient algorithm to detect inconsistent spans. We sketch one such 

algorithm here.

First, alignment vectors aE and aF are built for the sentence pair (e, / ) ,  according to 

a fixed alignment A.  The entry a f  stores both the left and right-most indices of tokens in 

/  that are linked to eu and a j  is defined similarly. Since there are at most n 2  links in A,  

vector construction is bound by 0 ( n 2). These vectors can then be used to compute the 

left and right bounds of the smallest consistent translation for each monolingual span in the 

sentence pair. For example, bnd{ets) would return the smallest French span /*,' that contains 

all French tokens linked to any token in e \ . These bounds can be calculated efficiently using 

the following recurrence:

for each language. At this point, each bilingual span pair can be assessed in constant time.

long the following holds:

u < s' and s < v! and v  >  t '  and t > v '

Some additional special handling is required for unlinked tokens, which place no constraints 

on the available spans; this has been omitted for the sake of clarity. The complexity of the 

entire process is 0 ( n 2), making fixed-link pruning quite affordable, given an alignment.

Vs : bnd(eg+1) =  a E

mm

The French recurrence is similar. Computing all minimum spans can be done in 0 ( n 2) time

A bitext span (e*, f£), where bnd(e\) =  and bnd(f^)  =  ejj,, is consistent with A  so
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4.2.2 H andling the ITG  Constraint

Our remaining concern is the ITG constraint. There are some alignments that we just cannot 

build, and sentence pairs requiring those alignments will occur. These could potentially 

pollute our training data; if the system is unable to build the right alignment, the counts it 

collects from that sentence pair must be wrong. Furthermore, if our high-confidence links 

are not ITG-compatible, our fixed-link pruning will prevent the aligner from forming any 

alignments at all, as the parser will be unable to complete even one derivation.

However, these two potential problems cancel each other out. Sentence pairs contain­

ing non-ITG translations will tend to have high-confidence links that are also not ITG- 

compatible. Our EM learner will simply skip these sentence pairs during training, avoiding 

pollution of our training data. We can use a linear-time algorithm (Zhang et al., 2006) to 

detect non-ITG movement in our high-confidence links, and remove the offending sentence 

pairs from our training corpus. This results in only a minor reduction in training data; in 

our Europarl English-French training set, we lose less than 1 % of sentence pairs.

4.3 Applying the Model

Any phrasal translation model can be used for two tasks: translation modeling and phrasal 

word alignment. The former constructs a translation model or phrase table for use in de­

coding without necessarily committing to a single alignment, while the latter builds a single 

alignment structure that allows for many-to-many links. Previous work on the JPTM has 

focused only on translation modeling. The hope is that the JPTM’s strength in reasoning 

about distributions over all possible phrasal alignments will provide it leverage over tradi­

tional phrase-extraction techniques. However, it is possible that a true phrasal alignment 

may also provide better input for traditional phrase-extraction techniques. Therefore, we 

detail how our model can be used for both tasks here, and we provide a comparison be­

tween the two approaches in a translation task in our experiments in § 4.4.

4.3.1 Translation M odeling

Once the phrasal ITG has been trained with EM on a parallel corpus, we can employ the 

model directly for translation by transforming its parameters into a phrase table for a phrasal 

decoder, such as Pharaoh (Koehn et al., 2003). Any joint model can produce the necessary 

conditional phrase tables by conditionalizing the joint table in both directions. We use our
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joint P r ( e / / |C )  distributions to do so, producing the two conditional distributions:

Prfel f)  -  ¥^ / j \ C )  and P r( /je )  - Pr(g^r r { e \ f )  -  j 2 e Pr(e/ f \C)  a n a  r r W le ) E /PdeAflC)

Pharaoh decoding generally includes lexical weighting parameters that are derived from the

alignments used to induce its phrase pairs (Koehn et al., 2003). Using the phrasal ITG as a

direct translation model, we do not commit to any one alignment for a given sentence pair. 

To compensate for our lack of alignments with which to generate this lexical weighting, we 

provide a lexical preference to the decoder with an IBM Model 1 feature p u i  that penalizes 

unmatched words (Vogel et al., 2003).

n  m
P M i ( f \ e )  =

j = 1 » = 0

We will generally include both p m i ( c | / )  and p u i ( f W ) ,  trained independently on the same 

data set, using IBM Model 1 training as described in § 2.1.1.

4.3.2 Phrasal W ord A lignm ent

A trained phrasal ITG can provide a phrasal word alignment through a simple application 

of the Viterbi parsing algorithm described in § 2.2.3. This returns the maximum likelihood 

parse under the model, which also provides an alignment. Despite its strengths derived 

from using phrases throughout training, the alignments produced by the phrasal ITG are 

usually unsatisfying. For example, the fragment pair (“I cannot”, “Je ne puis”) shown in 

Figure 4.3a is aligned as a phrase pair by our system, linking every English word to every 

French word. This is frustrating, since there is a clear compositional relationship between 

the tokens “I” and “Je”. This happens because the system seeks only to maximize the 

likelihood of its training corpus, and phrases are far more efficient than word-to-word con­

nections. Any joint phrasal translation model will suffer from this problem. When aligning 

text, annotators are told to resort to many-to-many links only when no clear compositional 

relationship exists (Melamed, 1998). If we could tell the phrasal aligner the same thing, it 

could greatly improve the intuitive appeal of its alignments. Fortunately, we can turn to the 

high-confidence links used in fixed-link pruning for help.

In the high-confidence alignments provided by GIZA++ intersection, each token partic­

ipates in at most one link. Links only appear when two word-based IBM translation models 

can agree. Therefore, they occur at points of high compositionality: the two words clearly 

account for one another. GIZA++ intersection links only two token-pairs in our running
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a) Phrasal ITG

Je ne puis

I — cannot say

repondre

anything

b) GIZA++ 
Intersection

Je

I

puis

cannot say

rSpondre

anything

Je ne
c) Phrasal ITG 

+NCC
cannot

puis vous repondre

say anything

Figure 4.3: Three alignments illustrating the non-compositional constraint.

example, shown in Figure 4.3b. We adopt an alignment-driven definition of compositional- 

ity; any phrase pair containing two or more high-confidence links is compositional, and can 

be separated into at least two non-compositional phrases. By removing any phrase pairs 

that are compositional by this definition from our pool of terminal productions, we can en­

sure that our phrasal ITG aligner never creates such phrases during training or alignment. 

That is, the model only builds non-compositional phrases. Doing so produces far more 

intuitive alignments. Aligned with a phrasal ITG trained using this non-compositional 

constraint (NCC), our example has now separated out the (“I”,“Je”) concept into a dis­

tinct unit, eliminating three spurious links, as shown in Figure 4.3c. The phrases produced 

with this constraint are very small, and include only non-compositional context. Therefore, 

we use the constraint only to train models intended for Viterbi alignment, and not when 

generating phrase tables directly for the translation modeling task described above.

4.4 Experiments

We have presented a phrasal extension to ITG, expanding its alignment space to allow for 

phrasal non-terminals, and therefore allowing many-to-many alignments. This phrasal ITG 

is similar to the JPTM (§ 2.4.5), as both methods generate joint phrasal translation lexicons. 

However, the ITG has the advantage of having efficient, exact algorithms for alignment 

and expectation, which we hope will produce superior translation models. We begin our 

phrasal experiments by verifying the effectiveness of fixed-link pruning, which is essential 

to EM-leaming the parameters for our phrasal ITG. We then test our phrasal ITG, both as 

a phrasal word-alignment method and as a translation model for use in phrasal decoding. 

These experiments were originally published in (Cherry and Lin, 2007).
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4.4.1 Experim ental Details

This section describes the infrastructure used to evaluate our phrasal ITG. We begin by 

describing our Europarl corpus and our baseline translation infrastructure. Both of these 

are also used in our cohesive decoding experiments in § 6.3. To avoid repetition, we pro­

vide sufficient details for both cases here. Finally we describe the implementation of both 

our phrasal ITG and our C-JPTM baseline. The designs for individual experiments are 

presented in their respective subsections.

Europarl Corpus

The training sets for the HLT-NAACL 2006 SMT Shared Task (Koehn and Monz, 2006) 

are a good source of publicly-available sentence-aligned bitext. They are drawn from the 

proceedings of the European Parliament, or Europarl. For these experiments, we make use 

of their French-English bitext, which has 6 8 8 K sentence pairs. We also employ a smaller 

393K subset of this bitext, derived by applying a 25-token sentence-length limit to the 

corpus. Finally, we have a smaller subset still, employed only during development, that is 

derived from the first 50K sentence pairs of the 393K corpus. Results are not reported using 

this smallest subset.

This English-French bitext comes with development and test sets for translation evalu­

ation, which are not word-aligned. These are withheld from training in order to determine 

translation quality using BLEU (§ 3.2). There is a 2000 sentence-pair set provided for de­

velopment, which we have divided into a 500-pair tuning set for MERT training, and a 

1500-pair development set. There is also a distinct 2000 sentence-pair test set. For the sake 

of these experiments, we employ only the tuning and test sets.

We have manually word-aligned the first 100 sentence-pairs from our 393K training set. 

These are aligned by the author, using the Blinker annotation guidelines (Melamed, 1998), 

using only sure links. These alignments are used to evaluate word-alignment quality for sys­

tems trained with our Europarl data. This alignment test set follows the recommendations 

found in (Fraser and Marcu, 2006a).

Translation Infrastructure

Our baseline phrase-based translation system is constructed from publicly-available com­

ponents, which include a weighted phrase table, a decoder, a language model, a distortion 

model, and a minimum error rate training method. Below we describe each of these compo­

nents as they are implemented in our baseline system. The majority of our bitext processing
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tools are drawn from the SMT Workshop 2006 baseline system (Koehn and Monz, 2006),

which we refer to as SMTW.

Phrase table Our baseline phrase table is constructed using heuristic phrase extraction 

as described in § 2.6.1. The bitext is aligned in both translation directions using 

GIZA++, with five iterations each of IBM-1, HMM and IBM-4. Those alignments 

are combined with the grow-diag-final combination heuristic using a script provided 

by the SMTW. Another SMTW script handles phrase extraction, and collects condi­

tional phrase-based translation probabilities as well as lexical weighting scores. Col­

lected phrases have a maximum length of 7 tokens. In our phrasal ITG experiments, 

we replace either the alignment step or both the alignment and phrase extraction steps 

with our phrasal ITG.

Decoding We employ two different decoders for historical reasons. In this chapter, where 

we vary only the phrase table, we employ the Pharaoh decoder (Koehn et al., 2003), 

as that is the decoder provided by the SMTW. Later work in § 6.3 involves inserting 

a constraint into the decoder itself, so we shift to the open-source, Pharaoh-feature- 

complete Moses decoder (Koehn et al., 2007). Both decoders implement standard 

left-to-right phrasal decoding as described in § 2 .6 . 1 .

Language model The SMTW provides trigram language models learned using the SRILM 

toolkit for all of its test languages. We use the appropriate target language model 

without modification in each of our experiments.

Distortion model Our decoders implement a simple distortion penalty that measures lin­

ear non-monotone transitions in the source sentence. We use this as our distortion 

model by default. Our decoders also implement hard distortion limits. Unless stated 

otherwise, we use a distortion limit of 4. In our cohesive decoding experiments in 

§ 6.3, we also employ a lexical re-ordering model. The Moses decoder contains code 

to process such a model, and the SMTW provides scripts to build the necessary tables 

from word-aligned bitext.

Minimum Error Rate training The weights in our log-linear feature model are tuned 

with minimum error rate training (Och, 2003) as implemented by Venugopal and 

Vogel (2005). We minimize the translation error observed on our 500-sentence-pair 

tuning set according to the BLEU metric. We use scripts developed in-house to it-
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erate between K -best-list decoding, if-best-list merging, and model tuning until a 

local maximum is reached.

Model Implementation Details

Our phrasal ITG is an in-house implementation that extends our common ITG architec­

ture with fixed-link pruning, an optional non-compositional constraint, and phrasal non­

terminals. The most relevant baseline for comparison is the C-JPTM, which as outlined in 

§ 4.2, is very similar to our phrasal ITG, except for its use of heuristic search and sampling 

when collecting expectations. The version of the C-JPTM used in our experiments was sup­

plied by Alexandra Birch through personal communication. We run their code with default 

parameters, but with the maximum phrase length increased to 5 tokens. 1

We train all translation models with our 393K English-French Europarl corpus. For the 

phrasal ITG, 3,376 of the sentence pairs are omitted because their high-confidence align­

ments have ITG-incompatible constructions. This limits the impact of the ITG re-ordering 

constraints on our inside-outside training algorithms (§ 4.2.2). Following (Marcu and Wong, 

2002; Birch et al., 2006), we apply a lexicon constraint to both our baseline C-JPTM and 

our phrasal ITG: no monolingual phrase can be used by either model unless it occurs at least 

five times in our training set. In our phrasal ITG, this is implemented during the initializa­

tion step of the forward algorithm, where each proposed C —> e j f  production is checked 

to ensure that both e and /  meet the required monolingual frequency.

High-confidence alignments for fixed-link pruning are provided by intersecting GIZA++ 

alignments trained in each direction. All GIZA++ alignments are trained with 5 iterations 

each of Model 1, HMM, and Model 4. Furthermore, all GIZA++ alignments, including the 

ones we compare against in our alignment experiments, are trained with no sentence-length 

limit, using the full 6 8 8 K Europarl corpus.

4.4.2 Pruning Speed Experim ents

To measure the speed-up provided by fixed-link pruning, we time our phrasal inside-outside 

algorithm on the first 100 sentence pairs in our training set, with and without pruning. The 

results are shown in Table 4.1. Tic-tac-toe pruning is included for comparison. With fixed- 

link pruning, on average 95% of the possible spans are pruned, reducing the unpruned

‘Our phrasal ITG requires no limit on phrase length, while heuristic phrase extraction has a maximum o f
7 tokens. These phrase length limits are present only for efficiency concerns. Heuristic extraction is already 
memory-intensive, and would be impossible without a length limit or alternate data structures (Callison-Burch 
et al., 2005). In the cases o f our phrasal ITG and the C-JPTM these length limits have very little effect on 
translation performance, as their frequency-based lexicon constraint already eliminates most long phrases.
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Method Seconds Avg. Spans Pruned

No Prune 415 -
Tic-tac-toe 37 6 8 %
Fixed link 5 95%

Table 4.1: Inside-outside run-time comparison of pruning methods.

running time by two orders of magnitude. This improvement makes ITG training feasible, 

even with large bitexts. Tic-tac-toe pruning also makes a large difference, but it remains 

roughly seven times slower than fixed-link pruning.

4.4.3 A lignm ent Experim ents

Any phrasal translation model can be used for two tasks: translation modeling and phrasal 

word alignment. Previous work on the JPTM has focused on the translation modeling task, 

decoding with the learned models without ever checking alignment quality. We are inter­

ested in phrasal alignment because it may be the case that these phrasal alignments are more 

valuable to translation than the phrase table itself. Heuristic phrase extraction (§ 2.6.1) has 

intrinsic advantages over any EM-leamed phrase table, as its flat counts capture transla­

tion relationships at several levels of resolution: a phrase can be memorized as a phrasal 

translation and as a number of component word-to-word translations simultaneously, while 

the EM-leamed joint model will naturally prefer to select one over the other. It may be 

the case that a phrasal alignment is better suited to heuristic phrase-extraction than word- 

based alignment models. Therefore, the goal of this experiment is to validate our non- 

compositional constraint (§ 4.3.2) and to select good alignments for heuristic phrase extrac­

tion. We do this by comparing our Viterbi phrasal ITG alignments to gold standard human 

alignments. Later in § 4.4.4 we test our hypothesis regarding phrase extraction.

We use our word-aligned, 100 sentence Europarl test set as a gold standard. For com­

parison purposes, we include the results of three types of GIZA++ combination, including 

the grow-diag-final heuristic (GDF). We test our phrasal ITG with fixed-link pruning, and 

then add the non-compositional constraint (NCC), which is described in § 4.3.2. During 

development we determined that performance levels off for both of the ITG models after 3 

EM iterations. The results are shown in Table 4.2.

The first thing to note is that GIZA++ Intersection is indeed very high precision. Our 

confidence in it as a constraint is not misplaced. We also see that both phrasal models have 

significantly higher recall than any of the GIZA++ alignments, even higher than the per-
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Method Prec Rec F-measure
GIZA++ Intersect 96.7 53.0 68.5
GIZA++ Union 82.5 69.0 75.1
GIZA++ GDF 84.0 6 8 . 2 75.2
Phrasal ITG 50.7 80.3 62.2
Phrasal ITG + NCC 75.4 78.0 76.7

Table 4.2: Comparison of the phrasal ITG aligner to GIZA++ combination.

missive GIZA++ union. One factor contributing to this is the phrasal model’s use of cepts: 

it completely interconnects any phrase pair, completing the transitive closer of multi-word 

translation relationships, while GIZA++ union and GDF may not. The phrasal ITG’s global 

view of phrases also helps in this regard: evidence for a phrase can be built up over multiple 

sentences, while GIZA++ combination handles each sentence separately based on word- 

to-word links. Finally, we note that in terms of alignment quality, the non-compositional 

constraint is an unqualified success for the phrasal ITG. It produces a 25 point improvement 

in precision, at the cost of 2 points of recall. This produces the highest balanced F-measure 

observed on our test set, but the utility of these alignments will depend largely on one’s 

desired precision-recall trade-off.

4.4.4 Translation Experim ents

In this section, we compare a number of different methods for phrase table generation in a 

French to English translation task. We are interested in answering three questions:

1. Does the phrasal ITG improve on the C-JPTM?

2. Can joint phrasal translation models outperform the phrase extraction surface heuris­

tic described in § 2 .6 .1 ?

3. Do Viterbi phrasal alignments provide better input for the surface heuristic?

With this in mind, we test five phrase tables. Two are conditionalized phrasal translation 

models, each EM trained until performance degrades. These methods build phrase tables 

without committing to a single Viterbi alignment:

•  C-JPTM as described in (Birch et al., 2006) and outlined in § 2.4.5

•  Phrasal ITG as described in Section 4.3.1

The three remaining methods provide Viterbi alignments for standard phrase extraction 

using the surface heuristic:

78

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Method BLEU +M 1 Size
Conditionalized Phrasal Model

C-JPTM 26.27 28.98 1.3M
Phrasal ITG 28.85 30.24 2.2M

Alignment with Surface Heuristic
GIZA++ GDF 30.46 30.61 9.8M
Phrasal ITG 30.31 30.39 5.8M
Phrasal ITG + NCC 30.66 30.80 9.0M

Table 4.3: Translation comparison of various phrase tables.

•  GIZA++ with grow-diag-final (GDF)

•  Viterbi Phrasal ITG with and without the non-compositional constraint (NCC)

We use our translation infrastructure described in § 4.4.1 with Pharaoh to decode using our 

various phrase tables. Results on our 2000-sentence Europarl test set are reported using the 

BLEU metric. For all methods, we report performance with and without the IBM Model 1 

features (M l) described in § 4.3.1. We also report the size of the resulting phrase tables in 

millions of phrase pairs. The results of all experiments are shown in Table 4.3.

Among the conditionalized joint phrasal models, we see that the Phrasal ITG surpasses 

the C-JPTM by more than 2.5 BLEU points. A large component of this improvement is due 

to the ITG’s use of inside-outside for expectation calculation, though there are other differ­

ences between the two systems. 2  This improvement over search and sampling is demon­

strated by the ITG’s larger table size; by exploring more thoroughly, it is extracting more 

phrase pairs from the same amount of data.

Both systems improve drastically with the addition of IBM Model 1 features for lexical 

preference. These features also narrow the gap between the two systems. To help calibrate 

the contribution of the IBM-1 features, we parameterized the ITG’s phrase table using only 

IBM-1; that is, the conditionalized joint probabilities learned by the ITG were removed, 

leaving only the IBM-1 scores in both translation directions. This phrase table scores 27.17, 

indicating that the IBM-1 features are fairly strong on their own; in fact, they outperform 

the C-JPTM alone.

Although ITG+M1 comes close, neither phrasal model matches the performance of the 

surface heuristic. Whatever the surface heuristic lacks in sophistication, it makes up for in

2Unlike our system, the Birch implementation does table smoothing and internal lexical weighting, both of  
which should help improve their results. In particular, smoothing allows them to re-introduce phrases previously 
eliminated by the lexicon constraints, which w e do not do. The systems also differ in distortion modeling and 
0 handling, as described in Section 4.2.
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sheer coverage, as demonstrated by its huge table sizes. Even the Phrasal ITG Viterbi align­

ments, which over-commit wildly and have horrible precision, result in extracted phrase ta­

bles that score slightly higher than the best EM-leamed phrasal model. The surface heuristic 

benefits from capturing as much context as possible, while still covering smaller translation 

events with its flat counts. Also, it is not held back by any lexicon constraints. When 

GIZA++ GDF+M1 is forced to conform to a lexicon constraint by dropping any phrase 

with a frequency lower than 5 from its table, it scores only 29.26, for a reduction of 1.35 

BLEU points. The surface heuristic’s lack of lexicon constraints appears to be a major 

factor in its success over our EM-leamed tables from the phrasal ITG.

Phrases extracted from our non-compositional Viterbi alignments receive the highest 

BLEU score, but they are not significantly better than GIZA++ GDF. The two methods also 

produce similarly-sized tables, despite the ITG’s substantially higher recall. Unfortunately, 

since we are altering the alignment process in the hopes of receiving better phrase tables, 

and we are not targeting a specific problem with decoding, it is difficult to design a human 

evaluation to check whether or not translations are improving more than is indicated by 

BLEU score.

4.5 Summary

We have presented a phrasal ITG as an alternative to the JPTM. This syntactic solution to 

phrasal modeling admits polynomial-time training and alignment algorithms. We demon­

strated that our novel fixed-link pruning method dramatically speeds up ITG training, pro­

ducing an 80-times faster inside-outside algorithm. We have shown that when used to learn 

phrase tables for the Pharaoh decoder, the phrasal ITG is superior to the C-JPTM, produc­

ing tables that result in a 2.5 point improvement in BLEU when used alone, and a 1 point 

improvement when used with IBM-1 features. This suggests that the phrasal ITG’s perfect 

expectation does matter; other phrasal models could benefit from either adopting the ITG 

formalism, or improving their sampling heuristics. We have also demonstrated that the lex­

icon constraints on both the C-JPTM and the phrasal ITG appear to be holding them back. 

Finally, we have explored, for the first time, the utility o f  a joint phrasal model as a word 

alignment method. We have presented a non-compositional constraint that turns the phrasal 

ITG into a high-recall phrasal aligner, producing F-measures that are comparable to those 

of GIZA++.
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Chapter 5

Syntactic Constraints for Word 
Alignment

With our phrasal ITG in § 4, we use the syntactic assumptions inherent in an ITG to gain 

efficient algorithms for phrasal bitext modeling. This demonstrates the algorithmic value of 

making some assumptions regarding how concepts move during translation. However, the 

ITG’s assertions regarding context movement are actually fairly weak: the use of an ITG 

asserts that there is some context-free decomposition of the sentence pair, but the ITG is 

free to find the most convenient syntactic structure. Zhang and Gildea (2004) describe this 

sort of syntactic influence with the term unsupervised syntax, since the syntactic structure 

is not fixed in advance of alignment. They contrast this with supervised syntax, where 

the structure of one of the two sentences in a pair is determined before alignment begins, 

using a monolingual parser. The tree-to-string translation model described in § 2.3.3 is an 

example of a syntactically supervised alignment method.

In this chapter, we introduce supervised syntax to ITG parsing. We do so by dependency 

parsing the English side of each sentence pair, and then constraining the ITG to respect the 

syntactic structures found in this fixed, English parse tree. This use of the dependency tree 

leverages only its structure, ignoring any part-of-speech tags or dependency labels induced 

during parsing. Unlike our phrasal ITG, where we introduced constraints to create poly­

nomial algorithms, in this case, we hope to further constrain the ITG in order to improve 

accuracy. One weakness of the binary bracketing ITG is the lack of information available 

when making decisions regarding non-terminal productions such as A —> [AB]. The cor­

responding stochastic ITG parameter P r ([AB] |A) considers only the three non-terminals 

involved, and whether or not the left-hand-side is inverted. The non-terminals are selected 

for purely mechanical reasons, and carry very little information beyond predicting inver-
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sion . 1 One way to add information at non-terminal nodes is to have some constraints or 

preferences on the constituents the ITG can produce, based on the English dependency tree.

Adding new syntactic constraints to a basic ITG will allow us to revisit the question 

of supervised versus unsupervised syntax. Zhang and Gildea (2004) compared the tree- 

to-string alignment model to ITGs. They concluded that the syntactically unsupervised 

ITGs perform better than methods with a fixed tree established before alignment begins. 

However, the use of a fixed tree is not the only difference between the tree-to-string model 

and ITGs; the probability models are also very different. By using a fixed dependency tree 

to constrain an ITG, we are able to revisit the question of whether using a fixed tree is 

harmful, but in a controlled environment.

Throughout this chapter, we enhance a one-to-one binary bracketing ITG with syntactic 

information from an English dependency tree. We do not continue to extend our phrasal 

ITG, because we wish to isolate the issue of fixed syntax without adding further complica­

tions. We present three algorithmic and two experimental contributions, each outlined in 

its own section. § 5.1 describes two methods to enforce the syntactic cohesion of a depen­

dency tree inside an ITG parse, and also contains a substantial discussion on the relationship 

between ITG and cohesion constraints. § 5.2 pulls in even more information from the de­

pendency tree by adding a constraint to respect head relationships. In § 5.3 we pause and 

test the new alignment spaces we have created, using simple weighted aligners to measure 

the guidance and expressiveness of these spaces. In § 5.4, we adopt a discriminative training 

method for use with ITGs to create a soft cohesion constraint for ITG alignment, and § 5.5 

tests this new aligner against other strong, discriminative baselines.

5.1 Syntactic Cohesion

A cohesion constraint limits concept movement according to a fixed tree structure; syntactic 

subtrees are forced to move together during translation (§ 2.3.3). Previous work in (Lin and 

Cherry, 2003) has shown that enforcing the syntactic cohesion of an English dependency 

tree during alignment can drastically improve alignment quality. In that work, the alignment 

s e a r c h  w a s  c o n d u c te d  b y  a  b e a m  se a r c h  in  o n e - t o - o n e  a l ig n m e n t  s p a c e . T h e  se a r c h  a d d e d  

links one at a time to a growing alignment hypothesis, and each new link was checked 

to see if it violated syntactic cohesion with respect to the current hypothesis and a fixed 

dependency tree.

'in  the canonical bracketing ITG (2.11), A always produces a straight non-terminal pair, while B  produces 
only inverted pairs, and C is a pre-terminal.
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Figure 5.1: Maximally (a) and minimally (b) permissive dependency trees.

The primary objective of the work presented in this subsection is to embed the cohesion 

constraint inside an ITG. In this way, we can benefit from the guidance of syntactic cohesion 

with respect to a fixed dependency tree, while also enjoying the benefits of ITG, such as 

perfect search and a clean unified formalism. Such an embedding would also help elucidate 

the relationship between the cohesion constraint and the ITG framework. We begin by 

discussing the qualitative relationship between the alignment spaces defined by ITG and 

dependency-tree syntactic cohesion, before presenting our two solutions to the problem of 

constraining an ITG with syntactic cohesion.

5.1.1 Q ualitative A lignm ent Space C om parison

We use the term cohesion space to refer to the set of all alignments that maintain syntactic 

cohesion with respect to a dependency tree provided for the English sentence. The number 

of alignments in cohesion space depends largely on the provided dependency tree. During 

a cohesive translation, all permutations of a head and its modifiers are possible; therefore, 

the number of permutations allowed by a tree can be found by taking a product of the pos­

sible ordering decisions. In general, there are [(c(h) +  1)!] permutations for a given 

tree, where h stands for a head node in the tree, and c(h) counts h ’s modifiers. Therefore, 

a depth- 1 tree, where all modifiers have the same head, provides no extra guidance to an 

aligner. The alignment space is equal to permutation space, allowing all n! permutations 

of concepts. Conversely, if the tree is a chain, where every head has exactly one modifier, 

the alignment space is tightly constrained, allowing re-orderings, far fewer than per­

mutation space. Trees leading to these two extremes are illustrated in Figure 5.1. Cohesion 

space is not a subspace of ITG space, as it can create both of the forbidden alignments in 

Figure 2.6 when given a depth-1 tree.

ITG space, the alignment space enumerated by a binary ITG, is discussed at length 

in § 2.2.4. This space is also related to syntactic cohesion, but the tree used to determine 

cohesion is no longer fixed. All ITG alignments maintain cohesion with respect to at least 

one of the possible binary-bracketing constituency trees that can be built over the English
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sentence. Zens and Ney (2003) show that the size of this space is equal to the (n — 1 )th 

large Schroder number, making the number permutations explored by an ITG 0(5 .83"). In 

terms of size, this places ITG space between the two extremes of cohesion space.

By embedding a cohesion constraint inside an binary bracketing ITG, we introduce a 

new alignment space defined by a cohesion constrained ITG, or C-ITG. The set of possible 

alignments in this space is the intersection of cohesion space for a fixed dependency tree 

and ITG space. Equivalently, the space respects the phrases specified by a dependency 

tree, but attempts all ITG re-orderings of a head and its modifiers, rather than all possible 

permutations. Since it is a subspace of ITG space, we will be able to search the space 

completely using a polynomial time ITG parser. This places an upper bound on the search 

complexity equal to ITG complexity. This upper bound is very loose, as the ITG will often 

be drastically constrained by the structure of the dependency tree. We present two methods 

that implement such an embedding, one through chart modification, and another through a 

custom grammar.

5.1.2 Chart Modification

Wu (1997) suggests that in order to have an ITG take advantage of a known partial structure, 

one can prune any spans that would violate the structure. In an ITG chart parsing frame­

work, this can be accomplished by assigning the invalid spans a probability of 0  before 

parsing begins. The sentence pair can then be parsed normally, automatically respecting 

the known structure.

Our English dependency tree qualifies as a partial structure, as it does not specify a 

complete binary decomposition of the English sentence. Instead, through its subtrees, it 

specifies a number of syntactic phrases e* that must remain contiguous after translation. 

We can ensure that e* is left contiguous by forcing the ITG to build a constituent for 

some non-terminal X and French indices u  and v. With the entire phrase collected under 

a constituent, any inversion above the constituent’s root in the tree will move the phrase 

as a unit, while any inversion under it will move only concepts within the phrase, leaving 

cohesion intact.

One can force the ITG to build a constituent over a phrase by invalidating any span that 

has one endpoint inside the phrase, but another outside of it. In this way, no constituent can 

include part of the phrase without including all of it. To put this notion formally, we first 

define some terms: given a subtree where i is the left index of the leftmost leaf in 

T [i,k] and k  is the right index of its rightmost leaf, we say any index j  € ('<, k") is internal
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Figure 5.2: Example spans. \ jf, j \  and [j, k] are valid, while [x\,j]  and [j, x'2 ] are not.

r \
the tax causes unrest

h
h H

Figure 5.3: The invalid spans induced by a dependency tree.

to Similarly, any index x  (( [i. k} is external to T|l]fc]. An invalid span is any span for 

which our provided tree has a subtree T j s u c h  that one endpoint of the span is internal to 

T[itk] while the other is external to it. Figure 5.2 illustrates this definition, while Figure 5.3 

shows the invalid spans induced by a simple dependency tree. Note that the two illegal 

spans are those that would interrupt the “the tax” subtree.

Invalid English spans can be detected efficiently using an algorithm inspired by the 

definition of invalid spans given above. For each index j  in our English sentence, we find 

the deepest multi-node subtree 2]^  that contains j .  We can then bound the endpoints of 

any span that begins or ends with j  using [i,k\. Any containing subtree with a more shallow 

root will produce less strict bounds. The pseudo-code shown in Algorithm 3 collects bounds 

for each index, and given these bounds, provides a constant-time check for invalid-spans. 

Algorithm 3(a) provides a recursive function to return the index of the left or right-most 

child in a subtree with a given head. A 0 ( m )  pre-processing step can memoize this function 

so that each call takes constant time. Part (b) takes advantage of a top-down traversal of 

heads to mark each index with the bounds of its deepest containing subtree. This process 

has a time complexity of 0 ( m 2). Part (c) checks to see if each endpoint is within the bounds 

of its partner in order to test validity.

The chart modification method to constrain an ITG with dependency cohesion is easy 

to add to an existing ITG parser. Since it eliminates spans, it can be clearly interpreted 

as a method of ITG pruning, like the tic-tac-toe method in (Zhang and Gildea, 2005) or 

our own fixed-link pruning (§ 4.2.1). In the C-ITG case, we prune multiple bitext spans
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Algorithm 3 Algorithm to detect invalid spans given a dependency tree Tj0jTn],

{(a) Function to recursively determine the maximal left or right projection of a node} 
proj(head, c/ir=left|right): 

child <— dir-most child of head 
if child exists return proj (child, dir) 
else return dir index of head

{(b) Find bounds for each index}
for each head in a pre-order traversal of T  do

for j  : proj (head, left) <  j  < proj (head, right) do 
bound(j, left) •*— proj (head, left) 
bound(j, right) <— proj (head, right) 

end for 
end for

{(c) Test for invalidity, compare each endpoint to the bound of the other endpoint} 
islnvalid(.s. t):

return (s <  bound(t, left) or t >  bound(s, right))

for each invalidated English span, one for each possible French span with which it could 

be paired. Because this approach prevents an otherwise complete ITG from exploring all 

spans, it will also lend itself easily to a soft constraint (§ 5.4). However, this method does 

have a disadvantage. Recall that an ITG using the binary bracketing grammar in (2.10) 

can construct several structures for the same alignment. This redundancy is necessary for 

the chart modification approach to work. Should we require a canonical representation, the 

canonical bracketing grammar in (2 .1 1 ) cannot be used to eliminate redundancy, because 

it selects one ITG structure to represent each alignment without knowledge of the fixed 

dependency tree. It can potentially select a structure that uses invalid spans to be the unique 

structure for an alignment, when other valid structures could produce the same alignment. 

This results in missed cohesive alignments. To handle cases where a canonical form is 

required, we also present a custom grammar method.

5.1.3 Custom  G ram m ar

We stated earlier that C-ITG space is equivalent to only allowing movement that corre­

sponds to ITG-compatible re-orderings of dependency subtrees. We can implement this 

notion directly with a recursively-constructed custom grammar. This will lead to a C-ITG 

with a canonical representation for each possible alignment. Let a local tree be the tree 

formed by a head node and its immediate modifiers. We begin our recursive process by 

considering the local tree at the root of our dependency tree, and marking each phrasal
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Figure 5.4: A recursive ITG.

modifier with a labeled placeholder. We then create a string by flattening the local tree. The 

top oval of Figure 5.4 shows the result of this operation on our running example. Because 

all phrases have been collapsed to placeholders, an ITG built over this string will naturally

respect the dependency tree’s syntactic boundaries. Since we do not need to invalidate any

spans, we can parse this string using the canonical ITG in (2.11). The phrasal modifiers 

can in turn be processed by applying the same algorithm recursively to their root nodes, as 

shown in the lower oval of Figure 5 .4 .

This procedure will explore the exact same alignment space as the chart modification 

solution, but because it uses a canonical ITG at every ordering decision point, it will produce 

exactly one structure for each alignment. This recursive approach can be implemented 

inside a traditional ITG framework using grammar templates. The templates take the 

form of whatever grammar will be used to permute the local trees. They are instantiated 

over each local tree before ITG parsing begins. Each instantiation has its non-terminals 

marked with their corresponding spans, and its pre-terminal productions are customized to 

match the modifiers of the local tree. Phrasal modifiers point to another instantiation of the

template. In our case, the template corresponds to the canonical form grammar in (2 .11).

The result of applying the templates to our running example is:

So,4 —► A0,4 I Bo,4 | C0,4
Ao,4 —► [Ao,460,4] | [Bo,4Bo,4] I [Co,460,4] |

[Ao,4Co,4] I [Bo,4Co,4] I [Co,4Co,4]
Bo,4 —► (Ao,4Ao,4) I (Bo,4Ao,4) | (Co,4Ao,4) |

(Ao,4Co,4) I (Bo,4Co,4) I (Co,4Co,4)
Co,4 -» cau ses// | unrest//  | 0/ /  | S0,2

So,2 —> Ao,2 I Bo,2 | Co,2
Ao,2 —> [Ao,2Bo,2] I [Bo,260,2] I [Co,260,2] I 

[Ao,2Co,2] I [Bo,2Co,2] I [Co,2Co,2]
Bo,2 > (Ao,2Ao,2) I (Bo,2Ao,2) | (Q),2Ao,2) |

(Ao,2Co,2) I (Bo,2Co,2) I (Co,2Co,2)
Co,2 -» th e / /  I t a x / /  | 0 / /

Grammar templates provide a conceptual framework to easily transfer grammars for flat
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sentence pairs to situations with fixed phrasal structure. We have used the framework here 

to ensure only one structure is constructed for each possible alignment. This recursive view 

of the solution also makes it easier to visualize the space that the C-ITG is searching.

Implementation Although conceptually useful, the custom grammar described above can 

be cumbersome to implement in practice, especially when one considers the challenge of 

doing so without having it negatively affect the ITG’s grammar constant with its large num­

ber of non-terminals and productions. However, if we examine the custom grammar and 

distill out its essential functionality, we can create the same effect of a canonical C-ITG 

with a small extension to our chart modification solution. The canonical grammar template 

maintains cohesion with the input dependency tree through two mechanisms:

1. Span-annotated S non-terminals force ITG constituents to be built over English spans 

corresponding to dependency subtrees.

2. C —>• S productions allow these dependency-induced (or forced) constituents to par­

ticipate in productions as if they were pre-terminals. This means that the canonical- 

form rule that allows right recursion only in cases of alternating straight and inverted 

productions is relaxed for constituents that must be built to maintain cohesion.

Instead of implementing the custom grammar wholesale, we can implement these two 

mechanisms directly. Item 1 simply forces constituents to be built over dependency subtree 

spans. We already know this objective can also be achieved by modifying the chart with 

invalid spans; therefore, we re-introduce chart modification. Item 2 alters how forced con­

stituents behave when appearing on the right-hand-side (RHS) of a production. If we mark 

the required spans corresponding to these forced constituents, we can alter their RHS be­

havior by assigning them alternate non-terminals. Instead of using A or B symbols, these 

required spans are over-ridden to be generated by A' or B'. These new symbols stand in for 

the unary production chains C —> S —> A and C —»■ S —> B respectively. The canonical 

grammar in (2 . 1 1 ) is then augmented so that the alternate symbols avoid restrictions on 

right recursion: A'  and B' behave as normal A and B symbols when on the left-hand-side 

of a production, but on the right-hand-side, they behave like C. All other spans either use 

the normal symbols or are invalid. The required spans can be easily marked using the same 

data structure used to mark invalid spans. The resulting canonical-form grammar uses only 

2 new symbols, but its production count has increased significantly. These extra produc­

tions do not negatively impact the efficiency of our implementation, since any given span
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Figure 5.5: A counter-intuitive ITG structure.

can only be covered by either the original A and B symbols or the new ones, and never 

both. Given a span and a split point over which productions are being applied, the number 

of productions available is no greater than in the original (2 .1 1 ).

5.2 Head-aware Dependency Match

Throughout our discussion of C-ITG, we have been careful to state that we are maintaining 

syntactic cohesion with respect to the provided dependency tree. This is because we have 

insisted only that the ITG match the syntactic phrases indicated by the dependency tree’s 

subtrees, and not the head structure indicated by the directed dependencies. We introduce 

head pruning here, where the binary ITG constituents reflect head-modifier relationships 

in addition to syntactic cohesion. It was hoped that by constraining the ITG according to 

this additional syntactic information, we could provide further guidance to the alignment 

system. As our experiments will show, this is not the case. We describe the resulting head- 

constrained ITG or H-ITG in this section, but it will receive less detail than the C-ITG. 

These constraints are important in illustrating what phrasal cohesion does not do, which we 

discuss qualitatively below and quantitatively later in our experimental results.

Each dependency tree has an implied K -arry constituency tree (Gaifman, 1965) that 

discards head information, with flat constituents built over what we have referred to above 

as dependency subtree phrases. This K -arry constituency structure will have several possi­

ble binarizations. Syntactic cohesion allows the C-ITG to select any of these binarizations. 

However, some will not agree with the head-modifier relationships indicated by the original 

dependency tree. For example, the ITG constituency structure shown in Figure 5.5 respects 

syntactic cohesion, and will be considered by a C-ITG as it enumerates alignment space. 

The resulting “here quickly” subtree disagrees with the provided dependencies, which spec­

ify that “ran” is modified by “here” and “quickly” individually, and not by a phrasal concept 

that includes both. This is allowed because we have forced the ITG to respect the depen­

dency tree’s syntactic boundaries, but it has no notion of heads or modifiers.
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he ran here quickly he ran here quickly he ran here quickly

Figure 5.6: Structures allowed by the head constraint.

5.2.1 Chart M odification

The most straight-forward way to eliminate these modifier constituents is to parse with the 

redundant bracketing grammar in (2 .1 0 ), and to add another set of invalid spans to the set 

described in § 5.1. The new invalidated chart entries eliminate all spans that include two 

or more modifiers without their head. With this solution, the structure in Figure 5.5 is no 

longer possible. Like chart modification for syntactic cohesion, this method allows multiple 

structures for each alignment; for example, to represent an alignment with no inversions, 

this head-aware H-ITG can produce any of the three structures shown in Figure 5.6.

5.2.2 C ustom  G ram m ar

Given a grammar that produces canonical head-aware structures for local dependency trees, 

we can easily extend it to complete dependency trees using the concept of grammar tem­

plates described in § 5.1. Such a grammar requires a notion of head, so we can ensure that 

every binary production involves the head or a phrase containing the head. A redundant, 

head-aware grammar is shown here:

A  -» [M i]  | ( M i )  | [AM] | (A M )  \H
M  —» h e / /  | h e re / /  | qu ick ly // (5.1)
H  -> r a n / /

Note that two modifiers can never be combined without also including the A  symbol, which 

always contains the head. This grammar still considers all the structures shown in Fig­

ure 5.6, but it requires no chart preprocessing to account for head information.

We can create a canonical-form grammar by expanding (5.1). Inspired by (2.11), we 

restrict the productions so that the grammar has a default preference for recursion, broken 

only for alternating straight and inverted productions. To specify the necessary inversion 

combinations, our ITG will need more expressive non-terminals. Split A  into two non­

terminals, L and R, to produce left and right modifiers respectively. Then split L into L and 

L, to indicate straight and inverted left modifiers. We now have a rich enough non-terminal 

set to design a grammar with a default behavior: it will generate all right modifiers deeper 

in the bracketing structure than all left modifiers. This rule is broken only in sequences that
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alternate between straight and inverted productions. A grammar that accomplishes this goal 

is shown here:
5  L |L |R

LM (LM ) | [RM] | (RM) |H 

ML] | ML | [MR]

L -> (M L) | (M L ) | (MR)

M  —> h e / /  | h e re / /  | qu ick ly //
H  —> r a n / /

This grammar generates one structure for each alignment. In the case of an alignment with 

no inversions, it produces the tree shown in Figure 5.6c. A grammar to cover a complete 

dependency tree can be generated by using (5.2) as a template instantiated over all local 

trees of the dependency tree.

5.2.3 A lignm ent Space

Modifiers of the same head can no longer occur at the same level of any ITG tree, because 

we have limited how the ITG can combine modifiers. All three valid structures in Figure 5.6 

have “quickly” attached higher in the tree than “here”. As a result of this, no combination 

of inversions can bring “quickly” between “here” and “ran”. In general, the alignment 

space enumerated by the H-ITG is constrained so that, among modifiers, relative distance 

from head is maintained. More formally, let Mj and M 0 be modifiers of H  such that Mi  

appears between M a and H  in the dependency tree. No alignment will ever place the 

outer modifier M 0 between H  and the inner modifier Mi.  This constraint is in addition to 

syntactic cohesion, which is also maintained.

5.3 Alignment Space Experiments

In § 5.1 and 5.2, we introduce two syntactic constraints for ITGs, each based on a pro­

vided English dependency tree. The C-ITG adds a syntactic cohesion constraint to ITG 

processing: subtrees in the source tree must remain contiguous when projected onto the tar­

get string by the alignment. The H-ITG adds a head constraint: no constituent built by the 

ITG can contain two or more source modifiers without also including their head. These two 

constraints effectively create new alignment spaces. In particular, the C-ITG is an intersec­

tion of cohesion space and ITG space. These experiments, originally published in (Cherry 

and Lin, 2006a), are intended to assess these new spaces along with old ones on a common 

French-English alignment data-set. We compare a number of one-to-one alignment spaces
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with varying degrees of syntax-limited concept re-ordering. First we test the guidance pro­

vided by a space, or its capacity to stop an aligner from selecting bad alignments. We also 

test expressiveness, or how often a space allows an aligner to select the correct alignment.

We have several goals for our alignment-space comparison. First, other groups have 

gone to great lengths to avoid ITG constraints (Melamed, 2003), and in our phrasal ITG 

we side-step this issue by deleting training pairs likely to exhibit ITG constraint viola­

tions (§ 4.2.2). We would like to assess the ITG constraints empirically to determine their 

effect on word alignment quality. We also want to compare our C-ITG, which combined 

ITG and cohesion spaces, to a cohesion constraint alone; our hypothesis is that the addition 

of ITG constraints should have a minimal effect on the already restrictive syntactic cohe­

sion. If this were true, it would allow a cohesion-constrained aligner to benefit from the 

algorithmic advantages of ITG without suffering any major drawback. Finally, we want 

to understand the difference between our two syntacticly constrained ITGs, to determine if 

there is a benefit to accounting for head data. Any difference between the C-ITG and H-ITG 

may help explain the problems observed in other dependency-based alignment approaches, 

such as those in (Lopez et al., 2002; Gildea, 2004).

5.3.1 Experimental Details

This section outlines the experimental materials, framework, and systems for our alignment 

space comparison. We begin by discussing the corpus used for these experiments. Since 

the same corpus is used in our discriminative experiments in § 5.5, we provide sufficient 

details here to avoid repetition later. We follow this with a description of the experimental 

framework used to evaluate our alignment spaces. Finally, we describe each alignment 

system that we have selected for comparison.

Canadian Hansards Corpus

The primary bitext used for reporting alignment results in the literature is a set drawn from 

the English-French Canadian Parliamentary Debates, or Hansards. This is our preferred 

corpus when evaluating alignment quality alone. We use a 50K sentence-pair subset of this 

corpus as unsupervised alignment data; this same subset was used for experiments in (Och 

and Ney, 2000b; Cherry and Lin, 2003). We find this training set is normally sufficient to 

conduct comparisons of alignment factors that are distinct from unsupervised training, such 

as this constraint analysis.

This Hansards data has a 500 sentence-pair word-aligned test set, provided to us by

92

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Franz Och by personal communication. This test set was originally aligned by Och and 

Ney (2003), and makes use of both sure and possible links. A partitioning of this set, 

consisting of a 447 sentence-pair test set and a corresponding 37 sentence-pair development 

set was distributed as a part of the WPT 2003 alignment evaluation (Mihalcea and Pedersen, 

2003). This partition is generally used for comparisons to the state of the art. For this 

alignment space comparison, we evaluate using the original 500-sentence test set. For our 

discriminative experiments in § 5.5, we follow Taskar et al. (2005), and use the first 100 

aligned sentence pairs of the WPT split for training, saving the remaining 347 for testing.

Experimental Framework

In all cases, we report our results in terms of alignment quality, using the standard word 

alignment error metrics: precision, recall, F-measure and alignment error rate (§ 3.1). We 

use the Hansards manually-aligned data set as our gold standard. English dependency trees 

are supplied by Minipar (Lin, 1994).

In these experiments, we hold all variables constant except for the alignment space 

being searched, and in the case of imperfect searches, the search method. In particular, all 

of the methods maximize the same alignment scoring function to select an alignment from 

alignment space. The score of a proposed alignment A  is:

Note that this objective function evaluates each link a independently according to the link 

score v, which is unaware of the other links in A.  Our two experiments will vary the 

definition of v  to test different aspects of alignment spaces.

Comparison Systems

We test six methods. The first three are increasingly thorough searches of permutation 

space, the one-to-one alignment space that allows unconstrained concept movement. The 

remaining four systems explore distinct syntax-constrained spaces.

Greedy: A greedy search of permutation space. Links are added in order of descending 

link scores. This corresponds to the competitive linking algorithm (Melamed, 2000).

Beam: A beam search of permutation space, where links are added to a growing alignment, 

biased by their link scores. Beam width is 2 and agenda size is 40.

Match: The weighted bipartite matching algorithm (West, 2001). This is a perfect search 

of permutation space.

(5.3)

93

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Method Prec Rec F AER
Greedy 78.1 81.4 79.5 20.47
Beam 79.1 82.7 80.7 19.32
Match 79.3 82.7 80.8 19.24
ITG 81.8 83.7 82.6 17.36
Dep 8 8 . 8 84.0 8 6 . 6 13.40
C-ITG 8 8 . 8 84.2 86.7 13.32
H-ITG 89.2 84.0 86.9 13.15

Table 5.1: Alignment space comparison with an unsupervised, learned link score.

ITG: The alignment resulting from ITG parsing with the canonical grammar in (2.11).

This is a perfect search of ITG space.

Dep: A beam search of the dependency space. This is implemented as B eam  with an 

additional syntactic cohesion constraint. It is equivalent to the system tested in (Lin 

and Cherry, 2003).

C-ITG: The result of ITG parsing with a syntactic cohesion constraint. This is a perfect 

search of the intersection of the ITG and dependency spaces, as described in § 5.1. 

H-ITG: The result of ITG parsing with syntactic cohesion and an additional head matching 

constraint, as described in § 5.2.

5.3.2 G uidance Test

The link score v is usually imperfect, because it is learned from data. Appropriately defined 

alignment spaces may rule out bad links even if they are assigned high v  scores, improving 

alignment quality by guiding the search to better alignments. We define the following 

simple link score to test the guidance provided by different alignment spaces:

v ( a , e , f )  = 4>2{e i , f j )  -  K \ i  -  j \  (5.4)

Here, a =  (e,, f j ) is a link and f j )  returns the p 2 correlation metric (§ 2.1.2) be­

tween the linked words. The p 2 scores were obtained using co-occurrence counts from our 

Hansards data. The second term is a small distortion penalty. AT is a small constant selected  

to be just large enough to break ties in favor of similar positions. Links to 0 are given a flat 

score of 0, while token pairs with no value in our p 2 table are given a flat score of —1. We 

prune all bilingual pairs with a p 2 score less than 0.0005 from our table.

The results of maximizing f  align on our test set are shown in Table 5.1. As one can 

see, alignment accuracy improves as the syntactic constraints grow more restrictive. The
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ITG method scores an AER of 17.4, a 10% relative reduction in error rate from bipartite 

matching. This indicates that the constraints established by ITG space are beneficial, even 

before adding an outside parse. The three dependency-tree guided methods all have AERs 

of around 13.3. This is a 31% improvement over maximum matching. Note that enforcing 

head constraints in the H-ITG produces only a small improvement over the C-ITG. One 

should also note that, with the exception of the H-ITG, recall goes up as smaller spaces are 

searched. In a one-to-one alignment, enhancing precision can also enhance recall, as every 

error of commission avoided can present up to two new opportunities to avoid an error of 

omission.

The small gap between the beam search of permutation space and bipartite matching 

indicates that for this link score v, the beam search is a good approximation to complete 

enumeration of a space. This is important, as the only method we have available to search 

dependency space is also a beam search. Knowing this, we can conclude that combining the 

phrasal cohesion constraint with the ITG constraint in the C-ITG does not reduce alignment 

quality with respect to those alignments found using only the phrasal cohesion constraint in 

Dep. In fact, we appear to be benefiting slightly from either the combination of constraints 

or the complete search.

We can gain further insight into the differences between Dep and C-ITG by looking at 

their success in solving the search problem of finding the maximal f  align- For each sentence 

pair, we can compare the f aiign values found, instead of error rates. In 35 sentence pairs, 

C-ITG’s perfect search allows it to find a higher f augn, even though it is searching a smaller 

space. Dep finds a higher f  align than the C-ITG only 3 times. Each instance is caused by a 

fairly flat dependency tree allowing non-ITG re-orderings in dependency space. This never 

results in the Dep method finding a correct link that was not found by C-ITG.

5.3.3 Expressiveness Test

Any time we limit an alignment space, we risk ruling out correct alignments. We now test 

the expressiveness of an alignment space according to the best alignments that can be found 

there when given an oracle link score. With these perfect link scores, the model no longer 

requires guidance, any limits placed on alignment can only hold the system back. This 

sort of test is similar to the experiments in (Fox, 2002), but instead of counting crossings, 

we count how many links an oracle alignment misses when confined to a particular space. 

These tests are also similar to those carried out concurrently in (Wellington et al., 2006b).

We create a tailored v for each sentence pair, based on the gold standard alignment for
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Method Rec Missed F AER
Dep 94.1 260 97.0 3.02
H-ITG 94.2 258 97.0 3.00
C-ITG 94.8 232 97.3 2.69
ITG 96.3 165 98.1 1.90
Match 96.4 162 98.1 1 . 8 6

Table 5.2: Alignment space comparison with an oracle link score.

that pair. Gold standard links are broken up into two categories in Och and Ney’s evaluation 

framework (2003). S  links are used when the annotators agree and are certain, while links 

in P  — S  are meant to handle ambiguity. Since only S  links are used to calculate recall, we 

define our v to mirror the S  links in the gold standard:

( 1 if a is an S' in (E, F )
v ( a , E , F ) = l  0 if a is a link to null

[ — 1  otherwise

Table 5.2 shows the results of maximizing summed v  values in our various alignment

spaces. The greedy and beam searches of permutation space have been omitted, as they 

are simply approximating bipartite matching. The precision column has also been omitted, 

as it is trivially 100 in all cases. A new column has been added to count missed links.

Bipartite matching sets the upper bound for this task, with a recall of 96.4. It does not 

achieve perfect recall due to the one-to-one constraint. Of the constrained systems, ITG  

fairs the best, showing only a tiny reduction in recall, due to 3 missed links throughout the 

entire test set. Considering the non-trivial amount of guidance provided by the IT G  in the 

previous experiment, this small drop in expressiveness is quite impressive. For the most 

part, the ITG constraints appear to rule out only incorrect alignments. The C -IT G  isn’t 

doing much worse, but the noticeable drop in achievable recall may be a problem for some 

applications. It may be surprising to see C -IT G  outperforming Dep, as the alignment space 

of D ep is larger than that of C -ITG . However, the incomplete nature of D ep ’s beam search 

is holding it back.

The H-ITG makes 26 fewer correct links than the C-ITG, each corresponding to a 

single missed link in a different sentence pair. These misses occur in cases where two 

modifiers switch position with respect to their head during translation. Surprisingly, there 

are regularly occurring, systematic constructs that violate the head constraints. An ex­

ample of such a construct is when an English noun has both adjective and noun modi­

fiers. Cases like “Canadian Wheat Board” are translated as, “Board Canadian of Wheat”,
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switching the modifiers’ relative positions. These switches correspond to discontinuous 

constituents (Melamed, 2003) in lexical bitext parsing. The C-ITG can handle these dis­

continuities by freely grouping constituents to create continuity, but the H-ITG, with its 

fixed head and modifiers, cannot. Given that the H-ITG provides only slightly more guid­

ance than the C-ITG, we feel that its systematic elimination of simple, correct translation 

constructions makes it a poor constraint for use with ITGs.

Discussion

From our alignment space experiments, it appears that the ITG constraints actually place 

very few limits on expressiveness beyond those established by a one-to-one constraint. This 

increases our confidence in using the ITG as our base aligner. Furthermore, the additional 

cohesion constraints in the C-ITG have been shown to greatly increase alignment accuracy, 

at the cost of some expressiveness. This leaves at least two questions for investigation:

1. Can we incorporate the syntactic cohesion from the C-ITG as a soft constraint, to 

receive its benefits without necessarily suffering the reduction to expressiveness?

2. Our guidance experiments were conducted with a weak, c/;2-weighted aligner. Would 

the results still hold on a strong aligner with complex distortion features?

Discriminative training provides a principled method to implement a soft cohesion con­

straint inside a strong ITG aligner, allowing us to address both questions at once.

5.4 Discriminative ITG with Soft Cohesion Constraint

In this section we describe a discriminative training method for ITGs using SVM Struct 

(§ 2.5.4). To our knowledge, this is the first use of discriminative training for ITG word 

alignment. A discriminative training method will allow us to introduce syntactic cohesion 

as an alignment feature. This will create a discriminatively-weighted penalty for violating 

syntactic cohesion, creating a soft cohesion constraint.

There are, of course, several other benefits to discriminative training. First, as outlined 

in (§ 2.5), the linear models used in discriminative training allow arbitrary and overlapping 

features, which will allow us to incorporate a cohesion feature in addition to other powerful 

features from the literature. Second, we can train specifically to optimize alignment quality, 

as opposed to optimizing the likelihood of a sentence-aligned bitext. Finally, ITG algo­

rithms can be slow, and iteratively training unsupervised models on hundreds of thousands
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of sentence pairs can be time consuming. We prefer the smaller, 100 sentence-pair train­

ing sets used in discriminative training, which allow for much faster system development. 

We are interested in the discriminative training of ITGs, as opposed to another alignment 

inference engine, such as bipartite matching or the IBM models, because an ITG exposes 

syntactic features that are not available in these other aligners.

There are several viable options for the discriminative training of ITGs. Any online 

method, such as the averaged perceptron (Collins, 2002) or SVM Struct (Tsochantaridis et 

al., 2004), will work, because they require only the output of the alignment search under 

various weight vectors w. Conditional random fields (Lafferty et al., 2001) are also possible, 

since we have access to the inside algorithm to efficiently calculate the log linear model’s 

normalization term, but this solution would likely be prohibitively slow to train. We select 

SVM Struct with margin re-scaling because it has a well-founded, large-margin objective 

that allows a structured loss function. Furthermore, because of its modularity, we can also 

re-implement the discriminative matching system (Taskar et al., 2005) using SVM Struct 

in § 5.4.4, allowing us to compare our ITG system to a bipartite matching system, while 

leaving all variables regarding learning constant.

We describe our SVM Struct training framework for ITGs in § 5.4.1. Our feature set, 

including the syntactic cohesion feature, is described in § 5.4.2, while § 5.4.3 provides 

details necessary for the design of an effective gold standard for SVM-ITG training. Finally, 

in § 5.4.4 we outline our baseline discriminative aligner: an SVM Struct re-implementation 

of the discriminative matching system.

5.4.1 SVM Training

Having selected a learning method, to fully specify our SVM ITG, we must describe the 

three remaining components of discriminative training, as outlined in § 2.5. To build an 

alignment y  over a sentence pair x, these components are:

1. A search to find struct(x ; w) — argmax,/g-y w ■ T (x, y)

2. A feature representation for complete alignments $  (x, y)

3. A structured loss function A (y, y)

Throughout this discussion we assume a one-to-one ITG, powered by the simple binary 

bracketing grammar in (2 .1 0 ).

In our SVM-ITG, the alignment search for struct(x ; w) is a weighted ITG parser 

(§ 2.2.3). This requires us to slightly alter our interpretation of (x ,y ) \  x  remains a sen-
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tence pair, but y becomes an ITG derivation, which implies a word alignment through its 

terminal productions. Given a value2  v for each production that can be applied during a 

derivation, the ITG parser finds the derivation y  that yields x, and which maximizes the 

sum of production values:

y = argmax{ylyield{y)=x} v(r; x)
r e y

Note that the value of a production is parameterized not only on the production rule r, but 

also on the sentence pair x. This indicates that, in a departure from traditional parsing, the 

value of a rule will change depending on the context in which it is applied. In the next step, 

we define the feature representation ^ (x , y) and the production values v(r: x)  so that the 

ITG parser solves the argm ax in item 1.

Since the parser reasons about productions, we define our features on instances of pro­

ductions. That is, we factor the feature vector 4/(x, y) for an entire derivation y  into com­

ponent feature vectors x) on instances of production rules:

r e y

Given this definition of \I/(x, y), if the values of productions are set according to their 

weighted features:

u(r; x) — w ■ ip(v, x),

then the derivation found by the ITG parser will be the derivation with the maximum 

weighted score, as specified in item 1. We describe the feature vectors y;(r; x) for indi­

vidual productions in § 5.4.2.

Having specified a search and a feature representation, the last item on our list is the 

structured loss A(y, y). Recall that SVM Struct requires a max cost search that finds

y  =  argmax^/ [w • tf(x , y') +  A (y, y') -  w  ■ ^ (x , y)]

for a labeled training instance (x, y). Fortunately, our use of margin re-scaling allows us to

factor a decom posable loss function into our original search framework (§ 2.5.4). For the

sake of modularity and simplicity, we define our loss only in terms of the alignment implied

by y, and not in terms of the entire derivation; so we temporarily go back to interpreting our

structure y  as a set of links. We select weighted Hamming loss over links as our A (y, y),

2We use the term value to disambiguate between the values on productions and the weights on features, 
even though the term weight is traditionally used for both.
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because it is decomposable and it has been used previously in (Taskar et al., 2005):

A (y ,y) =  ca\y -  y\ + cc\y -  y\ (5.5)

where c0 is a penalty for incurred for errors of omission, and cc is a penalty for errors of 

commission. A loss-augmented ITG parser is used to conduct the max cost search. Terminal 

productions of the form A —> e / f ,  which correspond to one-to-one links, have their values 

augmented to incorporate structured loss. For a known correct derivation y, the value of 

each production with the form r  =  A —» e j //*. is augmented as follows:

v (r \x )  = w ■ ip(r\x)  +  (  C° (5.6)
v \  - C o  if { e j , f k )  e  V

A weighted ITG parser that is given loss-augmented values for its productions will find the 

max cost structure for any labeled training instance (x ,y ) .

5,4.2 Features

We divide our features on productions into two disjoint sets: terminal and non-terminal 

features. Terminal features measure various qualities of the link implied by a one-to-one 

terminal production A —» e jj fk -  Non-terminal features indicate qualities of non-terminal 

productions, and qualities of the bitext spans covered by these productions. We describe 

each in turn below.

Terminal Features '

For terminal productions r, we use a feature set in our vector tp(r: x)  that is very similar to 

the set used by the discriminative matching system (Taskar et al., 2005) for its edge features. 

Each terminal feature measures a quality of a specific link. Terminal productions r$ that 

correspond to unaligned tokens are given blank feature vectors i'i'rp) — 0. For all other 

terminal productions, let the production under discussion be A —> e j)  fu\ its features are 

described below.

Lexical translation affinity: To measure the affinity of the bilingual word-pair (ej, fk)  

we use conditional link probability, as described in § 2 .1 .2 :

cori*,, M  M f S  ■cooc(e j,fk)
The link counts link(e, f )  are obtained by automatically word-aligning a large sentence- 

aligned bitext with a version of our in-house discriminative matching system that uses the 

(p2  correlation measure (§ 2 .1 .2 ) in place of conditional link probability, d is an absolute 

discount parameter like the one used in Moore’s perceptron aligner (2005b).

100

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Distortion: We include several features to capture the relationship between the indices of

linked tokens; for example, in English-French, linked tokens tend to have similar indices. 

Our primary distortion feature compares length-normalized indices:

Orthographic: We include a number of features that account for the characters in the

two words being linked. Three separate indicators fire if ej and are an exact character 

match, an exact match ignoring accents, or an exact match ignoring vowels. Another feature 

reports the longest common subsequence ratio, or LCSR (Melamed, 2000) of ej and /&. A 

final indicator fires only if both words have fewer than 3 characters; this feature is intended 

to be a penalty to counter the inflated LCSR scores that these short cases would obtain.

First-order approximation: The alignment HMM (§2.1.1) has shown that it is valuable

to condition decisions regarding the current link based on the location of the link that came 

before it. We cannot easily account for these first-order relationships between links in our 

ITG. Instead, we include an approximation that measures the affinity of the following token- 

pair, hoping to capture the likelihood of the ITG linking that pair in a separate decision. The 

resulting feature is c o r (e j+ 1 , fk+i)- Note that the non-terminal features described later will 

be able to capture some syntactic interactions between links, as well as a preference for 

monotonicity.

Other features: To capture the preference for common words to link to common words 

and uncommon to link to uncommon, we include a feature that is the difference in the log 

rank of ej and fk  - where a type’s rank is determined by its monolingual token frequency 

in a large sentence-aligned corpus. We also include lexical indicators for all pairings of 

the five most frequent types in each language, so the SVM can directly learn a weight for 

linking (or not linking) these common pairs. Finally, we include a bias feature, which is an 

indicator that is always on for all token pairs. By assigning this feature a negative weight, 

the aligner can set a threshold on the summed weight of all other features, below which the 

token pair will not be linked, as the aligner will opt for links to 0  instead.

We also use various non-linear transformations of this feature: dist2, V dist and dist ■ cor.
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Non-terminal Features

Up until this point, there has not been much room for innovation in feature design. Termi­

nal productions correspond to links, so there is no reason to deviate from the tested feature 

sets of other link-focused methods such as (Taskar et al., 2005; Moore, 2005b). However, 

with the adoption of the ITG formalism, we now have access to an entirely new layer of ab­

straction, as represented by non-terminal productions and their corresponding constituents. 

This layer ties link decisions together in interesting ways, and allows us to model syntactic 

interactions between links within a complete search.

ITG Distortion: This feature indicates an inverted production A  —> (A A ) . This allows

the SVM to assign a penalty or bonus to deviations from a monotonic translation. It is 

unclear how much stronger or weaker this is than the first-order relationships modeled by 

an HMM. A single ITG inversion can create huge deviations in word order when inverting 

large enough constituents, but it also models the phenomenon of concepts moving together 

during translation more effectively than an HMM.

Invalid Spans: Recall that each production is aware not only of the rule being applied,

but the context in which it is being applied in x. In particular, for any constituent, we can 

always find the bitext span (e*, /„ )  over which it is about to be built. It is easy to add an 

indicator that fires if that span would have been pruned by any ITG pruning method, such 

as tic-tac-toe or fixed-link pruning. This allows us to build soft constraints.

We include an indicator that fires whenever the ITG attempts to build a constituent over 

an English span that is invalid according to the phrasal structure of a fixed English depen­

dency tree (§ 5.1). That is, if a span-pruning C-ITG would not allow the constituent, then 

the indicator will lire. As we show in § 5.3, constraining an alignment to maintain phrasal 

cohesion with a monolingual dependency tree provides a lot of guidance to an aligner, but 

also limits its ability to reproduce human alignments. A soft cohesion constraint, or co­

hesion penalty, could provide the same guidance, without necessarily holding the aligner 

back. This feature ties links together, as cohesion violations in alignment are inherently 

multi-link relationships. This sort of distortion information is orthogonal to the information 

we can provide through terminal features.
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5.4.3 Gold Standard Design

SVM Struct requires complete '£ vectors for its gold standard training structures. Unfor­

tunately, our training set contains gold standard alignments, not ITG parse trees. Also, the 

gold standard may be divided into sure and possible link sets S  and P  (§ 3.1). Recall that 

all links in the gold standard are in P. Links in S  must be included in a correct alignment, 

while links in P  — S  can be included, but are not necessarily required for a correct align­

ment. That is, the aligner is never penalized for leaving out or including a link in P  — S. 

Both the lack of gold standard ITG trees and the P  — S  issue require special handling.

We create “gold standard” ITG trees using a modified weighted ITG that has its link val­

ues defined in terms of the known gold standard alignment. The following sorted priorities 

are used during tree construction:

•  maximize the number of links from S

•  minimize the number of English dependency span violations

•  maximize the number of links from P  — S

• minimize the number of inversions

This creates trees that represent high-scoring alignments, using a minimal number of invalid 

spans. Since we already have gold-standard alignments, only the span and inversion counts 

of these trees are used to construct feature vectors for training. Therefore, we need not 

achieve a perfect tree structure. We continue to evaluate all methods with the original 

alignment gold standard.

During training, we do not wish to penalize the SVM for missing links in P  — S,  as 

the aligner will not be penalized for these mistakes in the final evaluation. Therefore, we 

have altered SVM Struct so that, during training, any of these links that may be generated 

by the alignment search are removed before the construction of the complete feature vector 

T, whether it be a vector for the correct alignment y  or a candidate y. Since the features for 

these links are never included in any vector, these links are essentially free: they are in the 

gold standard when the aligner includes them, and absent from the gold standard when the 

aligner leaves them out. For the loss-augmented search, we consider all links in P  — S  to be 

special cases, their corresponding terminal productions do not have their values augmented 

in any way, because these links do not affect cost.
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5.4.4 Re-implementation of Discriminative Matching

To provide a baseline for our discriminative ITG, we have re-implemented the discrimina­

tive matching system (§ 2.5.2) within SVM Struct. Due to SVM Struct’s modularity, we 

are able to re-use many of the components from our SVM-ITG, including all link features. 

This means that the only differences between this baseline and our SVM-ITG are the ITG’s 

syntactic alignment search and its unique non-terminal features. Recall that SVM Struct 

requires that its user provide an alignment search, a feature representation, and a structured 

loss function.

To re-implement discriminative matching, we use the weighted bipartite matching algo­

rithm for our alignment search. Since SVM Struct does not tie us to the linear programming 

formulation of bipartite matching, we employ the Hungarian Method. Our implementation 

follows the pseudo-code in (Papadimitriou and Steiglitz, 1998, pg. 251). Like in the original 

discriminative matching system described in (Taskar et al., 2005), features are decomposed 

over links. Links are given the same features they would receive in our discriminative ITG; 

that is, each potential link (ej, fk)  is given a feature vector ip according to its implied ter­

minal production; ip{ej, f k ‘,x )  = ip (A —> e j / fk ;  x). All non-terminal features from our 

discriminative ITG are discarded; they have no analog in bipartite matching. Finally, we 

use the same Hamming loss as we use for the discriminative ITG, since we were careful to 

define that loss only over links and not trees. This allows us to conduct our loss-augmented 

search through a loss-augmented matching algorithm, where each potential link has its value 

augmented according to the loss it will incur under the gold standard y. Because we are 

using the same Hamming loss with margin re-scaling, and because we have deliberately 

employed a similar feature representation, we believe that this is a faithful reproduction of 

the work by Taskar et al. (2005).

5.5 Discriminative Experiments

We have shown how an ITG bitext parser can be trained discriminatively using SVM Struct. 

This supervised paradigm has the potential to greatly increase the performance of the un­

supervised, correlation-weighted ITGs tested in § 5.3, at the cost of a small amount of 

labeled training data. We have three primary goals in the following evaluation of our SVM- 

ITG, originally published in (Cherry and Lin, 2006b). First, we wish to confirm that the 

proposed SVM Struct alignment training does work, and our re-implementation of discrim­

inative matching can match the performance reported in (Taskar et al., 2005). Second, we
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Method Prec Rec AER
Match 91.6 8 6 . 0 1 1 . 0

C-ITG 94.0 85.4 1 0 . 0

SVM-ITG 94.4 87.8 8 . 6

Table 5.3: Performance of SVM aligners with various degrees of cohesion constraint.

wish to assess the value of our cohesion feature, in particular, we want to compare it to 

a hard cohesion constraint. Finally, Taskar et al. required features that encode the already 

strong alignments found by GIZA++ in order to achieve an AER lower than 10.7 on our test 

set. We hope to show improvement from the same point, but by using syntactic information 

from a source dependency tree.

5.5.1 Experimental Details

We conduct our experiments using our English-French Hansard data from § 5.3.1. Our 

unsupervised 4>2 scores, link probabilities and word frequency counts are determined us­

ing 50K sentence-aligned bitext. Our supervised training set for the discriminative aligners 

is the first 100 sentence pairs from the WPT competition split of the word-aligned gold 

standard. For evaluation we compare to the remaining 347 gold standard pairs using the 

alignment evaluation metrics: precision, recall and alignment error rate or AER (§ 3). SVM 

learning parameters are tuned manually using the 37-pair development set. English depen­

dency trees are provided by Minipar (Lin, 1994).

We test against two strong baselines. The first baseline, Match is our re-implementation 

of discriminative matching. The second baseline, C-ITG is an ITG aligner with hard cohe­

sion constraints, but which uses the weights trained by Match to assign its link values. This 

is the most straight-forward way to combine discriminative training with the hard syntactic 

constraints.

5.5.2 Alignment Evaluation

The results are shown in Table 5.3. One should note that our Match baseline is achiev­

ing scores in line with (Taskar et al., 2005), which reports an AER of 10.7 using similar 

features and the same training and test sets. One can also see that the effect of the hard 

cohesion constraint has been greatly diminished after discriminative training. In our pre­

vious experiments using a simple, unsupervised link score, we were seeing a 30% relative 

error reduction in error rate by switching from Match to C-ITG. Now, with a far more
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informative, learned v, the C -IT G  produces only a 9% reduction from 11.0 to 10.0.

The soft-constrained SVM-ITG is faring substantially better. Its AER of 8 . 6  represents 

a 22% relative error reduction compared to the matching system. The improved error rate 

is caused by gains in both precision and recall. This indicates that the invalid span feature 

is doing more than just ruling out links; perhaps it is de-emphasizing another, less accurate 

feature’s role. The SVM-ITG overrides the cohesion constraint in only 41 of the 347 test 

sentences, so we can see that it is indeed a soft constraint: it is obeyed nearly all the time, 

but it can be broken when necessary. The SVM -ITG achieves the strongest ITG alignment 

result reported on this data set; surpassing the 16 AER reported in (Zhang and Gildea,

2004), where a one-to-one ITG was trained unsupervised using inside-outside.

5.6 Summary

We have presented two new alignment spaces based on constraining an ITG with a fixed, 

English dependency tree. We have given grammars to conduct a perfect search of these 

spaces using an ITG parser. The grammars derive exactly one structure for each alignment. 

We have shown that syntactic constraints can have a very positive effect on alignment qual­

ity. With a learned objective function, ITG constraints reduce bipartite matching’s error 

rate by 10%, while C-ITG constraints produce a 31% reduction. This gap in error rate 

demonstrates that a dependency tree over the English sentence can be a very powerful tool 

when making alignment decisions. We have shown that while cohesion constraints might 

limit alignment expressiveness too much for some tasks, enforcing ITG constraints results 

in almost no reduction in achievable recall.

We have also presented a discriminative, syntactic word alignment method. Discrimi­

native training is conducted using the highly modular SVM Struct, which allows code reuse 

between the syntactic aligner and a bipartite matching baseline. An ITG parser is used 

for the alignment search, exposing two syntactic features: the use of inverted productions, 

and the use of spans that would not be available in C-ITG. This second feature creates a 

soft syntactic cohesion constraint. Discriminative training allows us to maintain all of the 

features that are useful to the bipartite matching baseline in addition to the new syntactic 

features. We have shown that these features produce a 22% relative reduction in error rate 

with respect to a strong flat-string model. This work demonstrates that a cohesion constraint 

can be useful to a strong aligner, when incorporated as a feature.
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Chapter 6

Cohesive Phrasal Decoding

We have demonstrated that syntactic cohesion can increase word alignment accuracy by 

limiting the concept movement that can be displayed in an alignment. Syntactic cohe­

sion is also implicit to some degree in several types of complete translation systems. The 

tree-to-string decoder (§ 2.3.3) represents movement during translation as a permutation of 

children, and hence has to obey cohesion completely. String-to-tree transducers (Graehl 

and Knight, 2004), tree-to-string transducers (Huang et al., 2006), and dependency treelet 

systems (Quirk et al., 2005) tend to produce cohesive translations, but their multi-level tree 

operations can overcome the limitations of cohesion by applying multi-level re-orderings 

observed in the training data. However, all of these examples have completely embraced 

a syntax-based model of translation: phrases are defined in the tree, and the models bene­

fit from syntactic generalizations and tree-based movement models. This is all in addition 

to any implicit notion of syntactic cohesion. But how much benefit does the concept of 

cohesion provide to a decoder when taken alone? Can it provide any assistance to the 

still-dominant phrase-based translation models (§ 2.6.1) such as Moses or Pharaoh?

Our goal in this chapter is to improve the output of a left-to-right, phrase-based SMT 

system by making it aware of syntactic cohesion, according to a provided source depen­

dency tree. Since we have an English dependency parser, we assume English to French 

translation. Previous work has shown that restricting the phrases used in phrasal SMT to 

syntactic constituents is harmful (Koehn et al., 2003); therefore, we are careful to add syn­

tactic cohesion in a manner that still allows the use of arbitrary contiguous phrases. The 

dependency tree will only constrain the movement that can occur during translation. We 

hope that by respecting a known syntactic structure, we can improve translation quality.

We begin in § 6.1 by defining a cohesion violation in the context of phrasal SMT output. 

We also propose a A'-best filtering approach to cohesive phrasal translation. In § 6.2, we
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provide a linear-time algorithm to check for cohesion violations within a standard phrasal 

decoder. We present both a hard cohesion constraint as well as a soft cohesion feature for 

left-to-right phrase-based decoding. We thoroughly test both our cohesive output filter and 

our cohesive decoder in § 6.3.

6.1 Cohesive Phrasal Output

Previous approaches to measuring or checking the cohesion of a sentence pair have worked 

with a word alignment (Fox, 2002; Lin and Cherry, 2003). This alignment is used to project 

the spans of subtrees from the source tree onto the target sentence. If a modifier and its 

head, or two modifiers of the same head, have overlapping spans in the projection, then 

this indicates a cohesion violation (§ 2.3.3). To check phrasal translations for cohesion 

violations, we need a way to project the source tree onto the decoder’s output.

Standard phrasal decoders work by repeating the following steps inside a beam search:

1. Select an unused phrase from the source sentence, and mark it as used.

2. Translate the source phrase into the target language using a phrase table.

3. Place the translated phrase at the end of the current hypothesis.

Each phrase used to create the target sentence can be tracked back to its original source 

phrase, providing an alignment between source and target phrases. Since each source token 

belongs to exactly one of the source phrases used during translation, we can transform this 

phrasal alignment into a word-to-phrase alignment, where each source token is linked to a 

target phrase. We can then project the source subtree spans onto the target phrase sequence. 

Note that we never consider individual tokens on the target side, as their connection to the 

source tree is obscured by the phrasal abstraction that occurred during translation.

Let ej" be the input source sentence, and be the output target phrase sequence. Our 

word-to-phrase alignment a* £  [1 , p], 1  <  i < m  maps a source token position i to a target 

phrase position a*. Next, we introduce our source dependency tree T .  Each source token ej 

is also a node in T. We define T (ej) to be the subtree of T  rooted at ej. With this notation 

in place, we can define our projected spans. Following (Lin and Cherry, 2003), we define a 

head span to be the projection of a single token e,; onto the target phrase sequence:

s p a n H ( e i , T ,  a™) =  [a*, a*] 

and the subtree span to be the projection of a subtree rooted at ep.

s p a n S (e ; , T ,  aV1) — min a,-, m ax cu.
’ 1 '  [ { j l e j e T { e i ) }  3 ' { k \ ek e n e i ) }  *
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nobody likes to pay taxes

' \  ' ' V "
I--------------------------1  1 I--------------------- 2 ----------------------- 1

personne n 1 aime payer des impots 
(nobody likes) (paying taxes)

Figure 6.1: An example English source tree with translated French output. Segments are 
indicated with underlined spans.

Take for example, the simple phrasal translation shown in Figure 6 .1 along with the pro­

vided English dependency tree. If we examine the local tree rooted at likes, we get the 

following projected spans:

spanS(nobody, T, a) =  [1,1]

spanH(likes, T, a) = [1,1]

spanS(pay ,T , a) =  [1 , 2 ]

For any local tree, we always consider only the head span of the head, and the subtree spans 

of any modifiers.

Typically, cohesion would be determined by checking these projected spans for inter­

section. However, one can see from our example that, at this level of resolution, avoiding 

intersection becomes highly restrictive. The simple monotone translation in Figure 6.1 

would become non-cohesive: nobody intersects with both its sibling pay and with its head

likes at phrase index 1. This complication stems from the use of multi-word phrases that do

not correspond to syntactic constituents. We want to maintain the use of arbitrary phrases, 

so we tighten our definition of a violation to disregard cases where the sole point of overlap 

is obscured by our phrasal resolution. To do so, we replace span intersection with a new 

notion of span innersection.

Assume we have two spans [u, u] and [x, y ] that have been sorted so that [u, v\ < [x, y] 

lexicographically. We say that the two spans innersect if and only if x  < v. So, [1, 3] and 

[2, 4] innersect, while [1, 3] and [3, 4] do not. One can think o f  innersection as intersection, 

minus the cases where the two spans share only a single boundary point, where x — v. 

When two projected spans innersect, it indicates that the second syntactic constituent must 

begin before the first ends. If the two spans in question correspond to nodes in the same 

local tree, innersection indicates an unambiguous cohesion violation. Under this definition, 

the translation in Figure 6 .1 is cohesive. Though the spans of the local tree rooted at likes
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la sessio n  d e  vote d dbu te  dem ain 

(the) (session) (of voting) (begins tomorrow)

la sessio n  com m ence & voter dem ain

(the) (session  begins) (to vote) (tomorrow)

Figure 6.2: Two candidate translations for the same parsed source, along with their phrase- 
based decoding trace, (a) is cohesive, while (b) is not.

Span (a) (b)
spanS(session, T, a) [1,3] [1,3]*
spanH(begins, T, a) [4,4] [2,2]*
spanS (tomorrow, T, a) [4,4] [4,4]

Table 6.1: Spans of the local trees rooted at begins from Figures 6.2 (a) and (b). Innersection 
is marked with a “*”.

all intersect, none of them innersect; they share exactly one point, which is a boundary point 

for all three spans.

Our hope is that syntactic cohesion will help the decoder make smarter distortion deci­

sions. An example with distortion is shown in Figure 6.2. In this case, we present two can­

didate French translations of an English sentence, assuming there is no entry in the phrase 

table for “voting session.” Because the proper French construction is “session of voting”, 

the decoder has to move voting after session using a distortion operation. Figure 6.2 shows 

two methods to do so, each using an equal numbers of phrases, but employing different dis­

tortions. The projected spans for the local tree rooted at begins in each candidate are shown 

in Table 6.1. Note the innersection between the head begins and its modifier session in (b). 

Thus, a cohesion-aware system would receive extra guidance to select (a), which maintains 

the original meaning of the source sentence much better than (b).

AT-best List Filtering

We now have a functional definition of syntactic cohesion as it applies to phrasal SMT 

output. It is an approximation to true measurements of cohesion, but it is also the best 

we can do at the phrasal level of resolution provided by a phrasal decoder. A first attempt 

at using cohesion to improve SMT output would be to apply it as a filter on AT-best lists. 

That is, we could have a standard phrasal decoder output a 1000-best list along with a 

trace that indicates the generator for each phrase in the translation. We could then use a
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monolingual parser and the innersection-based definition to check for syntactic cohesion. 

The highest-ranked cohesive translation would be returned to the user. This AT-best post­

processing approach is similar to the use of syntactic models in (Och et al., 2004), but where 

Och et al. re-ranked according to probabilities from complex statistical models of syntactic 

translation, we employ a binary notion of cohesion. We test this approach in § 6.3.2.

6.2 Cohesion Constraint for Phrasal Decoding

As our A-best list experiments in § 6.3.2 show, post-processing is not powerful enough to 

take full advantage of syntactic cohesion. The majority of the non-cohesive translations 

produced by a phrasal decoder do not contain a cohesive alternative within their 1 0 0 0 -best 

list. Those cases cannot be helped by A'-best list filtering. Other groups have improved 

performance by pushing features that formerly used Af-best list post-processing deep into 

the decoder (Zhang et al., 2006).

This section describes a modification that can be made to standard left-to-right phrase- 

based decoding, so that the system is constrained to produce only cohesive output. This will 

take the form of a check performed each time a phrase is added to the current hypothesis, 

similar to the ITG constraint for phrasal decoding (Zens et al., 2004). We first provide 

intuition, and then present the check algorithmically.

Our post-processing check for cohesion violations operates on a tree with projected 

spans. These spans can be calculated easily given a complete word-to-phrase alignment 

a™, allowing us to check each local tree for innersection. However, during translation, the 

decoder has a different perspective. It builds translations incrementally from left to right. 

Each operation adds a target phrase to the end of the current hypothesis. We want to detect 

violations early, so the decoder can search the cohesion-constrained translation space as 

thoroughly as possible. What does a cohesion violation look like from this perspective?

Formal definitions aside, our goal in maintaining syntactic cohesion is to ensure that 

subtrees in the source tree remain contiguous in the translation. We can take advantage of 

the decoder’s left-to-right construction of the target to implement this idea directly. Once 

the decoder starts translating part of a source subtree T(r) ,  if any later step translates some 

e' (jz T{r)  before all of T ( r ) is translated, then we know that T(r) will be finished at some 

point further to the right, and we know its translation will no longer be contiguous. We 

say that T(r) is interrupted by e'. Any hypothesis containing such an interruption will 

invalidated and aborted.
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For example, in Figure 6.2b, the decoder translates a part of the subtree rooted at 

session in f \ .  In / 2, it translates begins, which is outside T(session). Since we have 

yet to cover voting, we know that the projected span of session will end at some index 

v  >  2. This interrupts T(session), which eliminates the hypothesis after having proposed 

only the first two phrases of the translation.

In Appendix B, we show that an interruption is equivalent to a cohesion violation. 

Therefore, eliminating interruptions from the search space is equivalent to searching the 

space of cohesive translations. We formalize the notion of an interruption and provide an 

algorithm for their detection in the next section.

6.2.1 A lgorithm

In this section, we formally define an interruption, and present an algorithm to detect one 

during decoding. During both discussions, we represent each target phrase as a set that con­

tains the English tokens used in its translation: f j  =  {e;|aj =  j } .  Formally, an interruption 

occurs whenever the decoder would add a phrase fh+i to the hypothesis /[ ',  and:

3 r € T  such that:

Be e  T (r)  such that e e  f i  (a. Started)
(6 .1)

Be' ^ T (r)  such that e' € fh+i (b. Interrupted)

Be" € T (r)  such that e" f[ l+1 (c. Not finished)

Thus, an interruption check should be performed before each proposed extension of f[ l with 

fh+i- The key to performing such a check quickly is knowing which subtrees to check for 

completeness. Considered naively, we might need to check every subtree that has begun in 

f i  - For example, Figure 6.3a highlights the roots of all such subtrees for a hypothetical T  

and f f .  Fortunately, with a little analysis that accounts for fh+i, we can show that at most 

two subtrees need to be checked.

For a given interruption-free f f ,  we call subtrees that have begun translation in f[ l, but 

are not yet complete, open subtrees. Only open subtrees can lead to interruptions. We can 

focus our interruption check on fh, the last phrase in /{ \ We do so because any open subtree 

T (r )  must contain at least one e € fh. If this was not the case, then the open T ( r ) must 

have began translation somewhere in / f _1, and T (r )  would be interrupted by the placement 

of fh- Since our hypothesis is interruption-free, we know this is impossible. This leaves 

the subtrees highlighted in Figure 6.3b to be checked. Furthermore, we need only consider
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h+1 H h+1 H
h

Figure 6.3: Narrowing down the source subtrees to be checked for completeness.

Algorithm 4 An algorithm to check for interruptions.
•  Get the left and right-most tokens used to create fh, call them ex and ea

• For each of e €  {ex, e#}:

i. r' <— e, r  *— null
While 3e' € fh+i such that e' ^  T{r')\

r' <— parent(r), r  r'

ii. If r  7  ̂ null and 3e" G T (r)  such that e" (f / f +1, then fh+i interrupts T (r).

subtrees that contain the left and right-most source tokens ex, and er  translated by fh. Since 

fh  was created from a contiguous string of source tokens, any distinct subtree between 

these two endpoints will be completed within f h . Finally, for each of these focus points 

ex and an, only the highest containing subtree T (r)  that does not completely contain fh+i 

needs to be considered. Anything higher would contain all of fh+i, and would not satisfy 

requirement (6 .1 :b) of our interruption definition. Any lower subtree would be a descendant 

of r , and therefore the check for the lower subtree is subsumed by the check for T (r) . This 

leaves only two subtrees, highlighted in our running example in Figure 6.3c.

With this analysis in place, an extension fh+i of the hypothesis f f  can be checked for 

interruptions with a straight-forward linear-time algorithm shown in Algorithm 4. Step (i) 

in this algorithm finds an ancestor r' such that T (r ')  completely contains fh+i, and then 

returns r , the highest node that does not contain fh+i- We know this r  satisfies requirements 

(6.1:a,b). If there is no T(r)  that does not contain fh+i, then e and its ancestors cannot lead 

to an interruption. Step (ii) then checks the coverage vector of the hypothesis1 to make sure 

that T (r)  is covered in /{ '+1. If T (r)  is not complete in / f +1, then that satisfies requirement 

(6 .1 :c), which means an interruption has occurred.

For example, in Figure 6.2b, our first interruption occurs as we add fh+i = h  to 

f i  =  j f . The detection algorithm would first get the left and right boundaries of fr ,  in

'This coverage vector is maintained by all phrasal decoders to track how much o f the source sentence has 
been covered by the current partial translation, and to ensure that the same token is not translated twice.

113

R e p ro d u c e d  with p erm iss ion  of  th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



this case, the is both e i  and c r . Then, it would climb up the tree from the until it reached 

r' =  begins and r  =  session. It would then check T(session)  for coverage in f%. Since 

voting £ T(session)  is not covered in it would detect an interruption.

Walking up the tree takes at most linear time, and each check to see if T(r)  contains 

all of fh+i can be performed in constant time, provided the source spans of each subtree 

have been precomputed. Checking to see if all of X (r) has been covered in Step (ii) takes 

at most linear time. This makes the entire process linear in the size of the source sentence.

Interactions with Distortion Limits

A distortion limit constrains the amount of movment the decoder can perform. It does so by 

limiting how far the decoder can progress, moving from left to right through e™, after it has 

skipped over some ej, leaving it to be translated later. With a distortion limit d, the decoder 

can translate up to el+(i before it has to double back and cover ej. This limit has been 

shown to be essential for high quality translations (Koehn et al., 2005). However, cohesion 

forces the decoder to work on a subtree until it is finished. If that subtree extends past the 

distortion limit without covering ej, then this results in a dead-end: a state which takes up 

space in our priority queue, but does not lead to any complete, legal translation. Should the 

queue fill up with these dead-end states, then the decoder will abort the translation.

Fortunately, a dead-end check is also linear, and re-uses much of the code from our 

interruption check. Starting from the right-most source word covered in fh+i, we find its 

highest source ancestor r such that T(r) does not contain the left-most skipped ej. If r  

exists, and its right boundary extends past the distortion limit i + d, then we invalidate the 

hypothesis as a dead-end.

6.2.2 Soft C onstraint

Unfortunately, syntactic cohesion is not a perfect constraint for translation. Parse errors and 

systematic violations can create cases where cohesion works against the decoder. Fox (2002) 

demonstrated and counted cases where cohesion was not maintained in a hand-aligned 

sentence-pair. In this thesis, we show that a soft cohesion constraint is superior to a hard 

constraint for word alignment (§ 5.5).

Therefore, we also test a soft version of our interruption-based cohesion constraint. 

In this version, we perform our interruption check, but do not invalidate any hypotheses. 

Instead, each hypothesis maintains a count of the number of extensions that have caused 

interruptions during its construction. This count becomes a feature in the decoder’s log-
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linear model, the weight of which is trained with minimum error rate training. This count 

has a meaningful value at each stage of decoding, allowing it to be used in the evaluation of 

partial hypotheses.

Of course, after the first interruption, all of our theory and proofs are invalidated, mak­

ing the exact meaning of further interruptions difficult to interpret. But, the number of 

interruptions does provide a useful estimate of the extent to which the translate is faithful 

to the source tree structure. Our experiments show that this is valuable in practice.

6.2.3 Im plem entation

We modify the Moses decoder to translate either sentences or head-annotated sentences. 

When the decoder detects a head-annotated sentence, it stores the flat sentence in the origi­

nal sentence data structure, and the encoded dependency tree in an attached tree data struc­

ture. The tree structure caches the source spans corresponding to each of its subtrees. We 

then implement both a hard check inside the decoder for interruptions, a dead-end check to 

be used in conjunction with the hard constraint, and a soft check for interruptions that is 

used to calculate an interruption count feature.

6.3 Experiments

We have successfully adapted the notion of syntactic cohesion so that it is applicable to the 

phrase-based decoding methods described in § 2.6.1. This results in a translation process 

that can directly benefit from a source dependency-tree by respecting source-side syntac­

tic boundaries during translation. We have provided two methods to take advantage of 

this modified cohesion, the first being an Ff-best cohesion filter (§ 6 .1 ), and the second 

being a cohesion constraint on decoding that works by eliminating or penalizing inter­

ruptions (§ 6.2). This section tests both of these approaches in order to determine if our 

definition of phrase-based cohesion has a positive impact on translation quality.

6.3.1 E xperim ental D etails

We test our various cohesion-m odified decoders trained using our complete, 688K  Europarl

French-English data, as described in § 4.4.1. Since we require source dependency trees, we 

reverse our standard translation direction; all experiments test English to French translation, 

unless stated otherwise. English dependency trees are provided by Minipar (Lin, 1994). 

We use our baseline translation infrastructure (§ 4.4.1) with the Moses decoder, altering or
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System Dev BLEU
Baseline 32.04
Cohesion Filtered 32.08

Table 6.2: BLEU score comparison of K -best list cohesion filter.

filtering the decoder as is appropriate. Results are reported with the BLEU score on both 

our 1500-pair development set and our 2 0 0 0 -pair test set.

6.3.2 K - b e s t  list filtering

Our preliminary experiments test the if-best filtering approach described in § 6.1. We run 

our baseline Moses decoder on our English to French development set, and generate 1000- 

best translation lists. We then process the lists, checking for syntactic cohesion violations. 

The highest-ranked cohesive translation is returned as the final output. Lacking a cohesive 

translation in the 1000-best list, we output the original 1-best translation. This process is 

compared to the baseline, unfiltered decoder.

The results of our filter experiment are shown in Table 6.2. The improvement in BLEU 

score is negligible, but there is a fair amount to be learned by examining Moses’ output 

in terms of cohesion. 330 out of the 1500 development sentences produce non-cohesive 

output as their 1-best translation; therefore, we could potentially improve roughly 1/5 of 

our translations with our cohesion constraint. Unfortunately, only 124 of these cases have a 

cohesive option in their 1000-best list, leaving the remaining cases out of reach. This cuts 

our potential pool of improvement down to 1/15 of the sentences. We observe the same 

ratios of cohesion violations and cohesive 1 0 0 0 -best options in our tuning data as well.

However, examining the small remaining area of potential improvement more closely, 

we can see the positive effects of cohesion. The added syntactic knowledge helps preserve 

meaning by keeping syntactic constituents together after translation. Furthermore, it does 

so in ways that often do not affect BLEU score. Two example translations before and after 

filtering are shown in Table 6.3.

The first example typifies one observed form of improvement: both versions of Moses 

select the same segmentation for the source sentence, but the cohesion constraint helps place 

these segments more intelligently, over-riding language model preferences. In this case, the 

segmentation is “[receive] [significantly larger] [sums of money]”. The baseline system 

prefers to move receive between the two other segments. The cohesion constraint prevents 

this movement, creating a more readable, though still awkward translation. However, the
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(1) receive significantly larger sums of money . . .
Ref des sommes beaucoup plus importantes ont en effet ete rendues aux . . .  

much more important sums were in effect given to . . .
Base considerablement plus recevoir des sommes d ’ argent . . .  

considerably more receive sums o f  money . . .
Filt regoivent considerablement plus des sommes d ’ argent . . .  

receive considerably more sums o f  money . . .

(2) creating structures that do not currently exist and reducing . . .
Ref 1 ’ etablissement de structures aujourd ’ hui inexistantes et a la reduction . . .  

the establishment o f  structures that are non-existent today and the reduction . . .
Base de creer des structures qui existent actuellement et ne pas reduire . . .  

to create structures that actually exist and do not reduce . . .
Filt de creer des structures qui n ’ existent pas encore et reduire . . .  

to create structures that do not yet exist and reduce . . .

Table 6.3: A comparison of baseline and cohesion-filtered English-French translations.

filtered output matches no more reference iV-grams than the baseline, due to a heavily 

paraphrased reference, which prevents any change in BLEU score.

The second example typifies our other observed form of improvement, where we actu­

ally select a favorable, but less likely segmentation. In this case, the baseline system moves 

a phrase out of the way to make use of high-probability phrase-pairs and to improve lan­

guage model probability. The results are tragic, erroneously removing negation from exist 

and then adding it to reduce, completely reversing the meaning of the input sentence. The 

cohesion-filtered output does not have access to this particular movement choice: the verb 

phrase rooted at exist must remain contiguous. This forces the decoder to select a less likely 

collection of phrases, “ [that do] [not currently exist]”, and allows the language model, no 

longer working against us, to assemble the correct French construction “qui n ’existent pas 

encore”. Again, we receive no credit for this change, due to paraphrase in the reference.

At this point we have built a motivating case for this constraint in phrasal decoding. It 

appears to be doing some good, sometimes saving a translation dramatically. Furthermore, 

if we were luckier with our references, these changes could have very easily improved our 

BLEU score. Our current solution is held back by two major disadvantages:

1. We are only affecting a third of the sentences we could possibly improve, due to 

working with K -best lists, which may not contain cohesive output.

2. The minimum error rate training used to tune our log-linear feature model does not 

know that the K -best list output will be cohesion-filtered. Therefore, it is not opti­

mizing the final output of the decoder.
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System Dev Test Time (s)
Baseline 32.04 32.35 159
Base + hard 32.18 32.36 131
Base + soft 32.22 32.88 409

Table 6.4: BLEU scores for English to French with integrated cohesion constraint.

Both of these issues are addressed by the cohesive decoding algorithm described in § 6.2, 

which pushes the cohesion constraint deep into the decoder, so it is aware of cohesion 

violations throughout hypothesis construction and model tuning.

6.3.3 C onstrained Decoding

In this section, we describe experiments with the Moses decoder using the hard and soft 

cohesion constraints described in § 6.2. We begin by attempting to determine if these deep 

constraints outperform an unconstrained decoder. These experiments are followed by com­

parisons using an alternative re-ordering model, and then testing the constraint for English 

to German translation. Our last two experiments provide a human evaluation of the soft con­

straint, and a piece-wise analysis of our development and test sets. Unless otherwise stated, 

we use the same English to French translation infrastructure described in Section 4.4.1 as 

our baseline. To demonstrate consistency, we report results on our 1500-sentence develop­

ment set, as well as our 2 0 0 0 -sentence blind test set.

Comparison to Baseline

The first experiment varies the constraints employed in the standard Moses decoder, and 

examines the effect on BLEU score. The results are shown in Table 6.4, with timing data for 

the test set in the right-most column. Recall that the 1000-best filtering approach achieved a 

score of 32.08 on the development set. As one can see, the cohesive decoder has improved 

our BLEU scores on the development set, but only modestly. The test set, on the other 

hand, shows an improvement of more than half a BLEU point using the soft constraint. 

Conversely, the hard constraint does not improve BLEU score at all. From these results, we 

can draw three tentative conclusions:

1. The cohesion constraint does not appear to harm BLEU score.

2. The contribution of the cohesion constraint is variable, depending on the target refer­

ences and the quality of the input parse trees.

3. The soft constraint seems more reliable than the hard one.
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System Dev Test Time (s)
Baseline 32.04 32.35 159
Lex 32.19 32.71 1687
Lex + hard 32.47 32.85 1006
Lex + soft 32.45 32.90 2126

Table 6.5: BLEU scores for English to French with lexical re-ordering.

The following experiments are designed to help us better understand the constraint and its 

interactions with other decoding options and language pairs.

Comparison to Lexical Re-ordering

Another way to improve the distortion behavior of a phrase-based decoder is to incorporate 

a lexical re-ordering model (§ 2.6.1). This re-ordering component memorizes preferences 

observed in the training bitext for the placement of bilexical blocks. The lexical re-ordering 

model is considered to be important enough to be included in competition-grade translation 

systems (Koehn et al., 2005). Since both systems intend to improve upon the simple distor­

tion modeling implemented in the baseline system, we compare and combine the techniques 

in this section. The results on our English-French task are shown in Table 6.5.

The first thing to note is that the lexicalized re-ordering model alone is very expensive; 

it takes an order of magnitude longer to decode than the base system. Also, its BLEU 

scores of 32.19 and 32.71 are in line with the soft cohesion constraint tested in the previous 

experiment, which achieved BLEU scores of 32.22 and 32.88.

Things begin to get much more interesting once we examine the combined systems. 

Looking at our development data, these two types of ordering information appear to be 

quite complimentary. The combined systems using both the hard and soft constraint exhibit 

improvements that are greater than the sum of improvements observed with the individual 

systems. In the test set, we see a similar effect with lex + hard. Only when examining the 

soft constraint on the test data, do we see no benefit from the lexical re-ordering model. 

This could be because the soft constraint was already exhibiting a substantial increase in 

BLEU score on its own. In all cases, the addition of cohesion data improves upon the score 

of the lexical re-ordering model alone.

English-German experiments

English-French is a very close language pair, that exhibits very little re-ordering. The re­

ordering that does occur is very local. We repeated all of our experiments for English to
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System Dev Test Time (s)
Baseline 17.98 18.02 343
Base + hard 18.08 18.26 1 2 2

Base + soft 18.18 18.19 194
Lex 18.17 18.25 1943
Lex + hard 18.06 18.30 792
Lex + soft 18.27 18.39 1932

Table 6 .6 : BLEU scores for English to German.

German translation, in the hope that our method would show a greater improvement in this 

case. Past results (Collins et al., 2005) have shown that syntactic pre-processing for phrase- 

based translation can improve German-to-English translation, but no similar result exists 

for English to German.

We use a very similar translation infrastructure for these experiments, again relying on 

our baseline Moses translation system. We adjust the distortion limit from 4 to 6  to account 

for the long-distance re-ordering that can occur in this language pair. The English-German 

training bitext, also originating from Europarl and provided by the SMT workshop, has 

75IK sentence pairs, and comes with development and test sets. Again, we use the first 

500 development pairs for MERT tuning, the remaining 1500 as a development set, and we 

leave the 2000 pair test set for blind testing. Our results are shown in Table 6 .6 .

Unfortunately, we do not observe a wider gap between standard and cohesive decod­

ing in our German-English tests. Instead, we see a similar level of improvement on what 

appears to be a much more difficult language pair. All BLEU scores are 10 points lower 

than their French counterparts, but they are in line with scores observed on the same data 

set with other phrase-based systems (Koehn and Monz, 2006). From Table 6 .6 , one can 

see that most of the trends observed in the French experiments still hold for German. Most 

importantly, the system combining both lexical re-ordering and the soft cohesion constraint 

continues to perform best, and the soft cohesion constraint alone continues to perform with 

consistency. The hard constraint displays a little more variation with this data set.

Human Evaluation

In § 6.3.2 we observe that maintaining phrasal cohesion appears to affect sentences in a way 

that is not detected by BLEU score. To test this hypothesis analytically, we conduct a human 

evaluation to determine whether bilingual speakers prefer baseline or cohesion-constrained 

translations.
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Annotator base +soft equal
Annotator #1 14 47 14
Annotator #2 2 1 46 8

Table 6.7: Counts of preferences from the human evaluation.

Our comparison systems are the baseline decoder (base) and our soft cohesion con­

straint (base+soft). We test on our development set for the English to French task, as it has 

one of the smaller observed BLEU-score gaps: 32.04 for base, and 32.22 for base+soft. 

Our experimental set-up is modeled after the human evaluation presented in (Collins et al.,

2005). We provide two human annotators2  a set of 75 English source sentences, along with 

a reference translation and a pair of translation candidates, one from each system. The an­

notators are asked to indicate which of the two system translations they prefer, or if they 

consider them to be equal. To avoid bias, the competing systems were presented anony­

mously and in random order. Following (Collins et al., 2005), we provide the annotators 

with only short sentences: those with source sentences between 10 and 25 tokens long. Fol­

lowing (Callison-Burch et al., 2006), we conduct a targeted evaluation; our method directly 

attempts to improve sentences where we detect a cohesion violation in the baseline transla­

tion, so we only draw our evaluation pairs from this set. There are only 75 sentences from 

the development set that meet these two criteria; all of them were included in the evaluation.

The aggregate results of our human evaluation are shown in Table 6.7. Each annotator 

prefers base+soft in over 60% of the test sentences, and each prefers base in less than 30% 

of the test sentences. This presents very strong evidence that we are having a consistent, 

positive effect on formerly non-cohesive translations. A complete confusion matrix indi­

cating agreement between the two annotators is given in Table 6 .8 . There are a few more 

off-diagonal points than one might expect, but it is clear that the two annotators are mostly 

in agreement with respect to base+soft’s improvements. A combination annotator, which 

selects base or base+soft only when both human annotators agree and equal otherwise, finds 

only 6  sentences where base is preferred, compared to 35 for base+soft.

Piece-wise Evaluation

In our human evaluation, to make best use of our annotators’ time, we sampled only from 

the space of sentences we expected to improve: sentences whose baseline translations con-

2Annotators were both native English speakers who speak French as a second language. Neither were 
familiar with the nature o f  how our system attempted to improve translation before the experiment began.
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Annotator #2
Annotator #1 base +soft equal

base 6 7 1
+soft 8 35 4
equal 7 4 3

Table 6.8: Confusion matrix from human evaluation. 

Cohesive Dev (1170) Non-cohesive Dev (330)
soft soft

-i lex 27.46 28.04 (+0.58)
lex 27.86 (+0.40) 28.09 (+0.63)

-i soft soft
-• lex 33.80 33.82 (+0.02)

lex 33.91 (+0.11) 34.12 (+0.32)

Cohesive Test (1563) Non-cohesive Test (437)
-i soft soft

-i lex 28.73 29.86 (+1.13)
lex 29.66 (+0.93) 29.83 (+1.10)

-i soft soft
-i lex 33.78 34.03 (+0.25)

lex 33.89 (+0.11) 34.04 (+0.26)

Table 6.9: Piece-wise BLEU evaluations for development and test sets.

tained detectable cohesion violations. However, cohesive decoding can affect sentences 

that were originally being translated cohesively, because the presence of the constraint can 

affect the log-linear weights assigned by MERT. In this section, we examine the effect of 

cohesive decoding on these two types of sentences. We split our development and test sets 

according to the sentences for which the baseline system generates a cohesive translation, 

generating cohesive and non-cohesive subsets for each. We then evaluate our baseline and 

our most promising systems: base+soft, base+lex and base+lex+soft, on each resulting set.

The results of this experiment are shown in Table 6.9. The rows and columns indicate if 

either the soft cohesion constraint or the lexical re-ordering model were added to the base 

decoder; therefore ->soft,-ilex corresponds to our baseline. Differences in BLEU score with 

respect to the baseline are indicated in parentheses.

We can immediately make some general observations. First, the cohesive:non-cohesive 

ratio is the same for both development and test sets, roughly 4:1 in each case. Second, it 

appears that the cohesive set consists o f  easier translations for phrasal decoding. Baseline  

scores are 33.8 for both cohesive subsets, compared to 32.0 and 32.35 for the complete 

development and test sets. This is interesting, as it makes cohesion detection a sort of 

confidence estimate for phrasal SMT output: the lack of a violation should increase our 

confidence in translation quality.

Most importantly, we can note that both the cohesion feature and lexical re-ordering
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System Di Co LM TM1 TM2 TM3 TM4 Ph Wo

Base 0.898 - 1.570 0.472 1.008 1.131 0.472 0.162 -3.000
Base + soft 0.193 2.759 0.518 0.115 0.502 0.561 0.116 0.113 -0.942

Table 6.10: Weights resulting from minimum error rate training.

models have a much larger impact on the non-cohesive subset. In the cohesive subset, 

adding syntactic or lexical ordering information produces only modest gains in BLEU, up 

to an absolute improvement of about 0.3. Conversely, the non-cohesive subset shows im­

provements ranging from 0.4 to 1.1. Also note that the cohesion feature consistently results 

in more improvement on non-cohesive translations than lexical re-ordering. Finally, we 

can observe that, contrary to our preliminary observations, BLEU score can detect the ef­

fects of our cohesive decoder, but those differences in score appear to be washed out by 

the smaller improvement on the majority cohesive class. In fact, it appears that the test-set 

BLEU scores observed in our original comparison were so much more impressive than the 

development-set scores because, on the test set, the soft cohesion feature produces not only 

a large improvement on the non-cohesive subset, but also a modest improvement on the 

much larger, cohesive subset.

6.3.4 Error Analysis

In this section we perform some error analysis, examining the weights output by the mini­

mum error rate training, and examining how the decoder uses the freedom provided by the 

soft cohesion constraint.

Log-linear Weight Analysis

The weights produced by minimum error rate training for our English to French task, with 

and without a soft cohesion constraint, are shown in Table 6.10. As one can see, the addition 

of the interruption counting feature Co lowers the weights on all other features, so that the 

presence of an interruption can have a substantial impact. Note that, of all the original 

features, the distortion penalty Di receives the largest relative reduction, being reduced 

to nearly a fifth of its previous weight. This indicates that the cohesion feature is taking 

pressure off the distortion model, effectively doing part of its job, by ruling out non-cohesive 

movement.

The above phenomenon, coupled with our BLEU results using the lexical re-ordering 

model, lead us to believe that the cohesion constraint can enhance the effect of other, non-
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Violation
True False

Parse Correct 8 2
Parse Incorrect 1 10

Table 6.11: Analysis of cases where the soft cohesion constraint detects a violation, but is 
over-ridden by the decoder.

syntactic movement models. By handling certain syntactic movement errors, the constraint 

allows the tuning system to adjust the other movement models to account for only the 

remaining types of movement errors. This could potentially result in the decoder allowing 

more movement over-all, so long as it is accounted for the in the parse tree.

Soft Constraint Analysis

Recall that, in our initial filtering experiments on our 1500-sentence English-French de­

velopment set, 330 of our baseline translations displayed cohesion violations. As we can 

see in Table 6.10, when we provide the interruption count as a feature during tuning, it is 

weighted heavily to help optimize BLEU score. The resulting decoder (base+soft) exhibits 

only 21 cohesion violations on our development set. In this section, we examine those 21 

violations to characterize the sentences in which the soft cohesion constraint is over-ridden. 

It is our hope that this will help us better understand the soft constraint’s relative stability 

with respect to the hard constraint.

We wish to determine if the flexibility provided by the soft constraint is used systemat­

ically, and if so, is it done to overcome inherent problems with syntactic cohesion, or is its 

primary use is to bypass parse errors? To this end, we check the tree fragments that cause 

the violations to see if the tree structure itself is correct. We also classify each offending 

movement decision according to whether or not the observed movement should actually be 

prohibited. The results are shown in Table 6.11.

The numbers show that our broad cases are distributed fairly evenly: 11 violations result 

from correct parses and 10 are from incorrect parses.3 Meanwhile, 9 violations display truly 

illegal movement, and 12 are false violations; that is, a cohesion violation is detected but 

the offending movement is deemed acceptable by the author. In these cases, the decoder 

was right to over-ride the soft constraint. As we look at the cross-product of these two 

categories, we see that there is potential for further improvement within our framework by

3Our definition o f a correct parse concerns only the tree fragment that is directly involved in generating the 
cohesion violation. All o f the parse trees w e examined contained at least one error.
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proposal 
—  2 —

thorough 
 1

anda new
1 3

b)

the tourism and leisure sector where
h 1 H h 5 H 1-4 H |— 3 — I |— 2 H  I - 6 H

C)
all budgetary areas 

h 1 H I—  3 — I h 2 H

Figure 6.4: Three false violations, and the cohesion violating order in which their nodes are 
translated, (a) has a correct parse tree, while the trees for (b) and (c) are incorrect.

improving the parser. Most of our cases are along the diagonal, that is, either both the 

parse and violation are correct, or the parse has errors that lead to a false violation. If we 

could eliminate these parse errors, then the false violations would disappear. This would 

allow further weight to be placed on the interruption penalty, preventing the decoder from 

bypassing the cohesion constraint1 for true violations.

Fortunately, the false violations are easily characterized. Both cases where the parse was 

deemed correct involve conjunction. Minipar creates conjunction dependency chains; later 

conjuncts are descendants of earlier conjuncts. This can lead to unnecessary restrictions on 

the relative re-ordering of conjuncts. An example is shown in Figure 6.4a. Switching to a 

representation where conjuncts are siblings would alleviate this problem. Furthermore, 7 

of the 10 false violations with incorrect parses also involve conjunction. In these cases, the 

parser stumbles over the longer conjunctions found in Europarl’s dialogue-like text, often 

leading to a reversed dependency relationship. An example of this phenomenon is shown in 

Figure 6.4b, where the parser makes an attachment error; tourism  should modify sector. 

Most of the remaining false violations are caused by misparsed noun phrases that create 

incorrect chains of modifiers, as illustrated in Figure 6.4c.
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6.3.5 R elated Results

This section discusses our results in the context of other attempts to integrate syntax into 

left-to-right phrasal decoding. In general, one can hope for three possible types of improve­

ments from integrating source-side syntax into a phrasal decoder:

1. Improved lexical choice through syntactically informed phrases.

2. Improved movement decisions through syntactic generalization.

3. Improved movement decisions through respect for syntactic boundaries.

In enforcing syntactic cohesion, we are limiting ourselves to only the final item on that 

list: the movement observed during translation must respect the boundaries of syntactic 

phrases in the source sentence. One can think of our approach as a method to isolate that 

single factor, while leaving the rest of the standard phrase-based translation infrastructure 

untouched. Pre-processing methods, on the other hand, can potentially tap into all three 

sources of improvement, but they do so at the cost of having to select a single re-ordering 

before translation begins.

Xia and McCord (2004) apply automatically-learned syntactic transformations to both 

their training and test data. This allows them to capture new lexical relationships by moving 

related words closer together, so they can be captured by a contiguous phrase. It also al­

lows their concept movement to benefit from broad linguistic generalizations such as “Adj 

Noun  —> Noun A d j”. However, to achieve their performance gains, they have to com­

pletely disable the decoder’s distortion ability, committing themselves to only the move­

ment observed in their one-best re-ordering. Furthermore, they only achieve significant 

improvements when testing on out-of-domain source text.

Collins et al. (2005) also take a one-best syntactic re-ordering approach that re-orders 

both training and test data as a pre-processing step. They specifically target German-to- 

English translation. Their small set of hand-designed rules are linguistically motivated 

to improve the locality of German clauses with respect to English. Thus, the approach 

inherently generalizes linguistic movement. Furthermore, some modifiers are moved closer 

to their head verbs, allowing phrases to capture their agreement. However, since they allow  

their phrase-based decoder to perform distortions as well, they lose any guarantees that the 

output will respect input syntactic boundaries as it processes re-ordered German text.

Since we do not alter our training data, we are unable to take advantage of improved 

lexical locality. Our constraint forces us to respect syntactic boundaries, and since it is 

incorporated into the decoder, rather than a pre-processing step, it allows the decoder to try
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a much larger range of movements. Our current constraint is only aware of the structure of 

the tree, and does not account for part of speech, dependency labels, or even node height. 

Therefore, it does not benefit from syntactic movement generalizations. As such, top level 

clauses are as likely to be re-ordered as noun-adjective pairs. This is why it is currently 

necessary to leave the distortion limit intact, even though our constraint drastically limits 

the possible re-ordering space. Top-level clause re-orderings, though syntactically legal, 

rarely occur in English-to-French translation.

It could be possible to incorporate some level of syntactic generalization into a phrase- 

based decoder as future work. Our interruption model of cohesion is based on the notion 

of the decoder leaving one subtree to enter another. We could create a model that uses 

this same notion to actually grade various legal movement decisions. We are currently 

calculating the lowest common ancestor between two adjacent phrases in order to check for 

interruptions; one simple approach would be to use the height of this common ancestor as 

a feature to grade the observed movement.

6.4 Summary

We have provided a meaningful definition of syntactic cohesion that is applicable to the 

output of phrasal SMT. We have used this definition to develop a linear-time algorithm to 

detect cohesion violations in partial phrase-based-decoding hypotheses. This algorithm was 

used to implement both hard and soft cohesion constraints for the Moses decoder, based on 

a source-side dependency tree.

Our experiments have shown that roughly 1/5 of our baseline translations contain de­

tectable cohesion violations, and these translations tend to receive lower BLEU scores. 

Addressing these violations with a soft cohesion constraint has been shown to improve the 

BLEU scores of formerly non-cohesive translations considerably, with observed absolute 

improvements ranging between 0.6 and 1.1 points. However, when we examine the net ef­

fect on all translation outputs, BLEU score improves only modestly, as the pool of sentences 

that receive a large benefit is fairly small. However, the soft cohesion constraint never ad­

versely affects over-all BLEU score, and can still create absolute improvements of up to

0.5 BLEU points. Syntactic cohesion also appears to produce BLEU score improvements 

that are orthogonal and complimentary to those of lexical re-ordering models. A human 

evaluation showed that translations created using a soft cohesion constraint are preferred 

over non-cohesive translations in the majority of cases.
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Chapter 7 

Conclusion

We have presented three distinct contributions to machine translation, covering the sub­

problems of translation modeling, word alignment, and decoding. These projects, though 

separate, are connected through their use of syntactic constraints on concept movement. 

We begin this chapter by briefly summarizing each of these main contributions, before dis­

cussing our results in aggregate and suggesting some future work.

Contributions

With our phrasal ITG, we have shown how a small modification to the canonical binary 

bracketing ITG can create a model that is very similar to Marcu and Wong’s (2002) joint 

phrasal translation model. The ITG allows us to perform perfect search and expectation, 

at the cost of introducing the ITG constraints on concept movement. Enabled by a novel 

fixed-link constraint on the inside-outside algorithm, we have tested this model both as a 

method for phrase-table generation, and as a phrasal word-aligner. Our phrasal aligner, once 

augmented with our novel non-compositional constraint, has been shown to produce high 

recall alignments, achieving an F-measure that is comparable to that of GIZA++. Further­

more, we have shown that the EM-leamed phrase table, when used for phrasal decoding, 

produces a 1-point improvement in BLEU score over the C-JPTM, demonstrating the value 

of perfect expectations. The same model scores within 0.4 BLEU points of a heuristic 

phrase-extraction baseline, but with a 4-times smaller phrase table.

In our study of syntactic constraints for word alignment, we investigated the effects of 

various levels of agreement with an input dependency tree on one-to-one word alignment. 

This project provides two primary algorithmic contributions: a number of methods to com­

bine cohesion and ITG constraints, and a method to discriminatively train an ITG bitext 

parser. The former resulted in the creation of two new alignment spaces: C-ITG, which

128

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



intersects ITG and cohesion space, and H-ITG, which adds a head-relationship constraint. 

Our experiments showed that the ITG constraints alone could produce a 10% reduction 

in error rate for a weak aligner, while the C-ITG constraints produced a 31% reduction. 

Expressiveness tests showed that there are few disadvantages to ITG constraints in a one- 

to-one aligner, while the C-ITG did produce a noticeable reduction in achievable recall. 

We also demonstrated that the H-ITG produced systematic errors, making it unattractive 

for future development. In our experiments with discriminative training, we used the flex­

ible feature representation made available by SVM training to reproduce a strong bipartite 

matching baseline, which we then compared to an SVM-ITG with soft cohesion constraints. 

These experiments showed that, while a strong discriminative aligner does not receive much 

benefit from a hard cohesion constraint, our soft constraint was able to produce a 22% rel­

ative reduction in error rate.

The final project investigated syntactic cohesion in the context of left-to-right phrasal 

decoding. We developed a definition of cohesion that is relevant to phrasal decoder output, 

and presented two ways to use it in translation. The first, a if-best cohesion filter, was 

shown to produce no improvement in BLEU score. However, a deep cohesion constraint, 

implemented as a linear-time check on each hypothesis extension, was shown to perform 

much better. In particular, a soft cohesion penalty trained using minimum error rate training 

was shown to never harm over-all BLEU score, and to produce at times up to a 0.5-point 

absolute improvement. The deep constraint was also shown to combine well with lexical re­

ordering models. Examining only the subset of sentences where we could detect a cohesion 

violation in the output of the baseline decoder, we found that our cohesion feature was 

producing noticeable improvements in BLEU score for this subset, between 0.6 and 1.1 

absolute points. In the complete test set, this improvement was masked by the large number 

of naturally cohesive translations, which received little benefit. Finally, a human evaluation 

showed that bilingual speakers prefer our soft-constrained output to non-cohesive baseline 

output in a clear majority of cases.

Discussion

In this thesis, we have described several ways to benefit from the constraints that come with 

context-free assumptions regarding concept movement. In this section, we take a moment 

to discuss some general lessons learned regarding our ITG and cohesion constraints.

Our translation modeling and word alignment solutions in Chapters 4 and 5 are subject 

to ITG constraints. When introduced in (Wu, 1997), it was suggested that violations to
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these constraints do not occur in practice. Our work, along with other studies such as 

(Wellington et al., 2006b) have shown that violations do indeed happen in real data. In 

§ 5.3, we found 3 violations in a 500-sentence hand-aligned bitext. In § 4.4.1, we found 

3,376 violations in a 393K-sentence automatically-aligned bitext. Considering both cases, 

it appears that less than 1% of human, English-French translations produce ITG violations; 

but in a large enough corpus, that can still mean missing out on thousands of sentence pairs. 

Ultimately, we feel that the advantages of the ITG formalism can, in the right situation, 

outweigh the accompanying reduction in expressiveness. With our phrasal ITG, we collect 

complete expectations to greatly improve our model output, surpassing a comparable flat- 

string model that was free to use non-ITG sentence pairs. With our SVM-ITG, the ITG 

allows us to do perfect search with a well-defined cohesion violation event, creating a good 

fit for SVM Struct, which expects a perfect search. Our results in § 5.3 suggest that the 

limits imposed by an ITG are much weaker than those of a fixed-tree cohesion constraint, 

and that adding them to an existing cohesion constraint through a C-ITG has no negative 

effect on cohesion’s already limited expressiveness.

In Chapters 5 and 6, we intentionally introduce cohesion constraints to our algorithms 

to eliminate undesirable outputs and improve accuracy. These constraints limit movement 

according to the syntactic phrases in a fixed English dependency tree, introducing distor­

tion data that is orthogonal to current Markov-1 or position-based distortion models. In 

both decoding and alignment, the cohesion constraint does provide an accuracy boost, but 

it appears to be best employed as a soft constraint. We provide direct evidence of the 

limits of a hard cohesion constraint with our expressiveness tests in § 5.3, where a hard 

C-ITG constraint misses 67 more correct links than an ITG alone. With our SVM aligner 

in § 5.5, the soft constraint produces a larger reduction in error rate than a hard constraint. 

Furthermore, the soft constraint produces an increase in alignment recall, in place of a re­

duction. In our cohesive decoding experiments in § 6.3, the difference between hard and 

soft constraints is more subtle, but it does appear that the soft constraint performs more 

consistently throughout our tests. These cohesion violation features provide guidance to 

our decoders and aligners, despite the relatively small amount of movement observed in the 

English-French language pair, and despite errors in our automatically-derived dependency 

trees. We set out to explore the benefits of syntactic cohesion in isolation. There appears to 

be little lost, and much to gain from the inclusion of a dependency-based cohesion penalty, 

especially when this penalty can be trained discriminatively.
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Future Work

We briefly describe three ideas for future work that have arisen as a result of our research: a 

Bayesian extension for our phrasal ITG, the exploration of C-ITG constraints for syntactic 

decoding, and the notion of a translation-driven monolingual parser. We describe each in 

turn below.

Joint phrasal translation models are biased toward longer phrases. Our phrasal ITG and 

its JPTM competitor must both apply a lexicon constraint, limiting the pool of potential 

phrases to those that have occurred at least 5 times monolingually. If they do not, then 

EM will always align entire sentences to entire sentences, as one giant phrase-pair. This 

pressure to always build the largest phrase-pair possible may be overwhelming other strong 

correlations in our training data. In § 4.4.4, we argue that one major advantage of the 

surface heuristic for phrase extraction is its ability to avoid these frequency-based lexicon 

constraints. We would like to investigate the use of Bayesian priors to provide a sort of 

soft lexicon constraint. In (Johnson et al., 2007), a monolingual grammar induction system, 

which faced a similar over-fitting problem due to fluid tokenization, was repaired through 

the use of Gibbs sampling. The key to their solution was a simple Dirichlet prior that prefers 

sparse lexicons. Extending their approach to the bitext parsing case with our phrasal ITG 

should be straight-forward, and could eliminate the need for lexicon constraints. If this does 

not work, then more complex and expressive priors, such as the Dirichlet process used in 

(Goldwater et al., 2006) for unsupervised text segmentation, could be explored.

We have thoroughly tested our C-ITG, which combines cohesion and ITG constraints, 

in the word alignment task. We have not investigated the same combination for decod­

ing. It would be fairly straight-forward to implement an additional ITG constraint in our 

cohesive version of Moses, using the left-to-right ITG constraint described in (Zens et al., 

2004); however, we suspect that an additional ITG constraint would do little to improve 

accuracy, as cohesion constraints are already very strict on their own. What would be inter­

esting is the use of the combination inside a syntactic decoder. This could take one of two 

forms, depending on whether we start from an ITG or a tree-to-string method. An already 

polynomial-time ITG decoder, like those described in (Huang et al., 2005) or (Zhang and 

Gildea, 2006a), could be augmented with a cohesion constraint based on a source-side de­

pendency tree to improve efficiency and accuracy. Similarly, a tree-to-string model, such as 

the dependency treelet decoder described in (Quirk et al., 2005), could be augmented with 

ITG constraints. These constraints would have a limited effect on the expressiveness of the
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decoder, as an ITG adds very few limits on top of cohesion. However, the ITG’s binary- 

branching assumptions can potentially improve dynamic-programming efficiency, and rein 

in the complexity of permuting flat tree structures. Other approaches that have limited a 

string-to-tree decoder through binarization have benefited greatly (Zhang et al., 2006).

From the success of our SVM-ITG aligner and our cohesive phrasal decoder, it is safe 

the say that it is possible to analyze the syntactic structure of a sentence in a monolingual 

context, and use that analysis to guide movement decisions in translation. However, it is not 

clear that the linguistically-motivated trees that monolingual parsers currently produce are 

optimal for translation tasks; in fact, our experiments in § 5.3, which show cohesion limiting 

achievable recall, indicate that our current dependency trees are not optimal for alignment. 

This may be because our parser is building sub-optimal tree structures, or it may be because 

the parser was optimized for news and not parliamentary data. In this thesis, to overcome 

cases where our trees do not match our desired translations and alignments, we use cohesion 

as a soft constraint. An alternative solution would be to change the dependency tree to make 

it a better fit for our domain and task. Our parser does not need to be trained on treebank 

trees. A discriminative parser, such as one trained by SVM Struct, can train according to 

any error criteria that can be calculated efficiently. Therefore, we could use an error signal 

that forces the produced tree to allow the smallest amount of concept movement possible, 

while still allowing the movement exhibited by a provided bilingual word-alignment. Thus, 

our gold standard for monolingual parsing would become bilingual word alignments, rather 

than treebank trees. The SVM parser would still use standard parsing features, such as non­

terminal productions, lexical items and part-of-speech tags, along with general features like 

dependency length. The system would be evaluated according to how much the translation- 

oriented parser improves cohesion-constrained word alignment or translation. It would be 

interesting to see how closely these translation-motivated trees match trees from a treebank 

parser, and particularly illuminating to observe how they differ.
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Appendix A

Glossary

Natural language processing is a large, diverse field. Putting together a working NLP so­

lution often requires tools from many sub-areas of the field, many of which have little or 

nothing to do with the current focus of the research. When we make use of such a technique, 

or draw a comparison to one, we attempt to describe it briefly here.

Beam search :

A beam search is a heuristic search of some state space. Like A* or Dijkstra’s al­

gorithm it uses a priority queue to visit the most promising states first, in attempt 

to find the best solution as quickly as possible. Unlike those other options, it is an 

incomplete search: there is no guarantee that it will find the optimal answer. This is 

because, in order to increase both time and space efficiency, it uses a limited queue 

size (unpromising states can fall off the priority queue and not be visited) and a lim­

ited beam width (when creating a list of successor states for the current state, only 

the best K  successors are added to the queue). The main advantage of a beam search 

is that, unlike dynamic programming, there are few limitations on the features used 

to judge states, and unlike A*, any heuristics employed need not be admissible.

Language model :

A language model is a probability model used to characterize typical text for a par­

ticular language. A language model is designed to assign some probability to any 

sequence of words, but to assign more probability to the sequence if it is a correct or 

typical sequence for the language. For example:

P r (“the dog jumps”) >  P r  (“dog the jumps”)

Modern language models take the form of an jV-gram model (often N  =  3), which
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assesses the probability of each word according to the N  — 1 words that proceed it:

P r « )  = n " i P r K K r 1)
where:

P r ^ m - 1 ) «  P r ( w i \ w i - i W i - 2)

Our translation systems use language models trained using the SRILM toolkit, which 

were provided by the 2006 SMT Workshop (Koehn and Monz, 2006). Both decoders 

we use employ Knesser-Ney Smoothing to handle unseen word sequences, ensuring 

that all sentences receive non-zero probability (Kneser and Ney, 1995).

Part of Speech Tagging :

Part-of-speech (POS) tagging is a sequence-tagging task. A sentence is treated as a 

sequence of tokens, and each token is labeled with its appropriate part-of-speech, for 

example:
det noun verb 
the dog jumps

This task differs from normal classification in that the inputs and outputs are not inde­

pendently distributed. In fact, the label of the previous word can have a large impact 

on the choice of the next word. For this reason, the task is usually accomplished 

with a Hidden Markov Model, or related technology, where each label is influenced 

by the token it is labeling and also by the label that came before it. The algorithms 

that allow these models to train and label efficiently (forward-backward and Viterbi, 

respectively), are beyond the scope of this document, but are described in (Manning 

and Schiitze, 2001).

Markov-1 :

A Markov-0 model is one where the current state of the model provides sufficient 

information to make future decisions. Any higher order model (Markov-.?;, where 

x  >  0) indicates that the model considers the current state, as well as the x  previously 

observed states, when making its next decision. When applied to a sequence labeling 

task like POS-tagging or alignment, the Markov order of a model indicates how many 

labels backward in the sequence are used to inform the current label.
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Appendix B

Proof: Interruption <—> Cohesion
Violation

In this appendix we show that a cohesion violation implies an interruption, and an interrup­

tion implies a cohesion violation,thus the two concepts are equivalent.

We begin by restating the formal definitions of the two concepts. A cohesion violation 

is defined as follows:

Given an e and e' that are related by either a sibling or head relationship, with the 

appropriate spans [x, y] and [u, v\ (spanS and spanS  for siblings, and spanS and 

spanH  for head-modifier pairs), sort the spans so that [ u , v ]  < [x,y\. A cohesion 

violation occurs if x  < v.

An interruption occurs whenever the decoder would add a phrase to the hypothesis 

f i ,  and:
3r  s.t.
3e G T (r)  s.t. e g / ]  (a. Started)
3e' ^  T (r)  s.t. e' € fh+i (b. Interrupted)
3e" E T{r)  s.t. e" ^  / f +1 (c. Not finished)

Next, we provide a lemma that will narrow down the definition of a cohesion violation:

Lem ma 1 I f  a cohesion violation is caused by the spans [u,u] <  [x,y] and x  < v, then 

[it, v\ is not a head span.

Assum e [u,v\ < [x, y] and x  < v and [u, v] is a head span. A ll head spans correspond 

to s p a n H (ei) = [au a,]. Therefore u  — v and we have ['u,'«] <  [x,y\ and x  < u , and 

therefore u  < x  < u , which is a contradiction. This means for every cohesion violation, 

[it, v\ =  s p a n S (e) for some e.

Now, we are ready to prove that a cohesion violation implies an interruption. Assume 

we have a cohesion violation; that is, there is some e such that spanS (e) =  [it, v\ and either:
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eeT (r) e '$T (r) e "eT (r)

I I I
I---- r--1----1-----II----- 1 ...............I---------1

f -| fu f n = f h + 1  fv

Figure B .l: A hypothesis extension / f  +  / /H-i that interrupts T(r).

1 . e ’s head e' has the head span spanH(e') = [x, x] such that [u , v } <  [x, x] and x < v. 

or:

2. e ’s sibling e' has a subtree span spanS(e') =  [x,y] such that [u, v] < [x,y] and 

x  < v.

We prove that an interruption must occur by cases:

1. e' is e ’s head. The only way [it, v] < [x, x] and x <  v  is if u < x  < v. By the 

definition of spanH, we know that e! e  f x . Finally, we know that e1 ^ T ( e ) ,  because 

e! is e ’s head. Therefore, the addition of f x to our growing hypothesis introduces an 

e' £ T(e)  before T(e) ,  which began in /„ , finishes in f v, and we have an interruption.

2. e! is e ’s sibling. Because e and e! are siblings, we know T(e) and T(e')  are disjoint. 

Therefore, f x contains an e ^  T(e) and f v contains an e ^  T (e '). We have three 

sub-cases allowed by [it, v] < [x, y] and x < v:

(a) u < x  < v : T(e) starts in f u and is not finished when f x is placed, e 6  f x and 

e ^  T(e). e interrupts T(e).

(b) (u =  x) <  v < y : T(e' )  starts in f u and is not finished when f v is placed, 

e e  f v and e ^  T (e '). e interrupts T i e 1).

(c) (u = x) < (v = y) : This case is impossible. One cannot begin two siblings 

T(e) and T(e' )  on phrase f u, and finish them both on f v , u  ^  v. T (e) and 

T(e ') are disjoint, so at most one contiguous source phrase f x can straddle both 

subtrees. □

Next, we prove that an interruption implies a cohesion violation. Assume we have an

interruption as defined above. This definition can be visualized as shown in Figure B .l. 

We will refer to the interrupting phrase as f  n for brevity (n stands for next). We call 

the phrase where T(r)  begins f u, and the phrase where it ends f v. We can then state that 

spanS (r) = [u, v]. Furthermore, since our tree is connected, we know e’ is connected to 

r  by some relationship, and since e! (f: T(r ) ,  we know that e' is not a descendant of r.

1 4 4
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Therefore e' is either an ancestor of r , or it is related to r by some lowest common ancestor 

c s.t. c 7  ̂ r,c ^  e'. Our proof that interruptions imply cohesion violations follows by cases:

1 . e' is an ancestor of e:

This leads to two sub-cases:

(a) e! is the head of e: spanH (e') =  [n, n]. [u, v] <  [n, n] and n  <  v —> violation.

(b) e' is the head of some ancestor r ' of r: spanH ( e 1) = [n ,n \ . Because T(r' )  

contains T{r),  we know spanS(r') = [uf, v'] and v! < u  and v < v ' . Therefore, 

W , v'\ <  [n, n] and n  < v' —> violation.

2 . e' is related to r  by some lowest common ancestor c s.t. c ^  r, c ^  e':

c has at least two modifiers: m e/, the ancestor of e', and m ,  the ancestor of r. These 

two modifiers are siblings, so if their subtree spans innersect, we have a cohesion 

violation. T ( m r) contains T(r) ,  so spanS(m r ) =  \u! ,v '\ where u ' < u < n < v <  

v ' . T ( m ei) contains T (e '), so spanS(me/) = [ x , y ]  where x  < n  <  y. The spans 

[u\ ■(/] and [x, y\ share a point n  in common, and n  is not a boundary point of \u ', v'\. 

We can show that this always leads to an innersection by cases, depending on how 

the two spans are sorted:

(a) [u', v'] < [.t, y\ : x  <  n  and n < v '. Therefore, x  < v ', and innersection.

(b) [x, y] <  [u', (/] : u' < n  and n < y. Therefore v! < y  and innersection.

Since we get an innersection in all cases, we get a violation in all cases. □

By showing that a cohesion violation implies an interruption, and that an interruption im­

plies a cohesion violation, we have shown that the two concepts are equivalent. Thus, 

our search constrained to prevent interruptions will search exactly the cohesion-constrained 

output space.
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