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Abstract

In multimedia sharing networks such as YouTube, and Flicker, etc, users actively

participate and interact with each other, which influences not only each individ-

ual but also the entire system performance. Successful deployments of multimedia

sharing networks show that user cooperation helps provide efficient and highly scal-

able platforms for multimedia distribution. However, since users are selfish, their

cooperation cannot be guaranteed. In this thesis, we aim to design incentive mech-

anisms to stimulate user cooperation and also optimize the system performance.

Without loss of generality, we use two multimedia applications as examples

to show how to achieve our research goals. We first study a two-hop cooperative

wireless multicast system, where after the base station broadcasts a packet, a relay

node who receives the packet correctly helps forward it to the others. We model

user interaction in this system as a multi-seller multi-buyer payment based game,

where users pay to receive relay service and get paid if they help forward a packet.

We then study an interactive multiview video streaming (IMVS) system, where

an user can select one out of many available views for observation and switch views

frequently. With the advances of multiview video coding techniques, users can

cooperatively download videos even if they are watching different views. We then

model user interaction as an indirect reciprocity game and formulate users’ decision

making associated with their view switching as a Markov decision process.

In these two examples, our analysis shows that user behaviorimpacts the system

performance significantly. Thus, we optimize our incentivemechanisms, which

drive the games to desired stable equilibria, where users cooperate with each other

and the system performance is maximized at the same time.
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Chapter 1

Introduction

1.1 Motivation

In the past ten years, we witness the emergence of large-scale multimedia shar-

ing networks. For example, users can upload and browse images and videos on

Flickr [1] and YouTube [2], download music from Napster, andwatch online videos

through peer-to-peer (P2P) live streaming softwares such as PPLive [3], PPstream

[4], and Sopcast [5], etc. In these networks, millions of users all over the world

participate to create and share multimedia data with each other, which produces

massive multimedia data for distribution. From the study in[1], in Feb. and Mar.

2012, the daily upload volume of Flickr has reached 1.8 million photos per day.

In addition, with the emergence of high-speed cellular and WiFi networks and the

increasing popularity of advanced mobile devices such as smart phones and tablets,

users can easily create, share and browse multimedia data anywhere and anytime.

From [2], the traffic downloaded to or uploaded from mobile devices was tripled

at YouTube in 2011, and currently, more than20% browse requests are sent from

mobile devices. The massive production and frequent exchange of multimedia data

pose great challenges to multimedia distribution over wired and wireless networks.

Thus, technologies that can support efficient and reliable exchange of multimedia

date are in demand.

Different from traditional multimedia systems, in multimedia sharing networks,

1



users do notpassivelyreceive provided service, butactivelyparticipate in and con-

tribute to the systems. A lot of studies (e.g. [6]–[10]) haveshown that users play a

key role in multimedia sharing networks. For example, in P2Pfile sharing systems,

when downloading files, users will simultaneously upload the downloaded data to

others. Thus, their average downloading time can be effectively shorten when com-

pared with the traditional client-server based model. In addition, a higher level of

user participation (e.g., more upload bandwidth they contribute), the system can

provide more efficient service. Furthermore, users can learn from others or their

own past experience in multimedia sharing networks. For example, in YouTube

users can read the comments of a video wrote by others, and then decide whether to

watch it. If users find most of videos published by a user having good ratings, they

may even subscribe to this user for all future videos. However, people may also

manipulate the recommendation service provided by multimedia sharing networks

to promote their own content for profits. As shown in [10], software programs were

developed for scammers, which can mimic legitimate YouTubetraffic and provide

positive feedbacks for any video they want to promote. All these examples show

that users in multimedia sharing networks interact with each others, which signif-

icantly influences not only each individual’s decision but also the entire system

performance. Thus, for a better design of multimedia sharing networks, we need

to take human factor into consideration, understand how users learn from and in-

fluence each other, and analyze how such user behavior dynamics affect the system

performance. The ultimate goal of such investigation is to provide important guide-

lines for designing a multimedia sharing network with satisfactory, efficient and

personalized service.

From the above discussion, user behavior dynamics introduce different issues

to be addressed in multimedia sharing networks, such as incentive mechanisms for

higher level of user participation, social learning, security and privacy issues, etc.

In this thesis, we focus on designing incentive mechanisms to stimulate user coop-

eration. The studies in [6]–[8] show that user cooperation can help provide efficient

and highly scalable platforms for multimedia exchange and distribution. For exam-



ple, the work in [8] provides a measurement study of a real P2Plive streaming soft-

ware, PPLive, which provides live broadcast of hundreds of Chinese TV channels.

On May 12th, 2010, one of these channels, HunanTV, was broadcasted via PPLive

to over 1600 users over the Internet at a bit rate of 400 kbps, corresponding to an

aggregated bit rate of more than 600 megabits per second. In this example, peers

cooperatively download/upload video packets from/to eachother so that everyone

can receive a high quality video. Thus, cooperation allows users to access available

resources in the entire network, and therefore, the system can achieve much higher

throughput than the traditional client-server based model.

In multimedia sharing networks, users receive gains from accessing others’ net-

work resources. However, sharing their own network resources to help others’

downloading may incur some cost. Since users are intelligent and rational, they

have the ability to choose optimal actions towards maximizing their utilities,1 and

the optimal actions may not always be playing cooperatively. A study [12] on a

P2P file sharing system, Gnutella, shows that 25% of users are free riders, who

only download from other peers but do not share any file at all.This is because

users areselfish[13], and only care about their own utilities. If free ridingcan

result in a higher utility, they will tend to free ride ratherthan cooperate.

To address this problem, we need to study user interaction and design incen-

tive mechanisms to stimulate user cooperation. Game theory[14], [15] provides

the fundamental tools to model user interaction, and study their strategic decision

making. In particular, we are interested in the Nash Equilibrium of a game, from

which no user has incentive to deviate. When designing incentive mechanisms for

multimedia sharing networks, there are several challenging issues that need to be

addressed.

i) In the current state-of-arts, incentive mechanisms for multimedia sharing net-

works mainly study the point-to-point interaction, where apair of users establish

1In practical multimedia sharing systems, users use softwares such as PPlive and Sopcost pro-
vided by the systems for video downloading and uploading. Most of such softwares force user
cooperation in the networks. However, the work in [11] assumes that intelligent users can manipu-
late the software and develop their own protocols to interact with other users.



partnership and cooperate with each other. In such systems,a user can choose dif-

ferent strategies towards different partners. Thus, a rational user will only cooperate

with cooperative users, and free-riders can be easily isolated. However, in reality,

there is one-to-many interaction, especially in wireless communication. If one user

transmits a message, due to the broadcast nature of wirelesscommunication, all

nearby users can hear it. In this case, a user cannot select different strategies to-

wards different users, since even if he/she only wants to cooperate with one user,

other users can overhear and free ride. In this scenario, free riding is much easier,

and cooperation stimulation is a more challenging problem.

ii) In the literature, many incentive mechanisms consider the scenario where users

face the same game every time they interact with each other. This is because they as-

sume that user states, such as available network resources,do not change over time.

However, this assumption may not be true. For example, in a mobile multimedia

sharing system, mobile devices all have energy constraints. Since their remaining

energy will change over time, their strategies may also change. Thus, understand-

ing how user state change affects their strategies and the system performance is

important in designing incentive mechanisms to stimulate user cooperation.

iii) In multimedia sharing networks, users many join and leave the system from time

to time. User membership dynamics may also impact their strategies, and thus, the

system performance. For example, given that a group of new users just join the

network, and the existing users do not know how those new users will behave in the

system, whether the existing users should continue their cooperation is a problem

that should be addressed.

iv) Each user may have private information, which other users donot known, e.g.,

his/her own available network resources. Selfish users may lie about their private

information if cheating can improve their performance. Forexample, a user may

claim that he/she has very low upload bandwidth, so that to avoid contributing to the

system. Thus, we should address users’ cheating behavior toimprove the system

efficiency.

In this thesis, we focus on these challenging issues in designing incentive mech-



anisms for multimedia sharing networks.

1.2 Thesis Contribution and Outlines

From the above discussion, we know that user behavior has significant impacts on

multimedia sharing networks, and also know the four important issues that should

be addressed in designing incentive mechanisms. Without loss of generality, in

this thesis, we study two multimedia applications, which are typical applications

raising those four challenging issues. The first application is a two-hop cooperative

wireless multicast system, where all users receive the samemultimedia data for

observing, and it raises issuei) andiv) to be addressed. The second application is

an interactive multiview video streaming (IMVS) system, where users receive not

exactly the same but correlated multimedia data for observing, and it raises issue

ii) and iii) to be addressed. We use these two applications as examples toshow

how user behavior impacts the system performance, and how todesign incentive

mechanisms to address the four important issues. Our contributions are summarized

as follows:

1.2.1 Incentive Analysis for Two-Hop Cooperative WirelessMul-

ticast

In two-hop cooperative wireless multicast, all users receive the same multimedia

data. After the base station (BS) broadcasts a video packet,successful users who

receive the packet correctly can help forward the packet to the rest unsuccessful

users. Due to the broadcast nature of wireless communication, when a user relays

a packet, he/she actually helps all nearby users who can hearhim/her. Thus, it is a

typical one-to-many interactoin model in multimedia sharing networks.

In Chapter 3, we study the incentive mechanism to stimulate user cooperation

in this system. We first model the interaction among users in this system as a multi-

seller multi-buyer payment based game, where users pay to receive relay service



and they will get paid if they help forward packets. We also derive the optimal

price, which drives the game to the desired Nash Equilibrium, where unsuccessful

users have low free-riding probability and the system throughput is maximized.

We then consider that users may have different cost to uploadone packet, which

is their private information. To address their cheating behavior, we design a second-

price sealed-bid auction game. In this game, bidding the true cost is their dominant

strategy, which everyone will choose.

1.2.2 Incentive Analysis for Cooperative Interactive Multiview

Video Streaming

In recent years, Free Viewpoint Video [16] becomes popular,where the same scene

is captured by a large array of cameras (e.g. more than 100 cameras in [17]) from

different viewpoints, and an audience can interactively select one interested view

for observing. In such systems, users are likely to watch different views. Thus, they

do not receive exactly the same but correlated multimedia data. With the frame

structure proposed in [18], users can cooperatively download packets even if they

are watching different views. In this system, due to different popularity of views,

we observe that users watching different views may receive different utilities from

others’ help, and thus, may take different actions accordingly. Since users switch

views frequently, their actions may also change frequently. Thus, it is a typical

example of user interaction with state change.

In Chapter 4, we model users’ state transition and decision making as a Markov

decision process (MDP) in cooperative IMVS. From the game analysis, we observe

that users may cooperate at some views but not others. Furthermore, we observe

that the game may have multiple Nash Equilibria corresponding to different coop-

eration levels, (e.g., in the full cooperation Nash Equilibrium, users cooperate at

all views, while in the partial cooperation Nash Equilibrium, users only cooperate

at certain views.). We then propose a Pay-for-Cooperation (PfC) scheme to drive

the game to the desired full cooperation Nash Equilibrium toimprove the system



efficiency.

We then investigate the impact of user membership dynamics on user coopera-

tion, and observe that as long as the percentage of new users is below a predeter-

mined threshold, cooperation is still a dominant strategy.Otherwise, cooperation

will be interrupted, and the PfC should be used to resume usercooperation.

1.2.3 Thesis Outline

The thesis is organized as follows. In Chapter 2, we first introduce the prior arts

on cooperative wireless multicast, IMVS and related works.We then introduce

the fundamental concepts of game theory. In Chapter 3, we propose an incentive

mechanism for two-hop cooperative wireless multicast to stimulate one-to-many

cooperation, and encourage users to tell their true cost. InChapter 4, we introduce

the game model for cooperative IMVS and show how to stimulateuser cooperation

with state change, and then study how user membership dynamics affect user co-

operation. Conclusions and potential future research topics are drawn in Chapter

5.



Chapter 2

Background and Literature Survey

In this chapter, we will first introduce the background of cooperative wireless mul-

ticast, IMVS and related works. We then introduce the fundamental concepts of

game theory.

2.1 Cooperative Communication in Wireless Networks

In wireless communication, the fading effect of wireless channels is a feature im-

pediment that limits the channel capacity and transmissionrange. The recent ad-

vances in 3G/4G networks do have significantly improved the channel capacity,

while it is still not sufficient for the even faster increase of consumers’ demand

(e.g., high bandwidth for the transmission of high quality videos). A lot of works

have been proposed to address this issue, and cooperative wireless communication

emerges as a promising approach. The work in [19] first proposes two-hop coop-

erative wireless communication with relay, where any pair of users have a direct

link. The transmission of one packet takes two phases. In thefirst phase, the source

node transmits to the destination node, and both the destination node and the relay

node can hear the signal. In the second phase, the relay node forwards the received

signal to the destination node. The destination node then combines the two sig-

nals for decoding. This scheme explores the spatial diversity to effectively improve

the channel capacity. Multi-hop cooperative wireless communication is then pro-
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posed mainly for mobile ad hoc networks [20], [21], where thesource node and

the destination node do not necessarily have a direct link. The source node relies

on intermediate relay nodes to form a multi-hop route to the destination for packet

transmission. Thus, this scheme can effectively extend thetransmission range.

In the literature, based on the number of intended recipients, cooptative wire-

less communication schemes can be divided into two categories: unicast and mul-

ticast. In unicast, a source node has a single destination node, and different source-

destination pairs transmit different messages. In multicast, a source node has mul-

tiple destination nodes who receive the same messages. In the following, we sum-

marize the previous works on cooperative wireless communication for both unicast

and multicast .

2.1.1 Cooperative Wireless Unicast

In this section, we discuss both two-hop and multi-hop cooperative wireless unicast.

2.1.1.1 Two-Hop Cooperative Wireless Unicast

In the literature, two-hop cooperative unicast schemes allfollow the framework

in [19] as discussed earlier. The work in [22] studies the lower bound of the channel

capacity with relay. The work in [23] proposes two cooperative protocols: amplify-

and-forward (AF) and decode-and-forward (DF). With the AF strategy, the relay

simply amplifies the received signal from the source node, and then forwards to

the destination node. In the DF strategy, the relay decodes the received signal,

re-encodes it and then forwards to the destination node.

The works in [24], [25] study the optimal relay selection fora source-destination

pair among a group of potential relay nodes at different locations. The works

in [26]–[29] study the scenario, where a single relay node serves multiple source-

destination pairs of nodes. For example, the work in [26] studies the optimal re-

source allocation at the relay node to maximize the network capacity, which is the

summation of all source-destination pairs’ channel capacities.



2.1.1.2 Multi-Hop Cooperative Wireless Unicast

Multi-hop cooperative wireless unicast is mainly used in mobile ad hoc networks,

which have many design issues to be addressed, such as routing, security and energy

management, etc.

In ad hoc networks, nodes may move, which will change the network topolo-

gies. The works in [20], [21], [30], [31] focus on designing efficient routing pro-

tocols to adapt to dynamic network topologies. For example,the work in [31]

proposes a routing on demand algorithm, where if a source transmits to a destina-

tion without existing route, the source will broadcast a route request to its neighbors.

Those neighbor nodes will also forward this message until the destination is reached

or a route is found to the destination.

Ad hoc networks are vulnerable to attacks. For example, an attacker may create

ablack hole[32], which attracts packets by transmitting faked routinginformation,

and always drops packets without forwarding. The works in [33]–[35] are proposed

to address security issues. Energy management is also a challenging issue due to the

energy constraints at mobile nodes. The work in [36] proposes a balanced energy

consumption scheme so that the network can maintain a reasonable lifetime for a

certain task.

2.1.2 Cooperative Wireless Multicast

Due to the broadcast nature of wireless communication, wireless multicast is a very

efficient way for media distribution to a group of users who want the same data. In

this section, we review previous works for both two-hop and multi-hop cooperative

wireless multicast.

2.1.2.1 Two-Hop Cooperative Wireless Multicast

Two-hop cooperative wireless multicast [37]–[44] also takes two phase for one

packet transmission. In the first phase, the source node broadcasts the message.

In the second phase, successful users who receive the packetcorrectly will forward



it to the rest unsuccessful users.

The work in [37] proposes a time-division multiple access (TDMA) based two-

hop cooperative wireless multicast system. In the second phase, the BS randomly

selects several successful users to serve as relays, and they take turns to forward the

packet to the rest users. To maximize the system throughput,the optimal time allo-

cation between the two phases and the optimal number of relays are derived. Their

simulation results show that the cooperative multicast scheme can significantly im-

prove the system performance.

The work in [40] investigates cooperative wireless multicast with both dis-

tributed and genie-aided cooperation schemes. In the distributed model, all suc-

cessful users serve as relays, and forward the packet simultaneously in the second

phase. In the genie-aided model, only a fixed number of users at predetermined

locations can be relays, and they will forward the packet if they receive it correctly.

Given a total power constraint in the two stages, this work then derives the optimal

power allocation between the BS broadcast and the relay forwarding to minimize

the average outage probability, which is the probability that the received signal-to-

noise ratio (SNR) is below a predetermined threshold at the users’ side.

A similar work is proposed in [38], where the randomized distributed space time

coding (RDSTC) technique is employed. In the second phase, successful users en-

code the received packet using RDSTC and forward the encodedpackets simulta-

neously. This work also uses scalable video coding to provide differential service.

In scalable video coding, the video is coded into the base layer and enhancement

layers. With the base layer only, the video can be decoded with the lowest video

quality. Enhancement layers can refine the base layer and improve the video quality.

In this scheme, the cooperative multicast is used to transmit the base layer to ensure

that all users can receive the base layer and reconstruct thevideo. The enhancement

layers are broadcasted by the BS without cooperative multicast, and only users with

good channel conditions can receive it correctly to improvethe video quality.

Another work in [39] exploits the network coding technique.In this work, the

packets are divided into groups. In the first phase, the BS broadcasts a group of



packets to all users. In the second phase, each user encodes the correctly received

packets into one repair packet using network coding, and then forwards this repair

packet to others. For a user with packet loss in the first phase, a repair packet is

novel to him/her if this repair packet is encoded by packets he/she is missing. As

long as he/she can receive enough novel repair packets (morethan the number of

packets he/she is missing) from different users, he/she candecode all the missing

packets in the packet group.

2.1.2.2 Multi-Hop Cooperative Wireless Multicast

The multi-hop cooperative wireless multicast is also mainly studied in ad hoc net-

works, where the challenge is how to find efficient and robust multicast route to

reduce transmission redundance with dynamic topologies.

The works in [45], [46] propose tree-based routing protocal, where a multicast

tree is constructed to deliver packets to each destination.In [45], a Shared Tree

Ad-hoc Multicast Protocol is proposed, where the tree is rooted at thecore, which

is a special node to manage the tree structure. The core-rooted tree is shared by all

source nodes, who transmit multicast packets to the core using the shortest path,

and the core forwards packets along its tree. Though this structure is simple and

efficient, it may suffer from topology dynamics, since afternodes move, multicast

packets have to be dropped before the tree is reconstructed.

Mesh-based multicast protocols are proposed in [47], [48].For example, the

work in [47] proposes an On Demand Multicast Routing Protocol, where the source

node initiates the path searching process by sending an initiation packet. The inter-

mediate nodes help forward this message and find the route reaching all destination

nodes. This protocol can cope well with network topology dynamics, while it may

cause high control overhead.

There are also works [49]–[51] that take energy management into considera-

tion. For example, the work in [49] proposes an energy-efficient multicast tree,

which balances the energy consumption over the network to maintain a long net-

work lifetime.



2.2 Cooperative Video Streaming

Cooperative video streaming has proven to be successful in the past ten years, where

the system can access the network resources of participating users, and provide

video streaming service with satisfactory quality to thousands of users simultane-

ously. Typical cooperative video streaming applications include P2P live streaming

and P2P video on demand. In P2P live streaming, all users watch the live video

with similar playback time, and they help each other upload/download packets. In

P2P video on demand, users may join the video at different time instances. Since

they are all likely to watch the video from the beginning, they usually have different

playback time. In this case, only users who join earlier can share their downloaded

video and help users who join late. Thus, the ways user cooperate in these two ap-

plications are different. In this section, we will focus on P2P live streaming, since

it is more related to IMVS we study in this thesis. We then introduce IMVS, and

its recent advances in video coding techniques that supportcooperative multiview

video distribution.

2.2.1 Single View Video P2P Live Streaming

In the literature, there are three types of P2P live streaming structures: tree-push

based, mesh-pull based and pull-and-push hybrid structures.

2.2.1.1 Tree-Push Based P2P Live Streaming

Tree-Push [52] based structure is proposed in the early stage of P2P live streaming

development. In this structure, the streaming server is theroot of the tree, and all

users are organized at different layers in this tree structure. Each node (including

the root node) may have more than one child nodes depending onhis/her upload

bandwidth. The server then pushes the video stream from the root, and each inter-

mediate node forwards the stream to his/her child nodes. Thus, the video stream is

transmitted in a top-down manner.



In this system, once the tree is built, each video packet is forwarded by an inter-

mediate node once he/she receives it. Thus, the playback latency (the playback time

difference between the server and the bottom nodes) is low. However, as studied

in [53], this structure has two major drawbacks, which significantly limit its appli-

cation. First, this structure cannot handle user membership dynamics well. Once

an intermediate node leaves the tree, all his/her child nodes have to find new par-

ents. [53] shows that with frequent user churn, the tree structure has to be changed

frequently and the system performance is reduced. In addition, the leaf nodes do

not connect to any child node, and thus, their upload bandwidth cannot be utilized.

However, the leaf nodes take a huge portion of the entire network.

2.2.1.2 Mesh-Pull Based P2P Live Streaming

In mesh-pull P2P live streaming [6], a compressed video stream is divided into

small data chunks, all of which are available at the streaming server. When a peer

joins the system, he/she fetches from the streaming server an initial list of peers,

who are currently watching the video. Then, he/she can communicate with peers in

the list and obtain additional peer lists in a gossip manner.Each user maintains a

buffer (called “streaming buffer”) to store received data chunks that have not been

decoded. Each user also keeps a buffer map to record the indices of the received

chunks. Users periodically exchange buffer map information with each other, so

that they know who have which chunks. Then, each user can select missing chunks

to request either from the server or from other peers who havethose chunks. When

a user receives chunk requests, he/she can either accept them and upload the re-

quested chunks or reject the requests. In this way, users cancooperate with each

other to spread the video content and everyone can enjoy the video at the same

time. Note that when a user joins the network, he/she has to buffer enough con-

tinuous data chunks before launching the video player for rendering. Then, he/she

periodically moves the received chunks in the streaming buffer with the earliest

playback time to the video player for rendering.

In this system, users have the freedom to select any nodes in their lists to estab-



lish partnership and exchange video chunks. Users’ arbitrary connections make the

system form a mesh-like network structure, which can handleuser churn and large

scale P2P networks very well. Currently, most of the successful deployments, such

as PPlive, and PPStream, etc, are based on this structure. However, this structure

also has some drawbacks. First, since each user needs to senda request for each

single chunk, this may cause high signaling traffic overhead. In addition, there is

high playback latency between the streaming server and the nodes that are far away

from the streaming server, due to the hop-to-hop accumulated latency.

2.2.1.3 Hybrid Pull-and-Push Based P2P Live Streaming

From the above discussion, the tree-push based and the mesh-pull based schemes

have different advantages and drawbacks. The hybrid pull-and-push based P2P live

streaming proposed in [54] combines the two schemes to achieve robustness to peer

churn, low playback latency and low signaling traffic overhead.

The network structure is also mesh based to handle peer churn. The video

chunks are divided into transmission groups with equal number of chunks per

group. The first chunk in each group is called a pull chunk, while the rest are push

chunks. When a useri requests a transmission group, he/she asks one of his/her

neighbors, userj, who has the pull chunk of that group in the buffer. As long as

userj agrees with useri’s request and sends the pull chunk, userj also forwards ev-

ery push chunk in this transmission group to useri, once userj receives that chunk.

If there is packet loss due to network congestion, the lost chunks will be requested

in a pull-based manner. Thus, in this system, most of chunks are forwarded with-

out being requested, which results in low signaling traffic overhead and also helps

reduce the playback time latency.

2.2.2 Cooperative IMVS

Free viewpoint video [56] is becoming popular in recent years, and it provides

IMVS service, where an audience can select one viewpoint of the video to watch



Fig. 2.1. A scene is captured by a large array of closely spaced cameras. This figure is
from [55].

and switch views interactively and frequently. Thus, audiences have a 3D visual

experience known asmotion parallax[57]. To capture a 3D video, the traditional

3D modeling [58] uses 3D scanners to scan and process the surface of a 3D sub-

ject. It is very time consuming and computation intensive, which makes it difficult

to achieve the real time video capture, compression and transmission. Alterna-

tively, in most of the prototypes of free viewpoint video systems, a large array of

closely spaced cameras are used to capture a scene from different angles, as shown

in Fig. 2.1. For example, in [17], an array of more than 100 cameras are used. All

the captured videos are collected by a server for compression and streaming, and a

client can periodically select one out of many views for observation. In response,

the server sends only pre-encoded data for the single requested view (rather than all

the captured views) to reduce the streaming rate.

2.2.2.1 Advances in IMVS Using Distributed Source Coding

In IMVS, a straightforward video coding scheme is to encode and transmit each

view independently. However, it will cause a large view switching delay, i.e., a

user has to wait for a long time to switch to a different view. This is because video

frames are divided into groups of pictures (GOP) [59], and each GOP is a video



compression unit. In each GOP, the first frame (called I-frame) is encoded indepen-

dently and can be directly reconstructed once being received. Each remaining frame

is encoded with differential coding schemes [59] to achievehigher compression ef-

ficiency, and can be reconstructed only when it prior frame isdecoded correctly.

Thus, a user has to wait till the end of a GOP to switch to another view, and the

average waiting time is the length of one GOP. Since a large GOP structure is usu-

ally required to achieve high video coding efficiency, userssuffer from large view

switching delay.

To address the tradeoff between view switching delay and coding efficiency, the

works in [60]–[62] design frame structures using distributed source coding (DSC)

[63], [64] for IMVS to achieve low bit rate video with low viewswitching delay.

DSC states that several correlated information sources canbe separately encoded at

the encoder side and jointly decoded at the decoder side, while it can still achieve

similar coding efficiency to the joint source encoding. To show how the DSC works,

we consider a simple example with two correlated source symbols X andY to be

encoded, where each of them has 7 bits, and the Hamming distance between them

is at most 1. At the encoder side, we encode them separately. First, Y can be

transmitted to the decoder using 7 bits without compression. We then encodeX.

SinceY is available at the decoder side and we know that the Hamming distance

betweenX andY is at most 1, then,Y can be considered as a noisy version of

X and a few parity bits is enough to retrieveX from Y . For example, if (7,4,3)

Hamming code is used, 3 parity bits are generated as the encoding result ofX.

Finally, 10 bits are used to representX andY after DSC. To decode them,Y can

be retrieved directly. Then, withY and the 3 parity bits,X can also be correctly

decoded.

The works in [60]–[62], [65] extend the idea of DSC to IMVS to support low bit-

rate video with low view switching delay. For example, [60] proposes a multiview

video coding structure shown in Fig. 2.2 with2N + 1 views, where the horizontal

index is the view index, and the vertical index is the time index. The frames of each

view is divided into segments withNs frames per segment, and each audience is



Fig. 2.2. Multiview coding structure that supports low delay view switch. This figure is
from [60].

allowed to switch views at the end of each segment. Thus,Ns determines the view

switching delay. To support low delay view switching (i.e.,Ns is small) without

significantly increasing the number of bits for the coded video, this work proposes

to insert a DSC frame (the shaded rectangles in Fig. 2.2) for everyNs frames instead

of an I-frame, and a DSC frame is much smaller than an I-frame.To understand

how the DSC frame supports view switching, in Fig. 2.2, a DSC frameX is encoded

using the prior framesYi from all views (v −N ≤ i ≤ N + v) as predictors. Then,

frameX can be decoded with a prior frame from any view. Specifically,to encode

X, eachYi can be considered as a noisy version ofX. LetYmax denote the one prior

frame with the largest difference fromX. Then, the target of the DSC scheme is

to encodeX with enough parity bits, which can help retrieveX from Ymax. Thus,

those parity bits are also enough to retrieveX from any other prior frameYi.

2.2.2.2 Cooperative Multiview Video Multicast in A Wireless Network

The work in [18] extends the above coding scheme to a cooperative multiview video

wireless multicast system, which can help stop error propagation and improve the

system reliability. In this system, video is also divided into segment withNs frames

per segment, where the first frame of a segment is a DSC frame. The BS multicasts

all the views through different channels (frequency bands)of a wireless wide area



network (WWAN) to all users at the same time. Each user can choose one view

to decode and watch, and freely switch views at the end of a segment. Due to the

fluctuation of wireless channels, a useri may receive the next segment correctly but

not the current segment. However, without the last frame in the current segment,

he/she cannot decode the next segment. To improve the systemreliability, users

who decode the current segment correctly share the last frame with others via a

wireless local area network (WLAN). Then, useri can decode the next segment

and the error propagation is stopped.

2.3 Incentive Mechanisms for Cooperative Wireless

Communication and Cooperative Video Stream-

ing

From the discussion in Chapter 2.1 and Chapter 2.2, user cooperation plays a fun-

damental role in improving the system performance in both cooperative wireless

communication and cooperative video streaming. However, user cooperation can-

not be guaranteed in such decentralized systems, since users are selfish and only

care about their own performance. In the literature, many incentive mechanisms are

proposed to simulate user cooperation. In this section, we first divide these mech-

anisms into two categories: incentive mechanisms without and with state change.

For the incentive mechanisms without state change, we further divide them into two

classes: incentive mechanisms for point-to-point interaction and for one-two-many

interaction. In the following, we first discuss the two classes of incentive mech-

anisms without state change, and finally discuss incentive mechanisms with state

change.

2.3.1 Incentive Mechanisms for Point-to-Point Interaction

In the literature, there is a big body of research on incentive mechanisms for coop-

erative wireless unicast and P2P live streaming that focus on point-to-point interac-



tion. In this section, we classify those incentive mechanisms into three types.

• Direct reciprocity schemes in repeated games. In these schemes, it is assumed

that a pair of users interact with each other for indefinite time duration, that is, they

are not sure the exact time when they stop interacting with each other. Users who

deviate from cooperation will be punished with a long term utility loss. Thus, this

scheme is more effective if users expect to interact with each other for a longer

time. Tit-for-tat [14] is a typical direct reciprocity scheme. Suppose that two users

interact with each other and both of them cooperate at the beginning of the game.

Then, they replicate the same action taken by his/her opponent in the last round.

Thus, if either of the players deviates from cooperation forone round, this will

result in non-cooperation and both of the users receive low utilities for the rest of

the game.

Tit-for-tat based schemes are proprosed in [66]–[70] for cooperative wireless

unicast. For example, the work in [66] proposes a tit-for-tat strategy for ad hoc

networks, taking the network topology into consideration.If node i is on nodej’s

route and can help nodej forward messages, but nodej is not on nodei’s route,

nodei will not help nodej, since nodei cannot receive any reciprocity in future

interaction. Only when the pair of nodes can help each other and they both play

tit-for-tat strategy, they will cooperate to forward messages.

The direct reciprocity mechanisms [11], [71]–[74] are alsoproposed for P2P

live streaming. The work in [73] provides incentive using scalable video coding

with a tit-for-tat strategy, where if useri can get a high download rate from a neigh-

bor j, i will reciprocatej by providing a larger fraction ofi’s upload bandwidth.

Therefore, a peer who contributes more upload bandwidth is more likely to obtain

a larger share of neighbors’ upload rates, thus receives more layers and has better

video quality.

In P2P live streaming, packets may be dropped due to network congestion, and it

is difficult to differentiate packet drop from intentional non-cooperation. To address

this issue, the work in [11] proposes a credit-line mechanism. In this scheme, user

i calculates the difference between the number of packets he/she uploaded to a



neighborj and the number of packets userj uploaded to him/her. Useri continuous

cooperate with userj as long as this difference does not exceed a predetermined

credit line.

• Payment based schemes. In these schemes, virtual currency circulates in the

network. Users need to pay to receive others’ help, and usersthat help others will

get paid to compensate their cost. When compared with the direct reciprocity game

that is effective when each pair of users expect to interact with each other for a long

time, the payment based scheme can stimulate user cooperation even if they know

that they will not interact with each other from next round.

The works in [75]–[81] propose payment based schemes for cooperative wire-

less unicast. For example, in [76], the currency circulating in the network is called

nuglet. Each user in the network is equipped with a tamper-resistant security hard-

ware, callednuglet counterto record the nuglet each user possesses. If a user gets

help from others, his/her nuglet counter is decreased. If he/she helps others, his/her

nuglet counter is increased. Since everyone has to keep the nuglet counter non-

negative, each user needs to help others to earn nuglet. However, this scheme re-

quires the tamper-resistant hardware at each mobile deviceto track the transactions,

which may not be satisfied in all mobile networks.

To address the above problem, the work in [75] proposes a purely software

based payment scheme with the credit clearance service (CCS) provided by the

central bank. In this work, after a user helps others forwardpackets, he/she keeps

a receipt. When the channel condition to the central bank is good, he/she reports

those receipts to the CCS. The CCS then processes the transactions and determines

the payment or credit each user needs to pay or gets paid.

The payment based schemes are also proposed for P2P live streaming [82]–[84].

In [82], users can earn internal currency calledpointby uploading stream chunks to

other users. Then, they use earned points to compete for connecting peers with high

link capacities in a first price auction game, where the user with the highest bid will

connect with the peer with the highest link capacity, and thus will receive the video

with high quality. Furthermore, this system encourages off-session users (who are



not receiving the streaming service or watching the video) to keep forwarding pack-

ets to accumulate their points for later use, which can effectively improve the system

efficiency.

• Reputation based indirect reciprocity schemes. In these schemes, users help oth-

ers to accumulate good reputations, and users with good reputations are likely to

receive others’ help. Therefore, nodei helps nodej with a good reputation is not

becausej helpedi directly in previous interactions, butj helped someone else.

Users’ reputations can be updated in either centralized or distributed way. In the

centralized system, a central authority will monitor user interaction, update their

reputations and then broadcast to all players. In the distributed system, each user

updates others’ reputations based on both direct experience and indirect testimonies

that he/she requests from neighbors.

When compared with the direct reciprocity game, the indirect reciprocity game

is more suitable in the scenario where users change partnersfrequently (i.e., a pair

of users expect to interact with each other for a short time.). When compared

with the payment based game, it does not require tamper-resistant hardware at each

user’s side or the CCS provided by the central bank. However,the reputation based

system requires extra singling traffic for reputation update.

The works in [85]–[89] propose reputation based schemes forcooperative wire-

less unicast. For example, the work in [87] proposes a mechanism called “CON-

FIDANT" in a mobile ad hoc network, which is a distributed reputation system. A

scheme calledneighborhood watchis used, where each user monitors and reports

neighbors’ behavior to other users. Each user gathers his/her direct experience and

others’ reports to identify misbehaving users.

The work in [89] proposes a centralized reputation updatingscheme. A user will

receive a high reputation if he/she cooperates with high reputation users or does

not cooperate with low reputation users, and he/she will receive a low reputation

otherwise. Thus, users will only cooperate with high reputation users.

The reputation based mechanisms are also proposed for P2P live streaming sys-

tems [90]–[93]. In [90], a rank based peer selection mechanism is proposed. In this



scheme, a user who contributes more upload bandwidth is rewarded with a higher

rank/priority to select peers, and thus, has better chance to connect to peers with

high link capacities to receive a high quality video.

The work in [92] proposes an adaptive reputation updating scheme to stimulate

users to keep cooperating, where for a user who has accumulated a high reputation,

if he/she stops uploading, his/her reputation will drop quickly. Thus, users need to

keep cooperating with others to maintain a high reputation.

2.3.2 Incentive Mechanisms for One-to-Many Interaction

In this section, we review incentive mechanisms for cooperative wireless multicast

and P2P live streaming in a local area network (LAN), which are for one-to-many

interaction.

The works in [78], [94] first propose a payment based method for cooperative

wireless multicast in an ad hoc network, where a source node pays intermediate

nodes for relaying messages to multiple destination nodes.In these works, each

intermediate node claims the cost to relay a packet. Based onthe claimed cost, the

source calculates a multicast tree spanning all destination nodes with the minimum

total payment. Then the source uses this multicast tree to deliver packets, and pays

the intermediate nodes on the tree for relay service. To motivate intermediate nodes

to report their true cost, a cheat-proof payment based scheme is proposed, where

reporting the true cost is the dominant strategy for each intermediate node.

The above incentive mechanism describes a scenario where one user needs mul-

tiple users’ help. In this thesis, we are more interested in another scenario, where

multiple users need one user’s help. For example, in two-hopcooperative wireless

multicast [95], after the BS broadcasts a packet, one successful user is selected and

he/she will decide whether to forward the packet as a relay. Once he/she relays the

packet, the transmission can be overheard by all unsuccessful users. Thus, the relay

cannot choose different actions towards different unsuccessful users.

To stimulate user cooperation in this scenario, the work in [95] proposes a direct

reciprocity game with the worst behavior tit-for-tat strategy. In this system, time is



divided into slots. In each slot, each user has the same probability to be a successful

user and be selected to relay the packet. Each selected user chooses a transmission

power to forward the packet. A higher transmission power gives a higher probabil-

ity for others to receive the packet correctly, but introduces higher cost to the relay.

Since he/she cannot choose with whom he/she cooperates, he/she uses the lowest

observed transmission power. Specifically, each user monitors the forwarded pack-

ets by others, and estimates their transmission power. He/she discovers the lowest

transmission power among all relays in previous rounds, anduses that power when

being selected. Thus, if any user deviates to a low power, allothers will use the same

low power for a long time as penalty, which lowers everyone’spayoff. Therefore,

no one has incentive to deviate from the high transmission power.

The work in [96] proposes an incentive mechanism to study theone-to-many

interaction for a P2P live streaming system in a LAN. In this system, each user can

decide whether to be an agent, who requests the video data from the server, and

the video data will be shared in the LAN. Thus, an agent uses his/her own network

resources to request video, while all others can free ride. In this case, users tend

to free ride rather than to be an agent. However, if there is noagent, everyone has

no video to watch and thus receives a low utility. To address this issue, the work

in [96] proposes an evolutionary game for users to learn how to address this tradeoff

between lowering the cost and receiving the video, and derives a stable Nash Equi-

librium, where even if players may sometimes deviate from this equilibrium, they

will still move back, since users who take strategies in the equilibrium will always

receive a higher utility.

2.3.3 Stochastic Game for User Interaction With State Change

In the literature, stochastic game is used to model user interaction with state change.

Suppose that the game is currently at a states ∈ S (S is the state set.). There are

N players, and a playeri selects actionai from his/her action setAi. Based on

current state and all players’ actions, each player receives an immediate payoff

ui : S × A1 × ... × AN → (−∞, +∞), and the game will transit to another state



with a state transition probability,P : S ×A1 × ...×AN ×S → [0, 1]. Then, users

take actions at the new state, and this process is repeated with finite horizon. For

each player in the game, his/her goal is to find the optimal action policy (an action

policy defines his/her action at each state) to maximize the expected lifetime utility

E
[
∑+∞

j=0 ηui,t+j

]

. Here,η is a discounting factor that values how users care the

future payoffs, andt + j is the time index. At the Nash Equilibrium of a stochastic

game, no one has incentive to unilaterally deviate from his/her action policy at any

state of the game.

For example, the work in [97] considers a cooperative communication scenario

with three nodes, where two nodes transit packets to a commondestination and they

also help each other forward packets. Each of them also maintains a buffer to store

packets that have not been transmitted. With the classical collision channel, only

one node can transmit in a time slot. Thus, they need to decidewho to transmit. In

this system, the states are the numbers of packets in the two nodes’ buffers, since

with more packets in the buffer, they have higher desire and receive higher utility to

transmit packets. With decisions made by the two nodes, their states change, which

also affects their future decisions. The works in [97], [98]propose a stochastic game

to formulate the above decision making process, and derive the optimal strategies

for the two nodes to maximize the expected lifetime utilities.

The works in [99], [100] formulate stochastic games for a foresighted resource

reciprocity problem in P2P live streaming. For example, in [99], a user’s state is the

bandwidth he/she gets allocated from the neighboring users. He/she then needs to

take an action on how to allocate his/her own bandwidth to neighboring users for

reciprocity. Since this action may change the neighboring users’ responses, he/she

will receive different bandwidth allocation and transit toanother state. To estimate

the state transition probability, he/she can learn from his/her past experience, and

then the optimal reciprocity strategy is found to maximize his/her lifetime utility.



Fig. 2.3. An example of Stackelberg game. There are two players:A andB. A has two
strategies,L andR. B has two strategiesU andD.

2.4 Game Theory Review

Game theory [14], [15] provides important tools to study user behavior in dynamic

networks. In a game, there are three essential components,player set, strategy sets

andutility functions. Player set defines the players that play in the game. Each

playeri has a strategy setSi, including the strategies he/she can use in the game.

He/she chooses a strategysi from Si to play with others, and allN players’ strate-

gies form a strategy profileξ = {s1, s2, ..., sN}. Each player has a utility function

Ui(ξ), which measures his/her payoff based on all players’ strategiesξ.

To analyze a game, game theory provides a very important concept calledNash

Equilibrium. A Nash Equilibrium is defined as a strategy profileξ∗, where each

playeri’s strategys∗i is the best response to the others’ strategies in the profile,(i.e.,

ξ∗−i = {s∗1..., s∗i−1, s
∗
i+1..., s

∗
N}) and we have

Ui(s
∗
i , ξ

∗
−i) ≥ Ui(si, ξ

∗
−i) for ∀si ∈ Si. (2.1)

In other words, for a playeri, if all other players keep their strategiesξ∗−i unchanged,

i will receive a lower utility when he/she unilaterally deviates froms∗i . Thus, in a

Nash Equilibrium, no rational player has incentive to change to another strategy.



2.4.1 Stackelberg Game and Subgame Perfect Nash Equilibrium

In practice, users in a game do not necessarily make decisions at the same time.

For users who make decisions first, their actions may be observed by others, and

thus, may affect other players decision making. In game theory, dynamic gamecan

be used to model such interaction, where players make moves following a certain

predetermined order and select their strategies sequentially. Stackelberg game is an

example of dynamic game, which typically has two stages. Players who move at the

first stage are called leaders. The other players are followers, who make decisions

after observing leaders’ actions. Figure 2.3 shows an example of a Stackelberg

game with two players,A andB. A has two strategies,L andR, and makes a

move first. B also has two strategies,U andD. After observingA’s action,B

selects his/her strategy. Their payoffs are enumerated at the bottom of the figure.

For example, ifA choosesL andB choosesU , A’s payoff is 2, whileB’s payoff is

0.

To analyze the Stackelberg game, a concept calledSubgame Perfect Nash Equi-

librium (SPNE) is used. A strategy profile is a SPNE if a user cannot increase

his/her payoff by unilaterally deviating to any other strategy from any stage.Back-

ward Inductionis used to find the SPNE of the Stackelberg game. It starts fromthe

last stage of the game, which is playerB’s game in the above example, and finds

playerB’s optimal strategy for each possible outcome in stage 1. In Fig. 2.3, if A

selectsL in stage 1, playerB’s optimal strategy isD that gives a higher payoff of

1. Similarly, if A choosesR in stage 1, playerB should selectU . Then, the game

analysis moves one stage up and analyzes playerA’s strategy. IfA selectsL, from

the previous analysis, playerB will selectsD, which gives playerA a payoff of 1.

If A selectsR, playerB will selectU in stage 2, which results in a payoff of 0 for

playerA. Comparing these two,A will selectL, and the strategy profile(L, D) is

the SPNE of this game. The same idea can be used to analyze games with more

than two stages.



2.4.2 Evolutionary Game Theory

In a game, it is possible that there are more than one Nash Equilibria, and to which

equilibrium players will converge is an interesting problem. Furthermore, some-

times, players may only have limited information, and they may not know what

the Nash Equilibrium is or how other players will play, whichmay result in non-

rational behavior due to uncertainties. To address this problem, evolutionary game

theory [101], [102] provides tools to study a stable Nash equilibrium, where play-

ers can learn from others or past experience, adjust their strategies towards higher

payoffs and finally converge to the stable equilibrium.

In evolutionary game, an important concept, calledEvolutionarily Stable Strat-

egy(ESS) [102], states that under the condition that a strategyis prevalent (i.e., it is

taken by most of players in the system), it is an ESS if it can resist a small group of

mutant players with any other strategy (i.e., this small group of mutant players will

finally be extinct during the evolution). Mathematically, we have the definition as

follows:

Definition 2.1. A strategyz∗ is an ESS if and only if,∀z 6= z∗, z∗ satisfies

• equilibrium condition:U(z, z∗) ≤ U(z∗, z∗), and

• stability condition: ifU(z, z∗) = U(z∗, z∗), U(z, z) < U(z∗, z).

whereU(z1, z2) is a player’s utility when he/she uses strategyz1 and the other

player uses strategyz2.

From the equilibrium condition of Definition 1, we observe that an ESS has

to be a Nash Equilibrium. From the stable condition, we observe an important

property of ESS, i.e., even if at some time instance, some players deviate from the

ESS, they will still come back to the ESS, since the one who uses ESS receives a

higher payoff.

To derive the ESS, evolution game theory provides a very useful tool, called

replicator dynamics[102]. LetS be a strategy set with size|S|. Let xi be the pop-

ulation share playing strategysi ∈ S, wherexi ∈ [0, 1]. Let x = {x1, x2, ..., x|S|}.



By replicator dynamics, the dynamic ofxi is given by the following differential

equation:

ẋi = η(Ū(si) − Ū(x))xi, (2.2)

whereη is a constant step size,̄U(si) is the average payoff of individuals using

strategysi, and Ū(x) denotes the average payoff of the entire population. The

intuition behind this differential equation is that if players using strategysi have a

higher payoff than the average payoff of the entire population, the corresponding

population sharexi should increase. At the stable state, this differential equation

should be equal to 0. If there is only one non-zero item inx at the stable state,

e.g.,xi = 1, this means all players finally take the pure strategysi, which is the

ESS. If there are more than one non-zero item inx, x can be interpreted as a mixed

strategy [102], wherexi in x denotes the probability that a player uses strategysi.

Then, this mixed strategyx is the ESS.

2.4.3 Auction Game

In auction games, the auctioneer has a good to sell to a group of bidders, and the

auctioneer decides the bidder who will buy the good and the price the bidder will

pay following predetermined auction rules. In practice, auction has been proven to

be effective in allocating a good to the bidder that values this good with the highest

price, even though bidders’ values about the good are their private information. In

auction theory [103], there are four well known auctions: English auction, Dutch

auction, first-price sealed-bid auction and second-price sealed-bid auction.

In English auction, the auctioneer increases the price for the good round by

round. A bidder will stay in the auction until the price is toohigh for him/her.

When the second last bidder leaves, the auction ends and the winner is the last

bidder and he/she will pay the price when the auction ends. Inthe Dutch auction, the

auctioneer reduces the price round by round until one bidderaccepts the price. This

bidder wins the auction and pays the price he/she accepted. In first-price sealed-

bid auction, each bidder put his/her bid in a sealed envelop and then submits to the
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Fig. 2.4. An example of MDP.

auctioneer. Then, the bidder with the highest bid is the winner, and he/she will pay

his/her bid. In second-price sealed-bid auction, the bid submitting is the same as

the first-price sealed-bid auction. The winner is still the bidder with the highest bid,

but he/she only needs to pay the second-highest bid.

[103] shows that English auction and the second-price sealed-bid auction are

equivalent, while Dutch auction and the first-price sealed-bid auction are equiva-

lent. When comparing the second-price and the first-price sealed bid auctions, the

second-price sealed-bid auction is a true-telling auction, where each bidder bids the

true value is a dominant strategy. This property is useful toreveal users’ private

information.

2.4.4 Stochastic Game and Markov Decision Process

As discussed earlier, stochastic game models players’ interaction with state change.

In a stochastic game, if a player’s state transition and the utility function rely on

his/her own action but not others’,1 his/her strategy selection can be simplified as

an MDP, which is discussed as follows.

An MDP [104] is a mathematic model of decision making process. A user

makes decisions at different states, and the impacts of eachdecision involve ran-

1This is true when we verify whether an strategy profile is an Nash Equilibrium, where we study
a user’s strategy selection given that others all take theirstrategies in the profile. Thus, from this
user’s perspective, given others’ strategies are fixed, his/her state transition and the utility function
depends on his/her own action only.



domness. The goal of an MDP is to find the optimal decision at each state to max-

imize the expected payoff of the entire process. Specifically, an MDP is defined as

a four-tuple,M = 〈S,A, P, U〉, and we have

• S, the state space.

• A, the action space.

• P a
s→s′, the state transition function:S ×A×S → [0, 1], which calculates the

probability of transiting to a states′ ∈ S when an actiona ∈ A is taken at

states ∈ S.

• Ua
s , the expected short-term payoff function:S × A → (−∞, +∞), which

calculates the expected short-term payoff for an actiona taken at states.

Fig. 2.4 shows an example of an MDP with infinite horizon, where each circle and

square represent a state and an action, respectively. At stage 1, a player is at a state

s ∈ S. Suppose that he/she takes actiona ∈ A. He/she will receive an expected

short-term payoffUa
s and the state will randomly transit to another states′ in the

next stage following the state transition probabilityP a
s→s′. Then, for each state

he/she may transit to at stage 2, he/she needs to select an action and this process

is repeated at each stage to infinity. In the MDP, an action policy is defined as

π = {as|s ∈ S}, which determines the actionas at each states. For eachπ, the

corresponding lifetime utility can be written as a Bellman equation [104],

Ws(π) = Uas

s + η
∑

s′∈S
P a

s→s′Ws′(π), (2.3)

where the second term is the expected lifetime utility sincethe next stage andη is

the discounting factor. This equation recursively define the expected utility of the

entire decision making process, and dynamic programming can be used to find the

optimalπ to maximizeWs(π) .



Chapter 3

Two-Hop Cooperative Wireless

Multicast: Incentive Mechanism and

Analysis

From the literature survey in Chapter 2, the issue of one-to-many interaction raised

in wireless multicast systems is seldom addressed. The workin [95] proposes the

worst behavior tit-for-tat strategy to address this problem, which is effective when

users expect to interact with each other for a long time. However, in wireless mul-

ticast, users may frequently join and leave the multicast service, which makes this

method impractical. Furthermore, the work in [95] assumes homogenous users who

have the same cost to forward a packet. However, in reality, with different mobile

devices, users may have heterogenous cost to forward a packet, which is their pri-

vate information. They may cheat if cheating can help get a higher payment.

In this chapter, to address the one-to-many interaction, wemodel user interac-

tion as a multi-seller multi-buyer payment based game, where unsuccessful users

pay to receive relay service and successful users will get paid if they forward pack-

ets as relays.1 Our game can stimulate user cooperation even if they know that they

1In wireless multicast systems, the BS can provide the service with different Quality-of-Service
(QoS) depending on the agreement between the BS and intendedreceivers. One example is the
BS charges the intended receivers for subscription fees, and accordingly, it has to provide reliable
multicast service. In this case, the BS can pay a successful user to ensure his/her cooperation as
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will leave the multicast service in the next round. Thus, ourscheme works in dy-

namic wireless networks, where users can frequently join and leave the system. To

address the problem where users have different cost and may cheat on such infor-

mation, we formulate the sellers’ game as a second-price sealed-bid auction game.

It is a truth-telling auction, where each user are encouraged to bid their true cost,

since bidding the true cost is a weakly dominant strategy.

In our payment based game, we model the buyers’ game as an evolutionary

game, and derive the ESS. It is a stable equilibrium, where even if some players

may deviate from it at some time, they will still move back to the ESS, since using

the ESS gives a higher utility. Unlike the work in [105], we further investigate how

the price affects users’ decisions and the system performance. We observe that at

different prices, the buyers’ game can converge to different ESS, where unsuccess-

ful users have different probabilities to free ride (i.e., not buy but overhear the relay

bought by others), resulting in different system throughput. From the system de-

signer’s point of view, we aim at selecting the optimal priceto maximize the system

throughput. For the simple scenario with homogeneous userswho have the same

cost, we derive the closed-form optimal price, under which unsuccessful users can-

not free ride, and they will share the cost of the relay and paytogether to afford the

relay service, while the system throughput is maximized at the same time. For the

scenario with heterogeneous users who have different cost,we propose an efficient

algorithm to find the optimal price, under which unsuccessful users have very low

probability to free ride and the system throughput is also maximized.

3.1 System Model

In this section, we will introduce the cooperative wirelessmulticast system and the

multi-seller multi-buyer payment based game model.

a relay so that the BS can maintain a high QoS. Another exampleis that the BS does not charge
from receivers, only provides the service with the best effort, and does not guarantee any QoS. In
this case, users in the service has to decide by themselves onwhether and how to cooperate. The
problem in the later example is more complicated and more interesting than the first one, which we
will study in this work.
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Fig. 3.2. The procedure of a segment transmission.

3.1.1 Two-Hop Cooperative Wireless Multicast

A BS provides multicast service to a group of users, who are close to each other

in a circular area as shown in Fig. 3.1. We consider a dynamic network, where

users frequently join and leave the multicast service. LetN(t), or in its short form

N (for presentation simplicity), be the number of users at time t. The data traffic

is divided into segments, and for the transmission of each segment, we consider a

two-portion wireless multicast as shown in Fig. 3.2. In the broadcast portion, the

BS broadcasts a segment. Then, the users who receive the segment correctly are

successful users, and they decide whether to provide relay service to unsuccessful

users. In this work, we consider a simple scenario where at most one successful user

forwards the segment in the relay portion. At the beginning of the relay portion,

there are some information exchanges among the users, to be detailed in Chapter

3.1.2. Similar to the work in [39], we assume that all communications in the relay

portion, including information exchanges and segment relaying, are on a different

frequency band from the band used by the BS. Therefore, when the BS finishes

broadcast of one segment, it can start broadcasting the nextsegment immediately.

In this work, it is assumed that the distances from the BS to the users are much

larger than those between users. Therefore, each user has the same probability,



denoted byp1, to receive a segment from the BS successfully. Since users are close

to each other, we assume that all information exchanges and segment relaying in

the relay portion are received correctly with probability 1by all users.

To evaluate the system performance, we define the relay portion throughput,TR,

as the average percentage of unsuccessful users who receivethe segment correctly

in the relay portion.

3.1.2 Payment Based Game Formulation

In this systems, relays use their own power to forward segments and help others, but

they cannot benefit during this process. To stimulate user cooperation, in this work,

we model users’ interaction as a multi-seller multi-buyer payment based game,

where each successful user decides whether to sell relay service, and each unsuc-

cessful user decides whether to purchase it. To implement the billing process, we

assume that there exists a trusted local agent, who listens to the data transmission

in the relay portion, charges fees from buyers, and pays the relay.

Our multi-seller multi-buyer cooperative multicast game is a 4-stage Stackel-

berg game as described in details below.

Stage 1: The Sellers’ Game.2 After the broadcast portion, suppose that there

areNsu successful users. Each of them decides whether to sell relayservice. Let

{S, NS} denote their strategy set, including being a seller (S) and not being a seller

(NS). Suppose thatNs (≤ Nsu) successful users decide to be sellers. They will

send feedbacks to the local agent attached with their IDs andthe cyclic redundancy

check (CRC)3 bits of the received segment. Note that they send these messages

simultaneously4 in the selling part at the beginning of the relay portion as shown in

Fig. 3.2, which can prevent a successful user from observingother sellers’ messages

and adjusting his/her own decision.

2In this work, we arrange the sellers’ game in the first stage, since revealing the number of
sellers in this stage can help in the later optimal price setting to maximize the system performance.

3Letting sellers attach the CRC bits of the received segment can prevent an unsuccessful user
from pretending to be a successful user.

4This can be achieved by code-division multiple access (CDMA) technology. Each node is
assigned a unique code. The code is used to spread the node’s message. The local agent monitors
codes of all the users.



Stage 2: The Price Setting Game. If N > Ns > 0,5 the local agent selects a

seller to provide relay service if there are more than one sellers, and selects a relay

priceq that will be charged to each buyer for the relay service, and then announces

to all users the numberNs of sellers, the user ID of the selected seller, and the

relay priceq, in the price announcement part in Fig. 3.2. Details of seller and price

selections are given in subsequent sections.

Stage 3: The Buyers’ Game. In Stage 3, each unsuccessful user decides whether

to purchase the relay service at priceq. Let {B, NB} denote their strategy set,

including being a buyer (B) and not being a buyer (NB). All buyers broadcast

their IDs simultaneously using CDMA technology in the buying part in Fig. 3.2.

The selected seller hears the buyers’ messages and knows thenumber of buyers,

denotedNb (≤ (N−Ns)), and thus knows the total payment,Nbq, that unsuccessful

users provide for the relay service.

Stage 4: The Transaction Game. For the selected seller, if forwarding the

segment is profitable, i.e., the selected seller can gain a non-negative net utility,

then he/she will forward the segment in the relaying part in Fig. 3.2; otherwise,

he/she will not forward. After the relaying, the local agentcharges from the buyers

and pays to the relay node.

This game is repeated for the transmission of all segments.

3.1.3 Utility Functions

For each useri, let g denote the utility gain of receiving a segment correctly, and ci

denote his/her cost to forward one segment. In the 4-stage Stackelberg game, if user

i is a successful user, his/her utility function is his/her received payment minusci if

he/she is the selected seller and forwards the segment, and 0otherwise. If useri is

an unsuccessful user, his/her utility function is(g− q)Irelay if he/she is a buyer, and

gIrelay otherwise (i.e., useri is a free-rider). HereIrelay is a binary value:Irelay = 1

if there is relay service in the relay portion, andIrelay = 0 otherwise. Note that we

ignore the cost of information exchanges in the selling and buying parts, since the

5If Ns = N , all users are successful after the broadcast portion. IfNs = 0, there is no seller. In
either scenario, there is no need for the following stages and the game ends.



amount of related information exchanges is small.

3.2 Game Analysis with Homogeneous Users

We start with a simple scenario where the users are homogeneous, i.e., they have

the same cost of providing relay service withci = c being a positive constant. In

addition, when there are more than one sellers, the local agent will randomly select

one to forward the segment, and all sellers have the same probability to be selected.

We use backward induction to find the SPNE of the game. Typically, backward

induction first analyzes the last stage of the game, moves up stage by stage, and

studies the first stage the last. However, the result of the transaction game can

simplify the sellers’ game and we can easily find the sellers’optimal strategy that

belongs to the SPNE. Thus, we will study the sellers’ game after the transaction

game. The result of the analysis for the sellers’ game can help reduce the number

of possible outcomes of the sellers’ game, and simplify the analysis of the price

setting game and the buyers’ game.

3.2.1 The Transaction Game

After buyers broadcast their decisions, the selected seller knows the amount of pay-

ment buyers offer,Nbq. The selected seller will forward the segment ifNbq ≥ c,

and will not forward otherwise. Therefore, the transactiongame ensures that the

selected seller will always receive a non-negative net utility gain in the game. After

the relaying, the local agent charges priceq from each buyer and paysNbq to the

relay node.

3.2.2 The Sellers’ Game

Since the selected seller will make a non-negative net utility gain in the transaction

game, the sellers’ game has an obvious solution belonging tothe SPNE, i.e., all

successful users take strategyS and become sellers. This is because by taking the

strategyS and being a seller, a successful user’s utility gain in the relay portion is

no less than zero, while by taking the strategyNS and not being a seller, his/her

utility gain in the relay portion is zero. Therefore,S is a weakly dominant strategy



overNS, and every successful user should choose it. Thus, after thesellers’ game

we haveNs = Nsu, i.e., the number of sellers equals the number of successful

users. As the local agent will announce (in the price settinggame) the number

Ns of sellers, all unsuccessful users will know the value ofNsu = Ns before the

buyers’ game.

Given the above analysis on the transacting game and sellers’ game, we then

study the stage 2, the price setting game, and stage 3 the buyers’ game. With back-

ward induction, we first analyze stage 3 under any priceq selected in stage 2. We

then move upwards to stage 2 and study the optimal price selection.

3.2.3 The Buyers’ Game

Given the relay priceq decided by the local agent and the numberNsu of sellers,

unsuccessful users decide whether to purchase the relay service. Recall that when

the total payment from all buyersNbq is no less than the costc, the selected seller

will relay the segment. Due to the broadcast nature of wireless communications,

unsuccessful users who do not pay may overhear the segment forwarded by the

relay and enjoy a free ride. Here, unsuccessful users face a dilemma: everyone

wants to free ride the relay service bought by others and pay nothing, while there

will be no relay service if there are not sufficient buyers, and every unsuccessful

user will gain nothing. To solve this problem,6 we model the buyers’ game as an

evolutionary game [102], and derive the ESS, which is a stable Nash Equilibrium.

This means that, even if some players deviate from the ESS, they will still come

back to the ESS, since using the ESS gives a higher payoff.

To derive the ESS, as discussed in Chapter 2.4.2, we usereplicator dynamics. In

our game, each unsuccessful user has two strategies:B orNB. For all unsuccessful

users, letx be the population share playing strategyB, wherex ∈ [0, 1], and the

rest(1 − x) population share plays strategyNB. By replicator dynamics, we have

6One alternative solution is using encryption, where only the buyers can receive the correct
key to decrypt the segment sent by the relay. However, this method requires sophisticated key
management mechanisms to ensure that only the buyers can receive the correct key. Furthermore,
since for different segment the intended recipients are different, the key should be updated for each
segment transmission, which introduces a large amount of extra information exchange.



the following differential equation:

ẋ = η(ŪB(x) − Ū(x))x = η[ŪB(x) − xŪB(x) − (1 − x)ŪNB(x)]x

= ηx(1 − x)f(x), (3.1)

whereẋ is the population increase of strategyB, η is a constant step size,̄UB(x)

is the average payoff of using pure strategyB, ŪNB(x) is the average payoff of

using pure strategyNB, Ū(x) = xŪB(x) + (1 − x)ŪNB(x) denotes the average

payoff of the population, andf(x) = ŪB(x) − ŪNB(x). The intuition behind this

differential equation is that if using pure strategyB introduces a higher payoff than

the average payoff of the entire population, the populationshare of pure strategyB

should increase. At the stable statex, this differential equation should be equal to

0. As discussed in [102], [105], [106], the population sharex can be interpreted

as a mixed strategy, which denotes the probability that players adopt pure strategy

B. Since any unsuccessful user gets the same gaing if he/she correctly receives

a segment, all unsuccessful users are symmetric and should have the same mixed

strategyx, denotedx∗, when they reach the ESS. For presentation simplicity, we

say ESS isx∗. In the following, given the numberNsu of sellers, and for any relay

priceq selected by the local agent, we deriveŪB(x) andŪNB(x) for unsuccessful

useri, and then find the ESSx∗.7

3.2.3.1 Analysis ofŪB(x) and ŪNB(x)

GivenNsu sellers, for unsuccessful useri, letX−i denote the set of all other unsuc-

cessful users. So|X−i| = l
△
= N − Nsu − 1. Recall that each unsuccessful user

purchases the relay service with probabilityx. Therefore, the number of buyers in

7In games with incomplete information, each user has privateinformation, which is unknown
to the others. Replicator dynamics can help solve games withincomplete information (e.g. [106]),
where the game is repeated for multiple shots, and users learn from the interactions with others,
adjust their strategies towards a higher payoff, and finallymay reach the ESS. Unlike the game with
incomplete information, our game is a one-shot game with complete information, where each user’s
gaing, the number of unsuccessful users(N −Nsu), and the relay costc are all public information.
Thus, similar to [105], the ESS can be derived directly by solving (3.1), and there is no learning
process involved in our game analysis.



X−i, denotedk, follows Binomial distributionB(l, x).

In this context, if useri decides to be a buyer, the total number of buyers is

(k+1), and thus, the total payment from all buyers is(k+1)q. If (k+1)q ≥ c, this

payment can afford the relay service, and useri receives the segment correctly and

pays the priceq; otherwise, there is no relay service and useri’s utility in the relay

portion is 0. Therefore, in the relay portion, useri’s average utility of strategyB is

ŪB(x) = (g − q)
l∑

k=0

(

l

k

)

xk(1 − x)l−kI [(k + 1)q ≥ c] , (3.2)

whereI[·] is an indicator function. If useri decides not to be a buyer, the total

number of buyers isk, and the total payment iskq. If kq ≥ c, this payment can still

afford a relay. After the relay portion, useri can overhear the relay and receive the

segment correctly. Therefore, the average utility of the strategyNB is

ŪNB(x) = g
l∑

k=0

(

l

k

)

xk(1 − x)l−kI[kq ≥ c]. (3.3)

Then, we have

f(x) = ŪB(x) − ŪNB(x)

=
l∑

k=0

(

l

k

)

xk(1 − x)(l−k)
{(

I[(k + 1)q ≥ c] − I[kq ≥ c]
)

g − I[(k + 1)q ≥ c]q
}

= g

(

l

k∗

)

xk∗

(1 − x)(l−k∗) − q
l∑

k=k∗

(

l

k

)

xk(1 − x)(l−k), (3.4)

wherek∗ = ⌈c/q⌉ − 1, and⌈·⌉ is the ceiling function. Here,⌈c/q⌉ is the minimal

number of buyers required to afford the relay service at price q.

3.2.3.2 The ESS Solution

From (3.1), at the stable stateẋ = 0, there are three possible solutions:x = 0,

x = 1, andx that satisfiesf(x) = ŪB(x) − ŪNB(x) = 0. In our game, the relay

priceq plays an important role in the unsuccessful users’ decision-making process,

and all those three solutions can be ESSx∗, which will be discussed as follows. The
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Fig. 3.3. Examples of price intervals. (a)g = 14 andc = 12. (b) g = 8, c = 12 andΓ1

does not exist in this case.

analysis results are summarized in Theorem 3.1 following the analysis.

Definej = ⌊c/g⌋+1 ≥ 1, where⌊·⌋ is the floor function. We partition the price

range[0, +∞) into the following subintervals:

Γ0 = [g,∞) , Γj =

[

c

j
, g

)

, andΓj =

[

c

j
,

c

j − 1

)

for j > j. (3.5)

When the priceq is in rangeΓj with j ≥ j, at leastj buyers are needed to afford the

relay service.Γ0 is the range of the price that equals or exceeds users’ utility gain of

receiving a segment correctly. Fig. 3.3 shows examples of the price intervals when

g andc take different values.

• Case 1,q ∈ Γ0, i.e.,q ≥ g: From (3.4), for allx ∈ [0, 1], we have

f(x) =

(

l

k∗

)

xk∗

(1 − x)(l−k∗)g −
l∑

k=k∗

(

l

k

)

xk(1 − x)(l−k)q

≤
(

l

k∗

)

xk∗

(1 − x)(l−k∗)(g − q) ≤ 0. (3.6)

Thus, the strategyNB always outperformsB and users will converge tox∗ = 0,

which is the ESS. This is because givenq ≥ g, the price is too high when compared

to the utility gain from receiving the relay service. Thus, nobody will buy.

• Case 2,q ∈ Γj with j ∈ {j, j + 1, ..., N −Nsu − 1}: In this case, we analyze the

ESS whenj = j = 1 (which happens only whenc < g) and when1 < j < N−Nsu

separately.

Whenj = j = 1, i.e.,q ∈ Γ1 = [c, g), one buyer is sufficient to buy the relay

service andk∗ = ⌈c/q⌉ − 1 = 0 in (3.4). Therefore,f(x) in (3.4) can be simplified

asf(x) = (1 − x)N−Ns−1 g − q with f(0) = g − q > 0 andf(1) = −q < 0. In

addition,f ′(x) = −g(N−Ns−1)(1−x)N−Ns−2 < 0 and thus,f(x) is a decreasing
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Fig. 3.4. (a) q ∈ Γj , wherej = j = 1. (b) q ∈ Γj, where1 < j < N − Nsu.

function forx ∈ (0, 1), as shown in Fig. 3.4a. Thus,f(x) = 0 has a single root

x̆f = (1 − l

√
q
g
) ∈ (0, 1), which is the ESS. To understand this, letx deviate from

x̆f . If x ∈ [0, x̆f), we havef(x) > 0, which means strategyB can give a higher

utility than NB. Therefore, users will increase the probability of usingB andx

will move towardsx̆f . Similarly, if x ∈ (x̆f , 1], we havef(x) < 0, which means

strategyB will give a lower utility. Thus, users will reduce the probability of using

strategyB and adjust their strategy towardsx̆f . Thus,x∗ = x̆f is the ESS.

Whenq ∈ Γj with 1 < j < N − Nsu, i.e., q ∈ [ c
j
, c

j−1
), at leastj buyers are

required to afford the relay service, andk∗ = ⌈c/q⌉ − 1 > 0. From (3.4),f(0) = 0

andf(1) = −q < 0. In addition, we prove in Appendix A thatf ′(x) = 0 has a

single rootx̃f in the range(0, 1), wheref ′(x) > 0 whenx ∈ (0, x̃f) andf ′(x) < 0

whenx ∈ (x̃f , 1), as shown in Fig. 3.4b. Therefore,f(x̃f) > 0, andf(x) = 0 has

a single root̆xf in the range(x̃f , 1). Same as the analysis in Fig. 3.4a,x∗ = x̆f is

the ESS.

• Case 3,q ∈ ΓN−Nsu
= [ c

N−Nsu
, c

N−Nsu−1
): In this price range, the relay price

requires at least(N − Nsu) buyers, while there are(N − Nsu) unsuccessful users

and thus at most(N − Nsu) buyers. Therefore, there is no chance to free ride, and

all unsuccessful users will buy withx∗ = 1. Mathematically, whenq ∈ ΓN−Nsu
,

k∗ = ⌈c/q⌉ − 1 = N − Nsu − 1 = l and f(x) in (3.4) can be simplified as

f(x) = (g − q)xN−Nsu−1 ≥ 0 for all x ∈ [0, 1]. Therefore, the strategyB always

outperforms strategyNB, andx∗ = 1.

• Case 4,q ∈ Γj with j ≥ N −Nsu +1: In these price ranges, at leastj > N −Nsu

buyers are required to afford the relay service, while thereare only(N − Nsu)



unsuccessful users. Therefore, there are not sufficient buyers to afford the relay

service, and the game ends.

In summary, we have the following theorem.

Theorem 3.1.GivenNsu sellers in stage 1 and the relay priceq,

• Case 1, whenq ≥ g (i.e.,q ∈ Γ0), x∗ = 0 is the ESS and no one buys;

• Case 2, when c
N−Nsu−1

≤ q < g (i.e., q ∈ Γj ∪ Γj+1 ∪ ... ∪ ΓN−Nsu−1), for

x ∈ (0, 1), f(x) = 0 has a single root̆xf , which is the ESS, i.e.,x∗ = x̆f ;

• Case 3, when c
N−Nsu

≤ q < c
N−Nsu−1

(i.e., q ∈ ΓN−Nsu
), x∗ = 1 is the ESS

and all unsuccessful users buy;

• Case 4, whenq < c
N−Nsu

(i.e.,q ∈ ΓN−Nsu+1 ∪ΓN−Nsu+2 ∪ ...), there are not

sufficient buyers, and the game ends.

Note that in the above discussion and Theorem 3.1, we assume that c
N−Nsu

< g.

When c
N−Nsu

≥ g, if q ≥ c
N−Ns

≥ g, following the discussion in Case 1,x∗ = 0

and no one buys; while ifq < c
N−Ns

, following the discussion in Case 4, there are

not sufficient buyers to afford the relay service. Therefore, with c
N−Nsu

≥ g, the

game will end with the relay portion throughput being zero.

Fig. 3.5 shows an example of ESSx∗ at different priceq and with different

number(N −Nsu) of unsuccessful users. The total number of users in the network

is N = 12. The cost to forward one segment isc = 2 and the gain of correctly

receiving one segment isg = 1. We first studyx∗ at different price with a fixed

number of unsuccessful users and use(N − Nsu) = 5 as an example. We observe

that whenq < c
N−Nsu

= 0.4 (i.e., in price rangesΓ6, Γ7...), the number of buyers is

not sufficient and the game ends with no relay service. Ifq ∈ [0.4, 1), we observe

that at a lower price, the game requires more buyers to pay therelay service, and

thus, unsuccessful users have a smaller probability to freeride with a largerx∗.

For q ≥ g = 1, no user buys and the ESS isx∗ = 0. Fig. 3.5 also shows the

ESS with a different number of unsuccessful users,(N − Nsu) = 8. It can be

seen that for a given priceq in the price rangeΓ5 to Γ3, more unsuccessful users
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Fig. 3.5. An example ofx∗.

give a smaller ESSx∗. This is because when the number of unsuccessful users is

large, each unsuccessful user expects other unsuccessful users to purchase the relay

service and he/she has a higher tendency to free ride.

3.2.4 Price Setting Game and Throughput Optimization

From the previous discussion, at different priceq selected by the local agent, we

may have different ESS, and thus different relay portion throughput. Therefore,

x∗ is a function ofq.8 In the following, we will analyze the optimal price that

maximizes the system throughput.

Given(N−Nsu) unsuccessful users and priceq, each unsuccessful user follows

the ESSx∗ to play the buyers’ game, and the relay portion throughput is

TR(x∗|Nsu) =
N−Nsu∑

k=⌈c/q⌉

(

N − Nsu

k

)

(x∗)k(1 − x∗)N−Nsu−k, (3.7)

where the summation term denotes the probability that thereare sufficient buyers

to afford the relay service. The local agent aims to find the optimal q∗ that can

8For presentation simplicity, we usex∗ to representx∗(q) in the sequel.
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Fig. 3.6. An example ofx∗ andTR.

maximizeTR(x∗|Nsu),

q∗ = arg max
q

TR(x∗|Nsu). (3.8)

From Theorem 3.1, whenq ≥ g, x∗ = 0 andTR(x∗|Nsu) = 0. Whenq <

c
N−Nsu

, the number of buyers is insufficient and the game ends also with zero relay

portion throughput. Therefore, the optimal priceq∗ is in the range
[

c
N−Nsu

, g
)

.

From Theorem 3.1, when c
N−Nsu

≤ q < g, there are two possible ESS,x∗ = 1

when c
N−Nsu

≤ q < c
N−Nsu−1

andx∗ ∈ (0, 1) when c
N−Nsu−1

≤ q < g. Comparing

the relay portion throughput whenx∗ = 1 andx∗ ∈ (0, 1), we have

TR(x∗|Nsu)|x∗=1 =
N−Nsu∑

k=⌈c/q⌉

(

N − Nsu

k

)

1k(1 − 1)N−Nsu−k = 1, (3.9)

and

TR(x∗|Nsu)|x∗∈(0,1) =
N−Nsu∑

k=⌈c/q⌉

(

N − Nsu

k

)

(x∗)k(1 − x∗)N−Nsu−k

<
N−Nsu∑

k=0

(

N − Nsu

k

)

(x∗)k(1 − x∗)N−Nsu−k = 1. (3.10)

Therefore,x∗ = 1 gives a higher relay portion throughput, and the optimal priceq∗

should be in the price rangeΓN−Nsu
that givesx∗ = 1.



Fig. 3.6 shows an example ofx∗ andTR(x∗|Nsu) at different priceq with N −
Nsu = 10, c = 3, andg = 1. Following the previous discussion, the optimal price

should lie inΓN−Nsu
, which corresponds to[0.30, 0.333) in Fig. 3.6. In this price

range, we observe thatx∗ = 1, andTR(x∗|Nsu) = 1, which is the maximum relay

portion throughout. In this scenario, all unsuccessful users have to buy together

to afford the relay service. Any free riding behavior will result in the failure of

purchasing a relay, which lowers the utilities of all unsuccessful users. Thus, the

optimal price drives the buyers’ game to the equilibrium where all unsuccessful

users buy and share the cost to afford the relay service.

3.2.5 Equilibrium of the Stackelberg Game

To summarize, the SPNE of the Stackelberg game is

• Stage 1, the sellers’ game.S is a weakly dominant strategy, and all successful

users decide to be sellers.

• Stage 2, the price setting game. Given(N − Nsu) unsuccessful users, if

c
N−Nsu

< g, the optimal price can be any value in the rangeΓN−Nsu
. Other-

wise, the game ends.

• Stage 3, the buyers’ game. At the optimal priceq∗ selected in Stage 2, all

unsuccessful users decide to be buyers with probabilityx∗ = 1.

• Stage 4, the transaction game. Since under the optimal price q∗, all unsuc-

cessful users are buyers andq∗(N −Nsu) ≥ c, being a relay is profitable, and

the selected seller forwards the segment, and gets paymentq∗(N − Nsu).

At this SPNE, the relay portion throughput is 1 if c
N−Nsu

< g, and 0 otherwise.

3.3 Wireless Multicast With Heterogeneous Users

In wireless multicast, users may use different mobile devices, whose cost to forward

a segment are different. For example, the cost to forward a segment using a smart



phone is much higher than that when using a laptop due to the limited power avail-

able. In this section, we will study cooperative wireless multicast with heterogenous

users, who have different cost of forwarding a segment.

3.3.1 Game Model for Heterogeneous Users

In this work, we assume that each user’s cost is his/her private information, which is

independent and identically distributed following the same distributionφc(c) in the

range[cl, ch], wherecl andch are the lower and upper bounds of a user’s cost. Thus,

successful users may request different payments to forwarda segment. Since the

cost is their private information, they may lie to others if cheating can help improve

their own utilities. For example, successful users may claim high cost so that to

ask high payments for providing the relay service. However,if the asked payments

are too high, unsuccessful users may not be able to afford, and thus, the system

efficiency may be reduced. To encourage successful users to tell their true cost,

we use the second-price sealed-bid auction, which is a truth-telling auction [103].

To help readers have the whole picture of the system, the detailed game model is

illustrated below.

Stage 1: The Sellers’ Auction Game.After the broadcast portion, assume that

there areNsu successful users. Each of them decides whether to sell relayservice.

Let {S, NS} denote their strategy set, including being a seller (S) and not being a

seller (NS). Assume thatNs(≤ Nsu) successful users decide to be sellers. They

will enter the auction game, where a seller, say useri, submits to the local agent

his/her bid including his/her ID and the paymentdi he/she asks for. In our work,

messages from the sellers are encrypted and then sent simultaneously using CDMA

technology in the selling part in Fig. 3.2. So only the local agent can decrypt them,

which can prevent others from overhearing the transmissionand avoid potential

leak of their bidding information.

Stage 2: The Price Setting Game. The local agent, as the host of the auction,

decides the winner of the auction, and the winning bid, denoted bydw, that the

winner will get paid after relaying the segment. Following the second-price sealed-



bid protocol, the winner is the seller with the lowest bid, and dw is the second lowest

bid or the reserve biddr(Ns), whichever is less. Heredr(Ns) is a function ofNs and

denotes the highest payment that buyers will accept. From the discussion in Chapter

3.2.3, no user will buy ifq ≥ g. Hereq is still the relay price that will be charged

to each buyer, andg is still the utility gain of correctly receiving a segment. Given

that there areNs sellers, the number of buyers is no more than(N − Ns), and the

highest total payment from all buyers is less than(N −Ns)g. Thus, the reserve bid

should satisfydr(Ns) < (N −Ns)g. In this work, we setdr(Ns) = (N −Ns)g− ǫ,

whereǫ is an arbitrarily small positive number. Note that if the bids of all the sellers

are larger thandr(Ns), there is no winner of this auction game, and the game ends

with no relay service.

The local agent also selects a relay priceq that will be charged to each buyer for

the relay service, and then announces (in the price announcement part in Fig. 3.2) to

all users the numberNs of sellers, the winning bidder’s ID, the winning biddw, and

the relay priceq. The local agent selects the optimal relay priceq to maximize the

system throughput. As will be shown in our analysis in Chapter 3.3.2.3, the optimal

priceq depends on the number of users who do not participate in the auction game

(i.e.,(N − Ns)) and users’ cost distributionφc(c).

Stage 3: The Buyers’ Game. Based on information announced by the local

agent, unsuccessful users decide whether to be buyers. All buyers broadcast their

IDs simultaneously in the buying part in Fig. 3.2. The winning bidder listens to

buyers’ messages, and knows the numberNb of buyers and the total paymentNbq

the buyers offer.

Stage 4: The Transaction Game. For the winning bidder, say useri, if the

winning bid dw is not less than his/her costci, useri is willing to forward the

segment. However, the local agent pays useri only when the total paymentNbq

from the buyers is not less than the winning biddw and useri forwards the segment.

Thus, useri will forward the segment ifNbq ≥ dw ≥ ci, and the local agent charges

q from each buyer and paysdw to useri. Otherwise, useri will not relay the segment

and the game ends.



Note that after the transaction, there might be extra unusedpayment of(Nbq −
dw). The local agent will keep this unused payment and accumulate it from each

segment transmission. Once the accumulated amount is larger than the winning bid

dw in one round, the local agent uses it to pay the relay service and all unsuccessful

users enjoy a free segment forwarding in that round. In this work, we consider

the scenario where users frequently join and leave the multicast service. They may

leave before the next free relay service. Thus, we ignore theimpact of free relay

service on buyers’ utility in our analysis.

3.3.2 SPNE Analysis

Note that the transaction game ensures that the relay will always receive a non-

negative net utility gain in the game. This result can simplify the sellers’ auction

game. Thus, similar to the analysis in Chapter 3.2, next we first study the sellers’

auction game, followed by the buyers’ game and the price setting game.

3.3.2.1 The Sellers’ Auction Game

In this stage, each successful user decides whether to bid and how to bid in the

auction game. Note that in this stage, the reserve biddr(Ns) is unknown (as the

numberNs of sellers is unknown), and a successful user’s decision will also affect

dr(Ns), which should be taken into consideration when choosing his/her strategy.

For a successful useri, we have the following proposition.

Proposion 3.1.For a successful useri with costci to forward a segment, ifci >

dr(1), he/she should not enter the auction game. Otherwise, he/she should partici-

pate in the auction game and biddi = ci. This is a weakly dominant strategy.

Proof: We first show that a successful user, say useri, should not enter the

auction game ifci > dr(1), and he/she should participate in the game otherwise.

Note thatdr(1) is the highest possible reserve bid (i.e., the reserve bid when

there is only one successful user), and thus, it is the highest payment a seller can

receive. If useri’s costci is larger thandr(1), he/she cannot benefit from serving as

a relay, and thus should not enter the auction game. Whenci ≤ dr(1), if useri takes



strategyNS and does not bid, his/her utility in the relay portion is0. However,

if he/she participates in the auction, he/she has a positiveprobability to win the

auction and make a non-negative net utility gain by forwarding the segment. Thus,

using strategyS, his/her expected utility in the relay portion is non-negative, andS

is a weakly dominant strategy overNS. Therefore, useri should enter the auction

game as long asci ≤ dr(1).

In the following, we prove that when the successful useri decides to partici-

pate in the auction game, bidding his/her real cost is a weakly dominant strategy.

To illustrate this, we definêdi = minj 6=i dj as the smallest bid excludingdi, and

consider two different scenarios.

• ci ≤ min(dr(Ns), d̂i): In this case, useri can win the auction by bidding any

value in the range
(

0, min(dr(Ns), d̂)
]

, and this range includes his/her true costci.

Then, his/her winning bid isdw = min(dr(Ns), d̂i). Thus, he/she has the chance

to make a net utility gain ofdw − ci ≥ 0. However, if he/she bids a price higher

thanmin(dr(Ns), d̂), he/she cannot win the auction, and his/her utility in the relay

portion is zero. Thus,di = ci is a weakly dominant strategy.

• ci > min(dr(Ns), d̂i): In this case, useri cannot win the auction by bidding any

value in the range
(

min(dr(Ns), d̂i), +∞
)

, and this range includes his/her true

cost ci. Then, his/her payoff in the relay portion is zero. On the other hand, if

he/she bidsdi ≤ min(dr(Ns), d̂i), he/she can win the auction, but will not relay, as

the payment for relaying isdw = min(dr(Ns), d̂i) which is less than his/her cost

ci. Thus, his/her payoff is also zero. Therefore, in this scenario, for anydi, useri’s

payoff is zero.

From the above discussions, the successful useri should biddi = ci if ci ≤
dr(1), and it is a weakly dominant strategy.�

From Proposition 3.1, each seller bids his/her real cost in the auction game.

Thus, if there is a winner of the auction (i.e., the lowest bidis no larger than the

reserver bid,dr(Ns)), the winning bidder is the bidder who has the lowest cost

among all bidders, and the winning biddw is no less than the winner’s cost. Thus,

in the transaction game, as long asNbq ≥ dw, the winning bidder will forward the



segment.

3.3.2.2 The Buyers’ Game

In the buyers’ game, based on the numberNs of bidders, the winning biddw, and the

priceq determined by the local agent, each unsuccessful user decides whether to be

a buyer. Similar to the game with homogeneous users, we also model unsuccessful

users’ interaction as an evolutionary game, while the analysis is more complicated.

This is because givenNs bidders, the rest(N − Ns) users include unsuccessful

users who may or may not purchase the relay service as well as successful users

who do not bid in the sellers’ auction game. Unsuccessful users should take this

into consideration when choosing their strategies. Specifically, givenNs bidders,

for unsuccessful useri, let Y−i denote the set of all other unsuccessful users and

successful users who do not bid in the sellers’ auction game.So |Y−i| = l
△
=

N − Ns − 1. Recall that a successful user will bid if his/her cost is below dr(1).

Since each user’s cost follows the probability distribution φc(c), the probability

that a successful user does not bid is1 − Φc(d
r(1)), whereΦc(·) is the cumulative

distribution function ofφc. Then for each user inY−i, the probability that he/she is

a successful user is

ps =
p1

[

1 − Φc(d
r(1))

]

p1

[

1 − Φc(dr(1))
]

+ (1 − p1)
. (3.11)

Let n be the number of unsuccessful users inY−i, and it follows Binomial distribu-

tion B(l, 1 − ps).

Based on the above discussion on the number of unsuccessful users, following a

similar analysis in Chapter 3.2.3, for each unsuccessful useri, we first derive his/her

average utilityV̄B(x) and V̄NB(x) by using the strategyB andNB, respectively,

and then find the ESSx∗.9

9Similar to the homogeneous case, the evolutionary game in the heterogenous case is also a one-
shot game with complete information, where each user’s gaing, the probability distribution function
of the number of unsuccessful users, and the winning biddw are all public information. Thus, we
can directly derive the ESS by solving (3.1).



Recall that each unsuccessful user purchases the relay service with probability

x. Thus, givenn unsuccessful users inY−i, the conditional numberk of buyers in

Y−i follows Binomial distributionB(n, x). In this context, if useri decides to be

a buyer, the total number of buyers isk + 1, and thus, the total payment from all

buyers is(k + 1)q. If (k + 1)q ≥ dw, the winning bidder forwards the segment,

and useri receives the segment correctly and pays the priceq; otherwise, there is

no relay service and useri’s utility in the relay portion is 0. Therefore, in the relay

portion, useri’s average utility of strategyB is

V̄B(x) = (g − q)
l∑

n=0

(

l

n

)

(1 − ps)
npl−n

s

×
{

n∑

k=0

(

n

k

)

xk(1 − x)n−kI[(k + 1)q ≥ dw]

}

. (3.12)

Similarly, if useri chooses the strategyNB, its average utility is

V̄NB(x) = g
l∑

n=0

(

l

n

)

(1 − ps)
npl−n

s

×
{

n∑

k=0

(

n

k

)

xk(1 − x)n−kI[kq ≥ dw]

}

. (3.13)

Let h(x) = V̄B(x) − V̄NB(x), and Appendix B shows that

h(x) = g

(

l

k∗

)

[x(1 − ps)]
k∗

[1 − x(1 − ps)]
(l−k∗)

−q
l∑

k=k∗

(

l

k

)

[x(1 − ps)]
k[1 − x(1 − ps)]

(l−k)

= f
(

(1 − ps)x
)

. (3.14)

In (3.14),k∗ = ⌈dw/q⌉−1 where⌈dw/q⌉ is the minimum number of buyers required

to afford the relay service, andf(x) is defined in (3.4).

Similar to the analysis in Chapter 3.2.3, at the stable statex, we haveẋ =

ηx(1 − x)h(x) = 0. Thus, we have three possible solutions:x = 0, x = 1, and

x satisfiesh(x) = 0, all of which can be ESSx∗. To study the ESSx∗ at different

prices, similar to the analysis in Chapter 3.2.3.2, we letj = ⌊dw

g
⌋ + 1 and partition



the whole price range[0, +∞) into subintervals

Γ0 = [g, +∞), Γj =

[

dw

j
, g

)

, andΓj =

[

dw

j
,

dw

j − 1

)

for j > j. (3.15)

In price rangeΓj with j ≥ j, at leastj buyers are required to afford the relay

service.

• Case 1,q ∈ Γ0, i.e.,q ≥ g: Similar to the analysis in the game with homogeneous

users, no user buys andx∗ = 0 is the ESS.

• Case 2,q ∈ Γj with j ≤ j ≤ N − Ns − 1: Similar to Chapter 3.2.3.2, we

study the ESS whenj = j = 1 (which happens only whendw < g) and when

1 < j < N − Ns, separately.

Whenj = j = 1, i.e, q ∈ [dw, g), we havek∗ = ⌈dw/q⌉ − 1 = 0. From the

analysis in Chapter 3.2.3.2, whenk∗ = 0, f(x) in (3.4) is a decreasing function

of x for 0 ≤ x ≤ 1, andf(x) = 0 has a single root̆xf ∈ (0, 1). Fromh(x) =

f
(

(1 − ps)x
)

, h(x) is a decreasing function ofx in the interval
(

0, 1
1−ps

)

, and

h(x) = 0 has a single root in the interval
(

0, 1
1−ps

)

, given asx̆h =
x̆f

1−ps
. When

x̆f ≥ 1− ps, or equivalently,h(1) = f(1− ps) ≥ 0, as shown in Fig. 3.7a, we have

h(x) ≥ 0 for all 0 ≤ x ≤ 1, and strategyB gives a higher utility than strategyNB.

So all unsuccessful users buy withx∗ = 1 being the ESS. When̆xf < 1 − ps, that

is, h(1) = f(1 − ps) < 0, x̆h is in the interval(0, 1). Similar to the homogeneous

user case,x∗ = x̆h is the ESS, as shown in Fig. 3.7b.

Whenq ∈ Γj with 1 < j < N − Ns, we havek∗ = ⌈dw/q⌉ − 1 > 0. From the

analysis in Chapter 3.2.3.2, whenk∗ > 0, f ′(x) = 0 has a single root̃xf ∈ (0, 1),

wheref ′(x) > 0 when0 < x < x̃f , andf ′(x) < 0 whenx > x̃f . Also, f(x) = 0

has a single root̆xf in the interval(x̃f , 1). Note thath′(x) = (1−ps)f
′
(

(1−ps)x
)

.

Therefore,h′(x) = 0 has a single root̃xh =
x̃f

1−ps
in the interval(0, 1

1−ps
), h(x) is

an increasing function ofx when0 < x < x̃h, h(x) is a decreasing function when

x̃h < x < 1
1−ps

, andh(x) = 0 has a single root̆xh =
x̆f

1−ps
in the interval(x̃h,

1
1−ps

).

If x̆f ≥ 1 − ps, or equivalently,h(1) = f(1 − ps) ≥ 0, as shown in Fig. 3.8a,

h(x) ≥ 0 for all 0 ≤ x ≤ 1 and x∗ = 1 is the ESS since strategyB always



(a) (b)

Fig. 3.7. q ∈ Γ1. (a): h(1) > 0, (b): h(1) < 0.

(a) (b)

Fig. 3.8. q ∈ Γj, where1 < j < N − Ns. (a): h(1) > 0, (b): h(1) < 0.

outperforms strategyNB. If x̆f < 1 − ps, or equivalently,h(1) = f(1 − ps) < 0,

as shown in Fig. 3.8b,̆xh is in the interval(0, 1). So similar to the homogeneous

user case,x∗ = x̆h is the ESS.

• Case 3,q ∈ ΓN−Ns
= [ dw

N−Ns
, dw

N−Ns−1
): In this price range, at least(N − Ns)

buyers are required to afford the relay service, while thereare at most(N − Ns)

possible buyers. Therefore, there is no chance to free ride,and all unsuccessful

users will buy withx∗ = 1. Mathematically, whenq ∈ ΓN−Ns
, h(x) = f

(

x(1 −

ps)
)

= (g − q)[x(1 − ps)]
l ≥ 0 for all x ∈ [0, 1]. Therefore, the strategyB always

outperforms strategyNB, andx∗ = 1.

• Case 4,q ∈ Γj with j ≥ N −Ns +1: At least(N −Ns +1) buyers are required to

afford the relay service. However, the number of total potential buyers is no more

than(N −Ns). Thus, there are not sufficient buyers to afford the relay service, and

the game ends.

In summary, we have the following theorem.

Theorem 3.2.GivenNs bidders in Stage 1, the winning biddw, and the relay price



q,

• Case 1, whenq ≥ g (i.e., q ∈ Γ0), x∗ = 0 is the ESS, and no unsuccessful

user buys;

• Case 2, when dw

N−Ns−1
≤ q < g (i.e., q ∈ Γj ∪ Γj+1 ∪ ... ∪ ΓN−Ns−1), if

h(1) ≥ 0, x∗ = 1 is the ESS and all unsuccessful users buy. Ifh(1) < 0,

for x ∈ (0, 1), h(x) = 0 has a single root0 < x̆h < 1, which is the ESS,

x∗ = x̆h;

• Case 3, when dw

N−Ns
≤ q < dw

N−Ns−1
(i.e.,q ∈ ΓN−Ns

), x∗ = 1 is the ESS and

all unsuccessful users buy;

• Case 4, whenq < dw

N−Ns
(i.e., q ∈ ΓN−Ns+1 ∪ ΓN−Ns+2 ∪ ...), there are not

sufficient buyers to afford the relay service, and the game ends.

3.3.2.3 The Price Setting Game

In the price setting game, the local agent finds the optimal priceq∗ to maximize the

relay portion throughput. Given the numberNs of bidders and the winning biddw,

with the ESSx∗ (which is a function of relay priceq) from Theorem 3.2, the relay

portion throughput is

TR(x∗|Ns, d
w) =

N−Ns∑

n=0

(

N − Ns

n

)

(1 − ps)
np(N−Ns−n)

s

×






n∑

k=⌈dw/q⌉

(

n

k

)

(x∗)k(1 − x∗)n−k






. (3.16)

To maximizeTR(x∗|Ns, d
w), based on Theorem 3.2, the optimal priceq∗ should be

in the rangeΓj ∪ Γj+1 ∪ · · · ∪ ΓN−Ns
wherex∗ > 0.

Fig. 3.9 shows an example ofx∗ and the corresponding throughputTR where

there are a total ofN = 12 users in the system, andNs = 2 of them bid in Stage

1 with the winning biddw = 2. For each user, the probability to correctly receive

the segment in the broadcast portion isp1 = 0.4, and the gain of correctly receiving

the segment isg = 1. Users’ cost{ci} is uniformly distributed in the range[cl =
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Fig. 3.9. An example ofx∗ andTR.

1, ch = 17]. From (3.11), the probability that a user who does not bid is asuccessful

user isps = 0.2. From Fig. 3.9, whenq < dw/(N − Ns) = 0.2 (i.e., in price

rangesΓ11, Γ12, ...), there are not sufficient buyers and the relay portion throughput

is zero. Whenq ∈ [0.2, 1.0) (i.e., in price rangesΓ10, ..., Γ3), we observe that at

a low price (e.g., inΓ10), the game requires a large number of buyers to afford

the relay service. However, since there are some successfulusers who do not bid

in the sellers’ auction game, even if all unsuccessful usersbuy with x∗ = 1, it is

still possible that the total paymentNbq is smaller than the winning biddw, and

therefore, the relay portion throughput is small. At a high price, e.g., whenq ∈ Γ3,

the minimum number of required buyers is small. Thus, unsuccessful users have a

high tendency to free ride, and the probability that there are not sufficient buyers is

high, which also results in a low relay portion throughput. Therefore, the optimal

price should be appropriately selected to address this tradeoff, andTR is maximized

whenq = dw/7 = 0.286 in this example.

To efficiently find the optimal price, we have the following proposition, whose

proof is in Appendix C.

Proposion 3.2.In each price rangeΓj with j ∈ {j, ..., N − Ns}, TR(x∗|Ns, d
w) is

a non-increasing function ofq.

This can also be observed from the example in Fig. 3.9. In eachprice range



Γj with 3 ≤ j ≤ 10, TR is a non-increasing function ofq and is maximized

at the left boundaryq = dw/j. Based on this observation, we propose Algo-

rithm 1 to efficiently find the global optimal price that maximizes the relay portion

throughput. Specifically, Algorithm 1 comparesTR(x∗|Ns, d
w) at q = dw/j when

j = j, · · · , N−Ns, and chooses the optimal priceq∗ that maximizesTR(x∗|Ns, d
w).

Algorithm 1 : Optimal Price Selection
1: T ∗

R = 0, q∗ = 0
2: for j = j to (N − Ns) do
3: Setq = dw/j and use Theorem 3.2 to findx∗, and use (3.16) to calculate

TR(x∗|Ns, d
w)

4: if TR(x∗|Ns, d
w) > T ∗

R then
5: T ∗

R = TR(x∗|Ns, d
w) andq∗ = dw/j

6: end if
7: end for

We then discuss the properties of the optimal priceq∗. We first study the ESS

x∗ at the optimal priceq∗ when(N − Ns) takes different values. For the system in

Fig. 3.9, we vary the value of(N − Ns) from 5 to 11, and other parameters are the

same as in Fig. 3.9. In Table 3.1, for different(N −Ns), we list(N −Ns)(1− ps),

the average number of unsuccessful users among the(N − Ns) users who do not

bid, ⌈dw/q∗⌉, the minimal number of users required to afford the relay service, and

the ESSx∗ at the optimal priceq∗. From Table 3.1, we observe that at the optimal

price,⌈dw/q∗⌉ has a similar value to(N − Ns)(1 − ps). It means that the optimal

price is chosen carefully to let each unsuccessful user has asmall or zero probability

to free ride (i.e.,x∗ is close to 1 as shown in Table 3.1), while ensuring that the total

payment from unsuccessful users is sufficient to pay the relay service.

We then study the optimal priceq∗ at different values of(N−Ns) (the number of

users who do not bid) andps (probability that a user who does not bid is a successful

user). For the system in Fig. 3.9, we vary(N − Ns) from 4 to 10, and varyp1 so

thatps is 0.2, 0.4, or 0.6. Other parameters are the same. The optimal price q∗ is

shown in Fig. 3.10. We can see that given a fixed winning bid (i.e.,dw = 2 in the

example), the optimal price increases when(N − Ns) decreases. This is because,



TABLE 3.1
x∗ AT THE OPTIMAL PRICE WITH DIFFERENT NUMBERNs OF BIDDERS.

(N − Ns) 5 6 7 8 9 10 11
(N −Ns)(1−ps) 4 4.8 5.6 6.4 7.2 8 8.8
⌈dw/q∗⌉ 4 5 5 6 7 7 8
x∗ 1.0 1.0 0.90 0.99 1.0 0.93 0.99
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Fig. 3.10. An example of the optimal priceq∗.

with a smaller(N − Ns) and thus potentially fewer unsuccessful users, each buyer

needs to pay more to purchase the relay service. Similarly, with a largerps, there are

fewer unsuccessful users, and each buyer also has to pay a higher price to purchase

the relay service. Note that, in Fig. 3.10, when(N − Ns) andps vary, q∗ takes

values from a common finite set. This is because from Proposition 3.2, the optimal

price can only take values in the finite set
{

dw

j
, dw

j+1
, · · · , dw

N−Ns

}

.

3.3.2.4 SPNE of the Stackelberg Game with Heterogeneous Users

To summarize, the SPNE of the multi-buyer multi-seller gamewith heterogeneous

users is:

• Stage 1, the sellers’ auction game. Successful users whosecost is no larger

thandr(1) will enter the auction game, and bid their true cost.

• Stage 2, the price setting game. The local agent follows thesecond-price



TABLE 3.2
OVERALL THROUGHPUT COMPARISON WITH AND WITHOUT PROPOSED INCENTIVE

MECHANISM.

λ 0.5 0.67 1
Incentive 81% 95% 99%
No incentive 37% 37% 37%

sealed-bid auction protocol to select the winner of the auction and the winning

bid dw. Then the local agent uses Algorithm 1 to select the optimal price q∗.

• Stage 3, the buyers’ game. Based on the numberNs of sellers, the winning

bid dw, and the priceq∗ selected by the local agent, each unsuccessful user

follows Theorem 3.2 to find the ESSx∗, and decides to be a buyer with prob-

ability x∗.

• Stage 4, the transaction game. Given the numberNb of buyers, ifq∗Nb ≥
dw, the auction winner relays the segment, and receives a payment of dw.

Otherwise, there is no relay and the game ends.

3.4 Simulation Results

In our simulation, we consider a multicast network with a BS and a group of users

who dynamically join and leave the multicast service. For each user, the probability

p1 of receiving a segment correctly from the BS is 0.37, and the utility gain of

receiving a segment correctly isg = 1. The initial number of users is 10. Users join

the multicast service according to a Poisson process with anaverage arrival rate of

λ users per segment duration (i.e., the length of the broadcast portion in Fig. 3.2).

The sojourning period of each user in the system follows an exponential distribution

with an average ofµ segments. In our simulation, we fixµ = 20 and test the system

whenλ = 0.5, 0.67 and1, which correspond to the average network size ofN =

9.8, 13.6 and20.2, respectively.

Table 3.2 first compares the overall throughputTO with and without our incen-

tive mechanism. Here, the overall throughputTO is defined as the average percent-

age of users who receive the segment correctly after the broadcast and the relay



2 4 6 8 10 12 14 16
0

0.2

0.4

0.6

0.8

1

c

T
R

 

 

λ = 0.5
λ = 0.67
λ = 1

Fig. 3.11. Relay portion throughput with homogeneous users under differentc and arrival
rateλ.

portions. With our price based system, users follows the SPNE as discussed in

Chapter 3.2.5. In the case without any incentive mechanismsapplied, users who

cooperate consumes their own transmission power only without receiving any re-

ward. Thus, they do not have incentive to cooperate, and there is no relay in the

relay portion. In this simulation, we fix the cost as 8, and test different λ. Table

3.2 shows the average results of 5000 segment transmission.We observe that with

our payment based scheme, users will cooperate and relay segments, which can

significantly improve the overall throughput, when compared with the case without

incentive mechanisms, where there is not relay and the overall throughput is very

low.

Fig. 3.11 shows the relay portion throughput with homogeneous users when we

have differentc andλ. For each segment transmission, users follow the SPNE as

discussed in Chapter 3.2.5. Fig. 3.11 shows the average results for 5000 segment

transmissions. From this figure, we observe that whenc increases, the relay por-

tion throughput decreases. This is because, whenc increases, the probability that

the condition c
N−Nsu

< g is not satisfied increases. Recall that, if the condition

c
N−Nsu

< g is not satisfied, there is no relay service, as shown in Chapter 3.2.5.

So a higherc leads to a lower relay portion throughput. In Fig. 3.11, we also ob-

serve that whenλ increases, the relay portion throughput increases. This isbecause

a largerλ will on average give a larger network size, and thus more unsuccessful
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Fig. 3.12. Relay portion throughput with heterogeneous users under differentch and arrival
rateλ.

users. Then, the probability that the number of buyers is sufficient increases, which

gives a higher relay portion throughput.

Fig. 3.12 shows the relay portion throughput with heterogeneous users with dif-

ferentch andλ. In this simulation, users’ cost is uniformly distributed and randomly

generated in[cl, ch] with a fixedcl = 4, and we test the system performance with

different ch. For each segment transmission, users follow the SPNE as discussed

in Chapter 3.3.2.4, and we also test the system for 5000 segment transmissions.

From this figure, we observe that whench increases, the relay portion throughput

decreases. This is because whench increases, on average, each user has a higher

cost to relay a segment. Therefore, the winning biddw increases, and it requires

more buyers to afford the relay service. Thus, with a higherch, the probability that

the number of buyers is sufficient decreases, causing a decrease in the relay portion

throughput. Furthermore, we observe from Fig. 3.12 that when λ increases, the

relay portion throughput increases. This is because a larger λ gives, on average, a

larger network sizeN (thus a largerdr(1) = (N − 1)g − ǫ) and more successful

users (a largerNsu). From Proposition 3.1, a successful user will bid if its cost is

lower thandr(1). So with a largerλ, more successful users will bid, resulting in a

lower winning biddw. In addition, a largerλ gives on average more unsuccessful

users, which, together with the fact that the winning biddw decreases, increases

the probability that there are sufficient buyers to afford the relay service, and thus,
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Fig. 3.13. System throughput with homogeneous users, when we have differentp1 andc.
(a) The relay portion throughput. (b) The overall throughput.

increases the relay portion throughput.

In this payment based game, the numbers of buyers and sellersin each round are

affected by the probabilityp1. A largerp1 will on average give a larger number of

sellers but a smaller number of buyers, which may affect the system performance.

Fig. 3.13 compares the relay portion and the overall throughput in homogeneous

case whenc andp1 vary. The simulation setup is similar to that in Fig. 3.11. We

fix λ = 0.67, and other parameters are the same. From this figure, whenc is low,

the relay portion and the overall throughput increases asp1 increases. However, for

a largec, for example,c = 5, whenp1 increases from 0.2 to 0.6, the relay portion

throughput first increases and then decreases. This is because whenp1 is small, for

examplep1 = 0.2, the probability that there are successful users who can provide

relay service is small. Asp1 increases, the probability that successful users exist

increases. Thus, the relay portion throughput increases, which also helps increase

the overall throughput. However, asp1 keeps increasing, the relay portion through-

put starts to decrease. This is because when the cost is high,the required number

of buyers is also large. Whenp1 becomes large, there are fewer unsuccessful users.

Thus, the probability that there are sufficient buyers decreases, and the relay portion

throughput decreases. The overall throughput also decreases, which means that, for

a largerp1, the decrease in the relay portion throughput dominates theincrease in



the broadcast portion throughput. Therefore, if the BS consumes high power for a

largep1, it may not always be the optimal decision, especially whenc is high. For

a given range ofp1, the BS can search the optimalp∗1 in this range, which gives the

maximal overall throughput while keeping the consumed transmission power of the

BS low.

3.5 Summary

In a wireless multicast system, the cooperation among userscan significantly im-

prove the system performance. However, successful users may not be willing to

help unsuccessful users, as forwarding costs their transmission power. In addition,

due to the broadcast nature of wireless communications, unsuccessful users may

prefer to free ride rather than buying the relay service. In this work, to stimulate

user cooperation, we formulate the interaction among usersas a multi-seller multi-

buyer payment based game, where users pay to receive relay service and get paid

if they forward their successfully received segments to others. In either homoge-

neous user case or heterogeneous user case, we derive the ESSof the buyers’ game,

and further derive the optimal price to maximize the relay portion throughput. It

is shown that, under the optimal price, there is no chance foran unsuccessful user

to free ride in the homogeneous user case, while there is a very small probability

for an unsuccessful user to free ride in the heterogeneous user case. Therefore, our

mechanisms have the merits of improving system efficiency and stimulating users

to cooperate (i.e., successful users sell, and unsuccessful users buy).



Chapter 4

Incentive Analysis for Cooperative

Interactive Multiview Video

Streaming

From the literature survey in Chapter 2, there are very few works addressing the

issue of user interaction with state change raised in an IMVSsystem, where users

may switch views and change corresponding strategies frequently. Besides this

issue, there are two more challenges in design incentive mechanisms for a high di-

mensional IMVS system. First, a small number of peers in a local area are likely

watching different views among a large number of available views, making it dif-

ficult for a peer to find partners watching the exact same view to cooperate. To

address this problem, following the frame structure discussed in Chapter 2.2.2.1,

we use a DSC based multiview video coding structure to facilitatecooperative view

switching, where users can help each other even if they are watching different views.

Second, since users switch views frequently and independently, it is hard for

them to maintain partnership. In Chapter 2.3 we review the incentive mecha-

nisms for single view video cooperative video streaming. The direct reciprocity

schemes [11], [71]–[74] are not suitable for IMVS, since these schemes work only

when users expect to interact with each other for a long time.The payment based

game proposed in [82]–[84] works for the scenario where users change partners
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frequently. However, in such schemes, users make decisionsbased on short-term

payoffs only, where a user will cooperate when the gain from others’ payment is

higher than the cost to help. In this chapter, similar to [90]–[93], we model user

interaction as a reputation based indirect reciprocity game. This scheme also works

for users who change partners frequently. We will show that in this scheme users

make decisions taking future utility into consideration, and they may cooperate

even if the short-term gain is lower than the cost. Therefore, this scheme is more

effective in cooperation stimulation than the payment based scheme. To study how

users’ view switching and reputation updating affect theircooperation, we model

users’ action selection as an MDP. We then summarize the major contributions of

this work as follows:

• To the best of our knowledge, this is the first work that provides theoretical

analysis on how the multiview video affects user behavior incooperative video

streaming. In this work, we derive users’ strategies in NashEquilibria, and observe

that users may cooperate at some views but not others. This isbecause peers can

predict their future view navigation paths probabilistically, and thus, can estimate

the probability that he/she needs others’ help in the future. If a peer is at a view

leading to a view-navigation path not requiring others’ help, he/she also has less

incentive to cooperate.

• We show that a large number of reputation levels provide higher incentive for user

cooperation. We first observe that the 2-level reputation system is memoryless, and

each user makes decisions only based on his/her expected short-term utility. Thus,

if a user is at a view, where cooperation only results in a negative expected short-

term utility, he/she will not cooperate. In theR-level reputation system withR ≥ 3,

a user needs to take his/her future utility into consideration, and may still cooperate

even if the expected short-term payoff is negative. This is because cooperation helps

him/her maintain a high reputation and get others’ help in the future. If the future

payoffs can compensate his/her current loss, he/she may still cooperate.

• We observe that the game may have multiple Nash Equilibria corresponding to

different cooperation levels (e.g., users cooperate at allviews in the full cooperation



equilibrium, while users only cooperate at certain views inthe partial cooperation

equilibrium.). The final equilibrium the game will convergeto depends on the ini-

tial cooperation level of the game. To address this issue, Wepropose a PfC scheme

at the beginning of the game to drive the game to the desired full cooperation equi-

librium to improve the system efficiency.

• In addition, we also study the impact of user membership dynamics on user co-

operation and system performance. From our theoretical analysis and simulations,

we observe that as long as the percentage of new users is smaller than a predeter-

mined threshold, full cooperation is a dominant strategy for all users, and they will

all cooperate. Otherwise, user cooperation will be interrupted and the PfC scheme

should be used to resume user cooperation.

4.1 System Model

In this work, we consider an IMVS system, where a scene is captured by a large

one-dimensional array ofM evenly spaced cameras. A server compresses video of

each view into coding segments ofK frames each, and provides IMVS service to

a group ofN users who are synchronized in playback time. Once a user selects a

view, he/she remains in this view for one segment ofK consecutive frames. At the

end of this segment, he/she can switch to another view.

Based on this IMVS system, in the following of this section, we first describe

an interaction model that captures users’ view switching behavior, and a multiview

video coding structure that facilitates cooperative view switching among peers. We

then propose an indirect reciprocity game to stimulate usercooperation. Finally, we

model users’ optimal action selection as an MDP.

4.1.1 View Switching Model

Views are divided into two categories:anchor viewsandnormal views. Suppose

that there arena anchor views, which evenly divide normal views into(na+1) view

sets ofnn = (M − na)/(na + 1) views per set. When seeking interested views, a



user first browses views coarsely through anchor views. Oncehe/she reaches an in-

terested anchor view, he/she can switch to neighboring normal views to refine view

selection. In this work, we assume that users switch interested views frequently.

After finding an interested view and remaining for one segment, they will likely

seek another interested view from the next segment. Thus, anchor views are more

frequently selected (more popular) than normal views.

At each view, a user can only switch to his/her nearby anchor views with proba-

bility Pa, or nearby normal views with probability(1−Pa). Specifically, we model

the view transition as a discrete time Markov chain, and construct aM × M tran-

sition matrixT, whereT(v, v′) is the probability of a user selecting viewv′ in the

next segment after viewingv, and it is defined as follows:

T(v, v′) =







Pa/|Za| if v′ ∈ Za,

(1 − Pa)/|Zn| if v′ ∈ Zn,

0 otherwise,

(4.1)

whereZa is the set includingv’s nearby anchor views, andZn is the set includ-

ing v’s nearby normal views. Specifically, ifv is an anchor view,Za includesv’s

left/right closest anchor views andv itself, andZn includesv’s left/right adjacent

normal view sets. Ifv is a normal view,Za only includesv’s left/right closest an-

chor views, andZn is the normal view set wherev belongs. Given the one-step

transition matrixT, the l-step transition matrix isTl (T raised to thelth power),

whereTl(v, v′) is the probability to transit to viewv′ in l segments after viewingv.

The steady state view probability distribution isv satisfyingvT = v, wherev(v)

is the probability that a user is at viewv at the steady state.

For example, for aM = 3 views with a single anchor view in the middle, the



1 , 1 2 , 1 3 , 1 4 , 14 , 1 5 , 1 6 , 11 , 2 2 , 2 3 , 2 4 , 24 , 2 5 , 2 6 , 21 , 3 2 , 3 3 , 3 4 , 34 , 3 5 , 3 6 , 3
Fig. 4.1. Example of our multiview video coding structure for M = 3 views, segment sizeK = 3.
Circles, squares and diamonds denote I-, P- and DSC frames, respectively. Each frameFτ,v is
labeled by its frame indexτ and viewv.

one-step and two-step transition matrices are

T =










1 2 3

1 1 − Pa Pa 0

2 (1 − Pa)/2 Pa (1 − Pa)/2

3 0 Pa (1 − Pa)










and

T2 =










1 2 3

1 (1 − Pa)(1 − Pa

2
) Pa Pa

1−Pa

2

2 1−Pa

2
Pa

1−Pa

2

3 Pa
1−Pa

2
Pa (1 − Pa)(1 − Pa

2
)










(4.2)

respectively, and the steady state view distribution isv =
[

1−Pa

2
, Pa,

1−Pa

2

]

.

4.1.2 Multiview Video Coding Structure and Cooperative View

Switching

To address the issue that users have difficulty in establishing partnership for cooper-

ation in a high dimensional IMVS, we use a frame structure similar to that in [18].

It supports cooperative view switching, where users may cooperate with each other

even they are in different views. Fig. 4.1 shows an example ofthe frame structure



used in this work. Each view is encoded into segments ofK frames. We encode

the first segment using an intra-coded I-frame withK − 1 trailing P-frames. For

the next segment, for view switching we encode the first frameFK+1,v into two

versions. The first version is an intra-coded I-frame, whichcan be decoded inde-

pendently. The second version is aDSC frame[107]. To encode the DSC frame, we

use the I-frame of the same frame as target, and use at most three decoded P-frames

FK,max(1,v−1), . . . , FK,min(M,v+1) as predictors (i.e., if the DSC frame is in view 1, it

only has two predictors:FK,1 andFK,2. Similarly, if the DSC frame is in viewM , it

also only has two predictors:FK,M−1 andFK,M . If the DSC frame is in viewv that

is other than 1 andM , it has three predictors:FK,v−1, FK,v andFK,v+1). As long

as one of the predictor frames is available at the decoder buffer, the DSC frame can

be correctly decoded, and the decoded frame is bit-by-bit equivalent to the frame

decoded from the I-frame. FrameFK+1,v is followed byK − 1 trailing P-frames.

The following segments have the same structure. Averagely,an I-frame is much

larger than a DSC frame and a DSC frame is larger than a P-frame.

This structure can support cooperative view switching. Using Fig. 4.1 as an

example, suppose that a peeri switches from view 1 to view 3 after the first segment.

If another peer watches view 2 in the first segment and would like to share the

reconstructed frameF3,2, theni only needs to ask the server for the DSC frame of

F4,3 and the following(K − 1) trailing P-frames to reconstruct the video in view 3.

If no one helps useri (either no user watches view 2 or view 3 in the first segment,

or the users who can help are not willing to help), useri has to request the I-frame

of F4,3 from the server.

As studied in [6], [53], user cooperation plays the key role to make the streaming

service be able to scale to large networks with thousands of users. In this work, to

motivate users to seek others’ help, we assume that the server’s upload bandwidth

is limited and expensive. Thus, it charges virtual currencyfrom peers that pull

video data as subscription fees to compensate its cost, andα denotes the price for

the transmission of each single bit from the server. As discussed above, when a

peer switches to a non-adjacent view, if he/she can get help from others, he/she



will download the last reconstructed frame in the previous segment from the helper

for free, and will only download a DSC frame from the server instead of an I-

frame. Thus, he/she can receive a gain ofα(sizeI − sizeDSC) for paying less to

the server, wheresizeI andsizeDSC denote the number of bits of one I-frame and

one DSC frame, respectively. However, uploading a reconstructed frame will incur

a cost to the helper due to the consumed bandwidth, CPU time, etc. In this work,

we consider the scenario with homogeneous users with the same cost to upload a

frame. In the following discussion, without loss of generality, we normalize the

gain of receiving a reconstructed frame to 1, and letc denote the normalized cost to

upload a reconstructed frame to a peer.

4.1.3 Indirect Reciprocity Game

Since users are selfish, they want to receive others’ help, but do not want to help

others. To address the issue that users change partners frequently, we design a

reputation-based mechanism to stimulate user cooperation, where peers who keep

helping others will keep high reputations, and peers with high reputations also tend

to receive others’ help. In this mechanism, peeri helping peerj is not because

j directly helpedi previously, butj helped someone else. Thus, it is an indirect

reciprocity game.

4.1.3.1 Peer Reputation and Interaction

In this system, each peeri is assigned a discrete reputationri ∈ R = {1, 2, ..., R},

where a largerri indicates a higher reputation and peeri is more likely to receive

others’ help. Users’ reputations change as they interact with each other. When a

peer needs help, he/she first needs view information of otherpeers to find a suitable

helper. To implement this, we can either let peers exchange their view information

and seek help in a distributed way, or have a central controller that tracks peers’ up-

to-date view information and assigns helpers to peers that need help. For simplicity,

we assume that there is a trustworthy local agent close to theN peers, who tracks

peers’ view switching, helps each peer find helpers, observes their interactions,



and updates their reputations. Specifically, in this centralized system, when peerj

needs help, the local agent randomly selects peeri from peers that can help, and

sends a request. Upon receiving a request, peeri takes an threshold-based action

ai ∈ A = {1, 2, ..., R + 1}, with A as the action space. Here, the actionai is not

a direct answer of whether to help or not, but a threshold on reputation of peers

whom peeri is willing to help, i.e., useri is willing to help users whose reputation

is at leastai. If ai = R + 1, useri will not cooperate with anyone, andai = 1

means useri is willing to help all users. Afteri sends the actionai back to the local

agent, the local agent comparesj’s reputationrj with ai. If ai ≤ rj , the local agent

informs i to upload the requested data toj. Otherwise, the local agent informsj

to pull the I-frame from the streaming server. The rationaleof this threshold-based

action is that if useri is willing to help others with reputationai, useri should also

be willing to help others with reputation higher thanai. With the threshold based

action, useri does not have to know from whom he/she receives this request,and

thus, it is more suitable to our system, since as discussed later, each user needs to

select actions for future interactions, and he/she does notknow with whom he/she

will interact at a later time.

4.1.3.2 Social Norm and Reputation Update

Based on the previous observed interaction between peeri who receives the request

andj who sends the request, the local agent updatesi’s reputation following the pre-

determined social norm that defines reputation update rules, while j’s reputation

remains the same. In this work, we use the social norm similarto that in [93], since

it is effective in user cooperation stimulation.

In this reputation system, we have a pre-determined threshold 1 < tr ≤ R.

If user i has reputationri ≥ tr, he/she has high reputation and is likely to get

others’ help. Thus, he/she is called a beneficial user. Otherwise, he/she has low

reputation and is not likely to get others’ help. Thus, he/she is a non-beneficial user.

If ri ≥ tr − 1 (i.e., useri is a beneficial user or may become a beneficial user after



this interaction),i’s reputation is updated following the social norm,

Q =






rj ≥ tr rj < tr

ai ≤ rj , uploading min{ri + 1, R} 1

ai > rj, not uploading 1 min{ri + 1, R}




. (4.3)

From (4.3), if useri cooperates with a beneficial user or defects with a non-beneficial

user,i’s behavior complies with the social norm, and he/she is rewarded by one-step

increase of his/her reputation. Otherwise, his/her behavior does not comply with the

social norm, and he/she is punished by lowering his/her reputation to1. Therefore,

with this social norm, peers are encouraged to help beneficial users, but discouraged

to help non-beneficial users.

If user i has reputationri < tr − 1 (i.e. he/she is a non-beneficial user and

cannot become beneficial after this interaction), his/her reputation will be increased

by one-step to(ri + 1) no matter how he/she responses to userj’s request. This

is because the reputationri < tr − 1 means that useri did not comply with the

social norm in a previous interaction and was punished with the reputation being

updated to 1. Similar to [108], the system takes time to forgive his/her misbehavior.

During the forgiveness period, he/she has reputationri < tr −1 and hardly receives

others’ help, which may result in loss of utility. Here,tr determines the duration of

the forgiveness period and thus determines the punishment level of the reputation

system, since useri needs to receivetr − 2 requests to let his/her reputation climb

from 1 totr − 1. At tr − 1, he/she is forgiven by the system, and has the chance to

become a beneficial user again after one interaction. Therefore, a largertr means it

takes a longer time for the system to forgive a misbehavior and thus gives a harsher

punishment. Note that when users make decisions, in addition to the social norm,

they also take other factors into consideration, which willbe discussed in details in

Chapter 4.2, 4.3 and 4.4.

In this work, we consider the scenario that when users make decisions on the

current requests, they also take the future interactions into consideration. Since they

do not know with whom they will interact at a later time, the information of peers’



reputation distributionx helps in their decision making, wherex(r ∈ R) denotes

the probability that a user has reputationr. Since we consider homogeneous users

in this work, all users should follow the samex at the stationary state. Given that

the local agent has the record of all peers’ reputations at different time instances, it

can estimatex using

x(r) =

∑Tc

t=1

∑N
i=1 I[rt

i = r]

NTc
, ∀ r ∈ R (4.4)

whereTc is the current segment index, andI[·] is the indicator function. The local

agent broadcastsx to all peers periodically to assist their decision making.

4.1.4 Optimal Action Selection with Markov Decision Process

(MDP)

In our cooperative IMVS system, users may frequently switchviews and their rep-

utations may also change from time to time. Thus they may takedifferent actions

at different views and reputations. To address this issue ofdynamic environment,

we use Markov Decision Process (MDP) [104] to study user cooperation, where

the game is played in a sequence of stages. In our IMVS, a stagerepresents an

instance when a user receives a request and needs to make a decision, and there are

L ≥ 1 segments of video playback between two neighboring stages.Fig. 4.2 shows

an example where a user receives a request at segmentt1 and will receive another

request two segments later att2 = t1 + 2 with L = 2. Following the work in [93],

to simplify the analysis, we letL be the average interval between two consecutive

requests received by a user in our work.

An MDP is defined as a four-tuple: the state spaceS, the action paceA,

the state transition functionP and the expected short-term utility functionU . In

our cooperative IMVS, a states = (r, v) represents a user’s reputationr and

view v when he/she receives a request. In the following sections, we will inter-

changeably uses and (r, v) to denote a state. Hence, the state space is denoted

asS = R × V, whereV = {1, ..., M} is the view space andR = {1, 2, ..., R}



is the reputation space. At each state(r, v), a user can select actionar,v from the

action spaceA = {1, · · · , R + 1}. In the example in Fig. 4.2, there areM = 3

views andR = 3 reputation levels withtr = 3. The state space includes a to-

tal of 9 states{(r, v)}1≤r≤3,1≤v≤3, and the action space includes 4 possible actions

A = {1, 2, 3, 4}.

A user receives a request at timet and he/she is at state(r, v). He/she takes ac-

tionar,v and transits to another state(r′, v′) with state transition probabilityP ar,v

(r,v)→(r′,v′)

when he/she receives another request afterL segments of video playback in the next

stage. By taking actionar,v, the user receives an expected short-term utilityUar,v
r,v ,

which contains two parts. First, this action may result in a frame upload to another

peer, which incurs an expected costCar,v immediately at timet. In addition, this

actionar,v results in the update of the user’s reputation tor′ at timet+1, and he/she

keeps reputationr′ from time t + 1 to t + L until he/she receives another request.

This updated reputation affects whether others are willingto help him/her in the

following L segments (i.e., from timet + 1 to t + L), and thus his/her gain in these

L segments. Given the updated reputationr′ and the viewv that he/she is watching

at timet, letθ(t+ l) be the expected gain he/she receives at timet+ l for 1 ≤ l ≤ L,

and defineGr′,v =
∑L

l=1 ηlθ(t+ l) as the expected short-term gain, whereη ∈ (0, 1)

is the discounting factor that quantifies how much users careabout their future pay-

offs. Then, the expected short-term utility function isUar,v
r,v = Gr′,v − Car,v . In

the example in Fig. 4.2, when the user receives a request at time t1, he/she is at

state(r = 3, v = 1). He/she selects an actiona ∈ {1, 2, 3, 4}, receives an expected

short-term utilityUa
3,1, and transits to another states′ = (r′, v′) with probability

P a
(3,1)→(r′,v′) when he/she receives another request afterL = 2 segments in the next

stage at timet2. This process is repeated until the end of the game.

The action policy in MDP is defined asπ = {ar,v ∈ A|(r, v) ∈ S} that defines

the actionar,v at each state(r, v). The goal of MDP is to find the optimal action

policy that maximizes the expected lifetime utility, whichis recursively defined as

W π
r,v = Uar,v

r,v + ηL
∑

(r′,v′)∈S
P a

(r,v)→(r′,v′)W
π
r′,v′ ∀(r, v) ∈ S, (4.5)
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Fig. 4.2. An example of MDP withM = 3 views andR = 3 levels in the reputation
system. All circles represent states, while all squares represent actions. The action space is
A = {1, 2, 3, 4}, and the average interval between two consecutive requestsis L = 2.

where the second term denotes the user’s lifetime utility since the next stage. In our

cooperative IMVS, we consider the scenario with homogenoususers, and thus their

optimal action policies at the Nash Equilibrium are the same. To exam whether a

policy π gives a Nash Equilibrium, for each user, we assume other users all takeπ,

and if π also maximizes his/her lifetime utility, he/she has no incentive to deviate

andπ is an equilibrium policy.

4.2 MDP Analysis and Equilibrium Action Policy Dis-

cussion

In this section, we first analyze the state transition probability, the expected short-

term utility and the lifetime utility of the MDP. We then discuss the equilibrium

action policy that maximizes each user’s lifetime utility.



4.2.1 MDP Analysis

4.2.1.1 State Transition Probability

We first analyze the probability that a useri transits from state(r, v) to (r′, v′) after

L segments of video playback in the next stage. Note that in ourIMVS, the view

and reputation transition probabilities are independent.Given the one-step view

transition matrixT in (4.1), the probability that useri transits from viewv to v′ in

L segments isTL(v, v′). In the example in Fig. 4.2 withL = 2, useri is at view 1 at

timet1. From (4.2), afterL = 2 segments, he/she will transit to view 1, 2 and 3 with

probabilitiesT2(1, 1) = (1 − Pa)(1 − Pa

2
), T2(1, 2) = Pa andT2(1, 3) = Pa

1−Pa

2
,

respectively.

To find the reputation transition probability, suppose thatuseri at state(r, v)

takes actionar,v as the response to a requesterj, and useri’s reputation is updated to

r′. From Chapter 4.1.3.2, if useri’s reputation isr < tr−1, then his/her reputation is

always increased by 1, and we haveP
ar,v

r→r+1 = 1 andP
ar,v

r→r′ = 0 for r′ 6= r+1. When

r ≥ tr − 1, useri’s reputation is updated using social norm in (4.3) and the updated

reputation is eithermin{r + 1, R} or 1. The updated reputation is 1 wheni defects

with j who is a beneficial user (i.e.,ar,v > rj ≥ tr) or i cooperates withj who is

a non-beneficial user (i.e.,ar,v ≤ rj < tr). In addition,P ar,v

r→min{r+1,R} = 1 − P
ar,v

r→1

andPr→r′ = 0 for r′ 6= 1 andr′ 6= min{r + 1, R}.

Since useri does not know userj’s reputationrj, i assumes thatrj follows the

reputation distributionx and calculates the reputation transition probability using

P
ar,v

r→1 =







∑tr−1
rj=ar,v

x(rj) r ≥ tr − 1, ar,v < tr,

∑ar,v−1
rj=tr x(rj) r ≥ tr − 1, ar,v > tr,

0 otherwise,

P
ar,v

r→min{r+1,R} = 1 − P
ar,v

r→1, andP
ar,v

r→r′ = 0 ∀r′ 6= 1, r′6= min{r + 1, R}.(4.6)

In summary, the state transition probability isP
ar,v

(r,v)→(r′,v′) = TL(v, v′) · P ar,v

r→r′.

In the example in Fig. 4.2 (withtr = 3), if the user takes action 1 at state(r = 3, v =



1) (with r > tr − 1) and cooperates with all users, he/she will help a non-beneficial

user and his/her reputation will be lowered to 1 with probability (x(1) + x(2)).

Thus, he/she will transit to state(r′ = 1, v′ = 3) in the next stage with probability

Pa
1−Pa

2
(x(1)+x(2)), and the probability to transit to other states can be calculated

in the same way.

4.2.1.2 Expected Short-term Utility and Lifetime Utility

We now analyze the expected short-term and the lifetime utility functions in (4.5),

and start with the expected short-term utility.

From the discussion in Chapter 4.1.4, the expected short-term utility Uar,v
r,v con-

tains two parts: the expected immediate costCar,v and the expected short-term gain

Gr′,v. If user i chooses actionar,v, assuming the requesterj’s reputation follows

the distributionx, the probability that he/she uploads the frame and thus incurs an

immediate cost ofc at timet is
∑R

rj=ar,v
x(rj).1 Therefore, his/her expected cost is

Car,v = c
∑R

rj=ar,v
x(rj).

To analyzeGr′,v, note that taking actionar,v makes useri’s reputation updated

to r′ at timet + 1 and he/she keepsr′ for the followingL segments (i.e., from time

t+1 to timet+L). We then derive the gain he/she receives at each timet+ l (with

1 ≤ l ≤ L) given that he/she watches viewv at timet. At time t + l, useri receives

a positive normalized gain 1 if and only if he/she switches toa non-adjacent view

(i.e., he/she needs help) at timet + l and there is a user who can and is willing to

help him. Otherwise, his/her gain is 0. LetPr′,v(t + l) denote the probability that

useri switches to a non-adjacent view at timet+l and there is a user who can and is

willing to help him/her. Thus, we haveGr′,v =
∑L

l=1 ηlPr′,v(t + l). We then derive

Pr′,v(t + l) step by step.

Let vi(t+l) denote the view that useri watches at timet+l. For a given viewv′,

letVv′
△
={max(v′−1, 1), v′, min(M, v′ +1)} be the set including all adjacent views

of v′. In the example in Fig. 4.2,V1 = {1, 2}, V2 = {1, 2, 3} andV3 = {2, 3}.

1∑R

rj=ar,v
x(rj) = 0 if ar,v = R + 1.



Then, we have

Pr′,v(t + l) =
M∑

v′=1

{

P [Hh|H1(v
′)] P [H1(v

′)]

×P [(vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v]
}

, (4.7)

whereP [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v] is the probability that given

that useri is at viewv at timet, he/she switches to viewv′ at timet + l from a non-

adjacent view and needs help,H1(v
′) is the event that there is at least one helper

who can help useri switch to viewv′ at timet + l (i.e., there is at least one user

who is watching a neighboring view ofv′ at timet+ l− 1), andHh is the event that

the selected helper is willing to help. Note that

P [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v]

=
∑

v′′ 6∈Vv′

P [vi(t + l) = v′|vi(t + L − 1) = v′′] P [vi(t + l − 1) = v′′|vi(t) = v]

=
∑

v′′ 6∈Vv′

T(v′′, v′)Tl−1(v, v′′). (4.8)

To findP [H1(v
′)], given the stationary view distributionv, we have

P [H1(v
′)] = 1 −



1 −
∑

v′′∈Vv′

v(v′′)





N−1

. (4.9)

To find the probability that the selected helperk is willing to help, helperk will help

useri if user i’s current reputationr′ is larger than or equal to helperk’s decision

ark,vk(t+1), which depends on helperk’s reputationrk and viewvk(t+ l) at timet+ l

whenk receives the request. Therefore, we have

P [Hh|H1(v
′)] =

R∑

rk=1

M∑

vk(t+l)=1

x(rk)pv′(vk(t + l))I
[

ark,vk(t+l) ≤ r′
]

,

wherepv′(vk(t + l)) = P [vk(t + l)|vk(t + l − 1) ∈ Vv′ ]

=
∑

v′′∈Vv′

{

P [vk(t + l)|vk(t + l − 1) = v′′]

×P [vk(t + l − 1) = v′′|vk(t + l − 1) ∈ Vv′ ]
}



=
∑

v′′∈Vv′

T(v′′, vk(t + l))
v(v′′)

∑

ṽ∈Vv′
v(ṽ)

. (4.10)

Here,x is user’s reputation distribution,v is the steady state view distribution, and

pv′(vk(t + l)) is the probability that given helperk watches a neighboring view of

v′ at timet + l − 1, he/she switches to viewvk(t + l) at timet + l. Therefore, we

have

Gr′,v =
L∑

l=1

ηl
M∑

v′=1

{

P [Hh|H1(v
′)]P [H1(v

′)]

×P [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v]
}

. (4.11)

Based on the above discussion,Gr′,v is affected by useri’s view navigation path in

the nextL segments starting from viewv. If he/she has a low probability to switch

to non-adjacent views during the nextL segments, he/she will also tend to have

a smallGr′,v. It is also easy to observe thatGr′,v is an increasing function ofr′,

since a higherr′ gives a higher probability to get others’ help. Note that in (4.11),

if P [Hh|H1(v
′)] is always 1, that is, helpers are always willing to help useri, then

Gr′,v becomes

Gr′,v= gv ,

L∑

l=1

ηl
M∑

v′=1

P[H1(v
′)]P[vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v] .(4.12)

Thus,gv is a user’s maximum expected short-term gain if he/she starts view switch-

ing from v, where he/she always receives help when needed. Based on theabove

analysis, together with the fact that the updatedr′ can only bemin{r + 1, R} or 1,

we can derive useri’s expected short-term utility after taking actionar,v as

Uar,v

r,v = −c
R∑

rj=ar,v

x(rj) + (1 − P
ar,v

r→1)Gmin(r+1,R),v + P
ar,v

r→1G1,v. (4.13)

Thus, following (4.5), we have the lifetime utilityW π
r,v following the action policy



π,

W π
r,v = Uar,v

r,v + ηL
M∑

v′=1

TL(v, v′)
[

(1 − P
ar,v

r→1)W
π
min(r+1,R),v′ + P

ar,v

r→1W
π
1,v′

]

.(4.14)

4.2.2 Discussion on the Equilibrium Policies

4.2.2.1 Elimination of Non-Equilibrium Policies

In this work, we aim to derive the equilibrium action policyπ, from which no

one has incentive to unilaterally deviate. In our MDP, the size of the state space is

|R||V| = RM , and we have(R+1)RM possible action policies. To avoid examining

all these policies, we need to first eliminate non-equilibrium ones using Theorem

4.1, which we will discuss one by one in the following.

Theorem 4.1. In an equilibrium action policyπ,

a) For all r < tr − 1 and allv ∈ V, ar,v = R + 1.

b) For all r ≥ tr − 1 and allv ∈ V, ar,v ∈ {tr, R + 1}.

c) For any viewv, a user will take the same action with all reputationsr ≥ tr − 1,

i.e.,atr−1,v = atr ,v = ... = aR,v.

4.2.2.1.1 Proof of Theorem 4.1a) Theorem 4.1a) says if a user is not a benefi-

cial user and cannot become a beneficial user after this decision, he/she will not co-

operate no matter which view he/she is watching. This is because whenr < tr − 1,

no matter what action he/she takes, his/her reputation willbe always increased by

one, whilear,v = R + 1 gives him/her zero cost since he/she will not help anyone.

Thus,ar,v = R + 1 dominates the other actions ifr < tr − 1.

4.2.2.1.2 Proof of Theorem 4.1b) Theorem 4.1b) says if a user is a beneficial

user or may become a beneficial user after this decision, he/she will either cooperate

with beneficial users (i.e.,a = tr) or do not cooperate with anyone (i.e.,a = R+1).

It takes two steps to prove this. We will first show that the actionar,v = tr dominates



all actionsar,v < tr. We then show that any action policy with actiontr+1 ≤ ar,v ≤
R cannot be an equilibrium action policy. From these two results,ar,v can only be

tr or R + 1.

We first compare the actionar,v = tr with ar,v < tr in terms of the incurred

costCar,v and the updated reputationr′. First, with actionar,v = tr, the expected

cost to upload isCtr = c
∑R

rj=tr x(rj), and withar,v < tr, the cost to upload is

Car,v<tr = c
∑R

rj=ar,v
x(rj) ≥ Ctr . Second, with actionar,v = tr, from (4.6), the

user’s reputation is rewarded with one-step increase with probability 1. However,

with ar,v < tr, his/her reputation is rewarded with one-step increase with probabil-

ity 1− (
∑tr−1

rj=ar,v
x(rj)) ≤ 1. Therefore,ar,v = tr introduces a lower cost, but gives

a higher probability to be rewarded with one-step increase of a user’s reputation.

Thus,ar,v = tr is a dominant strategy over allar,v < tr, and in the equilibrium, we

should havear,v ≥ tr.

Then, to show that actiontr + 1 ≤ ar,v ≤ R cannot be in an equilibrium

policy, we use theOne-shot Deviation Principle[109], which says a strategy profile

(including all users’ action policies) is an equilibrium ifand only if no one can gain

by one-shot deviation when others keep their strategies unchanged. Here, one-

shot deviation of a given action policy means that a user takes a different action

rather than the one defined in the action policy only for the current response to a

request, but still follows the given action policy in the future responses. We have

the following proposition and its proof is in Appendix D.

Proposion 4.1.For a policyπ with tr +1 ≤ ar,v ≤ R for the reputationr ≥ tr −1,

one-shot deviation to eithera′
r,v = tr or a′

r,v = R + 1 will give a higher lifetime

utility and thus thisπ cannot be an equilibrium policy.

Thus, from Proposition 4.1 and the fact thatar,v = tr dominates all action

ar,v < tr, ar,v can only be eithertr or R + 1 in an equilibrium policy, i.e., either

cooperate with all beneficial users or do not cooperate with anyone.

4.2.2.1.3 Proof of Theorem 4.1c) We first define a reputation subspaceR̄ =

{r|tr − 1 ≤ r ≤ R} including all reputations no less thantr − 1. Then, we define



a state subspaceSR̄,v = {(r, v)|r ∈ R̄, v ∈ V} that includes all states with viewv

and reputations no less thantr − 1. Theorem 4.1c) says that for all states inSR̄,v,

a user should take the same action (either cooperating with beneficial users with

ar,v = tr or not cooperating with anyone withar,v = R + 1), i.e., for any viewv,

we haveatr−1,v = atr ,v = ... = aR,v in an equilibrium policy. To prove this, we use

the concept ofBisimilarity [110], which is defined bellow.

Definition 4.1. (Bisimilarity) In an MDP, suppose that the state space is divided

into m non-overlapping subspaces:S = S1
⋃S2

⋃
...
⋃Sm. For anySi (1 ≤ i ≤

m), and any two statess ∈ Si ands′ ∈ Si (s 6= s′), if for any actiona, we have i)
∑

s′′∈Sj
P a

s→s′′ =
∑

s′′∈Sj
P a

s′→s′′ for all 1 ≤ j ≤ m (i.e., with the same actiona, the

two statess ands′ have the same probability to transit to another state subspace

Sj); and ii) Ua
s = Ua

s′, (i.e., with the same actiona, the two statess ands′ have the

same expected short-term utility), then all states in the same state subspaceSi have

the bisimilarity relationship, i.e., they are equivalent and can be aggregated as one

stateξi.

To study states with bisimilarity relationship in our MDP, we first divide the

state spaceS into subspaces. For any viewv ∈ V, we haveSR̄,v defined ear-

lier, which includes all states with viewv and reputations no less thantr − 1.

For any viewv ∈ V and reputation1 ≤ r ≤ tr − 2, the state(r, v) forms

a state subspace{(r, v)} with a single element. All these subspaces are non-

overlapping and we have
⋃

v∈V
(

{(1, v)}⋃ ...
⋃{(tr − 2, v)}⋃SR̄,v

)

= S. For the

example in Fig. 4.2 with 3 views and 3-level reputation system (wheretr = 3),

Fig. 4.3a shows the corresponding states partition with 6 subspaces{(1, 1)},SR̄,1 =

{(2, 1), (3, 1)}, {(1, 2)},SR̄,2 = {(2, 2), (3, 2)}, {(1, 3)}, andSR̄,3 = {(2, , 3), (3, 3)}.

We then have the following proposition, and the proof is in Appendix E.

Proposion 4.2.Following the above state partition, all states inSR̄,v have bisimi-

larity relationship, and can be aggregated as one state.

In the example in Fig. 4.3a, after state aggregation, there are 6 aggregated states:

(1, 1), (R̄, 1), (1, 2), (R̄, 2), (1, 3) and(R̄, 3), and the MDP in Fig. 4.2 becomes



 

3 , 12 , 11 , 1
3 , 22 , 21 , 2

3 , 32 , 31 , 3, 2Rs, 1Rs , 3Rs
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Fig. 4.3. Example of the state classification and aggregation with 3 views and 3-level
reputation system (tr = 3). (a) The state classification, where the states(3, v) and(2, v)
forms a subspaceSR̄,v and state(1, v) forms a subspace{(1, v)} with a single element. (b)
The MDP after aggregating the state spaceSR̄,v as one state(R̄, v). The action can only be
selected from{tr, R + 1} = {3, 4}.



the one shown in Fig. 4.3b.

The next step is to find the transition probability and the expected short-term

utility function for the updated MDP. Following Definition 4.1, given the aggregated

states{ξ1, · · · , ξm}, by taking actiona, a user transits from stateξi to stateξj with

probability P a
ξi→ξj

=
∑

s′∈Sj
P a

s→s′ for any s ∈ Si, and the expected short-term

utility at the aggregated stateξi is Ua
ξi

= Ua
s for any s ∈ Si. In our MDP, the

view and the reputation transition are independent, and thestate aggregation here

affects the reputation transition probability only. Therefore, we need to first find the

updated reputation transition probabilityP a
R̄→R̄, P a

R̄→r′ andP a
r′→R̄ for r′ < tr − 1.

First, if r′ = tr − 2, since the reputation will always be increased by one step to

tr − 1 ∈ R̄ regardless the actiona, thus, we haveP a
r′→R̄ = 1. For r′ ≤ tr − 3,

we haveP a
r′→R̄ = 0. As discussed in Chapter 4.1.3.2, with a reputationr ∈ R̄,

the updated reputationr′ can only be 1 ormin{r + 1, R} ∈ R̄. Therefore, we

haveP a
R̄→R̄ = 1 − P a

R̄→1 andP a
R̄→r′ = 0 for 2 ≤ r′ ≤ tr − 2. The proof of

Proposition 4.2 shows thatP a
r→1 is the same for anyr ≥ tr − 1. Thus, we have

P a
R̄→1 = P a

r→1 for any r ∈ R̄. Then, we can find the updated state transition

probabilityP a
(r,v)→(r′,v′) = P a

r→r′T
L(v, v′) for all r, r′ ∈ {1, · · · , tr − 1, R̄}.

In the MDP in Fig. 4.3b, when a user is at the aggregated state(R̄, v), from

Theorem 4.1b), he/she will take either actiona = tr = 3 or actiona = R + 1 = 4.

With a = 3, he/she conforms with the social norm in (4.3) and his/her reputation

will be updated to 3 with probability 1, that is,P a=tr
R̄→R̄ = P a=3

2→3 = P a=3
3→3 = 1, and

P a=tr
R̄→1

= P a=3
2→1 = P a=3

3→1 = 0. Thus, we can calculate the updated state transi-

tion probabilitiesP a=3
(R̄,v)→(R̄,v′) = P a=3

R̄→R̄TL(v, v′) = TL(v, v′) andP a=3
(R̄,v)→(1,v′) =

P a=3
R̄→1T

L(v, v′) = 0. Similarly, we can find the state transition probabilities with

actiona = 4 for the MDP in Fig. 4.3b.

The last step is to update the expected short-term utility functionUa
R̄,v. Proposi-

tion 4.2 shows that with the same actiona, Ua
r,v is the same for allr ∈ R̄ and thus,

Ua
R̄,v = Ua

r,v for anyr ∈ R̄.



4.2.2.2 Lifetime Utility Functions

In the following, we will study how the state aggregation affects the lifetime utility

functions. From Theorem 4.1, when a user’s reputation is lower thantr − 1, his/her

only equilibrium action isa = R +1 (does not cooperate with any one). Therefore,

we will focus on the action selection for reputationr ∈ R̄ = {tr − 1, ..., R} in the

following section. In addition, from Theorem 4.1c, whenr ∈ R̄, the equilibrium

actions are the same for allr ≥ tr −1 and depend on viewv only. Thus, to simplify

the notation, we omit the reputation indexr in the action and the action policy

becomesπ = {a1, a2, ...aM}, whereav ∈ {tr, R + 1} is the action at viewv ∈ V
with r ∈ R̄.

With the above simplification of notations, we then study thelifetime utility

with the aggregated states, and (4.14) can be rewritten as

W π
R̄,v = Uav

R̄,v
+ ηL

M∑

v′=1

TL(v, v′)
[

(1 − P av

R̄→1
)W π

R̄,v′ + P av

R̄→1
W π

1,v′

]

. (4.15)

Note that (4.15) has a recursive termW1,v(π) that we need to solve first. Since a

user with reputationr < tr − 1 always uses actionR + 1 and does not help anyone,

his/her expected immediate cost is zero. In addition, from Theorem 4.1, with the

equilibrium policy, no one helps users with reputation smaller thantr. Therefore,

he/she does not receive any expected short-term gain from others’ help withGr′,v =

0. Thus, his/her expected short-term utility is always zero.Furthermore, his/her

reputation always increases by 1 every time he/she receivesa request, until his/her

reputation climbs totr−1, i.e., toR̄. Therefore,W1,v(π) can be expanded following

(4.14) as

W π
1,v = 0 + ηL

M∑

v′=1

TL(v, v′)W π
2,v′

= ηL
M∑

v′=1

TL(v, v′)

[

0 + ηL
M∑

v′′=1

TL(v′, v′′)W π
3,v′′

]

= η2L
M∑

v′′=1

T2L(v, v′′)W π
3,v′′ = ... = η(tr−2)L

M∑

v′=1

T(tr−2)L(v, v′)W π
tr−1,v′



= η(tr−2)L
M∑

v′=1

T(tr−2)L(v, v′)W π
R̄,v′ . (4.16)

Note that in (4.15) and (4.16),̄R is a common reputation index in the subscripts

of W π
R̄,v andUav

R̄,v. We can further simplify the notation by omitting this common

reputation index, substitute (4.16) into (4.15), and rewrite (4.15) as

W π
v = Uav

v + ηL(1 − P av

R̄→1
)

M∑

v′=1

TL(v, v′)W π
v′ + γP av

R̄→1

M∑

v′=1

T(tr−1)L(v, v′)W π
v′ .(4.17)

whereγ = ηL(tr−1) is the discounting factor after receivingtr − 1 requests.

To determine if a policyπ is a Nash Equilibrium, we need to show that it can

resist any one-shot deviation, where the user takes actiona′
v other than the action

av defined inπ only for the current response to a request, and he/she will follow π

in all later responses. The lifetime utility with the one-shot deviation to actiona′
v is

W a′
v,π

v =Ua′
v

v + ηL(1 − P
a′

v

R̄→1
)

M∑

v′=1

TL(v, v′)W π
v′ +γP

a′
v

R̄→1

M∑

v′=1

T(tr−1)L(v, v′)W π
v′ .(4.18)

Comparing (4.17) and (4.18), one-shot deviation toa′
v gives a different expected

short-term utilityUa′
v

v and a different reputation transition probabilityP
a′

v

R̄→1
. We

then use the one-shot deviation principle to examine whether a policyπ is an equi-

librium policy, that is, from a user’s perspective, given that other users all takeπ

unchanged,π is an equilibrium policy if and only ifW π
v ≥ W a′

v,π
v for anyv anda′

v.

4.2.3 Stationary Reputation Distribution

From the previous analysis, users’ reputation distribution x, wherex(r) being the

probability that a user has reputationr, affects the state transition probability and

users’ expected short-term utilities. Thus, it affects users’ decision making. If an

equilibrium exists in the game, in the simple scenario with homogeneous users, all

users should use the same strategy in the equilibrium, and itis expected that the

reputation distribution should also converge to a stationary state. In the following,

given a policyπ adopted by all users, we determine whether there exists a stationary

reputation distributionx.



We first lety =
∑R

r=tr x(r) be the probability that a user is a beneficial user.

Assume that useri receives a request from userj, and both of their reputation dis-

tribution followsx. Then, following the social norm in Chapter 4.1.3.2, if useri’s

current reputation isr ≤ tr − 2 (with probabilityx(r)), his/her reputation will be

increased tor+1 for any action he/she takes. Thus, in the updated reputationdistri-

butionx′, we should havex′(r) = x(r−1) for 2 ≤ r ≤ tr−1. If the stationary state

exists, the reputation distribution should remain the sameandx′(r) = x(r). There-

fore, we havex(1) = x(2) = ... = x(tr−1). In addition, giveny+
∑tr−1

r=1 x(r) = 1,

we havex(1) = · · · = x(tr − 1) = (1 − y)/(tr − 1).

If useri’s reputation isr ∈ R̄ (which happens with probabilityy + x(tr − 1)),

his/her actionav = {tr, R + 1} only depends on his/her viewv when receiving a

request, and at the stationary state he/she is at viewv with probability v(v). i’s

reputation will then be updated to either 1 ormin{r +1, R}. Given his/her possible

actionav = {tr, R + 1} and from (4.6), his/her reputation is updated to 1 if and

only if he/she takes actionR + 1 and userj who sends the request is a beneficial

user (i.e., userj has reputation no less thantr). Therefore, given useri is at viewv

when he/she receives the request, his/her reputation is reduced to 1 with probability

P a
R̄→1 = I[av = R + 1]y, and he/she becomes (or remains) a beneficial user with

probability1 − P a
R̄→1. Therefore, after the reputation update, useri is a beneficial

user with probability

y′ = [y + x(tr − 1)]
∑

v∈V
v(v)(1 − P av

R̄→1)

= [y + x(tr − 1)]
∑

v∈V
v(v) (1 − yI[av = R + 1]) . (4.19)

For a given policyπ = {av}, if the stationary state exists, we should havey′ = y,

andy should satisfy

y′ − y =
(

y +
1 − y

tr − 1

)
∑

v∈V
v(v) {1 − yI[av = R + 1]} − y = 0. (4.20)

We first observe that givenπ, the left hand side (LHS) of (4.20) is a quadrature



function of y. Wheny = 1, LHS =
∑

v∈V v(v) {1 − I[av = R + 1]} − 1 ≤
∑

v∈V v(v) − 1 = 0, and wheny = 0, LHS = 1
tr−1

∑

v∈V v(v) > 0. Thus,

(4.20) has a single root in the range[0, 1]. Therefore, givenπ, there exists a unique

stationary reputation distributionx. To find x for a given policyπ, we first solve

(4.20) and findy, and then calculatex(1) = ... = x(tr − 1) = 1−y
tr−1

.

4.3 Equilibrium Action Policy Derivation

In this section, we analytically derive the equilibrium action policy of the game. We

first consider a simple scenario with a single anchor view andanalyze the equilib-

rium policy in Chapter 4.3.1. We then extend our analysis to the general case with

multiple anchor views in Chapter 4.3.2.

4.3.1 Game Analysis with A Single Anchor View

4.3.1.1 View Switching Model with A Single Anchor View

Following the view switching model described in Chapter 4.1.1, with a single an-

chor view as shown in Fig. 4.4, this anchor view is in the middle, and partitions the

restM − 1 normal views into two normal view sets with(M − 1)/2 views per set.

(Here, we assumeM is an odd number.) Letσ = (M + 1)/2 denote the anchor

view index. Following Chapter 4.1.1, the one-step view transition matrix is

T =
























1 · · · σ − 1 σ σ + 1 · · · M

1 2(1−Pa)
M−1

· · · 2(1−Pa)
M−1

Pa 0 · · · 0
...

...
. . .

...
...

...
. . .

...

σ − 1 2(1−Pa)
M−1

· · · 2(1−Pa)
M−1

Pa 0 · · · 0

σ (1−Pa)
M−1

· · · (1−Pa)
M−1

Pa
(1−Pa)
M−1

· · · (1−Pa)
M−1

σ + 1 0 · · · 0 Pa
2(1−Pa)

M−1
· · · 2(1−Pa)

M−1
...

...
. . .

...
...

...
. . .

...

1 0 · · · 0 Pa
2(1−Pa)

M−1
· · · 2(1−Pa)

M−1
























. (4.21)
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Fig. 4.4. V = {σ − 1, σ, σ + 1}, which denotes the view set including the anchor viewσ

and its left and right adjacent views.̄V = V \ V, which denotes the view set including the
rest views.

With the above one-step view transition matrixT, it is easy to show that the steady-

state view distribution isv(σ) = Pa andv(v) = (1 − Pa)/(M − 1) for all other

views.

4.3.1.2 Expected Short-term Gain with A Single Anchor View

For IMVS with a single anchor view, we first study the expectedshort-term gain

Gr′,v for different views. In Appendix F, we show that with a singleanchor view,

Gr′,v in (4.11) can be rewritten as

Gr′,v =





R∑

rk=tr−1

x(rk)









M∑

vk=1

v(vk)I[avk
≤ r′]



 gv, (4.22)

wheregv defined in (4.12) is the maximum expected short-term gain at view v when

helpers always help, and it is the only term in (4.22) that is affected by viewv. In

the following, we comparegv with differentv’s.

We first divide the view spaceV into two setsV = {σ − 1, σ, σ + 1} and

V̄ = V \ V as shown in Fig. 4.4.V includes the anchor view and its left and

right adjacent views, and̄V includes the rest views. Then, we have the following

Proposition 4.3, and the proof is in Appendix G.

Proposion 4.3. In a high dimensional IMVS (where the total number of views,M ,

is large, e.g.,M ≥ 30) with a single anchor view, all views inV have approximately

the samegv ’s, and for views in̄V , their gv’s are also approximately the same.

We first letgV
△
=
∑

v∈V gv/|V| denote the averagegv of all v ∈ V, and similarly,

we let gV̄
△
=
∑

v∈V̄ gv/|V̄|. We then letδV̄ ,
maxv∈V̄ gv−minv∈V̄ gv

gV̄
denote the relative

maximum difference ofgv in V̄ with respect to the averagegV̄ . Similarly, we also
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Fig. 4.5. (a) δV andδV̄ with differentM . (b) ∆ with differentPa.

defineδV ,
maxv∈V gv−minv∈V gv

gV
. Fig. 4.5 plotδV andδV̄ with differentM from 11

to 101. In this figure, we haveN = 10 users, the forgetting factor isη = 0.95.

We test the probability to switch to the anchor viewPa = 0.2 and0.8. We observe

that for bothPa = 0.2 and0.8, when the number of viewsM increases,δV andδV̄

decreases. For example, withPa = 0.8 andM = 101, we haveδV = 0.001 and

δV̄ = 0.006. In the following analysis, we consider the scenario whereM is large

and the difference ofgv in the same setV (or V̄) is very small and can be ignored.

Thus,gV̄ andgV can be used to denote thegv from V andV̄, respectively. We then

define∆ ,
gV̄−gV
gV̄+gV

as the relative difference ofgV̄ andgV with respect togV̄ + gV .

Fig. 4.5b shows∆ with differentPa. We observe that for a largerPa, the difference

betweengV̄ andgV is even larger. This is because whenPa is larger, users at views

in V have a higher probability to switch to the anchor view, whichdoes not require

others’ help and thus results in a lower expected short-termgain,gV . Meanwhile,

with a largerPa, users at views in̄V have a higher probability to switch to the non-

adjacent anchor view, and also have a higher probability to find a helper, since other

users are more likely at the anchor view. Thus, it gives a higher expected short-term

gain,gV̄ . Therefore, a largerPa gives a larger∆.
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Fig. 4.6. Example of the state classification and aggregation withM views and 3-level
reputation system (tr = 3). (a) The state classification, where we have 4 state subspace
S1,V , S1,V̄ , SR̄,V andSR̄,V̄ . (b) The MDP after state aggregation, where we have only 4
states in the state space. The action can only be selected from {tr, R + 1} = {3, 4}.



4.3.1.3 State Aggregation

With the above observation, we can aggregate more states in the MDP to further

simplify the analysis. We first classify the state space. Forany r ≤ tr − 2,

we defineSr,V = {(r, v)|v ∈ V} andSr,V̄ = {(r, v)|v ∈ V̄}. We then define

SR̄,V = {(R̄, v)|v ∈ V} andSR̄,V̄ = {(R̄, v)|v ∈ V̄}. Those state subspaces

are non-overlapping, andSR̄,V
⋃SR̄,V̄

⋃

r≤tr−2

(

Sr,V
⋃Sr,V̄

)

= S. Fig. 4.6a shows

an example of the state classification withM views and 3-level reputation system,

wheretr = 3 andR̄ = {2, 3}. In Figure 4.6a, there are four non-overlapping state

subspacesS1,V , S1,V̄ , SR̄,V andSR̄,V̄ .

We then have the following proposition with proof in Appendix H.

Proposion 4.4.With the above state classification, states in each subspacehave

bisimilarity relationship and can be aggregated as one state.

From Proposition 4.4, all states in the same subspace can be aggregated into one

state. Thus, for the example in Fig. 4.6a, there are four aggregated states denoted

as(1,V), (1, V̄), (R̄,V) and(R̄, V̄), and Fig. 4.6b shows the updated MDP after

state aggregation. From Theorem 4.1 and the discussion in Chapter 4.2.2, for the

aggregated state with reputationr < tr − 1, users will always take actiona =

R + 1 and do not cooperate with anyone. Therefore, we only need to consider the

aggregated states,(R̄,V) and (R̄, V̄), and letaV andaV̄ denote actions taken at

these two aggregated states, respectively.

The next step is to study the state transition probability for the aggregated states.

Note that the reputation and view transition probabilitiesare independent, and the

reputation transition probabilities are the same as in Chapter 4.2.2.1. Therefore, we

only need to analyze the updated view transition probabilities. Note that given the

one-step view transition matrix in (4.21), starting from any view v ∈ V, after one

segment, it will transit to views inV with the same probability
∑

v′∈V T(v, v′) =

Pa+ 2(1−Pa)
M−1

, and to views in̄V with the same probability
∑

v′∈V̄ T(v, v′) = 1−Pa−
2(1−Pa)

M−1
. Therefore, with the aggregated states, the one-step view transition probabil-

ity is denoted asT (V,V) = Pa+
2(1−Pa)

M−1
, which is the probability that a user transits



fromV (i.e., from any view inV) to views inV. Similarly, we also haveT
(

V̄,V
)

=

Pa + 2(1−Pa)
M−1

andT
(

V, V̄
)

= T
(

V̄ , V̄
)

= 1 − Pa − 2(1−Pa)
M−1

. Also, with the aggre-

gated states, the steady-state view distribution isv (V) = T (v,V) = Pa + 2(1−Pa)
M−1

andv
(

V̄
)

= T
(

v, V̄
)

= 1 − Pa − 2(1−Pa)
M−1

for anyv ∈ {V, V̄}.2 Therefore, with

the aggregated states, the state transition probability isP a
(r,v)→(r′,v′) = P a

r→r′v(v′)

for all r, r′ ∈ {1, · · · , tr − 2, R̄} andv, v′ ∈ {V, V̄}.

In the example in Fig. 4.6b, given the current state(R̄, V̄) at stage 1, from

Theorem 4.1, the possible equilibrium actions area = tr = 3 anda = tr + 1 = 4.

When taking actiona = 3, the user follows the social norm, and his/her reputation

stays atR̄ with probability P a=3
R̄→R̄ = 1, and the state transition probabilities are

P a=3
(R̄,V̄)→(R̄,V) = v(V), P a=3

(R̄,V̄)→(R̄,V̄) = v(V̄), andP a=3
(R̄,V̄)→(1,v′) = 0 for any v′ ∈

{V, V̄}. Similarly, we can derive the rest of the state transition probabilities.

The next step is to derive the expected short-term utility ofthe updated MDP

after state aggregation. From the proof of Proposition 4.4,all views in the same

view setV (or V̄) give the same expected short-term utility. DefineU
aV

V
△
=U

aV

v for

anyv ∈ V, andU
aV̄

V̄ , UaV̄
v for anyv ∈ V̄.

After this state aggregation, the lifetime utility in (4.17) can be written as







W π
V = U

aV

V +
[

ηL(1 − P
aV

R̄→1
) + γP

aV

R̄→1

] [

v(V)W π
V + v(V̄)W π

V̄

]

,

W π
V̄ = U

aV̄

V̄ +
[

ηL(1 − P
aV̄

R̄→1
) + γP

aV̄

R̄→1

] [

v(V)W π
V + v(V̄)W π

V̄

]

,

(4.23)

and we only need to study the action policyπ = {aV , aV̄} for r ∈ R̄.

4.3.1.4 Equilibrium Analysis with 2-Level Reputation System

In this section, we consider a simple scenario with a 2-levelreputation system (i.e.,

R = 2), and derive the equilibrium action policies of the game. With R = 2,

if tr = 1, users with the lowest reputation can also get help, which discourages

users to cooperate with each other. Therefore,1 < tr ≤ R = 2 andtr can only

be 2. Note that the 2-level reputation system is memoryless.This is because if a

2Here, we still usev to denote the steady state view distribution over those two view sets for
notation simplicity.



user’s behavior complies with the social norm, his/her reputation is updated to2.

Otherwise, his/her reputation is updated to1 regardless of his/her past reputation.

Note that withtr = R = 2, R̄ = {r ≥ tr − 1} = {1, 2} = R. Therefore, after

state aggregation in Chapter 4.3.1.3, there are only two aggregated state(R̄,V)

and (R̄, V̄) with corresponding actionaV and aV̄ , respectively. Here,aV , aV̄ ∈
{tr, R + 1} = {2, 3}, wherea = 2 means cooperation with beneficial users, and

a = 3 means no cooperation with anyone. Thus, we have 4 possible action policies

{aV = 2, aV̄ = 2}, {aV = 2, aV̄ = 3}, {aV = 3, aV̄ = 2} and{aV = 3, aV̄ = 3}.

By examining each of them, we have the following Proposition4.5, and the proof

is in Appendix I.

Proposion 4.5.For an IMVS with a single anchor view and 2-level reputation sys-

tem,

a) If gV ≥ c, {aV , aV̄} = {2, 2} is an equilibrium policy, where users cooperate at

all views (full cooperation).

b) If gV̄v(V̄) ≥ c ≥ gVv(V̄), {aV , aV̄} = {3, 2} is an equilibrium policy, where

users only cooperate at views in̄V with high expected short-term gains but not

at views inV with low expected short-term gains (partial cooperation).

c) {aV , aV̄} = {3, 3} is always an equilibrium policy, where users do not cooperate

at all (no cooperation).

d) {aV , aV̄} = {2, 3} is not an equilibrium policy.

From Proposition 4.5, there are multiple Nash Equilibriumscoexisting. In ad-

dition, from Proposition 4.5.a, with a 2-level reputation system, users cooperate at

views inV only whengV ≥ c. This is because the 2-level reputation system is mem-

oryless, and users decide their actions only based on the expected short-term utility.

If cooperation at views inV gives a negative expected short-term utility (gV < c),

users will not cooperate.



4.3.1.5 Equilibrium Analysis with R-level (R ≥ 3) Reputation System

TheR-level (R ≥ 3) reputation system is non-memoryless, and users need to take

their future utilities into consideration. As discussed inthe previous section, we

only need to study the policy{aV , aV̄} for reputationr ≥ tr − 1, whereaV , aV̄ ∈
{tr, R + 1}. Thus, we also have 4 possible policies{aV = tr, aV̄ = tr}, {aV =

tr, aV̄ = R + 1}, {aV = R + 1, aV̄ = tr} and{aV = R + 1, aV̄ = R + 1}. By

examining each of them, we have the following proposition.

Proposion 4.6. For an IMVS with a single anchor view andR-level reputation

system whereR ≥ 3,

a) If c̄1
△
=

(ηL − γ)(gV̄ − gV)v(V̄)

1 − γ
+ gV ≥ c, {aV , aV̄} = {tr, tr} is an equilibrium

policy, where users cooperate at all views (full cooperation).

b) If

[y + x(tr − 1)]v(V̄)
[

(1 − γ)gV̄ − (ηL − γ)v(V)(1 − y)(gV̄ − gV)
]

1 − ηL + ηLy − yγ
≥ c

≥
[y + x(tr − 1)]v(V̄)

[

v(V̄)(ηL − γ)(gV̄ − gV) + (1 − γ)gV
]

1 − ηL + ηLy − yγ
, (4.24)

{aV , aV̄} = {R+1, tr} is an equilibrium policy, where users cooperate at views

in V̄ with high expected short-term gains but not at views inV with low expected

short-term gains (partial cooperation).

c) {aV , aV̄} = {R + 1, R + 1} is always an equilibrium policy, where users do not

cooperate at all (no cooperation).

d) {aV , aV̄} = {tr, R + 1} is not an equilibrium policy.

Proof: In the following, we will prove Proposition 4.6.a, and the rest of the

proof is in Appendix J.

For the policy{aV , aV̄} = {tr, tr}, we determine when it is an equilibrium. To

do this, we first assume that all users use this policy and study the corresponding



stationary reputation distributionx following the discussion in Chapter 4.2.3. Then,

using the one-shot deviation principle, we exam whether a user has incentives to

unilaterally deviate to any one-shot deviation at any view.

As discussed in Chapter 4.2.3, by solving (4.20), we havey = 1 andx(1) =

· · · = x(tr − 1) = 0. This is because all users keep cooperating with beneficial

users and thus have the highest reputationR.

We then exam the one-shot deviation principle. First, the given policy isaV =

aV̄ = tr. When a user receives a request atv ∈ {V, V̄}, by taking actionav = tr

following the given policy, he/she will upload the requested frame with probability

1, since all other users have reputationR. Thus, the expected immediate cost is

Ca=tr = c. In additionav = tr complies with the social norm in (4.3), the user’s

reputation will be lowered to 1 with probabilityP tr
R̄→1

= 0, and he/she is a beneficial

user with probability 1. Since others also take policyaV = aV̄ = tr, he/she will

always receive others’ help and have the maximum expected short-term gaingv for

v ∈ {V, V̄}. Therefore, with actionav = tr, his/her expected short-term utility is

Ua=tr
v = −c + gv for v ∈ {V, V̄}. Thus, with the policyaV = aV̄ = tr, the lifetime

utility (4.23) becomes







W π
V = −c + gV + ηL

[

v(V)W π
V + v(V̄)W π

V̄

]

,

W π
V̄ = −c + gV̄ + ηL

[

v(V)W π
V + v(V̄)W π

V̄

]

.

(4.25)

Note that (4.25) is a linear system with two unknownsW π
V andW π

V̄ , which can be

solved easily,







W π
V =

gV−c+ηL
v(V̄)(gV̄−gV)

1−ηL ,

W π
V̄ =

gV̄−c−ηL
v(V)(gV̄−gV)

1−ηL ,

(4.26)

Now we examine the user’s lifetime utility if he/she takes one-shot deviation.

As discussed in Chapter 4.2.2, actiontr andR + 1 dominate other strategies, and

thus, we only need to exam the one-shot deviation toR + 1. First, with a′
v =

R + 1 with v ∈ {V, V̄}, this user does not help anyone and the immediate cost is



0. Since all other users have reputationR, the actiona′
v = R + 1 makes his/her

reputation lowered to 1 with probabilityP a′
v=R+1

r̄→1 = 1. Thus, he/she cannot receive

others’ help in the followingL segments, and the expected short-term gain isG1,v =

0. Therefore, the expected short-term utility by one-shot deviation to R + 1 is

Ua′
v=R+1

v = 0. Thus, with one-shot deviation toR + 1, the lifetime utility in (4.18)

can be rewritten as







W
a′

v=R+1,π
V = γ

[

v(V)W π
V + v(V̄)W π

V̄

]

,

W
a′

v=R+1,π

V̄ = γ
[

v(V)W π
V + v(V̄)W π

V̄

]
(4.27)

Substitute (4.26) into (4.27) and compareW π
v with W a′

v=R+1,π
v for v ∈ {V, V̄}.

We have

W π
V̄ − W

a′
v=R+1,π

V̄ =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
+ (gV̄ − gV),

W π
V − W

a′
v=R+1,π

V =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
. (4.28)

It is easy to observe thatW π
V̄ − W

a′
v=R+1,π

V̄ > W π
V − W

a′
v=R+1,π

V . Thus, as long

asW π
V − W

a′
v=R+1,π

V =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
≥ 0, i.e., c̄1 ,

(ηL − γ)(gV̄ − gV)v(V̄)

1 − γ
+gV ≥ c, we haveW π

V̄−W
a′

v=R+1,π

V̄ > W π
V−W

a′
v=R+1,π

V ≥
0, and{aV , aV̄} = {tr, tr} is an equilibrium policy. This completes the proof of

Proposition 4.6.a.�

From Proposition 4.6, same as the single anchor view IMVS system with a 2-

level reputation system, whenR ≥ 3, there are multiple Nash Equilibria coexisting.

Also, comparing Proposition 4.6a and Proposition 4.5a for the conditions for full

cooperation, we observe that in aR-level reputation system withR ≥ 3, a user may

still cooperate at views inV whengV < c ≤ c̄1, where cooperation gives him/her a

negative expected short-term utility. This is because theR-level reputation system is

non-memoryless, and a user needs to consider his/her futureutilities when making

a decision. Although cooperation atV gives a negative expected short-term utility,

this cooperation help him/her maintain a high reputation and keep receiving others’



help in future view switching. As long as the expected futuregain can compensate

his/her current loss, he/she will still cooperate.

From Proposition 4.5a,̄c1 plays an important role in cooperation stimulation,

and a larger̄c1 allows a larger range of cost for users to have full cooperation as

an equilibrium, i.e., provides more incentive for user cooperation. Inc̄1, we have

the termγ = η(tr−1)L, wheretr reflects the punishment a user will receive if he/she

deviates from cooperation with a beneficial user, andtr is determined by the rep-

utation system. It is easy to show that∂c̄1/∂tr > 0. Thus, the reputation system

should select the highesttr = R (that gives the harshest punishment), to provide

the most incentive and give the largestc̄ to have full cooperation as an equilibrium.

4.3.2 Game Analysis with Multiple Anchor Views

For the general IMVS with multiple anchor view andR-level (R ≥ 3) reputation

system, similar to the analysis in Chapter 4.3.1.5, non-cooperation at all views is

still an equilibrium, and partial cooperation and full cooperation may be equilibrium

policies in certain scenarios. With a large view spaceV and different views with

differentgv’s, we have many partial cooperation policies, and the analysis for each

partial cooperation policy is also complicated. Note that from the system designer’s

perspective, the full cooperation equilibrium makes all users cooperate whenever

possible, minimizes the consumed upload bandwidth at the server’s side, and thus

is the desired equilibrium policy. In the following, we willderive the conditions

for full cooperation to be an equilibrium policy in an IMVS with multiple anchor

views.

Similar to the proof in Proposition 4.6.a, we first assume that all users take

the full cooperation policyπ = {a1, a2, ..., aM} = {tr, tr, ..., tr} and derive the

corresponding reputation distributionx. We then exam whetherπ can resist the

one-shot deviation toa′
v = R + 1 for anyv ∈ V.

If all users cooperate with the policyπ, they will keep the highest reputationR,

and the reputation distribution isy = 1 andx(1) = · · ·x(tr − 1) = 0. For a user

receiving a request at viewv ∈ V, he/she will help upload with probability1 by



following π. Thus, the expected immediate cost isc. In addition, withP tr
R̄→1 = 0,

his/her reputation remains to beR. Therefore, he/she always receives others’ help,

and therefore receives the maximum expected short-term gain gv. Thus, his/her

expected short-term utility isUav=tr
v = −c + gv, and his/her lifetime utility is

W π
v = −c + gv + ηL

M∑

v′=1

TL(v, v′)W π
v′ , ∀v ∈ V. (4.29)

Here, the only difference between (4.29) and (4.25) is that the summation term in

(4.29) is over allM views instead of2 aggregated view sets in (4.25). To solve

(4.29), we expand the recursive termW π
v′ at the right side of (4.29) and have

W π
v = −c + gv + ηL

M∑

v′=1

TL(v, v′)(−c + gv′)

+η2L
M∑

v′=1

M∑

v′′=1

TL(v, v′)TL(v′, v′′)W π
v′′

= −c + gv + ηL
M∑

v′=1

TL(v, v′)(−c + gv′) + η2L
M∑

v′′=1

T2L(v, v′′)W π
v′′

= · · · = −c + gv +
∞∑

n=1

ηnL
M∑

v′=1

TnL(v, v′)(−c + gv′)

= gv +
∞∑

n=1

ηnL
M∑

v′=1

TnL(v, v′)gv′

︸ ︷︷ ︸

,Gv

−c − c
∞∑

n=1

ηnL

(
M∑

v′=1

TnL(v, v′)

)

= Gv −
c

1 − ηL
. (4.30)

In (4.30),Gv is the maximum lifetime gain a user can receive (when helpersal-

ways help him/her) if he/she starts view switching from viewv, and c
1−ηL is his/her

lifetime cost to help others and upload frames whenever asked.3 From (4.30), a

necessary condition for the full cooperation policyπ = (tr, · · · , tr) to be an equi-

librium is to enable a non-negative lifetime utility withW π
v = Gv − c

1−ηL ≥ 0 for

all views, that is,c ≤ (1 − ηL) minv {Gv}. Otherwise, users have no incentive to

cooperate.

Similarly, we also derive the lifetime utility with one-shot deviation toa′
v =

3In (4.30), Gv includes an infinite series. Sinceη < 1, it is easy to show that this series
converges, andGv is finite, which users can calculate offline.



R + 1

W a′
v=R+1,π

v = γ
M∑

v′=1

TL(tr−1)(v, v′)W π
v′ . (4.31)

We then substitute (4.30) into (4.31), compareW π
v andW a′

v=R+1,π
v , and have

W π
v − W a′

v=R+1,π
v

= Gv −
c

1 − ηL
− γ

M∑

v′=1

TL(tr−1)(v, v′)

(

Gv′ −
c

1 − ηL

)

= Gv − γ
M∑

v′=1

TL(tr−1)(v, v′)Gv′ −
c

1 − ηL
+ γ

M∑

v′=1

TL(tr−1)(v, v′)
c

1 − ηL

= Gv − γ
M∑

v′=1

TL(tr−1)(v, v′)Gv′ −
1 − γ

1 − ηL
c. (4.32)

Therefore, ifc ≤ 1−ηL

1−γ
minv

{

Gv − γ
∑M

v′=1 TL(tr−1)(v, v′)Gv′

}

, c̄2 (i.e., W π
v −

W a′
v=R+1,π

v ≥ 0 for all v’s and the one-shot deviation always gives a lower lifetime

utility), together with the conditionc ≤ (1−ηL) minv {Gv} being satisfied, the full

cooperation policyπ = {tr, tr, ..., tr} can resist any one-shot deviation and is an

equilibrium policy.

4.4 Reputation System Optimization and Coopera-

tion Initiation

In this section, we first study the optimal parameter selection for the reputation

system to stimulate user cooperation as much as possible andto optimize the system

performance with the minimum consumed bandwidth at the server’s side. Given

that there are more than one equilibrium policies in the gameand the initial state

of MDP determines the final equilibrium to which the game converges, we then

propose a Pay-for-Cooperation (PfC) scheme to drive the game to the desired full

cooperation equilibrium.
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Fig. 4.7. c̄2 with tr under different system setup.R = 45 level reputation system,N = 10
users andη = 0.95. (a)Pa = 0.6. M varies from 20 to 44 and the number of anchor views
varies from 2 to 4. (b)M = 31 with 3 anchor views.Pa varies from 0.4 to 0.8.

4.4.1 Optimal tr and R of The Reputation System

For single anchor view IMVS, as discussed in Chapter 4.3.1.5, a largertr punishes

the non-cooperative behavior by a larger amount and provides more incentive for

users to fully cooperate with each other. For the multi-anchor view IMVS, from

the analysis in Chapter 4.3.2, the first necessary conditionfor full cooperationc ≤
(1 − ηL) minv {Gv} does not depend ontr or R. In the second condition,̄c2 is

a function oftr, which affects not only the termγ but also the summation term
∑M

v′=1 TL(tr−1)(v, v′)Gv′ , which makes the analysis difficult. In Fig. 4.7, we show

the numerical results of̄c2 with tr under different system setup. In this simulation,

we have aR = 45 level reputation system,N = 10 users and the discounting factor

is η = 0.95. In Fig. 4.7a, users switch to anchor views with a fixed probability

Pa = 0.6, and we exam̄c2 with tr under different numbers of viewsM and different

numbers of anchor views. For example, if we haveM = 31 views and 3 anchor

views, the 3 anchor views are view8, 16 and24. Fig 4.7a shows̄c2 always increases

with tr under differentM and different number of anchor views. In Fig. 4.7b, we

haveM = 31 views with 3 anchor views, and we exam̄c2 with tr under different

Pa. We also observe that̄c2 always increases withtr for differentPa. Thus, similar

to the IMVS with a single anchor view, a largertr also provides more incentive
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Fig. 4.8. An example of the coexistence of multiple equilibrium policies for a single anchor
view IMVS.

for user cooperation and gives a largerc̄2 for full cooperation being an equilibrium

policy in the multi-anchor view IMVS. Sincetr is no larger thanR, the optimaltr

is R. Given thattr is constrained byR, we should select the largestR, which is

infinite. However, for a practical reputation system,R cannot and also does not have

to be infinite. This is because from Fig. 4.7, we can observe that aftertr = R = 25,

the increase of̄c2 for each step increase oftr = R is very small. For example, in

Fig. 4.7b, whenPa = 0.6, the increase of̄c2 is 0.01 whentr = R increases from

25 to 45. Thus, a finite reputation system, e.g.,tr = R = 25 in this example,

provides almost the same level of incentive for user cooperation when compared

to the tr = R approaching infinite. Furthermore, if we settr = R approaching

infinite, a user who deviate once from the social norm will never have a chance to

be a beneficial user again. However, iftr = R is a reasonably large number (e.g.,

25 in Fig. 4.7), the system will punish a user harshly for his/her deviation from

the social norm, while he/she still have the chance to recover his/her reputation and

cooperate with others. Thus, this can accommodate the scenario, where the network

error happens and the reputation system may punish users mistakenly. Based on the

above analysis, a reasonably largetr = R provides enough high incentive for user

cooperation and can also resist network errors, and therefore, should be selected.

4.4.2 Full Cooperation Initiation

From the discussion in the previous sections, for both single- and multi- anchor view

IMVS, we may observe multiple equilibrium policies. Fig. 4.8 shows an example

for a single-anchor view IMVS withM = 101 views, N = 10 users,R = 10

levels of reputations withtr = 10. In the view switching model, users switch to the



single anchor view with probabilityPa = 0.5. The discounting factor isη = 0.95,

and the expected short-term gains for the view setV̄ andV are gV̄ = 0.82 and

gV = 0.33, respectively. From Fig. 4.8, whenc ∈ [0, 0.56], the full cooperation

policy is an equilibrium. Whenc ∈ [0.30, 0.36], the partial cooperation policy is

an equilibrium. The non-cooperation policy is always an equilibrium for all c ≥ 0.

Thus, we have three equilibrium policies whenc ∈ [0.30, 0.36], and we have two

equilibrium policies whenc ∈ [0, 0.30)
⋃

(0.36, 0.56].

We observe that the MDP’s initial state is critical on the equilibrium to which the

game will converge. For example, if no user cooperates, thena user who unilaterally

cooperate receives a negative utility due to the cost of frame upload, and thus, is

unwilling to cooperate. In this work, to initiate user cooperation, we propose a PfC

scheme at the beginning of the game.

Specifically,first, the local agent assigns each user a reputationR at the be-

ginning of the game. This is because users may cooperate onlywhen they have

reputationr ≥ tr − 1, and assigning each user the highest reputationR makes

him/her have cooperation as an option.

Second, the local agent randomly selectsyin percentage of users, and pays them

for their cooperation with other beneficial users. Here, foreach frame upload, the

payment is at least their costc, and thus, cooperation with beneficial users becomes

the weakly dominant strategy for the selected users. The local agent also announces

yin to the other unselected users, who are not paid for cooperation, to assist their

decision making. As the game goes, users interact with each other and their reputa-

tions are updated using the social norm in (4.3). Once the local agent observes that

all unselected users have started to cooperate, we call thatcooperation isinitiated.

Then, the local agent will gradually stop paying the selected users one by one. Note

that once a selected user is stopped from being paid, he/she has to estimate other

users’ actions and makes his/her own decision on whether to continue cooperation.

If the local agent stops paying all selected users at the sametime, each selected user

may have different estimation of other selected users’ actions. Thus, their behav-

ior may be unpredictable, which may also affect the unselected users’ cooperation.



The proposed strategy where the local agent stops paying theselected users one by

one can avoid this problem. This is because if at a time only one selected user is

stopped from being paid, he/she considers that the other users either still get paid

for cooperation or have started to cooperate. In such a case,continuing cooperation

is a dominant strategy for him/her.

In the proposed PfC scheme, the local agent wants to select a large enough

yin to initiate user cooperation, while it also tries to keepyin as low as possible

to minimize its payment in the initial period. In the following analysis, we study

each unselected user’s action selection at the beginning ofthe game, and derive a

sufficient condition to guarantee cooperation initiation.

For an unselected user, since he/she does not know how the other unselected

users behave at the beginning of the game, we consider the worst case scenario

where he/she assumes that all other unselected users do not cooperate at all. Thus,

an unselected user makes his/her decision based on the assumption that all selected

users take the full cooperation policyπc = {tr, tr, ..., tr} and all others take the

non-cooperation policyπn = {R + 1, R + 1, ..., R + 1}. We then use the one-shot

deviation principle to exam his/her action selection and study whether the coopera-

tion policyπc is his/her optimal policy.

Since all users have reputationR at the beginning, by taking actiontr, he/she

will cooperate and upload a frame with probability1 when requested and his/her

reputation is lowered to 1 with probabilityP tr
R̄→1

= 0. Furthermore, since he/she

assumes that only the selected users cooperate, his/her expected short-term gain is

gvyin. Thus, his/her expected short-term utility isU tr
v = −c + gvyin, and his/her

lifetime utility using policyπc is

W πc

v = −c + gvyin + ηL
M∑

v′=1

TL(v, v′)W πc

v′ . (4.33)

Same as in (4.30), we also expand the recursive termW πc

v′ in (4.33), and have

W πc

v =−c + gvyin +
∞∑

n=1

ηnL
M∑

v′=1

TnL(v, v′)(−c + gv′yin) = yinGv −
c

1 − ηL
.(4.34)



whereGv is defined in (4.30).

Similar to the proof of Proposition 4.6a, when studying the lifetime utility with

one-shot deviation, we only need to study the one-shot deviation toa′
v = R+1. By

taking actionR + 1, he/she will upload with probability0 and his/her reputation is

lowered to 1 with probabilityP tr
R̄→1

= 1. Thus, he/she cannot receive others’ help

in the nextL segments and the expected short-term gain is 0. Therefore, his/her

expected short term utility is also zero. Since his/her reputation is lowered to one, it

takes(tr − 1)L segments for his/her reputation to clime totr − 1 again. Following

the same analysis in Chapter 4.2.2.2, during these(tr−1)L segments, he/she always

receives zero expected short-term utilities. Thus, the lifetime utility with one-shot

deviation toa′
v = R + 1 is

W a′
v=R+1,πc

v = γ
M∑

v′=1

TL(tr−1)(v, v′)W πc

v′ . (4.35)

We then substitute (4.34) into (4.35), compare (4.34) and (4.35), and have

W πc

v − W a′
v=R+1,πc

v

= yinGv −
c

1 − ηL
− γ

M∑

v′=1

TL(tr−1)(v, v′)

[

yinGv′ −
c

1 − ηL

]

= yinGv − γ
M∑

v′=1

TL(tr−1)(v, v′)yinGv′ −
1 − γ

1 − ηL
c. (4.36)

We can show that (4.36) is an increasing function ofyin. By solving W πc
v −

W a′
v=R+1,πc

v ≥ 0 for all views, we have

yin ≥ (1 − γ)c

(1 − ηL) minv∈V
[

Gv − γ
∑M

v′=1 TL(tr−1)(v, v′)Gv′

] . (4.37)

If (4.37) is satisfied,πc is the optimal strategy for all unselected users, and they will

start cooperation immediately after the game begins. Then,the local agent can stop

paying the selected users one by one. Since anyyin satisfying (4.37) can initiate

user cooperation, we should select the smallestyin satisfying (4.37) to minimize

the local agent’s payment. In (4.37), we observe that its right hand side (RHS) is



an increasing function ofc, and with a higher costc, we need to select and pay

more users at the beginning of the game. This is because for each unselected user,

with a higher costc, he/she requires more selected user to cooperate with him/her

to compensate his/her cost for cooperation.

4.5 Simulation Results

This section evaluates the system performance by simulations. In the simulation

setup, we have aR = 10 level reputation system and select the optimaltr = R as

discussed in Chapter 4.4.1. The server provides IMVS withM = 31 views to a

group ofN = 10 users, and each user is assigned reputation 10 at the beginning of

the game. In the view transition model, users switch to anchor views with proba-

bility Pa = 0.5. The discounting factor isη = 0.95. Since an IMVS with a single

anchor view is a special case of that with multiple anchor views, in this section, we

only show the results with multiple anchor views, and let view 8, 16 and24 be the

three anchor views.

4.5.1 Cooperation Initiation Verification

In this simulation, following the discussion in Chapter 4.3.2, we find that the con-

dition for full cooperation to be an equilibrium policy isc ≤ 0.7. We then select

c = 0.65 ≤ 0.7 as an example where full cooperation is an equilibrium policy. Fol-

lowing (4.37), the sufficient condition to initiate user cooperation isyin ≥ 0.72. In

the following, we test differentyin to verify our theoretical analysis. In our experi-

ments, once the local agent observes all unselected users have started to cooperate,

it will stop paying selected users one by one, and the local agent will stop paying

after the 50th segment in all scenarios.

Fig. 4.9 shows the simulation results whenyin = 0.8. Sinceyin = 0.8 > 0.72

satisfies the condition (4.37), it can initiate user cooperation. Fig. 4.9b shows the

percentage of users who use actiona = tr = R (i.e. cooperation) when their

reputations are no less thantr−1. We observe that all users cooperate, and thus they

all have reputationR = 10 as shown in Fig. 4.9a. We then testyin = 0.5 < 0.72,
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Fig. 4.9. The reputation and action distribution in the network, whenyin = 0.8. (a)
The reputation distribution of the network. (b) The percentage of users that use actionR
(cooperation) andR + 1 (non-cooperation), respectively, when their reputation is no less
thantr − 1.
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Fig. 4.10. The reputation and action distribution in the network, whenyin = 0.5. (a)
The reputation distribution of the network. (b) The percentage of users that use actionR
(cooperation) andR + 1 (non-cooperation), respectively, when their reputation is no less
thantr − 1.



and the results are in Fig. 4.10. We observe that it cannot initiate user cooperation.

From Fig. 4.10b, we observe that after the 50th segment, the selected users are

stopped from being paid, and percentage of users who take cooperative action starts

to decrease. Thus, the probability of a user’s reputation beingR also drops as shown

in Fig. 4.10a.

4.5.2 User Membership Dynamics

In the last section, we consider a fixed group of users interacting with each other.

Once cooperation is initiated, they will fully cooperate until the end of this game.

However, in a real video streaming system, users may join andleave the system

from time to time, which may also affect their cooperation.

Consider a scenario where a group of existing users have beenfully cooperating

with each other and they all have reputationR. Then, some existing users may

leave, while several new users join the system with assignedreputationR. Let

ye ∈ [0, 1] denote the percentage of existing users after this membership change.

Since existing users have established cooperative partnership, each of them assume

other existing users still useπc and keep cooperating. However, since they do not

know how the new users will behave, we assume that they consider the worst case

scenario, where new users use policyπn and do not cooperate at all. We assume

that each new user has the same assumption about existing users and other new

users’ behavior. We then exam whether an existing user will continue cooperation

and whether a new user will start to cooperate. In fact, this problem is similar to

that in Chapter 4.4.2. Here, all users have reputationR, andye percentage of users

take policyπc and the rest users take policyπn. Following the same analysis, if

ye satisfies (4.37) for all views, then all users will cooperate. Let ymin
e denote the

minimum value that can satisfy (4.37) for all views. Ifye < ymin
e users may not

cooperate after the membership update.

In this section, we test how user membership dynamics affectuser cooperation.

In this simulation, we letc = 0.25 so that full cooperation is an equilibrium policy.

At the beginning of the game, we selectyin = 0.8 that is high enough to initiate user



cooperation. For the membership dynamics, the initial number of users is 10. Users

arrive the IMVS according to a Poisson process with an average arrival rate ofλ

users per segment duration. The sojourning period of each user follows an expo-

nential distribution with an average ofµ segments. Thus, a higherλ and a smaller

µ result in more frequent membership update. In our simulations, we use batch join

where new users can only join the streaming service at periodic moments, called

batch moments. All new users coming between two neighboringbatch moments

will join and start receiving the streaming service at the same batch moment. In our

simulations, the interval between neighboring batch moments is 30 segments, cor-

responding to a maximum of 10 seconds waiting time for a newlyarrival user. For

existing users in the streaming service, they can leave at any time instance. At each

batch moment, the local agent will update the number of usersand the percentage

of existing usersye, and broadcast to everyone.

From the previous analysis, at each batch moment, as long asye ≥ ymin
e , users

will still cooperate. Note that (4.37) includes the termGv, which is affected by the

number of users. Thus, with user membership dynamics,ymin
e also changes. In the

following, we test differentλ andµ, and study howye impacts user cooperation at

each batch moment.

Fig. 4.11 shows the simulation results with less frequent membership update

with λ = 0.1 andµ = 100. Fig. 4.11a gives the number of users at each time

instance. Fig. 4.11b showsymin
e andye at each batch moment. Sinceye is always

higher thanymin
e , user cooperation will not be affected at each batch moment.Thus,

from Fig. 4.11d users will always cooperate, and they will also maintain the repu-

tationR as shown in Fig. 4.11c.

Fig. 4.12 shows the simulation results with more frequent membership update

with λ = 0.33 andµ = 30. Comparing Fig. 4.12a with Fig. 4.11a, we observe

λ = 0.33 andµ = 30 result in much more frequent membership update. From

Fig. 4.12b, we observe that at the 90th segment,ye is much smaller thanymin
e .

Thus, user cooperation is interrupted after this batch moment. From Fig. 4.12d,

we observe that users start to play non-cooperatively afterthe 90th segment, and
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Fig. 4.11. The simulation results with low frequent membership update. λ = 0.1 and
µ = 100. (a) The number of users in the network. (b)ymin

e andye at each batch moment.
(c) The reputation distribution. (d) The action distribution for users with reputation no less
thantr − 1.
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Fig. 4.12. The simulation results with high frequent membership update. λ = 0.33 and
µ = 30. (a) The number of users in the network. (b)ymin

e andye at each batch moment.
(c) The reputation distribution. (d) The action distribution for users with reputation no less
thantr − 1.



the probability of a user’s reputation beingR also drops as shown in Fig. 4.12c.

Since user cooperation has been interrupted, even if we haveye > ymin
e at a later

batch time, users still do not cooperate. Here, the reputation fluctuation is due to the

new users who are assigned with the highest reputationR = 10 when joining the

system. Since they do not cooperate, the probability of their reputations beingR

decreases rapidly. To overcome the cooperation interruption due to the membership

dynamics, the local agent should resume the PfC scheme, where it first reset all

users reputation asR, and randomly selectsyin percentage users to pay for their

cooperation withyin satisfying (4.37), and announceyin to other unselected users

to assist their decision making.

4.6 Summary

In this work, we propose an IMVS system that supports cooperative view switching.

To stimulate user cooperation, we model user interaction asan indirect reciprocity

game. From the game analysis, we observe that users cooperate at some views

but not others. Since peers can predict their future view navigation paths proba-

bilistically, a peer likely to enter a view switching path not requiring others’ help

will receive low utility from cooperation, and thus has lessincentive to cooperate.

Furthermore, we observe that a larger number of reputation levels provides more

incentive for user cooperation, and thus should be used. In addition, we observe

that the game may have multiple equilibria with different cooperation levels. To

initiate user cooperation, we propose a PfC scheme. Finally, we study how user

membership dynamics affect user cooperation. We observe that as long as the per-

centage of new users is smaller than a predetermined threshold, users will continue

cooperation. Otherwise, the PfC scheme should be used to resume user cooperation.



Chapter 5

Conclusions and Future Work

5.1 Conclusions

Multimedia sharing networks attract thousands of users allover the world to create

and share multimedia data, and user behavior significantly impacts the system per-

formance. Thus, the understanding of human factor providesimportant guidelines

for designing a multimedia sharing network with satisfactory and efficient service.

In this thesis, we model user interaction in such systems as games, and focus on

designing incentive mechanisms to stimulate user cooperation. In this thesis, we

investigate four challenging issues in the design of incentive mechanisms. i) One-

to-many interaction, where users tend to free ride rather than cooperate since free

riding is so easy. ii) User interaction with state change, where users take different

strategies at different states, which affects the system performance. iii) Member-

ship dynamics, which affect existing users’ cooperation, since they do not know

how the new users behave in the game. iv) Cheating on private information, which

may reduce the system efficiency.

Specifically, we first study the incentive mechanism for a two-hop coopera-

tive wireless multicast network. It is a typical example of one-to-many interaction,

where one successful user relaying can help multiple unsuccessful users at the same

time. We then model their interaction as a multi-seller multi-buyer payment based

game, where unsuccessful users pay to receive relay serviceand the selected suc-

113



cessful user will get paid if he/she helps forward packets. From the game analysis,

we observe that at different prices, the game may converge todifferent Nash Equi-

libria, where unsuccessful users have different probabilities to free ride, resulting in

different system throughput. In this work, we also study theoptimal price selection,

which drives the game to the desired Nash Equilibrium, whereunsuccessful users

have low free-riding probability and the system throughputis maximized. There-

fore, the price is a very powerful tool in the payment based scheme, which can be

exploited by the system designer to achieve desirable system performance.

We also address the issue that users have different cost to forward packets, and

it is their private information. They may cheat if cheating can help them gain a

higher payment. We then design a second-price sealed-bid auction game, which is

a truth-telling auction, and users’ dominant strategy is tobid their true cost.

We then investigate an IMVS supporting cooperative view switching. Since

users may take different actions when they switch to different views, and they

switch views frequently, it is a typical example to study user interaction with state

change. We then analyze the game based on an MDP formulism, and observe that

users cooperate at some views but not others. This is becausepeers can predict their

future view navigation paths probabilistically. A peer likely to enter a view switch-

ing path not requiring others’ help will receive less gain from cooperation, and thus,

has less incentive to cooperate. To stimulate user cooperation at all views, we show

that more reputation levels provide higher incentive for user cooperation, and thus,

should be used. Furthermore, we observe that the game may have multiple Nash

Equilibria corresponding to different cooperation levels. The final equilibrium the

game will converge to depends on the initial cooperation level of the game. We

then propose a PfC scheme to drive the game to the full cooperation equilibrium to

improve the system efficiency.

In addition, we also study the impact of user membership dynamics on user co-

operation and system performance. From our theoretical analysis and simulations,

we observe that as long as the percentage of new users is smaller than a predeter-

mined threshold, full cooperation is a dominant strategy for all users, and they will



all cooperate. Otherwise, PfC should be used to stimulate user cooperation.

5.2 Future Work

Behavior modeling and analysis is still at its young age and there are many impor-

tant and interesting problems that require further investigation.

In Chapter 3, we study user cooperation in a small circular region as shown

in Fig. 3.1, where a moderate number of users (e.g. 25 users) help each other to

forward video segments. This is because users close to each other have wireless

channels with high capacity for cooperation. In cellular networks, a BS covers a

big cellular area with hundreds of users, and it is not beneficial to let a pair of users

who are far away from each other to cooperate. Thus, to apply our cooperative

scheme in the entire cellular area, we need first find a mechanism to divide the

cellular area into small circles, and apply our method in each circle. Furthermore,

consider the case that a user is close to the boundary of his/her circle. He/she

may overhear messages from neighboring circles as well, which may affect his/her

cooperative behavior. Thus, it will be an interesting problem to study user behavior

dynamics due to the boundary effect. Also, in Chapter 3, we assume this is local

agent to facilitate the billing service and the auction. In our future work, we will

also investigate how to select such a local agent in the cooperative network.

In Chapter 4, we study user cooperative behavior in an IMVS system. As in-

troduced in [111], our IMVS system only supportsdynamic view switching, where

users are all synchronized in playback time. [111] proposesanother IMVS system

supportingstatic view switching, where each user can pause the video in time, and

browse different views at the same time instance to gain better 3D visual experi-

ence. In this system, users are probably watching the video at different views and

different time instances, which makes it even harder for user cooperation. To make

users be able to cooperate with each other, each user can equip a buffer to store pop-

ular frames to assist others’ downloading. Payment and reputation based incentive

mechanisms may be applied to simulate user cooperation since peers change part-



ners frequently. Also, in Chapter 4 we use a centralized reputation system, while

in the literature, distributed reputation systems with more complicated reputation

update rules are proposed. In our future work, we would like to investigate how

other reputation systems affect the system performance.

In this thesis, we assume users are intelligent and selfish, who always try to

maximize their own utilities. However, in reality, users may also take actions emo-

tionally and irrationally, and some users may even would like to contribute volun-

tarily. In our future work, we also plan to investigate how such user behavior impact

our system.

In online media sharing networks, such as YouTube and Flicker, users rely on

the attached information of multimedia data, such as tags, comments and ratings,

etc, to search and retrieve desired content for browsing. However, the noisy and

spam information wildly existing in such systems may reducethe performance of

the searching service. The work in [112] shows that only a half of tags in Flicker

provide truly related information for images. Among all theimprecise tags, some

of them areunintentionallymade by careless users, while the rest areintentionally

made by scammers. Usually, scammers make imprecise tags much more frequently

than careless users. User trust modeling [113] may take advantage of this observa-

tion to identify scammers and reduce spam to improve the searching service.
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Appendix A

Forq ∈ Γj with 1 < j < N −Nsu, f ′(x) = 0 has a single root̃xf ∈
(

0, j−1
N−Nsu−1

)

,

andf ′(x) > 0 whenx ∈ (0, x̃f) andf ′(x) < 0 whenx ∈ (x̃f , 1).

Proof: From (3.4), we have

f(x) = g

(

l

k∗

)

xk∗

(1 − x)(l−k∗)

︸ ︷︷ ︸

,X(x)

− q
l∑

k=k∗

(

l

k

)

xk(1 − x)(l−k)

︸ ︷︷ ︸

,Y (x)

= X(x) − Y (x),(A.1)

where l = N − Nsu − 1 andk∗ = ⌈c/q⌉ − 1 = j − 1 with 1 ≤ k∗ ≤ N −
Nsu − 2. We then study the monotonicity ofX(x) andY (x), respectively. First,

we haveX ′(x) = g
(

l
k∗

)

x(k∗−1)(1− x)(l−k∗−1)(k∗ − lx), and thus,X ′(x) > 0 when

x ∈ (0, k∗/l), andX ′(x) ≤ 0 whenx ∈ [k∗/l, 1). Similarly, we haveY ′(x) =

q
∑l

k=k∗

(
l
k

)

x(k−1)(1−x)(l−k−1)(k−lx). Whenx ∈ (0, k∗/l), we have(k−lx) > 0,

and thusY ′(x) > 0. Whenx ∈ [k∗/l, 1), sincelx > 0, 1, ..., k∗ − 1, we have

Y ′(x) = q
l∑

k=k∗

(

l

k

)

x(k−1)(1 − x)(l−k−1)(k − lx)

> q
l∑

k=0

(

l

k

)

x(k−1)(1 − x)(l−k−1)(k − lx)

= q
d

dx

[
l∑

k=0

(

l

k

)

xk(1 − x)(l−k)

]

= q
d(1)

dx
= 0. (A.2)

Therefore, we haveY ′(x) > 0 for x ∈ (0, 1).

Based on the above analysis, whenx ∈ [k∗/l, 1), we haveX ′(x) ≤ 0 and

Y ′(x) > 0, and therefore,f ′(x) = X ′(x) − Y ′(x) < 0. Whenx ∈ (0, k∗/l), we
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haveX ′(x) > 0 andY ′(x) > 0. Thus, we need to further investigatef ′(x), and

have

f ′(x) = g

(

l

k∗

)

x(k∗−1)(1 − x)(l−k∗−1)(k∗ − lx) − q
l∑

k=k∗

(

l

k

)

x(k−1)(1 − x)(l−k−1)(k − lx)

= gx(k∗−1)(1 − x)(l−k∗−1)(k∗ − lx)

{(

l

k∗

)

− q

g

l∑

k=k∗

(

l

k

)(
x

1 − x

)(k−k∗) k − lx

k∗ − lx

}

︸ ︷︷ ︸

,W (x)

= gx(k∗−1)(1 − x)(l−k∗−1)(k∗ − lx)W (x). (A.3)

In the last line of (A.3), whenx ∈ (0, k∗/l), except for the termW (x), all the other

terms are larger than zero. To studyW (x), we have

W ′(x) = −q

g

l∑

k=k∗

(

l

k

){(
x

1 − x

)(k−k∗−1) k − k∗

(1 − x)2

k − lx

k∗ − lx

+
(

x

1 − x

)(k−k∗) l(k − k∗)

(k∗ − lx)2

}

. (A.4)

Sincek ≥ k∗ andx ∈ (0, k∗/l), we haveW ′(x) < 0. We then study the function

value ofW (x) whenx approaches0 andk∗/l, respectively. Sinceq ∈ Γj with

2 ≤ j ≤ N − Nsu − 1, we haveq < g. Then we have

lim
x→0

W (x) =

(

l

k∗

)

− q

g

(

l

k∗

)

k∗ − 0

k∗ − 0
=

(

l

k∗

)(

1 − q

g

)

> 0, (A.5)

lim
x→k∗/l

W (x) =

(

l

k∗

)

−∞ = −∞. (A.6)

Therefore,W (x) = 0 has a single root,̃xf , in the range(0, k∗/l). From (A.3),

x̃f is also the single root off ′(x) = 0. Thus, whenx ∈ (0, x̃f), W (x) > 0, and

f ′(x) > 0. Whenx ∈ (x̃f , k
∗/l), W (x) < 0, andf ′(x) < 0.

Based on the above analysis,f ′(x) = 0 has a single root,̃xf , in the range

(0, k∗/l) (k∗ = j − 1 andl = N − Nsu − 1), andf(x) > 0 whenx ∈ (0, x̃f) and

f(x) < 0 whenx ∈ (x̃f , 1). �



Appendix B

Proof of (3.14)

Proof:

h(x) = g

(

l

k∗

)

[x(1 − ps)]
k∗

[1 − x(1 − ps)]
(l−k∗)

− q
l∑

k=k∗

(

l

k

)

[x(1 − ps)]
k[1 − x(1 − ps)]

(l−k)

= f
(

(1 − ps)x
)

. (B.1)

Proof: h(x) = V̄B(x) − V̄NB(x). Let k∗ = ⌈dw/q⌉ − 1, and we have

h(x) =
l∑

n=k∗

(

l

n

)

(1 − ps)
npl−n

s

(

n

k∗

)

xk∗

(1 − x)n−k∗

g

︸ ︷︷ ︸

,G(x)

−
l∑

n=k∗

(

l

n

)

(1 − ps)
npl−n

s

{
n∑

k=k∗

(

n

k

)

xk(1 − x)(n−k)q

}

︸ ︷︷ ︸

,H(x)

= G(x) − H(x). (B.2)

G(x) = g
l∑

n=k∗

l!

n!(l − n)!
(1 − ps)

npl−n
s

n!

k∗!(n − k∗)!
xk∗

(1 − x)n−k∗

= g
l!

k∗!(l − k∗)!
(1 − ps)

k∗

xk∗
l∑

n=k∗

(l − k∗)!

(n − k∗)!(l − n)!
[(1 − ps)(1 − x)](n−k∗)pl−n

s

m,n−k∗

======= g

(

l

k∗

)

[x(1 − ps)]
k∗

l−k∗

∑

m=0

(l − k∗)!

m!(l − k∗ − m)!
[(1 − ps)(1 − x)]mpl−k∗−m

s
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= g

(

l

k∗

)

[x(1 − ps)]
k∗

[(1 − ps)(1 − x) + ps]
(l−k∗). (B.3)

Similarly,H(x) = q
∑l

k=k∗

{(
l
k

)

[(1 − ps)x]k[(1 − ps)(1 − x) + ps]
(l−k)

}

. Thus,

h(x) = g

(

l

k∗

)

[x(1 − ps)]
k∗

[1 − x(1 − ps)]
(l−k∗)

− q
l∑

k=k∗

(

l

k

)

[(1 − ps)x]k[1 − x(1 − ps)]
(l−k). (B.4)

When comparingh(x) with f(x) in (3.4), it is easy to observe thath(x) = f
(

(1 −

ps)x
)

. �



Appendix C

Proof of Proposition 3.2

Proof: For q ∈ Γj with j ∈ {j, ..., N − Ns}, we first prove that,∂TR

∂x∗ ≥ 0, and

then prove that∂x∗

∂q
≤ 0. Therefore, we have∂TR

∂q
= ∂TR

∂x∗

∂x∗

∂q
≤ 0 andTR is a

non-increasing function ofq.

To prove that∂TR/∂x∗ ≥ 0, we first defineJ(n, x∗)
△
=
∑n

k=⌈dw/q⌉
(

n
k

)

(x∗)k(1 −
x∗)n−k and rewrite (3.16) asTR(x∗|Ns, d

w) =
∑N−Ns

n=0

(
N−Ns

n

)

(1−ps)
np(N−Ns−n)

s J(n, x∗).

The first derivative ofJ(n, x∗) overx∗ is,

∂J(n, x∗)

∂x∗ =
n∑

k=⌈dw/q⌉

(

n

k

)

(x∗)(k−1)(1 − x∗)(n−k−1)(k − nx∗). (C.1)

Similar to (A.2), we can prove that∂J(n, x∗)/∂x∗ ≥ 0 for x∗ ∈ [0, 1]. Therefore,

we have

∂TR

∂x∗ =
N−Ns∑

n=0

(

N − Ns

n

)

(1 − ps)
np(N−Ns−n)

s

∂J(n, x∗)

∂x∗ ≥ 0. (C.2)

We then prove forq ∈ Γj with j ∈ {j, ..., N−Ns}, ∂x∗

∂q
≤ 0. First, if q ∈ ΓN−Ns

(Case 3 in Theorem 3.2),x∗ = 1 for anyq ∈ ΓN−Ns
. Therefore, whenq ∈ ΓN−Ns

,

we have∂x∗/∂q = 0.

If q ∈ Γj with j ∈ {j, ..., N −Ns − 1} (Case 2 in Theorem 3.2), from Theorem

3.2, it can be seen thatx∗ is the non-zero root, denoted̆xh, of h(x) = 0 if x̆h < 1,

andx∗ = 1 otherwise. When the priceq increases withinΓj , k∗ keeps the same,
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and thus,h(x) decreases based on (3.14). From Fig. 3.7 and Fig. 3.8, it can be seen

that, if h(x) decreases, the non-zero root ofh(x) = 0 decreases. Therefore, whenq

increases, the ESSx∗ either keeps atx∗ = 1, or decreases. This means∂x∗/∂q ≤ 0.

�



Appendix D

Proof of Proposition 4.1

Proof: As discussed in Chapter 4.2.2, one-shot deviation of a givenaction policy

means that a user takes a different action rather than the onedefined in the action

policy only for the current response to a request, but still follows the given action

policy in the future responses. Suppose that a user receivesa request at reputation

r and viewv, with the action policyπ, the lifetime utility is defined in (4.14). If the

user takes actiona′
r,v rather thanar,v defined inπ only for response of this request,

but still followsπ in future responses, we have the lifetime utility,

W
a′

r,v ,π
r,v = U

a′
r,v

r,v + ηL
M∑

v′=1

TL(v, v′)
[

(1 − P
a′

r,v

r→1)W
π
min(r+1,R),v′ + P

a′
r,v

r→1W
π
1,v′

]

.(D.1)

Comparing (4.14) and (D.1), one-shot deviation toa′
r,v gives a different expected

short-term utilityU
a′

r,v
r,v and a different reputation transition probabilityP

a′
r,v

r→1. We

then use one-shot deviation principle to prove this proposition.

Assume thatπ is a policy including actiontr + 1 ≤ ar,v ≤ R for r ≥ tr − 1 and

anyv ∈ V. We then exam whether it can resist the one-shot deviation toa′
r,v = tr

or a′
r,v = R + 1. Following the discussion of Chapter 4.2, for a user at viewv

with reputationr ≥ tr − 1, by taking actionar,v, he/she has expected immediate

costCar,v = c
∑R

rj=ar,v
x(rj), while following (4.6), the reputation transits to 1

with probability P
ar,v

r→1 =
∑ar,v−1

rj=tr x(rj). Thus, the expected short-term payoff is

Uar,v
r,v = −c

∑R
rj=ar,v

x(rj) + (1−∑ar,v−1
rj=tr x(rj))Gmin{r+1,R},v +

∑ar,v−1
rj=tr x(rj)G1,v.
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SubstituteUar,v
r,v andP

ar,v

r→1 into (4.14), we can get the lifetime utility

W π
r,v = − c

R∑

rj=ar,v

x(rj) +



1 −
ar,v−1
∑

rj=tr

x(rj)



Gmin{r+1,R},v +
ar,v−1
∑

rj=tr

x(rj)G1,v

+ ηL



1 −
ar,v−1
∑

rj=tr

x(rj)





M∑

v′=1

TL(v, v′)W π
min{r+1,R},v′

+ ηL





ar,v−1
∑

rj=tr

x(rj)





M∑

v′=1

TL(v, v′)W π
1,v′ .

However, by the one-shot deviation toa′
r,v = tr, the expected immediate cost is

Ctr = c
∑R

rj=tr x(rj) and his/her reputation falls to 1 with probabilityP tr
r→1 = 0.

Thus, the expected short-term payoff becomesU tr
r,v = −c

∑R
rj=tr x(rj)+Gmin{r+1,R},v.

Thus, following (D.1), we have

W
a′

r,v=tr ,π
r,v = −c

R∑

rj=tr

x(rj) + Gmin{r+1,R},v + ηL
M∑

v′=1

TL(v, v′)W π
min{r+1,R},v′ .

Similarly, by the one-shot deviation toa′
r,v = R + 1, he/she will help upload with

probability0, which gives zero cost, and his/her reputation falls to 1 with probability

P R+1
r→1 =

∑R
rj=tr x(rj). Thus, the expected short-term payoff isUR+1

r,v = (1 −
∑R

rj=tr x(rj))Gmin{r+1,R},v +
∑R

rj=tr x(rj)G(1, v). Thus, following (D.1), we have

W
a′

r,v=R+1,π
r,v =



1 −
R∑

rj=tr

x(rj)



Gmin{r+1,R},v +
R∑

rj=tr

x(rj)G1,v

+ ηL



1 −
R∑

rj=tr

x(rj)





M∑

v′=1

TL(v, v′)W π
min{r+1,R},v′

+ ηL





R∑

rj=tr

x(rj)





M∑

v′=1

TL(v, v′)W π
1,v′ .

We then compareW π
r,v with W

a′
r,v=tr ,π

r,v andW
a′

r,v=R+1,π
r,v , and observe that

W π
r,v − W

a′
r,v=tr ,π

r,v =
ar,v−1
∑

rj=tr

x(rj)
{

c − Gmin{r+1,R},v + G1,v



− ηL
M∑

v′=1

TL(v, v′)
[

W π
min{r+1,R},v′ − W π

1,v′

] }

. (D.2)

W π
r,v − W

a′
r,v=R,π

r,v = −
R∑

rj=ar,v

x(rj)
{

c − Gmin{r+1,R},v + G1,v

− ηL
M∑

v′=1

TL(v, v′)
[

W π
min{r+1,R},v′ − W π

1,v′

] }

. (D.3)

Thus, we have

R∑

rj=ar,v

x(rj)
[

W π
r,v − W

a′
r,v=tr ,π

r,v

]

= −
ar,v−1
∑

rj=tr

x(rj)
[

W π
r,v − W

a′
r,v=R+1,π

r,v

]

. (D.4)

Given that
∑R

rj=ar,v
x(rj) ≥ 0 and

∑ar,v−1
rj=tr x(rj) ≥ 0, we either haveW π

r,v −
W

a′
r,v=tr ,π

r,v ≤ 0, or haveW π
r,v−W

a′
r,v=R+1,π

r,v ≤ 0. Therefore,π cannot resist the one-

shot deviation to eithera′
r,v = tr or a′

r,v = R+1, and thus cannot be an equilibrium

policy. �



Appendix E

Proof of Proposition 4.2

Proof: This proof takes two steps. We first prove the part on state transition proba-

bilities, and then we proveUa
r,v = Ua

r′,v.

• For any actiona and two states(r, v) and (r′, v) ∈ SR̄,v (r 6= r′), we have

P a
(r,v)→(r′′,v′) = P a

(r′,v)→(r′′,v′) for r′′ < tr−1, and
∑

s∈S
R̄,v′

P a
(r,v)→s =

∑

s∈S
R̄,v′

P a
(r′,v)→s.

We first proveP a
(r,v)→(r′′,v′) = P a

(r′,v)→(r′′,v′) for r′′ < tr − 1. Following the

discussion in Chapter 4.2, the reputation and view transition probabilities are in-

dependent, i.e.,P a
(r,v)→(r′′,v′) = P a

r→r′′T
L(v, v′). Thus, we only need to prove

P a
r→r′′ = P a

r′→r′′ for r′′ < tr − 1. Since the reputationr ≥ tr − 1 can only be

updated to either1 or min{r + 1, R} ∈ R̄, thus, we haveP a
r→r′′ = P a

r′→r′′ = 0 for

2 ≤ r′′ ≤ tr − 2. Furthermore, from (4.6), for a user with reputation no lessthan

tr − 1, the probability that his/her reputation is lowered to 1 depends on the action

a only. Thus, we also haveP a
r→1 = P a

r′→1. Based on the above analysis, we have

P a
(r,v)→(r′′,v′) = P a

(r′,v)→(r′′,v′) for r′′ < tr − 1.

We then prove
∑

s∈S
R̄,v′

P a
(r,v)→s =

∑

s∈S
R̄,v′

P a
(r′,v)→s. Similarly, we also only

need to prove
∑

r′′∈R̄ P a
r→r′′ =

∑

r′′∈R̄ P a
r′→r′′ . Since a reputationr ≥ tr − 1 can

only be updated to either1 or min{r + 1, R} ∈ R̄, thus, we have
∑

r′′∈R̄ P a
r→r′′ =

P a
r→min{r+1,R}. Therefore, we only need to proveP a

r→min{r+1,R} = P a
r′→min{r′+1,R}.

Since we haveP a
r→1 = P a

r′→1, and we also haveP a
r→min{r+1,R} = 1 − P a

r→1 and

P a
r′→min{r′+1,R} = 1−P a

r′→1, thus, we haveP a
r→min{r+1,R} = P a

r′→min{r′+1,R}. Based

on the above analysis, we have
∑

s∈S
R̄,v′

P a
(r,v)→s =

∑

s∈S
R̄,v′

P a
(r′,v)→s.
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• Ua
r,v = Ua

r′,v.

Following (4.13),Ua
r,v = −c

∑R
r=a x(r) + (1− P a

r→1)Gmin(r+1,R),v + P a
r→1G1,v.

First, the probability of helping to upload,
∑R

r=a x(r), depends ona only. Thus, the

same action taken at(r, v) and(r′, v) introduces the same cost. Second, we observe

that Gmin(r+1,R),v = Gmin(r′+1,R),v. This is because users select action only from

{tr, R + 1}. Since we havetr ≤ min(r + 1, R) ≤ R andtr ≤ min(r′ + 1, R) ≤
R, the helpers’ action (eithertr or R + 1) does not differentiate the reputation

min(r + 1, R) from min(r′ + 1, R). Thus,Gmin(r+1,R),v = Gmin(r′+1,R),v. Since we

also haveP a
r→1 = P a

r′→1, it is easy to showUa
r,v = Ua

r′,v. �



Appendix F

Proof of (4.22)

Gr′,v =





R∑

rk=tr−1

x(rk)









M∑

vk=1

v(vk)I[avk
≤ r′]



 gv.

Proof: From the discussion in Chapter 4.2, if the helperk has reputationrk < tr−1,

he/she takes actionR + 1 and does not cooperate. When he/she has reputation

rk ≥ tr − 1, his/her action depends on his/her view only. Thus, we can first rewrite

(4.11) as

Gr′,v =
L∑

l=1

ηl
M∑

v′=1











R∑

rk=tr−1

x(rk)









M∑

vk(t+l)=1

pv′(vk(t + l))I
[

avk(t+l) ≤ r′
]





× P [H1(v
′)]P [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v]

}

,

(F.1)

wherevi(t) andvk(t) are useri and the helperk’s view at timet, respectively. We

then focus on the term
(
∑M

vk(t+l)=1 pv′(vk(t + l))I
[

avk(t+l) ≤ r′
])

, and prove that

the summation is the same for differentv′ in the case with a single anchor view.

Following (4.10), we first have

M∑

vk(t+l)=1

pv′(vk(t + l))I
[

avk(t+l) ≤ r′
]
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=
M∑

vk(t+l)=1

∑

v′′∈Vv′

T(v′′, vk(t + l))
v(v′′)

∑

ṽ∈Vv′
v(ṽ)

I
[

avk(t+l) ≤ r′
]

=
∑

v′′∈Vv′

v(v′′)
∑

ṽ∈Vv′
v(ṽ)





M∑

vk(t+l)=1

T(v′′, vk(t + l))I
[

avk(t+l) ≤ r′
]



 (F.2)

For the term
(
∑M

vk(t+l)=1 T(v′′, vk(t + l))I
[

avk(t+l) ≤ r′
])

in (F.2), following the

discussion in Chapter 4.3, ifv′′ is the anchor view, we haveT(v′′, vk(t + l)) =

v(vk(t + l)), wherev is the steady state view distribution. Thus,





M∑

vk(t+l)=1

T(v′′, vk(t + l))I
[

avk(t+l) ≤ r′
]





=
M∑

vk(t+l)=1

v(vk(t + 1))I[avk(t+l) ≤ r′]. (F.3)

If v′′ is a normal view, for example, a normal view at the left side, the helpk will

only transit to the anchor view with probabilityPa and to each normal view at the

left side normal view set with probability2(1−Pa)
M−1

. Thus, we have





M∑

vk(t+l)=1

T(v′′, vk(t + l))I
[

avk(t+l) ≤ r′
]





=
σ−1∑

vk(t+l)=1

2(1 − Pa)

M − 1
I[avk(t+l) ≤ r′] + PaI[aσ ≤ r′i], (F.4)

whereσ is the anchor view index. Note that the views are symmetric with respect

to the anchor view, and a user at views with symmetric locations should take the

same action, i.e.,a1 = aM , a2 = aM−1,...,aσ−1 = aσ+1. Thus, (F.4) can be written

as





M∑

vk(t+l)=1

T(v′′, vk(t + l))I
[

avk(t+l) ≤ r′
]





=
σ−1∑

vk(t+l)=1

(1 − Pa)

M − 1
I[avk(t+l) ≤ r′] +

M∑

vk(t+l)=σ+1

(1 − Pa)

M − 1
I[avk(t+l) ≤ r′] + PaI[aσ ≤ r′]

=
M∑

vk(t+l)=1

v(vk(t + l))I[avk(t+l) ≤ r′], (F.5)



which is the same as (F.3). The analysis is the same ifv′′ is a normal view in the

right side normal view set. Based on the above analysis, we have

M∑

vk(t+l)=1

pv′(vk(t+l))I
[

avk(t+l) ≤ r′
]

=
M∑

vk(t+l)=1

v(vk(t+l))I
[

avk(t+l) ≤ r′
]

, (F.6)

which is not related tov′. Thus, (F.1) can be rewritten as

Gr′,v =





R∑

rk=tr−1

x(rk)









M∑

vk=1

v(vk)I [avk
≤ r′]





×
L∑

l=1

ηl
M∑

v′=1

P [H1(v
′)] P [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v]

=





R∑

rk=tr−1

x(rk)









M∑

vk=1

v(vk)I [avk
≤ r′]



 gv. (F.7)

wheregv is defined in (4.12).�



Appendix G

Proof of Proposition 4.3

Proof: In this proof, following (4.12), we first let

z(v, l) , ηl
M∑

v′=1

P [H1(v
′)]P [vi(t + l) = v′, vi(t + l − 1) 6∈ Vv′ |vi(t) = v] (G.1)

andgv can be rewritten asgv =
∑L

l=1 z(v, l), wherez(v, l) is the expected gain

received at thelth segment after the view switching from viewv, if helpers always

help. Since the views are symmetric with respect to the anchor view, switching from

views with symmetric positions, users should receive the same gain, i.e.,z(v, l) and

gv are both symmetric with respect to the anchor view (e.g.,z(1, l) = z(M, l) and

g1 = gM ). In this proof, we first show that for alll ≥ 2, z(v, l) is the same for

all v ∈ V. Therefore, forgv of different viewv, the difference is caused byz(v, 1)

(i.e., l = 1). In the second step, we then show that views in the same subset V (or

V̄), the correspondingz(v, 1)’s are approximately the same.

• For l ≥ 2, z(v, l) is the same for allv ∈ V.

Substitute (4.8) in Chapter 4.2 into (G.1), we first rewritez(v, l) (l ≥ 2) as

z(v, l) , ηl
M∑

v′=1

P [H1(v
′)]




∑

v′′ 6∈Vv′

Tl−1(v, v′′)T(v′′, v′)





= ηl
M∑

v′=1

P [H1(v
′)]




∑

v′′ 6∈Vv′

M∑

ṽ=1

T(v, ṽ)Tl−2(ṽ, v′′)T(v′′, v′)




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= η
M∑

ṽ=1

T(v, ṽ)






η(l−1)

M∑

v′=1

P [H1(v
′)]




∑

v′′ 6∈Vv′

Tl−2(ṽ, v′′)T(v′′, v′)











= η
M∑

ṽ=1

T(v, ṽ)z(ṽ, l − 1). (G.2)

Therefore, ifv is the anchor view, we haveT(v, ṽ) = v(ṽ) and thus,

z(σ, l) = η
M∑

ṽ=1

v(ṽ)z(ṽ, l − 1). (G.3)

If v is a normal view, e.g., a normal view in the left side normal view set, after one

segment, a user will only transit to the anchor view with probability Pa and to each

normal view in the left side normal view set with probability2(1−Pa)
M−1

. Thus, we have

z(v, l) =
σ−1∑

ṽ=1

2(1 − Pa)

M − 1
z(ṽ, l − 1) + Paz(σ, l − 1). (G.4)

As discussed earlier,z(ṽ, l−1) is symmetric with respect to the anchor view. There-

fore, (G.4) can be rewritten as,

z(v, l) =
σ−1∑

ṽ=1

(1 − Pa)

M − 1
z(ṽ, l − 1) +

M∑

ṽ=σ+1

(1 − Pa)

M − 1
z(ṽ, l − 1) + Paz(σ, l − 1).(G.5)

which is the same as (G.3) whenv is the anchor view. The analysis is the same if

v is a normal view in the right side normal view set. Thus, forl ≥ 2, z(v, l) is the

same for allv ∈ V.

• For views inV, the correspondingz(v, 1)’s are approximately the same.

With V = {σ − 1, σ, σ + 1}, we first prove thatz(σ, 1) ≈ z(σ − 1, 1). When

l = 1, we first havez(v, 1) = η
∑

v′ 6∈Vv
P [H1(v

′)]T(v, v′). Therefore, we have

z(σ, 1) =η
σ−2∑

v′=1

(1 − Pa)

M − 1
P [H1(v

′)] + η
M∑

v′=σ+2

(1 − Pa)

M − 1
P [H1(v

′)] . (G.6)

Similarly, we also have

z(σ − 1, 1) = η
σ−3∑

v′=1

2(1 − Pa)

M − 1
P [H1(v

′)] . (G.7)



Here,P [H1(v
′)] is the probability of finding a helper to help the view switching to

view v′, which is also symmetric with respect to the anchor view. Thus, (G.7) can

be rewritten as

z(σ − 1, 1) =η
σ−3∑

v′=1

(1 − Pa)

M − 1
P [H1(v

′)] + η
M∑

v′=σ+3

(1 − Pa)

M − 1
P [H1(v

′)] . (G.8)

Therefore, we have

z(σ, 1) − z(σ − 1, 1) =η
(1 − Pa)

M − 1
{P [H1(σ − 2)] + P [H1(σ + 2)]} . (G.9)

Since in this work we consider a high dimension multiview video system, e.g.,

M ≥ 30, 1/(M − 1) approximates to zero, and thus,z(σ, 1) − z(σ − 1, 1) ≈ 0,

and therefore, we havegσ − gσ−1 ≈ 0. Sincegσ−1 = gσ+1, thus, for views inV, the

correspondinggv’s are approximately the same.

• gv ’s are approximately the same for views in̄V . This proof can be done in the

same way as the proof forV, which is omitted.�



Appendix H

Proof of Proposition 4.4

Proof: This proof takes two steps to show that the two conditions of bisimilarity

defined in Definition 4.1 are satisfied.

• The first condition of Definition 4.1 is satisfied, i.e., for any (r, v) and (r, v′)

from Sr,V (or Sr,V̄) with v 6= v′, we have
∑

s∈Sr′,V
P a

(r,v)→s =
∑

s∈Sr′,V
P a

(r,v′)→s and
∑

s∈Sr′,V̄
P a

(r,v)→s =
∑

s∈Sr′,V̄
P a

(r,v′)→s wherer, r′ ∈ {1, 2, ..., tr − 2, R̄}.

From Chapter 4.2, the reputation and view transition probabilities are indepen-

dently. Thus, we have
∑

s∈Sr′,V
P a

(r,v)→s = P a
r→r′

∑

v′′∈V TL(v, v′′) = P a
r→r′(Pa +

2(1−Pa)
M−1

). Similarly, we also have
∑

s∈Sr′,V
P a

(r,v′)→s = P a
r→r′(Pa + 2(1−Pa)

M−1
). There-

fore, we have
∑

s∈Sr′,V
P a

(r,v)→s =
∑

s∈Sr′,V
P a

(r,v′)→s. We can prove
∑

s∈Sr′,V̄
P a

(r,v)→s =
∑

s∈Sr′,V̄
P a

(r,v′)→s in the same way.

• The second condition of Definition 4.1 is satisfied, i.e., forany (r, v) and(r, v′)

from Sr,V (or Sr,V̄) with v 6= v′, we haveUa
r,v = Ua

r,v′ for anya ∈ A.

From the discussion in Chapter 4.2.2.2, when a user has reputationr < tr − 1,

he/she does not help anyone and also no one helps him/her. Thus, we haveUa
r,v =

Ua
r,v′ = 0. When r ≥ tr − 1, the short-term utility can be written asUa

v =

−c
∑R

rj=a x(rj) + (1 − P a
R̄→1)Gmin(r+1,R),v + P a

R̄→1G1,v. First, the probability of

helping to upload depends ona only. Thus, the same action taken at(r, v) and(r, v′)

introduces the same cost. Second, we observe thatGmin(r+1,R),v = Gmin(r+1,R),v′ .

This is because based on (4.22), the only difference betweenGmin(r+1,R),v and

Gmin(r+1,R),v′ is the term ofgv andgv′ . However, sincegv = gv′ for v andv′ from
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the same view setV (or V̄). Thus, we haveGmin(r+1,R),v = Gmin(r+1,R),v′ . We also

haveG1,v = G1,v′ = 0. Based on the above analysis, we haveUa
r,v = Ua

r,v′ . �



Appendix I

Proof of Proposition 4.5

Proof: In this proof, we will exam each given policy one by one. For each policy

π, we first assume that all users use this policy and study the corresponding station-

ary reputation distributionx. Then, following the one-shot deviation principle, we

exam whether a user has incentive to unilaterally deviate toany one-shot deviation.

Note that in the 2-level reputation system, we havetr = 2 (i.e., all users have rep-

utation belonging toR̄ = {1, 2}), andγ = η(tr−1)L = ηL. Substitute them into

(4.23), we have the lifetime utility of policyπ for v ∈ {V, V̄},

W π
v = Uav

v +
[

ηL(1 − P av

R̄→1
) + ηLP av

R̄→1

] [

v(V)W π
V + v(V̄)W π

V̄
]

= Uav

v + ηL
[

v(V)W π
V + v(V̄)W π

V̄
]

. (I.1)

Similarly, with the one-shot deviation toa′
v, the lifetime utility becomes,

W a′
v ,π

v = Ua′
v

v + ηL
[

v(V)W π
V + v(V̄)W π

V̄
]

. (I.2)

Therefore,W π
v − W a′

v,π
v = Uav

v − Ua′
v

v , and we only need to compare the expected

short-term payoffs when exam each policy using the one-shotdeviation principle.

• {aV , aV̄} = {2, 2}: By solving (4.20), we havey = x(2) = 1 andx(1) = 0.

At view v ∈ {V, V̄}, with action2, a user will help upload with probability1.

His/her reputation will be lowered to 1 with probabilityP 2
R̄→1 = 0, and he/she is
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a beneficial user with probability1. Since other users all have reputation no less

thantr −1 = 1, and use the policy{2, 2}, he/she can receive others’ help whenever

he/she needs in the nextL segment, andG2,v = gv. Thus, the expected immediate

payoff isUav=2
v = −c + gv.

As discussed in Chapter 4.2, actiontr = 2 dominates action1, we only need to

exam the one-shot deviation toR + 1 = 3. By taking action3, he/she will help to

upload with probability 0, and his/her reputation falls to 1with probabilityP 3
R̄→1 =

1. Thus, he/she cannot receive others’ help, and the expectedimmediate gain 0.

Therefore, the expected short-term payoff by taking actionR + 1 is Ua′
v=3

v = 0.

CompareUav=2
v andUa′

v=3
v , and we haveUav=2

v − Ua′
v=3

v = gv − c. Given that

gV̄ > gV , if we havegV ≥ c, thenUav=2
v − Ua′

v=3
v ≥ 0 for all v ∈ {V, V̄}, and thus,

{aV , aV̄} = {2, 2} is an equilibrium policy.

• {aV , aV̄} = {3, 2}: Similar to the above analysis, by solving (4.20), we have

y = x(2) = 1
1+v(V)

andx(1) = v(V)
1+v(V)

. We then first exam the one-shot deviation

principle at viewV. By taking actionaV = 3, he/she will help upload with probabil-

ity 0. His/her reputation falls to 1 with probabilityP 3
R̄→1 = 1

1+v(V)
and he/she is a

beneficial user with probabilityv(V)
1+v(V)

. Since other users all have reputation no less

thantr − 1 = 1 and they only cooperate at̄V with probabilityv(V̄), thus, his/her

expected short-term gain isv(V)
1+v(V)

G2,V = v(V)
1+v(V)

v(V̄)gV . Then, his/her expected

short-term payoff isU
aV=3

V = v(V)
1+v(V)

v(V̄)gV .

Since actiontr = 2 dominates action1, we only need to study the one-shot

deviation toa′
V = 2. By taking actiona′

V = 2, he/she will help upload with prob-

ability 1
1+v(V)

. His/her reputation will be lowered to 1 with probabilityP 2
R̄→1 = 0,

and he/she is a beneficial user with probability 1. Thus, he/she will receive the ex-

pected short-term gaingVv(V̄), and his/her expected immediate payoff isU
a′
V

=2

V =

− c
1+v(V)

+ gVv(V̄). CompareU
aV=3

V andU
a′
V

=2

V , and we have

U
aV=3

V − U
a′
V

=2

V =
v(V)

1 + v(V)
gVv(V̄) −

(

− c

1 + v(V)
+ gVv(V̄)

)

=
1

1 + v(V)
(c − gVv(V̄)). (I.3)



Thus, to resist one-shot deviation atV, we should have(c − gVv(V̄)) ≥ 0.

We then exam the one-shot deviation principle at viewV̄. Following a similar

procedure for the analysis at viewV , we can deriveUaV̄=2

V̄ andU
a′

V̄
=3

V̄ , and compare

them as

U
aV̄=2

V̄ − U
a′

V̄
=3

V̄ =
1

1 + v(V)
(gV̄v(V̄) − c). (I.4)

Thus, to resist one-shot deviation atV̄, we should have(gV̄v(V̄) − c) ≥ 0. Thus,

based on the above analysis, only whengV̄v(V̄) ≥ c ≥ gVv(V̄), we have both

U
aV=3

V − U
a′
V

=2

V ≥ 0 andU
aV̄=2

V̄ −U
a′

V̄
=3

V̄ ≥ 0, and{aV , aV̄} = {3, 2} is an equilib-

rium policy.

• {aV , aV̄} = {3, 3}: In this case,y = x(2) = 0.5 andx(1) = 0.5. Since no user

cooperates, no user can gain from others’ help andG2,v = G1,v = 0, while taking

actiontr = 2 and cooperating with beneficial users only introduces a costdue to

helping upload with probability0.5. Thus, using actionR + 1 = 3 and playing

non-cooperatively is a dominant strategy. Therefore,{aV , aV̄} = {3, 3} is always

an equilibrium policy.

• {aV , aV̄} = {2, 3}: This action policy is symmetric with{aV , aV̄} = {3, 2} that

we discussed earlier. Thus, the cost range for{aV , aV̄} = {2, 3} being an equi-

librium policy can be symmetrically written asgVv(V) ≥ c ≥ gV̄v(V). However,

sincegV̄ > gV , this range is empty, and thus,{aV , aV̄} = {2, 3} cannot be an

equilibrium policy.�



Appendix J

Proof of Proposition 4.6

Proof: In Chapter 4.3.1.5, we focus on the proof of (a. In this proof,we prove all

these four statements in this proposition. Thus, similar tothe proof for Proposition

4.5, we first give the general analysis, and then exam each policy one by one using

one-shot deviation principle.

(4.23) first gives the lifetime utility with aggregated views. Similarly, the life-

time utility of a one-shot deviation toa′
v at v ∈ {V, V̄} can be written as

W a′
v,π

v = U
a′

v

V +
[

ηL(1 − P
a′

v

R̄→1) + γP
a′

v

R̄→1

] [

v(V)W π
V + v(V̄)W π

V̄
]

. (J.1)

To compareW π
v with its one-shot deviationW a′

v ,π
v , we have

W π
v − W a′

v,π
v =Uav

V − U
a′

v

V +
[

v(V)W π
V + v(V̄)W π

V̄
]

×
{[

ηL(1 − P av

R̄→1
) + γP av

R̄→1

]

−
[

ηL(1 − P
a′

v

R̄→1
) + γP

a′
v

R̄→1

]}

.(J.2)

Note that (J.2) has the recursive termW π
V andW π

V̄ at the right side, which we should

solve first. Note that (4.23) can be viewed as a linear system,and we can solveW π
V
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andW π
V̄ from it as







W π
V =

U
aV

V
−v(V̄)

[

((1−P
a
V̄

R̄→1
)η−γP

a
V̄

R̄→1
)U

aV

V
−
(

(1−P
aV

R̄→1
)η−γP

aV

R̄→1

)

U
a
V̄

V̄

]

1−((1−P
a
V̄

R̄→1
)η−γP

a
V̄

R̄→1
)v(V̄)−

(

(1−P
aV

R̄→1
)η−γP

aV

R̄→1

)

v(V)
,

W π
V̄ =

U
a
V̄

V̄
+v(V)

[

((1−P
a
V̄

R̄→1
)η−γP

a
V̄

R̄→1
)U

aV

V
−
(

(1−P
aV

R̄→1
)η−γP

aV

R̄→1

)

U
a
V̄

V̄

]

1−((1−P
a
V̄

R̄→1
)η−γP

a
V̄

R̄→1
)v(V̄)−

(

(1−P
aV

R̄→1
)η−γP

aV

R̄→1

)

v(V)
.

(J.3)

We then substitute (J.3) into (J.2) and finish the comparisonof W π
v andW a′

v,π
v . The

above analysis explain the general approach how we exam eachpolicy with one-

shot deviation principle. We then exam each policy one by one. Note that since

actiontr andR + 1 dominate all other actions, we only need to study the one-shot

deviation totr or R + 1.

• {aV , aV̄} = {tr, tr}: By solving (4.20), we first havey = 1 andx(r) = 0 for

1 ≤ r ≤ tr − 1. Therefore, for a user with reputation no less thantr − 1 and at

view v ∈ {V, V̄}, by taking actiontr, he/she will help to upload with probability

1, his/her reputation will be lowered to 1 with probabilityP tr
R̄→1

= 0, and he/she

is a beneficial user with probability 1. Since others are all beneficial users and use

policy {tr, tr}, he/she will always receive others’ help in the nextL segment and

have the expected short-term gaingv. Therefore, his/her expected short-term payoff

by taking actiontr is Uav=tr
v = −c + gv.

We only need to exam the one-shot deviation toa′
v = R + 1. With a′

v = R + 1,

he/she will help to upload with probability0, and his/her reputation falls to 1 with

probabilityP R+1
R̄→1

= 1. Thus, he/she cannot receive others’ help, and the expected

short-term gain is0. Therefore, the expected short-term utility isUa′
v=R+1

v = 0. We

then substituteUav=tr
v , P tr

R̄→1
, Ua′

v=R+1
v andP R+1

R̄→1
into (J.3) and compareWv(π)

andW a′
v,π

v for bothV andV̄. We then have

W π
V̄ − W

a′

V̄
=R+1,π

V̄ =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
+ (gV̄ − gV),

W π
V − W

aV=R+1,π

V =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
. (J.4)

It is easy to observe thatW π
V̄ − W

aV̄=R+1,π

V̄ > W π
V − W

aV=R+1,π

V . Thus, as long



asW π
V − W

aV=R+1,π

V =
(ηL − γ)(gV̄ − gV)v(V̄) − (c − gV)(1 − γ)

1 − ηL
≥ 0, in other

words, c̄1 ,
(ηL − γ)(gV̄ − gV)v(V̄)

1 − γ
+ gV ≥ c, we haveW π

V̄ − W
aV̄=R+1,π

V̄ >

W π
V − W

aV=R+1,π

V ≥ 0, and{aV , aV̄} = {tr, tr} is an equilibrium policy.

• {aV , aV̄} = {R + 1, tr}: We first havey =

√
(1+v(V))2+4(tr−2)v(V)−(1+v(V))

2(tr−2)v(V)
, and

x(r) = 1−y
tr−1

for 1 ≤ r ≤ tr − 1. Therefore, for a user with reputation no less

thantr − 1 and at viewV , by taking actionaV = R + 1, he/she will help upload

with probability 0, and his/her reputation falls to 1 with probability P R+1
R̄→1

= y,

and he is a beneficial user with probability(1 − y). Thus, he/she receives expected

short-term gain(1 − y)Gmin(r+1,R),V . To deriveGmin(r+1,R),V , since other users

only cooperate when they have reputation no less thantr − 1 and are at view̄V,

we haveGmin(r+1,R),V = [y + x(tr − 1)]v(V̄)gV . Thus, his/her expected short-

term payoff isU
aV=R+1

V = (1 − y)gV [y + x(tr − 1)]v(V̄). When he/she is at view

V̄, by taking actionaV̄ = tr defined in the policy, he/she will help upload with

probabilityy and his/her reputation falls to 1 with probabilityP tr
R̄→1

= 0. He/she is

a beneficial user with probability 1. Thus, he/she receives expected short-term gain

Gmin(r+1,R),V = gV̄ [y + x(tr − 1)]v(V̄), and his/her expected short-term payoff is

U
aV̄=tr
V̄ = −yc + gV̄ [y + x(tr − 1)]v(V̄).

Then, for the one-shot deviation at viewV, he/she can only deviate toa′
V = tr.

By taking actiontr, he/she will help to upload with probabilityy and the probability

that his/her reputation falls to 1 isP tr
R̄→1

= 0. Thus, he/she is a beneficial user with

probability 1, and receives expected short-term payoffU
a′
V

=tr

V = −yc + gV [y +

x(tr − 1)]v(V̄). SubstituteU
a′
V

=tr

V , P tr
R̄→1, U

aV=R+1

V andP R+1
R̄→1 into (J.3) and (J.2),

and we compareW π
V andW

a′
V

=tr ,π

V as

W π
V − W

a′
V
=tr ,π

V = y

{

c − [y + x(tr − 1)]v(V̄)DV
1 − ηL + ηLy − yγ

}

, (J.5)

whereDV =
{

v(V̄)(ηL − γ)gV̄ + [1 − γ − (ηL − γ)v(V̄)]gV
}

. Thus, to resist the

one-shot deviation at viewV, we need

{

c − [b + x(tr − 1)]v(V̄)DV
1 − ηL + ηLb − bγ

}

≥ 0.

For the one-shot deviation at view̄V, he/she can only deviate toa′
V̄ = R + 1.



We can compareW π
V̄ andW

a′

V̄
=R+1,π

V̄ following the same procedure, and have

W π
V̄ − W

a′

V̄
=R+1,π

V̄ = y

{

[y + x(tr − 1)]v(V̄)DV̄
1 − ηL + ηLy − yγ

− c

}

, (J.6)

whereDV̄ =
{

[1 − γ − (ηL − γ)v(V)(1 − y)]gV̄ + (ηL − γ)v(V)(1 − y)gV
}

. There-

fore, to resist the one-shot deviation at viewV̄, we need

{

[y + x(tr − 1)]v(V̄)DV̄
1 − ηL + ηLy − yγ

− c

}

≥
0. We then compareDV̄ andDV , and have

DV̄ − DV =
{

(1 − γ) − (ηL − γ)[(1 − y) + yv(V̄)]
}

(gV̄ − gV)

> (ηL − γ)[y − yv(V̄)](gV̄ − gV) > 0. (J.7)

Thus, if we have the costc in the range

[y + x(tr − 1)]v(V̄)DV̄
1 − ηL + ηLy − yγ

≥ c ≥ [y + x(tr − 1)]v(V̄)DV
1 − ηL + ηLy − yγ

, (J.8)

we have bothW π
V − W

a′
V
=tr ,π

V ≥ 0 andW π
V̄ − W

a′

V̄
=R+1,π

V̄ ≥ 0, and therefore,

{aV , aV̄} = {R + 1, tr} is an equilibrium policy.

• {aV , aV̄} = {R + 1, R + 1}: In this case, iftr = 2, we havey = 0.5 and

x(1) = 0.5. If tr ≥ 3, we havey =
√

tr−1−1
tr−2

andx(r) = 1−y
tr−1

for 1 ≤ r ≤ tr − 1.

Similar to the proof of Proposition 4.5c, since no user cooperates, no user can gain

from others’ help andGr,v = 0 for all r andv. However, playing cooperatively

with actiontr only introduces a cost due to helping upload with probability y. Thus,

using actionR+1 and playing non-cooperatively is a dominant strategy, fromwhich

no one will deviate.

• {aV , aV̄} = {tr, R + 1}: This policy is symmetric with the policy{aV , aV̄} =

{R+1, tr} that we discussed earlier. Thus, the cost range for{aV , aV̄} = {tr, R+1}
being an equilibrium policy can be symmetrically written as

[y + x(tr − 1)]v(V)EV
1 − ηL + ηLy − yγ

≥ c ≥ [y + x(tr − 1)]v(V)EV̄
1 − ηL + ηLy − yγ

, (J.9)



where we haveEV =
{

[1 − γ − (ηL − γ)v(V̄)(1 − y)]gV + (ηL − γ)v(V̄)(1 − y)gV̄
}

andEV̄ =
{

v(V)(ηL − γ)gV + [1 − γ − (ηL − γ)v(V)]gV̄
}

. CompareEV andEV̄ ,

and we have

EV̄ − EV =
{

(1 − γ) − (ηL − γ)[(1 − y) + yv(V)]
}

(gV̄ − gV)

> (ηL − γ)[y − yv(V)](gV̄ − gV) > 0. (J.10)

Thus, the cost range in (J.9) is empty, and{aV , aV̄} = {R + 1, tr} is not an equilib-

rium policy.�


