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Abstract

A custom-made Peltier-based thermal device is designedrform miniaturized
bio-molecular reactions in a microfluidic platform for meali diagnostic tests, es-
pecially the polymerase chain reaction for DNA amplificatidhe cascaded two-
stage device is first approximated by multiple local lineadeis whose parameters
are obtained by system identification. A decentralizeda@viity controller is pro-
posed, where two internal model-based PI controllers are idocal stabilizations
and PD and PI controllers are applied during transitionsaeisvely. Couplings and
drift are further reflected into the controllers. Desireshperature tracking perfor-
mance on the transition speed and overshoot is achievedharidasibility of the
Peltier device in a microfluidic platform is further valiédtby the successful ap-
plications of viral detection.

To achieve fast and smooth transition while avoiding turopdrial-and-errors,
a nonlinear model is developed based on the first principlasse parameters are
partially calculated from empirical rules and partiallytelenined by open-loop and
closed-loop experimental data. Two novel nonlinear cdletr®are designed based
on the nonlinear model. The first controller extends the txiptstate feedback lin-
earization technique to a class of nonlinear systems tladfime on both the control
inputs and the square of control inputs (including the Pelliystem). Additional
local high gain controllers are introduced to reduce thadstestate errors due to
parameter uncertainty. The second controller is a timedbasvitching controller
which switches between nonlinear pseudo-PID/ state fesdtzntrollers and local
PI1 controllers. Calculation burden is reduced and stegalg-®rror is minimized
using a PI controller locally, while fast and smooth traiositis achieved by the

nonlinear counterpart. The robustness of the controlleeigied in simulation un-



der worse case scenarios. Both simulation and experimesgalts validated the
effectiveness of the two nonlinear controllers.

The proposed linear/ nonlinear, switching/ non-switchamgtrollers provide
different options for the Peltier-based thermal applmadi The scalability and the
parameter updating capability of the nonlinear contrslfacilitate the extension of

the Peltier device to other microfluidic applications .
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Chapter 1

Introduction

1.1 Motivation of the research

Miniaturization via microfluidic approaches of conventdmolecular biology tech-
niques for disease diagnosis results in a significant remtuof analysis times and
reagent costs, which provides great opportunity for lowt@nd portable medical
device development. Microfluidic devices formed using phtitographic tech-
niques are enabling the miniaturization of conventionalaoalar biology tech-
niques, leading to rapid and low volume implementatiof@®.[In addition, unlike
conventional commercial thermal cycling devices, intégraof multiple biolog-
ical reactions in one microchip is achievable under a migrdit platform by an
elaborate microchip design and fabrication. Furthermibre growing demand for
rapid gene expression and mutation analysis in pharmaeg¢uogisearch has stimu-
lated the development in the field of high throughput anedytinstrumentation and
approachesd9]. Microfluidics is suitable for both coupled-process ansloalor
high-throughput analysis. It is envisaged that microfluidiévices will lend them-
selves to the integration of functionalities necessarnptotable diagnostic devices
and simultaneously for high throughput screening appbaoat 4, 33]. With in-
creased interest in clinical diagnosti@®|3], forensic laboratory testin@?p|, and
population screening2p], instrumentation development surrounding microfluidic
devices is gaining importance in a total analysis systeneldpwment with speed,
specificity, portability and economics being the cruciahsiderations. Numerous

conventional molecular biology procedures have been gddehe microfluidic



platforms e.g. Polymerase Chain Reaction (PC32],[DNA sequencing?] and
diagnostics and prognosis on the genetic basis of the @dis¢ia§.

A multidisciplinary research project is organized hereh@ Alberta Cross Can-
cer Institute (ACCI) for developing portable devices fanidal cancer diagnosis.
As a part of the project, a low cost microfluidic platform faerforming disease
detection is designed and prototyped in the Applied Mimiatation Laboratory
(AML) at the University of Alberta. Figl.1 shows the prototype platform with
its external power source and control box. A complete diagadest is performed
by a set of coupling biochemical processes inside a polyitiyhaloxane (PDMS)/

glass microchip on the Peltier-based thermal device in ticeaftuidic platform.

Figure 1.1: Prototype experimental microfluidic platforrihnits external control
box. Peltier-based thermal device is on the left side, wthiecontrol box including
the micro-controller and other auxiliary circuit board®isthe right side.

The entire microfluidic platform is functionally dividedtmfive groups,

(a) A two-layer microchip with microfabricated channelbambers and wells

for amplification reaction and electrophoresis analysis.



(b) A set of finger-type probes with servo-motors for pumpang valving.
(c) Athermal device made of two-stage Peltier modules ferrttal cycling.

(d) A group of circuit boards with a micro-controller, andhet A/D and D/A IC

chips interfacing the controller with the Peltier device.

(e) A Human Machine Interface (HMI) for operators to sendrapieg instruc-

tions and record measurement data.

Various designs of microchips have been proposed in theltitees and have
been customized to the specific molecular biological tedttaermal heating de-
vice. The particular design of the microchip in our platfousing Peltier-based
thermal device for DNA amplification is composed of a gladssstate irreversibly
bonded to a thin layer of a flexible sheet of polydimethybsiioe (PDMS) 8].
The features of the microchip are a pair-o2.5:L wells (sample and waste), a
central enclosed reaction chamberpB0wide and 14m deep channels connect-
ing the sample/waste wells to the reaction well (Fig2). By choosing a mal-
leable PDMS top layer, external forces can easily be applieform the micro-
structures shaped into the PDMS, which help to implemegrgi@ted pumping and

valving of reaction solutionsl].

microfluidic channels

loading/unloading
open access ports

- o) |
Glags —— "_o“'

PCR close chamber
and incorporated
diaphragm pump

Figure 1.2: Schematic diagram of a hybrid PDMS/glass 34GR microchip con-
sisting of an enclosed hollow chamber molded into the PDMEadher loading and
unloading ports flanking the PCR chamber.



The cascaded Peltier-based thermal device is composedoo$itwle-stage,
square shape, Bismuth Telluride {Be;)-based Peltier modules, a few interfacing
high-purity copper plates, and three thermocouples. Hgathd cooling actions
are controlled by the two separated voltage inputs to theRelter modules. The
entire thermal device is enclosed inside a polymethylnmgtate (PMMA) frame
and supported by a large heat sink made of pure copper.

Six finger type probes are held by a horizontal beam placedpoftthe chip
holder and are driven by a series of Hitec HS-300 servo-msdtoanchor the chip
position and perform pumping and valving. The vertical motdf each finger
probe is controlled by a microprocessor board that sendaugi®ns to the mo-
tors. Integrated diaphragm pumping and pinch-off valviechhiques are adopted
here using the finger probes and the two layer PDMS/glasootigu, which are
the key elements of a robust fluidic control system that iable for PCR genetic
amplification and capable of repeated cycles of sample hgadhd unloading in
an automated fashion. The valving system takes advantafe afalleable PDMS
layer design and applies constant valving pressure to aneharnthout direct con-
tact with the PCR reaction mixture. Valving is realized bylkgmg enough pres-
sure to a localized region of the PMDS layer to compress avskdhe inflow and
outflow channels of the reaction reservoir. Ultimatelystapproach can facilitate
the integration of the PCR process with other portions of erofiuidic analysis
platform. Details of the pumping and valving designs andgittgramming of the
control sequences of the servo-motors are elaboratéslj37].

The thermal management component in this platform proviesise and ef-
ficient thermal tracking performance for different moleaubio-reactions, such as
Polymerase Chain Reaction (PCR). The accuracy of the teryertracking per-
formance will govern the reaction efficiency (activity ofzgme for reaction), while
the speed of thermal cycles will dominate the overall r@actime. Although there
are off-the-shelf PID controller structure IC chipkZ] and other manufacturer-
provided thermal control box available for single-stagéi®emodules, the cov-
ered temperature range for a single module will be reallgdgabout 70°C) and

the modules are not operated at high thermal efficiency regidlultiple-stage



Peltier modules are preferred to reduce the operating rahgadividual Peltier

module and the transition time (smaller range leads to ffasdasition), and im-
prove the thermal efficiency (usually achieved around 30HDwever, there are
very few controllers with multiple inputs available in ingtey and usually end-
users have to design dedicated controllers for custom-matdte input-multi-stage
Peltier-modules. In this thesis, we focus on developing eibdsed multi-input
controllers of Peltier-based thermal devices for variosrbolecular reactions in

microfluidic platforms, especially to achieve fast and &fit PCR amplification.

1.2 Thermal requirement of PCR

As a key procedure for successful disease diagnosis, DNAif@apon through
PCR test is central since the DNA concentration in patiesdasiples is relatively
low. In a typical PCR operation, usually 30-40 temperaty@des of DNA am-
plification are required, after each cycle the focused DNgnsent will be ideally
doubled. In a single PCR temperature cycle, there inclukdesetbio-molecular

steps:

(a) Denaturation: Involves melting of the double stranded DNA to form two
single strands of DNA. The temperature is typically as higB296°C. Strict
temperature range (abati°C) is necessary. If temperature is under 93°C,
DNA may not denature efficiently, while temperature abov&®mhay cause

boiling of the sample or destruction of enzymes.

(b) Annealing: Binding of the primers (short fragments of DNA) to a spedific
cation on each denatured DNA strand. This occurs in the teatyre range
45-65°C. The optimal temperature for this step is seleciveé depends on
the particular sequence of DNA primer, as primers idealhdlonly to com-
plementary sequence. In a temperature range witiifC around the op-
timal temperature for a specific DNA sequence, the correcADitch is
achieved. Large temperature errors away from the set-pwgtcause incor-

rect sequences to be amplified or other failures.



(c) Extension The primers are enzymatically extended to form the complem
tary strand of DNA typically at 68-74°C. For this step, thdiopl tempera-
ture depends on the specific optimal temperature for thereatig activity.
Approximately+1°C around 72°C is an acceptable range within which the

reaction efficiency is retained.

Transitions between these temperature zones must ocadiyrepreduce the over-
all processing time and each set-point must be confined mihiight bound to
improve the activity of the Tag polymerase (enzyme necgsearPCR). In ad-
dition, thermal constraints imposed by PCRs are stringarth a thermal system
developed for PCR is readily usable for other sensitivedhiemical tests. Both the
physical configurations of the thermal device and the digitatroller designs will
be crucial for the success of these microfluidics-baseddediagnostic applica-

tions.

1.3 Thermal device selection

Numerous commercial systems conventionally used in teeskfences (e.g. Ap-
plied Biosystems{], Bio-Rad [8], Eppendorf LQ]) are currently available for (non-
microchip based) large volume PCR temperature cycling. év&w no analysis
capabilities are provided, hence, the resulting PCR méxtwreds to be manually
transferred onto other equipment for analysis. Additideatures like integration
with other upstream processes like sample preparation @awd-dtream processes
like analyte separation (detection) are also not intedrateany of the commer-
cial systems. Unlike conventional commercial thermal igetevices, integration
of multiple biological reactions in one microchip is actaele in a microfluidic
platform using an elaborate microchip design and fabocatiMany sequential
PCR-CE microchips have been reportéd|[ which will have a few extra physical
designs and temperature profile requirements on the heatdgle in the microflu-
idic platform.

Various thermal heating methods have been developed faofhitlics-based

PCR application, referenc&3] is a recent review on different techniques used in



PCR microfluidic devices. Broadly, on the basis of the posibf the fluid being
heated, thermal cycling could be performed by two approachee is the station-
ary approach where the fluid is stationary and the temperafihe heater is chang-
ing [28,43,64]. The other one is a continuous-flow amplification approachhich
the reaction mixture is pumped continuously through the almid flows repeatedly
through fixed temperature zones where multiple heaterssae to maintain differ-
ent temperatures at different locatio38[52, 22]. In the continuous flow-through
approach, often large cycle numbers are required, therdetation of the time
span for each cycle is difficult and the device is relativeffiallt to integrate with
other analytical processes. Based on the considerationeo$itnplicity and the
applicability for multiple function integration, statiary PCR heating approach is
preferred and employed in our platform. Depending on whetieeheating module
has direct contact with the microchip or not, these methatisatso be divided in
two groups: contact mode methods and non-contact mode det@mntact mode
methods using Peltier modules are reporte®#40], while contact mode methods
using patterned thin-film resistive heaters are reportgd2m30, 53, 33]. Applica-
tions of non-contact methods include infrared radiatid®) (I23], laser-mediated
heating B8 and microwave heatingop, 61]. However, the non-contact heating
sources may require higher external power inputs and mairiedl in the appli-
cation range. Considering the relative large volume of gaetion solution (due to
low DNA concentration in the solution from patients’ urirengple), contact mode
methods are adopted in our design. In the AML at the UniwerHitAlberta, con-
tact mode stationary heating methods are preferred, bdiilePeased heating and
embedded thin-film heater-based heating are studied anotyped.

Peltier module, also known as thermoelectric module (TEM widely used
device for localized heat pump or power generation. Duesarball size, light
weight, high precision, and combined heating and coolinlitias in one module,
the use of Peltier device is found in various applicationshsas biochemical re-
action in microfluidic devices37, 34,50], thermal energy sensors such as infrared
detectors and cryogenic heat flux sengwoi],| thermal modules for laser diodes,

charge-coupled device®T], refractometers?], and cooling stage for scanning



electron microscope9d]. Due to the relatively low-cost, the simplicity to setup,
and the capability of active cooling (often important irel$cience applications),
Peltier modules are widely used in both conventional PCResys and microflu-
idic implementations. In addition, having a Peltier-bakedting device separated
from the microfluidic chip (as opposed to integrated withie thip such as re-
sistive thin film elements-based heating), the microfattion of the microfluidic
chip could be largely simplified, resulting in significantgduced cost per chip and
thus the cost of the diagnostic test itself - this is centoati¢veloping low-cost
microfluidic tests. Several microchip PCR demonstratiogsingithe Peltier mod-
ules as the thermal device were reported and summarizé&djinip the AML lab,
Peltier-based heating system is first studied and desigraalyrconsidering the
simplicity in the micro-fabrication of the microchip ancettower cost compared to
the thin-film heaters. In this thesis, the research work esistng on Peltier-based

thermal system and the corresponding controller designs.

1.4 Physical design of the Peltier-based thermal de-
vice

Most Peltier-based PCR applications have made use of sesstagie module with
either one-side or two-side sandwich type heating conftgura Although some
single-stage Peltier modules have the ability to work oviarge temperature dif-
ferential requiredAT > 70°C), the Peltier module does not operate at its optimal
thermal efficiency, and large reference point changes lysteajuire longer tran-
sition time. To overcome these issues, multi-stage Pettmtules are used to re-
duce the temperature differential covered by individuades, and also to allow the
Peltier modules to operate at higher efficiencies. Offghel multi-stage modules
have only one input available, wherein each Peltier modumetions in the same
thermal flux direction. Custom-made multi-input-multage designs have been
earlier reported ing5], with the intention to utilize more control inputs to achée
faster temperature transitions and smaller tracking errétere, a custom-made

two-stage Peltier device with multiple inputs is designed &uilt in the AML,



which has a component cost of only up to 150 CAD (approximnyait&t5-1/50 price
of the commercial thermal cyclers). And we intend to achiemaparable thermal
tracking performance to commercial thermal cyclers in tetransition speed and
error bounds using advanced controller designs.

The two-stage Peltier module arrangement in a cascade ramntemposed of
five horizontal layers: a chip holder composed of two coppateg with an em-
bedded temperature sensor, a top Peltier module, an indeataeopper plate with
another temperature sensor, a bottom Peltier, and a lanfjgne copper plate as a
heat sink with a temperature sensor (Fig3). High purity copper plates are used
to enhance the heat transfer, to maintain temperatureramtipacross the Peltier
surfaces, and to provide the physical housing for the thieseresors. Four bolts are
used to support the heat sink to increase the surface aredr foonvection. This
configuration of two stage Peltiers is set up to enhance therial efficiency of

each Peltier with reduced operating temperature diffeaknt

. . Temperature
Microchip [ ) ] sensors
_—
—
= |
Peltier 1 N P N O N P
Peltier 2 I L (e NP | e N || P

L HEAT SINK J

Figure 1.3: Schematic representation of the cascade sfde&ltier modules and
copper plates along with embedded temperature sensors.

A Peltier module consists of multiple N-type/P-type semuboactor material-
made couples which are thermally connected in parallel dectrenically con-
nected in series. Fid..4 shows a schematic diagram of a Peltier module with four
N/P couples which are mounted between two ceramic substrdtee substrates
serve to hold the overall structure together mechanicalty ta insulate the indi-

vidual elements electrically from one another and from mekemounting surfaces.
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N-type material is doped so that it will have an excess oftedes (more electrons
than needed to complete a perfect molecular lattice strejcand P-type material
is doped so that it will have a deficiency of electrons (fewecteons than are nec-
essary to complete a perfect lattice structure). The ekdcrens in the N material
and the "holes” resulting from the deficiency of electronshie P material are the

carriers which move the heat energy through the thermaeleuntterial [L4].

Copper Plate

| Ceramic Substrate |

I Y I Y I Y I Y
N P N P N P N P
—eho LA LA LA

Ceramic Substrate

Copper Plate

(D Vin G}

Figure 1.4: Schematic diagram of the configurations of alsifgltier module
including four N-type/P-type couples. When an externatage is applied, heat
moves through the module in one direction according to tha sif the voltage
while the electrical current moves back and forth alterdyabetween the top and
bottom substrates through each N and P element.

Peltier modules from FerroTec (9500/127/085B) are chaseni device. Three
temperature sensors from National Semiconductor (LM56)cannected to A/D
converters from Texas Instruments (TLC2543). Numericabpivag between the
temperature within the chamber of a PCR chip and the temperaif the chip
holder is estimated by finite element analyd3][ A PIC micro-controller from
Microchip Technology Inc. (PIC18F458) generates digitattcol signals for the
Peltier modules, whose digital control outputs are fed anti-bit D/A converter
from Linear Technology Corp. (LTC1590) to drive maximuti(OV bi-polar power
amplifiers for the voltage inputs to the Peltiers. The dstaflthe actuator design
will be discussed later in Chapt@r Data recording and external human-machine

interfacing are provided through a computer using an RS28alsonnection.
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1.5 Controller designs for Peltier-based thermal de-
vices

For single-stage Peltier-based device in temperaturdaggu/tracking, linear PI1D
controllers or switching PID controllers are commonly usle to their simplici-
ties in both design and implementati@v[56]. Such controllers are also available
in off-the-shelf IC chips (e.g. IC Module MAX1978/MAX19797%]). For Peltier-
based devices with multiple inputs, the design is more caadd as there are
strong couplings between Peltier modules during extrenagirigécooling transi-
tions and the system is nonlinear. For some two-stage Pbliged device devel-
oped for microfluidic application in the literatur9], conventional single-input-
single-output (SISO) model-based PID controllers are usadlecentralized frame-
work. Separated linear controllers are applied to eachePelithout considering
the coupling, in which the bottom Peltier is assumed to bentaaied at a constant
temperature while the top Peltier is controlled by a SISO etdshised controller.
However, without incorporating the coupling effects in te@ntroller design, the
performance in transition is not carefully controlled antensive tuning of PID
parameters are required.

To reduce the tuning effort and include the coupling and rotloalinear char-
acteristics of the Peltier module into the controller, nplé-input-multi-output
(MIMO) models are considered. Due to the limited time to haveasible thermal
device available for disease diagnostic tests in our egshietotype development,
linear system modeling and controller techniques are udddee local MIMO
models are developed using the temperature differenceedivi sides of a Peltier
module as the output. The model parameters around the tatgmints are ob-
tained by linear system identification. Using the localéinmodel, internal model
control (IMC)-based PID controllers are designed for lost@bilizations, while
interpolations of local controllers combined with counteupling elements are ap-
plied during transitions. Mixed state/ time-based switghiules are introduced to
set different controllers for the PCR cycling, while a fewksup tables of parame-

ter resetting values are used to reflect coupling and othdinsar characteristics
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in the switching setting. This switching decentralizedtcolter was simulated and
tuned in simulation and further implemented in the microtcoller. The exper-
imental results achieved faster transitions and smallershoots than the earlier
SISO model-based desighy. The effectiveness of the thermal device for PCR
cycling in our microfluidic platform is further validated lije successful applica-
tion of amplification of some viral DNA sample from patientsine sample35)].
The details of the linear model formulation, the system itfieation method, and
the switching linear MIMO model-based design are illugtdan Part | of this the-
Sis.

Linear model-based controller designs have certain liiita when applied to
the Peltier-based device. To obtain fast transitions ubimegar controllers, usu-
ally higher gains to generate large control signals aregdesi which on the other
hands may lead to large overshoots and subsequent oscifiatt the end of each
step change. Large overshoots in temperature are undedaadause they can re-
duce the activity of the Taq polymerase (enzyme necessaBG&) and while the
subsequent oscillations will extend the settling time stfarcing the designer to
suppress oscillations by using slow transitions. Slowditéons, on the other hand,
are also undesirable since they increase the overall test thus defying the goal
of rapid microfluidics-based medical diagnostics. Thamfachieving the trade-
off between the opposing constraints on overshoot anditiamsime based on
linear models will be difficult and may require intensiveitumby trial-and-errors.
In addition, slowing temperature increasing (or creepofghe heat sink and other
nonlinear phenomena of the Peltier device are not accodotea the linear mod-
els. Other techniques such as look-up tables may be requinezh will increase
the tuning effort. Furthermore, linear controllers areigiesd based on linear mod-
els identified at specific operating regions. When the settphanges, the same
controller parameters may not achieve the desired perficenand new system
identifications may be required, which will hinder the exgiems of the Peltier-
device to other temperature settings. To overcome thesasditt limitations, we
consider to develop a theoretical model for the two-stageeRrdased device and

design nonlinear model-based controllers to improve #ugsition performance and
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reduce the tuning efforts.

To the best of the author’s knowledge, there is no nonlineadehof multi-
stage Peltier devices available for controller design.dbeying a nonlinear model
will be crucial for the feasibility of nonlinear model-bakeontroller design. The
thermoelectric phenomena of individual Peltier moduled te thermodynamics
of the interfacing materials in equilibrium are studiedj amonlinear MIMO state-
space model for our two-input-two-stage Peltier devicesigetbped by first princi-
ples 31]. In this nonlinear model formulation some model paransetee tempera-
ture (state)-dependent. Mathematical functions from rfearturer’s specifications
and empirical rules are used to calculate these temperdgrendent parameters.
Some model simplifications and parameter approximatioaedlather applied to
some parts of the nonlinear dynamics for the conveniencetiminodel simulation
and controller designs. Open-loop and closed-loop exparisare used to obtain
model parameters and the comparisons of the model outpdttharexperimental
data validate the effectiveness of the nonlinear model.

The developed model of the Peltier device is not affine onrogrinstead the
model is affine on botlhy andw?. Various nonlinear controllers designed for non-
linear affine on control system cannot be directly appliethis type of system.
However, this model is in strict feedback form, which can betiplly decoupled.
Therefore, the MIMO controller design problem can be tranmsed to a few se-
guential SISO designs. Through the changing of variablehercontrol signal of
each SISO sub-system, a nonlinear sequential design isggdpvhich extends the
conventional input-to-state feedback linearization rmodtlo a class of nonlinear
systems that is not only affine anbut also affine on2. An equivalent algorithm
to the feedback linearization controller is also develogedugh the Lyapunov
stability theory to analyze the parameter variation ran@sulation results show
improved transition performance with faster settling tamel much smaller temper-
ature variation range than the switching decentralizedd@iroller design in35].
No discernable overshoot and steady-state errors arevelolsierthe top Peltier af-
ter each temperature transition, however, small steaatg-strors are observed in

the bottom Peltier. The possible parameter deviation $e&ed calculated and the
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effects on the closed-loop performance due to model pamrdeviations are stud-

ied in simulation. A local high gain proportional contralle proposed to be added
on the feedback linearization-based controller to redheesteady-state errors due
to parameter mismatche3]].

To further reduce the online calculation burden at localaregiand utilize in-
tegral control to minimize steady-state errors, a mixedavimg nonlinear/linear
controller is formulated31]. At first, a pseudo-PID type nonlinear controller is
developed, which is composed of a state feedback part, adrias and an extra
derivative part for the top Peltier. A Lyapunov function imed is used to develop a
parameter algorithm for this controller. Then the paramsedé¢ the nonlinear con-
troller at some pre-determined switching times are fixedws®tl as the parameters
of local Pl/state feedback controllers. Under this switghstrategy, steady-state
errors can be eliminated with the integral control in an idaae, while online cal-
culations of the nonlinear algorithm can be replaced withpde Pl algorithm with
fixed parameters at local regions. Simulated closed-logpase using this switch-
ing controller achieved the desired performance with minéd steady-state error
and improved transition performance. Closed-loop sinmatwith model para-
meter deviations are also performed. Simulation resultdat@d the robustness of
the design.

These two nonlinear model-based controllers are both imgteed in our mi-
crofluidic platform for PCR applications. Fast and smoo#nsitions with small
overshoots are achieved in the top Peltier, and much smat&tion range is ob-
served in the bottom Peltier (reduced frarb°C to+2°C), thus facilitating smooth
transitions. Oscillations that appeared when using a fiféB design are elim-
inated, thus reducing the settling time of the top Peltier8630 seconds (using
+0.5°C as the criteria for calculating the settling time)dReed settling time leads
to faster transition, which will further reduce the overakction time. Also smaller
variation ranges are obtained around the set-points,firerachieving better reac-

tion results.
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1.6 Summary

In this thesis, a custom-made two-stage Peltier-base tieenice is developedin a
microfluidic platform for disease diagnostic tests. Themfacus here is to model
the device and design controllers to achieve fast tramsdiod precise tempera-
ture regulation, thus facilitating rapid and low-cost dise detection. In practical
applications, both the linear model-based switching adietrs and the nonlinear
switching/ non-switching controllers can be used for PCRIling depending on
the different design and performance requirements. Tleatinontroller is easy to
design and implement but usually will have larger overstamat more oscillation.
Intensive trial-and-error tuning effort may be requiredhié desired performance
requirement is stringent. Furthermore, linear model-basmtrollers are tuned for
specific operating point. If the temperature reference ghannew model identifi-
cations and controller parameter calculations may be requOn the contrary, the
two nonlinear controllers utilize the nonlinear model imf@tion and therefore can
achieve better transition performance while minimizing thning effort. These
two controllers can be also used for other reference trgcipplications beyond
PCR without further tuning or re-modeling. Therefore, mo@ar controllers are
preferred if the device is used for different thermal apgians.

The rest of the thesis will be organized into two parts. Partludes the linear
system formulation, the identification-based modelingtedinear switching con-
troller design. The theoretical modeling and the two nadirmodel-based designs

are illustrated in Part Il followed by the conclusions in tast chapter.

15



Part |

System identification-based modeling
and linear switching controller
design
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Chapter 2

System identification-based modeling

As mentioned in the introduction, to obtain an effectivetcolter for PCR cycling
in the cancer diagnostic project in limited time, we inltyadonsidered linear system
modeling and attempt to obtain multiple linear multi-inpoulti-output (MIMO)

models for controller designs.

2.1 System formulation

Due to the existence of the strong thermal couplings betwleetwo Peltiers dur-
ing transitions, a MIMO system formulation is preferred 08¢SO model formu-
lations to better describe the interactions between @iffesub-systems. For the
current two-stage setting, it is intuitive to choose thefere temperatures of the
Peltier modules as the state variables (here the tempesatifirthe three copper
plates in contact with the Peltier surfaces are used assgpimgne exists no temper-
ature difference between the copper plate and the Peltitacg). While either the
current inputs or the voltage inputs to the Peltier modudeste chosen as the input
variables depending the circuit design. Many thermodleptoperties such as the
Joule heat have direct relations with the current flows or the gatdifferential.
These relations are usually nonlinear. Furthermore a fésrdhermal properties
such as thermal conductance or thermal resistance areneanliunctions of the
temperatures. These parameters will vary as the tempesatinange during the

transitions. Therefore, the Peltier-based device is neali in general. A state
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space model of the system can be formulated in the followongnf

i = f(r,u,0(z),d), rv€R, ucR Ox)eR deR (21)

Here the state;, i = 1,2, 3 and the output;, i = 1, 2, 3 represent the actual and
the measured temperatures of three copper plates from tbpttom, the differ-
ence between; andy; is the noise term denoted by, i = 1,2,3. u;, i = 1,2
represents the input of the top or the bottom Peltier moduig the ambient tem-
perature in the vicinity of the heat sink, afd:) contains all of those temperature-
dependent parameters which include SeebeckoefficientS,,, the module ther-
mal conductancés,,;, and the module thermal resistanBg;. According to the
Seebecleffect, aSeebeckoltage will appear between the two surfaces when there
exists a temperature difference which will counteract tkiemmal voltage input
and thus affecting the heat flow. The ratio betweenSkebeckoltage and the
temperature difference is ti&eebeckoefficient whose value is a function of the
temperatures. The other two module paramei€ysand R, will affect the heat
flow through the conduction and the heat generation throbghldule heating,
which however are also functions of the temperatures. Toexefor the two-
stage devicé(x) includes six state-dependent elements and can be forrdidate
O(x) = [SMl, K, Ry Swvzy Ko, RMz]T-

In the actuator implementation, the digital control sigizatonverted into a
voltage signal which is fed as the input of bi-polar power &figps to generate the
voltage output to drive the Peltier-module (F&j1). In the electric circuit schemat-
ics, the inputV, = —V,.., 2% whereD,, is the digital control input to a 12-bit

ref 2095
D/A converter in the range [0,4095]. The input voltage to sleeond op-amp is

(fégg — 0.5)V,.s. The Darlington NPN and PNP power transistor pair works as
a voltage follower and provides electric current to drive Beltier. The load re-
sistance is the Peltier resistanBg, which is connected to the ground through a
current sensing resistd®cs. The relative voltagé/,,; can be approximated by

(24%'9% — 1)V,ef — Vi — Vg. Therefore the external voltage over the Peliigr

and the current flow through the Peltigy can also be approximately calculated as
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Figure 2.1: Schematic diagram of the power amplifier cirémitone channel of
actuator.V;, is the scaled DAC output which is further amplified and shiiftego a
range betweeg: V..

follows:
Din
VL ~ (24095 - I)Mﬂef - 2‘/r — VBE
Din

WhenD;,, is applying some voltage to the Peltier, heat will be germetale to the
Peltier effect which causes the temperature difference betweetwiheurfaces of
a Peltier module. The existence of a temperature differbeteeen the two sur-
face will cause the generation of an electric potentialagst(theSeebeckoltage)
within the Peltier, which counteracts the external volt&gend reduce the current
follow ;. Therefore, the actual voltage over the Peltier or the otifitew through
the Peltier will slowly change as the temperature diffeeecltanges until reaching
a new balance point. The relation betweenithgand thel;, or I, is varying. Fur-
thermore, due to the temperature-dependent property aetistance of?;, the
relation betweerd;, andV/, is also nonlinear. Choosing, or V7, as the inputs will
not simplify the system dynamics. Here, we choose to use ritralothe voltage
due to the consideration on the circuit implementation.

The specifications of the Peltier module (9500/127/85B frerroTec) used in
our device s listed in Tabl2.1[11]. In our design, the maximum/minimum current

input is£6.5A and the maximum/minimum voltage inputid.0V, which are both
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Table 2.1: Specifications of Peltier module (9500/127/8&8]),,,=50°C [L1]

Parameter | Description Value
Loz (A) Maximum input current af).=0 andAT=AT,, .. 8.50
Vinaz (V) Maximum DC input voltage a®).=0 and! = I,,,,. 17.50

AT,,...(°C) | Maximum temperature differential §.=0 and/ = I,,,,,, | 72.00
Qemaz(Watt) | Maximum heat pump capacity at= /,,,,. andAT=0 80.00

inside the operating boundary of the Peltier module. Theimam temperature
differential recorded on each Peltier during PCR thermalioyg is about 38°C,
which is almost half of the maximum differential and highleermal efficiency is
achieved at this temperature differential level for thitiBemodule. Therefore the
current two-stage setting can achieve higher thermal efftgi in PCR application
ideally if the controller can tracking the reference clgsel

Although the system dynamics is nonlinear, and the reldigiween the digital
control input and the voltage input is also varying, thelistssome equivalent points
for each control input (the system is stabilizable). Usualkide a small region
around an equivalent point, nonlinear systems can be appabed by local linear

models. Therefore, we considered to study the local modelesystem.

2.2 Multiple model formulation

Multi-model approximations of the nonlinear system are swnly used in con-
troller design, different model approximations such as Takagi-Sugeno fuzzy
model approximationd7,5] and linear parameter varying (LPV) syste62[63,16]
can be found in the literature. Usually in the T-S fuzzy moalethe LPV model
formulation, the system is assumed to be operated in a cqyigxope, and the
model inside the polytope can be interpolated using thatineodels at the bound-
ary vertexes. Stability can be guaranteed if the systensidéthe convex polytope.
Other groups considered multiple models along the nontaahsajectory 46,48].
Two adjacent local models share some common domains therfe system can
transit from one model to another through the common dontaawever, the sta-
bility of the this general multiple model system followingrajectory is difficult

to prove. Some researchers studied the input-output gyaibblem of multiple
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model systems over a stable motion and proposed to desigrotters based on
control-Lyapunov functions46,48).

According to the PCR cycling requirements, our Peltiereloladevice will op-
erate between three stable equilibrium points and thresitians. It is intuitive to
use the three operating points as the equilibrium pointsefdcal models. For the
transition regions, initially we consider to find the efigetrange of each model
and use some weighted average of two adjacent models toxaparte the transi-
tion. However, the derivatives of the temperature shoulddsesidered in the state
to differentiate the heating and cooling regions (same &atpre region but dif-
ferent derivative values), the weighted average apprakamavill be challenging.
Since PCR cycling expects fast and smooth transition, lyseglireme control ac-
tions will be preferred at most of the transition time, sushbang-bang control
(control values set at either the maximum or the minimum).nt@dler designs
will be focusing on the short time span at the end of the ttenmsfor smooth tran-
sition. Therefore, models at the local regions can still biezad for controller
design during the transition (larger control values wilthencated by the hardware
limitation).

Focusing on the system operating in close vicinity of eachlloperating point
(zss, Uss, dss), the nonlinear function of parametéfr) in Eqn. @.1) can be treated
as a constant vector in each local region. Therefore, thesydynamics function
f(z,u,d,0(x)) can be linearized locally ideally. Here,is the digital signalD,,.
The actual relation betweén and D;,, is included into the nonlinear dynamics. If
D;, is far away from the value that is corresponding to zero gatdhe relation
betweenD,,, andV can be approximated by some linear functiovas aD;,, + b.
The slope: is not constant and the tertns close to the boundary of the small dead
zone due to the existence df . of the Darlington power amplifiers and the voltage
drop over the current sensing resistor This could happen during the 60°C region
whenV is close to zero. Additional attentions are required fos tiegion.

Without the explicit expression of the system dynamic fiorclf, the feasibil-
ity and the modeling accuracy of linear model approximatian not be known

in prior. Black-box system identification methods are considereobtain local
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Figure 2.2: Open-loop responses at 72°C region with a stdrRRS input applied
to the top Peltier : (a) are the temperatures of the top sidée dwo Peltier modules
y1 andys; (b) is the heat-sink temperatugg; (c) is the plot of the temperature
difference between the top and the bottom Peltier< 1,); (d) is the plot of the
temperature difference between the bottom Peltier andehedink {, — 5).

model information. Here, input/output models are chosesystem identification
where the measurement noises are neglegted (z, n = 0). Three operating
points (yss, uss) are determined from experimental data. Herg,is actually not
constant which is due to the slowing rising heat sink temjpegaover the time. The
usss Will decrease due to the increasing However, since the variation g is rel-
atively slow compared to the change of the PCR referencestanty; is assumed
and so is theu,,,. For each operating points, RBS tests With,, + du, usss)

and (uqss, ugss + dug) are applied separately. The open-loop responses with the
RBS input applied oni;,, around 72°C region are shown in Fig.2(a) and (b).
Slowing drifts are observed on the heat sink temperajyoyer the operating time
and small surges are observed during those extreme tempetansitions in each
cycle (Fig.2.2(b)). Theys value increases from 20 to 25 °C over an hour long RBS
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testing. Since only natural cooling through air convectow radiation is adopted
here for the heat sink, no dedicated control input is aviglabcontrol the heat sink
temperature, further improvement will rely on the physobasign.

To remove the trend, two options are considered: (1) sulrigags from both
y1 andys,, or (2) subtracting, from y; andys from y,. From the experimental data,
it is found that the temperature difference between twossafea Peltier module
exhibits more symmetric profile around the operating pdiantthe case with direct
substraction of heat sink temperature. Rg(c) and Fig2.2(d) show the responses
of the two temperature differences. Furthermore, a few peahomena such as
thermal conduction, heat convection and Beebeckoltage are almost linearly
dependent on the temperature difference between the twes sida Peltier (here
these temperature-dependent coefficients are assumeadmonghin a small local
region). Choosing the temperature difference as the neitidicd system outputs
is expected to achieve better linear approximation resuiterefore, the second
option is chosen and a new linear local model using the teatyer difference of
each Peltier as the output is derived as follows,

~ éll 612:|
Ay=Gu=| - ~ . 2.2
v=tu=[ g G| 22)

whereG is a2 x 2 transfer function matrix, the non-controllable teggmdoes not

appear explicitly. The actual output can be calculated frioedifference model as
{y1—y3 ] _ _yl—y2+y2—y3}
Y2 — Y3 L Y2 — Y3
- [ G + C~;12U2 + C521U1 + Gaous }
L Garuy + Gaug
[ G11~+G21 Gl%"—GQQ :| |: U1l :|

L Gaw Gz U2
(3 - [ G11 G12 1
[92] N _G21 G22}u+[1}y3
[ @11 + 621 éu + éz2 1
p— ~ ~ 2-
A Gt }uﬂl}yg, 2.3)

wherey; is treated as a fictitious input.
Although this model from(u, y3) to (y1, y2) is expressed in the linear transfer

function form, the existence of different delay times in twe transfer functions in
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the first row of the transfer function matrix may destroy timearity. If the delay
time is negligible compared to the time constant of the matieln be discarded
in the summation operation. If the delay time is relativgéarother approximation

techniques may be used to approximate the summation.

2.3 System identification results

Many linear and nonlinear black-box identification teclugg (e.g. linear and non-
linear ARX (Auto Regression with eXternal input) modelshspace identification,
and Hammerstein-Wiener moddH]) can be implemented using commercial soft-
ware toolboxes. However, the choice of model structure niépen both the system
dynamics and the experimental data sets. In our case, dhe twoh-controllable
heat sink temperaturng, the actuak.,,, value may be different in each cycle. In ad-
dition, during the transition under extreme heating/ augpltonditions, the Peltier
system is operated far away from the steady state, and thé tmputput relation
is not one-to-one mapping @ndu are different between the heating and the cool-
ing). Furthermore, the control inputs at many cases reachdndware limitations
to achieve maximum heating or cooling, wheredocan be applied to the bound-
ary input signals. For these reasons, we focus on the systarsmall range around
some local stabilization points and attempt to identifyeethtemperature difference
models as in Eqn2(2).

For the RBS signals, magnitude and frequency are two maisiderations of
the input signal design. An empirical rule of using [0.0105].of the Nyquist fre-
guency as the frequency for the RBS data is chosen and a uistdrRihal with
4000 data length is generated whose values are either +1 @ederally speak-
ing, the magnitude of the excitation signal should be chdedme small enough
to minimize nonlinear effects while to be sufficiently larfggeminimize the noise
effect [24]. For our Peltier device where exists a small dead zone arthmzero
input to the Peltier due to the power amplifiers, special @rations are required
for the 60/60°C region. The range ofis [0,4095] which is the input to a 12-bit
D/A IC chip and the digital value for the zero voltage inputisout 1830-1850.
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Next we apply differendu magnitude such as 100, 200, 300, 400 to some logal
and found thatu =200 can avoid the dead zone while still achieving the balance
between the model approximation range and the accuracye &60°C region.
For consistency, we also choose the same=200 for the other two regions for
generating RBS signal. Due to the uncontrollall@alues, the steady-state values
of u; may be different at different runs. Before applying the RBfut, some sta-
bilizing controllers are used to reach the targgt After the initial warmup of the
bottom Peltier to 60°C, two PI controllers are used to siabihe Peltier modules
to the target temperatures,. When the steady state is reached (variation is very
small), the arithmetic average of the last 20 input valuassed as the actual,,
and the RBS signal is applied on top of thg. Here, we choose to only apply
an RBS signal in one Peltier while maintaining constant @nhput in the other
Peltier. Two sets of data are collected for every RBS input.

Applying various discrete-time model structures and cardus-time models
on the RBS response data, different model approximatiariteegre obtained. The
model approximation with the highest accuracy is achievigd BT ARX models.

The typical DT ARX model has the following structure

Alq)y(k) = B(q)u(k —ng) + e(k)
Alg) = 14+aqg '+ +anqg ™
B(q) — blq_l 4+ 4 ban—nb

wheregq is the delay operator,, is the number of polesy, is the number of zeros
plus 1, andy is the input-output delay denoted in the number of sampgldls For
each element of thex2 system, the corresponding model orders and I/O delays
(14, np, ns| for the ARX model are [4,4,1]. The model fit rates using ARX ratsd

for different regions are between 93-99%. Here, the fit igteent of the output

variation that is explained by the model, which is calcudads,
(1 _ ||ydata - ymodelH2>

fit =
Hydata - meaniydata>||2
where y4.:. 1S the output of the validation data ang,...; is the model output.

x 100%

mearty,..,) iS the average of the validation data dhdl||, is the 2-norm of a se-
guence. The above 90% fit percentage results validatedidesigned RBS input
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can excite the system sufficiently for identification witle thigh model accuracy.
Some complicated input signals such as pseudo-RBS or ewvepeat pseudo-
RBS are not further considered since the current modelipgoxpmation results
are good enough for controller design. Although usuallgmdite time models can
obtain the higher modeling accuracy from the sampled datatircuous parame-
ter models are easier for controller design. Furthermasiggua CT model-based
controller, no further model identifications are requireldew the sampling time is
changed. Also CT model structures used for system iderttdicare usually lower
order transfer function models with fewer parameters. Hanehe simplicity of

the model is probably associated with limitations on the ed@dcuracy. The fea-
sibility of CT model identification needs to be verified withegific experimental
data.

Transfer function models of each sub-system are to be detednfirst. Here,
the candidate models are limited to only first order, secaddrothird order transfer
models for simplicity in model-based controller desigrefsinputs are applied to
each input of the device and the step responses are usecetondet the model
order and structure. By comparison, the first order withyletadel is chosen for
the two diagonal elements, and the second order with |dftgt@ne zero and delay
model are chosen for the off-diagonal elements. The didgamé off-diagonal

elements of7 are expressed in Eqr2.4) and Eqn. 2.5) respectively.

~ K
p
~ K(1+T
Con(s) = U+ Ts) ome (2.5)

(14 Tpis)(1 + Tpas)
K, T,, T,, andT, are the system gain, the pole related time constant, the zero
related constant and the time delay. The appearance offtHealéplane zero term
in G partially accounts for the inverse response observed prsponse, which
is mainly caused by the interaction between the two Peltmiutes.

Prediction Error Method (PEM) tool from MATLAB is applied tbe first half

of RBS data, and the other half of data is used for validafidre three local linear
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difference models obtained from system identification eted below:

~ r 0.02213 —1.445-0.001568 ,—1.41s ]
_ 35 5451 727552478 45541
Geo = —0.5469s+0.0001738 ,—1.11s 0.03677 ) (2.6a)
L T578.852476.67s+1 24.81s+1 |
~ r 0.03438 —1.031s—0.001137 ,—1.34s
_ 17.355+1 563.2524+68.575+1
G = —0.74075+0.001507 ,—0.757s 0.03537 ) (2.6b)
| 488.452+65.615+1 27.055+1 i
~ r 0.03167 —2.3865+0.003143 ,—1.77s ]
_ 29.74511 1054524138 7s+1
Gy = —0.5309540.076240 _,—0.557s 0.03668 . (2.6¢)
L "471.052466.01s+1 29.865+1 i

To validate the effectiveness of the model on approximahegctual temperatures,
we further constructed the Peltier system as EgrB) {n Simulink®. Measured);

is used as an additional input, and the time delays in eacibkdis of the transfer
function are implemented using input-out-delay modulds Simulated open-loop
model outputs using the validation data are shown in thevielig group of figures.
Fig.2.3and Fig2.4 are the results with the RBS input applied around the 60/60°C
region. Fig2.5and Fig2.6 are the results around the 72/60°C region, andZ-1g.
and Fig2.8are the results around the 94/60°C region respectively.

The open-loop model simulation results show that modeltésraround differ-
ent regions are more than 88%. The highest modeling accisawhieved at the
72°C region where the fit rate is 95%. The worse modeling aoyuis obtained in
thew, to y, subsystem at the 94°C region where the fit rate is 88%. Althduigher
order process models could be used to improve the modelmgaxy, we prefer
to keep the consistency in model structure for all threelloegions. The simu-
lated model output results around the three operating pualidated the feasibility
of using the intermediate linear temperature differencel@hto approximate the

nonlinear system.

2.4 Summary

The two-stage Peltier-based device is formulated in the-sgace form, whose dy-
namics is highly nonlinear. Multiple linear local models aised to approximate the
system. A two-step linear modeling method is chosen in whitar temperature
difference models are identified and the actual temperabogels are constructed
from the intermediate models. Continuous-time transfaction models are ob-

tained for each element of the<2 difference model. Simulation results verified
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the feasibility of this modeling method with acceptable @pmnation accuracy.

Although not achieving the highest modeling accuracy, trder continuous-time

models are preferred over other discrete-time models ®ictnvenience in con-

troller design.
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Chapter 3

Switching PID controller design

In the previous chapter, three linear MIMO temperaturesddhce models are iden-
tified in the continuous-time input/output transfer funatformulation. The com-
plete model from input to temperature output is obtainedigysummation opera-
tion. Although, the existence of different delay times ie thansfer functions can
be realized in simulation, to obtain a new transfer functrom the direct summa-
tion will require further approximation. The approximateddel will be used for
the local controller design. For the transition regionsyéhs no single local model
or any combinations of multiple local models can approxarthe system because
of the strong nonlinearity during the transition. Howeweg input signal during
most of transition time is set at the maximum heating or caplialue. The de-
sign problem will mainly focus on the smooth transition a &md of the transition.
Therefore, local models at the target set-point could be frsecontroller design
for the top Peltier. Based on these system operating clesustats, a switching
controller design is considered here for tracking a typR@R temperature profile.
For the switching design, naturally we could divide one P@8leinto six sub
stages as shown in Fi§.L Here, we isolated the first heating transition from 60 to
94°C and denoted it as “transition 0” as it is different wither cycles. Therefore,
the beginning of a regular cycle is set at the start of thel lmegion at 94°C and
the end of a cycle is set at the end of the transition from 724869 Other parti-
tions can also be used depending the controller design.véoy éocal regions and

transitions, different controllers are designed.
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Figure 3.1: Partition of the operating regions of a PCR cfaml@ switching design.
The first heating region is denoted by “transition 0” and isleged from regular
cycles; A regular cycle has three local regions each foltbbaea transition region
(grey areas).

3.1 Controller design in local regions
3.1.1 Characteristics of local linear models

As mentioned earlier, the transfer function from the sumomaodf two transfer
functions with different delay times is approximated fontoller design. Lower
order Padé approximations are used to approximate the delays. Noyntlaé new
transfer function will be higher order as the two transferdtions usually have dif-
ferent poles and zeros. Therefore, further model orderatemtumay be necessary
depending on the choice of controller designs.

Next, we study the strength of the coupling based on the gistade gains of the
approximated MIMO model using the relative gain array (R@#gtrix. The RGA
matrix was introduced by Bristol, and is used to measure dlplang of a MIMO
system at steady-statéq]. For a square non-singular matrix A, the RGA(is
defined by

RGA(A) 2 A x (A™H)T

where the operationX” denotes element multiplication (Schur product). Most of
the properties of the RGA matrix follow directly if we writbé RGA-elements in

the following form,

_ iaq; det AY
g = i g = (1) = o —

32



wherea;; denotes th@th element of the matrid—!, AY denotes the matrid with
row i and columny deleted. “det” is the determination operation. Many prtipsr
of the RGA matrix can be found in the literaturéd. For the 2<2 system we
studied here, the calculation of the elements of the RGAime#an be simplified
due to the property that the summations of elements of ewsvyor column are
always equal to one. We only need to calculate(the ) element §,,) of our 2x2
RGA matrix and obtain other elements fraky,. The corresponding; values

of the RGA matrices of three local models at steady-staté a5, 1.0424, and
1.2669 respectively for 60, 72 and 94°C regions. From the RGA madltreory, if
A1 = 1, the system is totaly decoupled, the closer the value is &) the less the
coupling interaction. Therefore, withy; values close to one at the 60 and 72°C
regions, the couplings are not significant at close vicinityhese local operating
regions. A larger value of;; is found at the 94°C region, which means the coupling
is stronger than the other two regions. However, forthex~1.25 (which is relative
close to unity), the strength of coupling is not significantlave can still apply
decentralized designs.

For each identified local MIMO model, various MIMO contraligesigns can
be applied, such as MIMO IMC design, MIMO_Hdesign. By transforming the
transfer function matrix into a state-space formulatiagheooptimization based ro-
bust controller design can also be applied locally. Howewer optimal controllers
usually have higher order of dimension, which will need éamgemory space and
complicated matrix operations. Therefore the implemémaif these higher order
controller in micro-controllers with limited memory spatay be difficult. There-

fore, local decentralized PID controller designs are prete

3.1.2 Review of PID controller designs

Proportional-Integral-Derivative (PID) controller dgsiis the most-used controller
design in industry, which has a simple structure and a snoatlber of parameters.
Furthermore, in many advanced control designs, Pl cortlire also used as the
lower level controllers]].

One of the reasons of the widespread applications of PIOydesithe conve-
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nience for non-control experts to use with various simple aasy to implement
design rules. Specific PID designs usually depend on spsggiem models, both
in transfer function form or state-space form. Commonlydusansfer function

models for PID designs are summarized in Teble

Table 3.1: Typical lower order plant models used in PID desig

Transfer function models Description

Gi(s) = Lemst 1st order pure integrator model

Ga(s) = ge st 1st order model with delay

Gs(s) = (H%)QG_SL 2nd order model with identical poles

Gy(s) = W]Me_SL 2nd order model with different real poles
Gs(s) = ﬁe“ﬂ 2nd order model with one pole at origin
Ge(s) = % 2nd order model with different complex poles

K is usually the system gaif, is the time constant, and is the delay time.
Many earlier design rules are developed for SISO lower otdersfer function
models such as the pure integrator model with de(ay),(the first order model
with delay (G2) or without delay, the second order model with identicabsd{~)
or different poles with delay({,). Other variants of 2nd-order models including the
second order model with delay and with one pole at the origh),(and the second
order model with two complex polesg-, whose poles are-(w + i \/1—7&;)
can be also found in some applications. Corresponding PtBnpeter values are
obtained from these model parameters from empirical rules.

The first available PID design rule is proposed by Ziegler ldiathols in 1942,

34



which is an open-loop design and has two classical methosisdban either the
time-domain response or the frequent domain response. ifieedomain rule is
based on the step response, which assumes that the systirstisraer model with
time delay as+,(s). The plant model parameters such as T and L can be obtained
from the step-response, and the relations between the Rédngters to the model
parameters are provided. The second Z-N rule is a frequesspgonse method,
in which magnitude and frequency are obtained from the mespdo determine
the controller parameters. These two methods usually gendifferent parameter
values due to the different objectives and have their owtiegdon regions.
Another group of PID tuning techniques is developed basdti®@closed-loop
loop-shaping technique, which includes the loop shapisgts based on minimiz-
ing some integral of errors\-tuning, pole-zero cancelation etd][ By extending
the pole-zero cancelation idea to the cancelation of thieeesyystem model, inter-
nal model-based (IMC)-PID controller is developed wheeeitiverse of the system
model and a filter are introduced into the controller to cattee plant model and
obtain exact tracking in an ideal ca€e8]. The idea of the internal model-based
controller is illustrated in Fig3.2[20,21]. The initial design idea appears as the
block diagram in Fig3.2(a), where an approximated plant modeis introduced
and only the error between the system output and the modelibigt used in the
feedback loop. The block diagram in FBj2(b) shows the equivalent system of the
internal model design in the traditional unit negative tegck formulation where
the controller in the forward path is composed of an intefeetiback loopZQ]. If
the approximated modé? in Fig. 3.2(@) equals to the actual modEl the error is
always zero, and the feedback loop is cutoff. Then the tearfghction isP(). By
choosing = P!, we can achieve step tracking and disturbance rejectiois Th
is the extension of the zero/pole cancelation idea to thetexadel cancelation.
Usually the plant modeP is strictly proper, the inverse aP has higher order in
the numerator than the denominator, therefore some filaokbis introduced to
obtain proper or strictly propep. When implementing the internal model-based

controller, we would like to formulate a single controllarthe forward path a€’,
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Figure 3.2: lllustrative block diagrams of internal mod@lsed controller design:
(a) The block diagram of internal model control design; (m équivalent block
diagram of conventional feedback contrdt.is the plant modelP is the approx-
imated plant model@ is the intermediate controller. The internal feedback loop
composed of) and P in (b) can be viewed as a new controller in forward path.

awl!

the expression of' can be derived using the block diagram in Bg(b) as,

q(s)

1= p(s)q(s)’

Depending on the plant structure, such as whether thereghtehalf plane zeros,

c(s) if q(s) #p~'(s) (3.1)

first order or second order models, etc., different filten$far functions with a

tuning parametek are used in obtaining the intermediate controljeas,

1

q(s) = q(s)f(s), [fls)= st

(3.2)

For a group of specific plant models, by choosing some apjatteintermediate
controllerg and filter f, we can obtain the corresponding controliéf) in standard
PID controller structure. Typical SISO plant models and¢beesponding IMC-
PID controllers are summarized i6g]. From the IMC design theory, if is the
exact model, the closed-loop achieves perfect trackingwever IMC based rule
may result poor closed-loop performance in some load diatwre scenarios when
some canceled poles are slower compared to dominate pdkesfok system with
delay or high-orders, model approximations are usuallyired.

Similar to the loop-shaping based PID rules, a new group lesris proposed
based on minimizing some user defined performance objdayioptimization. To
derive the analytical solution of the optimization methtte system models can
not be too complicated. Also some rules based on pole plagssnéominant pole

designs are proposed in the literatutg [

36



PID rules for multi-variable system are also developeddaiterature, in which
the system is formulated as a state-space model. To desigooamtPoller in state-
space formulation, the integral part of the controller Ulisuia treated as a new
augmented state. I129], the parameter#’, and K; of a PI controller are formu-
lated as the output feedback gain matrix, and designed by/LTIRIoop shaping

technique.

3.1.3 Internal model-based PID controller design

Considering the characteristics of the identified local elednd the convenience of
implementing a switching strategy, we choose to use deglered IMC-based PID
controllers for the local stabilization. The feasibilitf decentralized design relies
on the observed results that thg elements of all three RGA matrices are relatively
close to unit. The choice of IMC rules are two fold. First, tMeC-PID controller
can be used on wider plant models than traditional Zieglehdls rule-based de-
sign, and it has the additional filter block to smooth the ea@ffect. Secondly,
due to the essential design logic to exactly cancel the pI&E-PID rule-based
controller usually have superior closed-loop referenaeking performances.

Here Padé approximations of the time delays are used teeditie summation
operation. The obtained transfer functiéh; andG,, are usually higher orders.
For the diagonal terms, we considered to further reduce taehorder.GG1; into
A second order modé&F,;, with one left-half-plane zero is proposed to approximate
the G1; by frequency domain curve fitting. A Bode plot of the 4th orda; and
a 2nd ordelrGG 1, at 72°C region is shown in Fig.3. At high frequency and low
frequency, both the magnitude curves and the phase cureedrapst coincided.
No model approximation is required for the diagodah term asGy, = Gao.

The two diagonal transfer functions of the approximatedesyshave the following

structure
K(T,s+1)
G - T, Ty > 0 3.3
wals) = ) T s 7 1) p (3:3)
K
= T 3.4
G2a(s) Tsil p>0 (3.4)

where the subscript “a” denotes the approximated model.
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Figure 3.3: Bode plots of the original 4th ord@f; transfer function model (solid
line) and the reduced 2nd order approximatégl, transfer function model (dotted
line) at 72°C region.

The corresponding parameters valueg:ef, andGy, at three operating points
are listed in Tabl&.2

Table 3.2: Parameter values of the diagonal models for INIT e sign

o  K(Tus+1) _ K
T(CC) | Guals) = Tor 5+ 1) (T2 571 Gaas) = 7577

K | Ty | T, | T. | K T,
94 | 0.0393[ 49.92] 0.45| 1.23| 0.0367| 29.86
72 | 0.0359] 38.28] 0.33| 1.25| 0.0354| 27.05
60 | 0.0223[ 60.91] 0.29] 1.25| 0.0368| 24.81

Applying the IMC-PID rules in $8], the corresponding PID controllers can be
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formulated as follows,

en) = Ko (14 wms)

) , (3.5)

TIS RS+ 1
T+ T,
K = %’ = Tpl +Tp2v
11T
= — =T,.
e
1 T,
022(5) = Kc 1 + % s Kc = )\—K, T = Tp. (36)

whereK.. is the gain of proportional part; andr,, are the integration constant and
the differential constant;- is the filter constant) is the free design parameter for
tuning the performance in IMC structure. The designed patam values of';;(s)
andCsy;(s) are listed in Tabl&.3.

Table 3.3: Parameter values of the IMC-PID controllers

TCO | cus) = K. (1 + 25+ s) (ﬁ) Cao(s) = K, <1 + #)

K. I TF ™D A | Uinit K. TI A Uinit

94 639.13| 50.25| 1.23| 0.33| 2 | 2950| 407.05| 29.86| 2 | 2950
5

4

72 213.32| 38.27| 1.25| 0.33 2350 | 254.93| 27.05| 3 | 2950
60 687.10| 60.97| 1.25| 0.33 1950| 449.75| 24.81| 1.5| 2950

The value of the tuning parametarin Table 3.3 is determined by trial-and-
error through simulation. Because there is no model aVeilédy the transition
regions, we choose to use the local model around 72°C to atmtihe system.
The X values for the 72°C region are relatively larger and the rodiet gains are
relatively smaller compared to the other two regions. N, further remove
the derivative term from the local PID controller. For tbg; controller, since
Ty < Ty, Tp term inG1iais very small, the D term can be neglected. Therefore,
three local PI controllers are designed accordingly. Fer(ky controller, since
the time constant), in G, at three local models are very close, only one set of
Pl parameters is used for all three regions. The parametdte anodel for the
middle temperaturg2°C are chosen except different initial integrator valuessat
to reflect the different operating conditions. Details @& thles of the determination

of initial integrator values are discussed in the transitiontroller design.
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Since there are hardware limitations on the magnitudesetdmtrol signal,
anti-windup designs for the integral control should be ae#red. A conditioning
scheme 39 to derive the limits of the reference signal from the bouatithe con-
trol signal is applied. All of the three reference set-ppiate far away from the
constraints derived from the boundary conditions, theeef;mder normal condi-
tions integrator windup will not happen with a local PID carliier. As a preventive
measure, the integrator values will be reset to the bounddne when the satura-
tion happens.

3.2 Controller design in transition regions

As mentioned before, there is no single model available fsgstem identification
during the transition region, and only the local models atdteady-state are avail-
able. A combination of a PD controller for the top Peltier anBI controller for
the bottom Peltier is chosen and the switchings of the ctaetsdfor the two Peltier
modules take effect simultaneously. For the top PeltierRD controller is applied
before the switching whose parameters are derived basdtwedadal model of the
target temperature. For the bottom Peltier, same PI cdatnohrameters from the
local regions are used except some special initial integratiue settings to reflect
the couplings. Fixed;, values are chosen as the switching criteria at the end of
the transition, which can be essentially viewed as stasedahen neglecting the
measurement noise term from the output€ z; + n;). The switching from each
local region to the next transition is time-based and the tipans are determined
by end-users. Therefore, the switching strategy is mixatk stnd time based. The
choice of the criticalj; value for switching will affect the actual transition timeda
the settling time after the switch. In some case with inappade setting, chatter-
ing around the switching,; value may happen, which should be avoided by careful
tuning of the local controller parameters.

To determine the parameters of the PD controller before\htelsing, we use
the controller parameters from the next local PID contradle the initial candi-

date. The reason is that at the earlier stage of transitioimuan speed is desired,
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therefore maximum or minimum control value is applied. Oa thher side, fast
transition usually will lead to larger overshoot after sdion. We choose to design
the PD controller whose control values are out of the bourgitier transition and
are slowly approximating the boundary from outside. Onlyay short time span
before the state-based switching, the control values dPihieontrollers are inside
the boundary for smooth transitiori’, values of the PD controllers are set to be
same as thds, for the PI controller of next local region and further tuneithwa
scaling coefficient, values are also obtained from the IMC-PID controllers for
the next local region.

After the switching, the earlier designed IMC-PI controlie applied and the
initial integrator values are reset for different localimetgs. We initially determine
the initial integrator values from the steady-state valaesl further tune them un-
der the switching strategy by trial-and-errors in simwalati The tuning of integral
values is mainly focusing on the smooth transition and thedance of possible
chattering. By enforcing the initial integrator value tolaege enough to drive the
state away from the switching temperature toward the sigttpemperature, the
chattering could be avoided. Meanwhile, we also want to kbepcontrol values
close to the value before switching to obtain bumpless tean8est-tuned initial
integral values of the three local controllers are listethenTable3.3,

Although the objective of the controller of the bottom Raliis to maintain the
temperature at the constant reference temperature, stangings between the
two Peltiers under extreme heating/ cooling conditionsuhbe considered. The
gain values of PI controllers are always the same, whileedsfit rules of initial
value setting are applied for different transition regioRer the 60 to 72°C transi-
tion with a small set-point change, only minor change ontiitéal integrator value
is applied. For the other two transitions with larger steprdes, we intentionally
enforce maximum heating or cooling in the earlier transitiegion by setting the
initial integrator values close to the boundary values. Bughe limited thermal
mass of the Peltier modules, instant temperature surges ame inevitable even
when extreme heating/coolings are applied in both Peltiedutes. For the 94 to

60°C transition, we extended the extreme cooling'}a for a longer time span to
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achieve faster transition and reduce the overshaet while sacrificing the perfor-
mance inc,. Trial-and-errors in simulation are used to determine #tgrgys with

our main objectives on the performance of the top Peltier.

3.3 Simulation results

To test the performance of the designed switching contrdte closed-loop sys-
tem is simulated in Simulirk for a typical thermal cycling reference profile en-
countered in a PCR-based amplification reaction (94, 60CY.Zince there is no
single identified model suitable for the transition regiae, use the identified local
MIMO model around 72°C for the plant simulation. The actutibdences between
the three local models are attributed to the uncertainié#sa model parameters. In
addition, since in the system formulation, there are no nsatddor the dynamics of
the heat sink temperatuye, a constany; value is used as an input in the simulation
which may affect the performance of the temperature outptiteobottom Peltier.
This simplification ofy; is justified by the relatively small drifting magnitude over
a few cycles and the almost negligible effectygfon u; andz;.

In the implementation of the switching controller, a prerwap stage is re-
quired before the regular PCR cycling. Since same contsodlee used for the first
60 to 94 transition and the following 72 to 94 transition desthe difference of the
step size, the partition can be adjusted which “transitibis @ot isolated. Instead,
it is included in regular cycles as the first stage of a regcyate. Therefore, the
first transition in the first cycle starts from 60 to 94°C. e tlater cycles, the first
transition starts from 72 to 94°C. Although the covered terajure range is dif-
ferent and the transition time span is also different, thetrodler implementation
is the same since we use state-based criteria to switch anthef transition. The
switching from local region to transition is determined k4set operating time
span. A flowchart of the switching controller implementatis shown in Fig3.4.

Decentralized switching controller is applied. During th&m-up stage, fixed
control inputs are used to heat the bottom Peltier to theatimgrtemperature. After

the warm-up, a PD controller is appliedin and a Pl is applied in,. For the local
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Figure 3.4: Flowchart diagram of the decentralized switglaontroller. The block
denoted as “One cycle” represents the internal cycle whiatisswith a transition
region until the temperature-based switching happendptia stabilization range
ends with user specified time. Three local regions are rebsbguentially inside
the cycle.

regions, an IMC-PI controller with a filter is applied on tlog tPeltier and another

IMC-PI controller is applied on the bottom Peltier. To fétaile the simulation, the
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filter part is implemented as a separate transfer functiookol

The simulated closed-loop results using this decentikxétching controller
in one cycle are shown in Fi@.5. Only the response of one cycle is shown here
as the results of multiple cycles are same because no noime tge added and
constanty; is used (no drifting of heat sink temperature). For comparisve
also included the closed-loop response of a non-switcheeguotralized PI10{, )/
PI(Cy) controller. The initial values of integrators are basedegperimental ob-
servation and trial-and-errors. From the outputyofin Fig. 3.5a), a large im-
provement of the rise time by using the switching strategytiserved compared
to the non-switching PID design. UsiAgl°C bound around the 94°C set-point as
the boundary, the rise times of the non-switching PID cdi@rand the switch-
ing PID controller are 24s and 15s respectively. For the 61€72°C set-points,
the rise times of the non-switching PID are larger than 20seathe rise times
of the switching controller are 14s and 11s respectivelyclviare almost half the
rise times of the non-switching controllers. The observeprbvement on rise time
is as expected since maximum heating/cooling lasts lomger during the transi-
tion in the switching design. However, usually faster riseet will lead to large
overshoot. By careful tuning of the switching parametdrs,dvershoots using the
switching controller are further reduced, which are nothleigthan using the sin-
gle non-switching controller in 94°C region in our simudatj this region is most
critical for the performance of DNA amplification. At the ethtwo regions, the
overshoots are higher than non-switching cases, but stiiinv1°C range. This
results could be partially due to the difference betweemibdel used in the sim-
ulation (at 72°C) and the actual local model. Here, we usesitmelation mainly
for obtain tuning parameters and switching parameters.rélagively larger over-
shoot is the tradeoff of the faster rise time compared to theswitching design.
In addition, we further tune the controller of the bottomtRelto obtain the small
overshoot and fast settling time in the top Peltier whilerifiaing the performance
of the bottom Peltier. In Fig3.5b), instant temperature surges are foungsimn
every 94 to 60°C transition, and relatively larger osailas iny, are observed after
the transition which is partially due to limited thermal rmad the Peltier and our
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introduced additional counter-coupling actions:in(Fig. 3.5d)). In this situation,
uy 1S forced to stay in extreme cooling value for a longer timalisorb the heat
from top Peltier during the cooling of; to expedite the transition speed.

@ (b)

100 ; 70
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Figure 3.5: Simulated closed-loop input and output reseensith two lin-
ear model-based controllers of one PCR cycle. @) (b) v2; (€) uq; (d) us.
(dot) Decentralized PID(top)-PI controller(bottom); I{dd Switching PD/PI(top)-
P1/P1(bottom) controller.

3.4 Experimental results
3.4.1 PCR thermo-cycling results

The parameters of the switching controller obtained froesimulation are used in
experimental set-up. Since the designed controller isitoatis-time (CT) based,
discretization is processed in the sampled-data systeheimgmtation. For Pl con-

trollers, the samé<, and K./7; values from the CT model can be used in the DT
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controller with merely the substitution of the integral ogtéon [ e dt with a sum-
mation)  eT. Our internal data sampling raf&; is 100ms which is much faster
than the time constant of the plant, therefore the effechefdiscretization is in-
significant. For data monitoring and off-line analysis, vilease a slower sampling
rate T,, which is 1s and the data for system identification use thedarspling
rate. Since our identification is based on the data with sisaenpling raterl’,
while the controller implementation is based on the fasten@ing rate7}, us-
ing a CT model-based controller design can circumvent thiiimate issue and
subsequently provide extra implementation freedom (ssathangindl; without
controller re-design).

Secondly, the first order filter introduced in the IMC designd;(s) is sepa-
rated with the PI controller, and realized by the weighteztage of two consecutive
samples, which is a simple approximation of the CT low-pdts .fiusing impulse
invariance design, a simple low-pass filter in continuoagetcan be transformed

into its discrete counterpart with the same impulse resp@is,

LT = DT: H(z) = e

s+ 1/7p 1 —e T/l

Here,H (s) is the CT transfer function by Laplace transform of di() is the DT

CT: H(s)=

transfer function where—! means the previous sampling instant. Replacing the
H(z)with Y (z)/U(z), the filtered signal in time-domain can be expanded as
T —1'/T
ys(k) = ;U(k) +e T mry(z - 1) (3.7)
By approximation of the="/7* term with1 — T'/7, we implemented the filter on

the sampled error signals using the following the formula,
ef(k) =ae(k) + (1 —a)er(k—1), a€l0, 1]. (3.8)

wherea = T'/7 = 0.85. In determining the value af, 7" = T, = 1 is chosen
based on the sampling rate and are obtained from simulation. Although there
is no extra filter required iy (s), we also apply the same filter ifi;; (s) to the
measured signal of the bottom Peltier to attenuate the redfiset.

Another difference between the implementation and the Isitiaun is the drift-

ing observed in the heat sink temperature, while constdaesare used in simula-
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tion. Since the heat sink temperatysgas available from the measurememnj value
is incorporated in the controller with a pre-calculatedkiag table ofy; andus,,
pairs stored in the PIC micro-controller. The correspogdis, with differenty
measurement will affect the initial integral values of tHeéntroller of the bottom
Peltier at the end of a transition region.

The closed-loop performance of the Peltier-based deviceyuke decentral-
ized switching controller to track a typical PCR cycling fil®is shown in Fig 3.6,
which includes the measured temperatures of the two Patbelules and the heat
sink over seven PCR cycles. The corresponding control sgIDAC input value)
are shown in Fig3.7. Since the reference has frequent step changes, the erger ma
nitude during transitions will be relatively large. The f@enature outputs of the top
Peltier around the three set-points are shown in Ei§a)-(c) respectively, while
the temperature output of the bottom Peltier is shown in tmed-in range in
Fig. 3.8(d). The target temperature outpytcan track the PCR cycle reference fast
and accurately. The maximum overshoot at 94°C is about Oile wWie undershoot
at 60°C region is relatively larger (about 0.8°C). But inthHee local regions, errors
are within 1°C bound around the set-points, which is act#ptfar some DNA am-
plification operations. The variation rangegfis larger thany,, the largest errors
during transition is about 4°C. Since we intended to saerifie performance ak
to tuney,, the larger variation is expected. The performances oniskedimes and
the overshoot magnitudes observed in the experimentsraiassio the simulation
results. The control signals reach the hardware limitadiarng the transition. Es-
pecially during the 94 to 60°C transition, constant zeragalare set fou, for a
relative longer time span, which is enforced to counteraetdoupling effect. Be-
sides the transition regions, the values are close to the,, value for stabilizing
1» to the constant reference when the coupling frgnandw; is negligible.

It is found that using the parameters obtained from the stian the switching
controller could still achieve the desired performancexpegiments with only a
few minor tuning adjustments, which means the system isstoauthe local re-
gions. This results validated the effectiveness of the fabdsed controller switch-

ing controller design. The feasibility of the Peltier-bd$@CR thermal cycler in
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disease diagnosis is further illustrated by some viral DNé¢fedtion experiments in

the following section.

3.4.2 PCR-based genetic amplification results

The validation of the controller design, the instrumemiatand the microchip is
provided by the successful amplification of viral DNA for éetion of BK virus in
patient’s urine samples. To perform this microfluidicsdshsirus detection, /2.
of purified DNA from patient’s urine sample is included to aafimolume of 2%L
PCR mixture. To detect the 293 base pair (bp) long on-chipliiegbsequence of
DNA, the PCR reaction mix contains a final concentration ofAGR buffer, 2.8
mM MgCl,. The forward and reverse primers required to selectivehchket the
desired regions in the entire DNA strand are found to be agtah 300nM. Am-
plification is carried with 1U Platinum Taqg DNA polymeraseheéFmo-cycling is
performed as follows: 5 minutes of denaturation at 94°Go¥eéd by 35 cycles of
denaturation at 94°C for 40 seconds, annealing at 60°C f@ebbnds, and exten-
sion at 72°C for 40 seconds, and ends with an extension st 6ffor 3 minutes.
Further details of the PCR protocol can be found3d]] A cross-channel glass
capillary electrophoresis (CE) microchip (Micralyne, Eaimon, Canada) is used to
verify the PCR amplified product in the microfluidic platfarifihe electrophoretic
run is 240 seconds in duration. The analysis and detectitinechmplified DNA
is performed by a laser induced fluorescence (LIF) systenghuinses the excita-
tion at a wavelength of 532 nm and detection at 578nm. Thedho@nce signal is
recorded in volts and is graphed as relative fluorescends (rffu). Further details
about this procedure are provided iro.

Fig. 3.9 shows the electropherogram by the CE analysis using a miadtiuf|
toolkit, the u TK from Micralyne Inc. The first peak in Fig.9represents the (un-
used) primers that migrate relatively quickly due to theradler length, and the
second peak represents the fluorescently labeled amplifi&sl [@ragment of the

virus genome), thus indicating a successful microchippddCR.

1This section includes some results from a published artiziauthored with Kaigala et a3§].
Copyright permission is granted from the co-author.
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In this demonstration, the overall reaction time from startinish is several
times slower than the fastest microchip-based demormtisain the literatureq9).
There are mainly two reasons. First of all, we used Pelieseld heater instead
of the rapid thin-film element based heater. Using Pelteseldl heater instead of
the embedded thin film heater, the micro-fabrication costrtticrochip has much
cheaper micro-fabrication cost thus can be disposable amdeach more general
populations. Secondly, in this specific virus detectiornecakie to the low copy
number of viral target of DNA in the urine sample, we have te teatively large
sample volumes and reaction chamberl(Pand therefore need a relatively large
volume of PCR mix (thus a larger thermal mass). This largerntal mass is the
primary rate-limiting factor for the PCR cycling demonsima. Judging from the
physical design and the thermal efficiency of the device edadicated controller,
the thermal heating and cycling speed is only limited by threltvare limitation, we
envisage the reaction time and transition time to be sigmtly reduced in other

applications with smaller sample volume.

3.5 Summary

In this chapter, we analyze the characteristics of the titteetified local MIMO
models and proposed decentralized IMC-PID controllerglesifor each Peltier
module of the two-stage Peltier device. Mixed state-baseldtiane-based switch-
ing strategy is adopted to achieve fast transition and peeset-point regulations.
Coupling effect and drifts of the heat sink temperature aréhér included in the
switching design to improve the closed-loop performance.

We use the local model at the middle temperature range tdaienthe device
and test the proposed switching controller. Simulatiomltesshow the improve-
ment of the switching controller over non-switching coflgoon the transition
speed and overshoot magnitude. In addition, with the cogpdffect and anti-
windup included in the switching design, the transition & only fast but also
smooth. Overshoots and oscillations around the set-pamet®bserved, however

their magnitudes are below 1°C which are within the curreNtACamplification
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requirement. Further tuning may be necessary if higherracgus expected. Over-
all, the proposed switching controller can achieve the P@fRrgy requirement for
DNA amplification, which is validated by the closed-loopckang performance
from repeated experiments. The applications of the Pdiased device with the
switching controller for disease detection is further dated by successful DNA
amplification observed after PCR-CE tests. Although, theecu controller can
satisfy the requirement, which is designed to test the Iidagi of microfluidic-

based PCR reaction of the custom-made Peltier-devicehémstudy of the system
dynamics and other controller designs are expected to weptite transition per-

formance and reduce the tuning effort.
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Figure 3.6: Measured temperature outputs of the Peltisedalevice for
seven representative PCR cycles using a switching PID aigetr The top
graph shows the temperature output of the top Peltier tngdkie desired ref-
erences at 94°C, 60°C, 72°C, the bottom graph shows the tampeoutputs
of the bottom Peltier and the heat sink.

4000 4

3000 bl

2000 b

u (DAC input)

1000~ bl

0 ¢ ! ! ! ! ! 3

1 1
0 200 400 600 800 1000 1200 1400 1600
Time (sec)

4000 ]
3000H
|

|
2000(+
4

(DAC intput)

™ 1000+ B

o ]

0 200 400 600 800 1000 1200 1400 1600
Time (sec)

u

Figure 3.7: Digital control inputs to the Peltier-basedidevor seven repre-
sentative PCR cycles using a switching PID controller. Tdpegraph shows
the DAC input for the top Peltier, the bottom graph shows tA&€Input for
the bottom Peltier.

51



95 T T T
. 945 -
O
< o4 B
=
935 -
93 | | | | | | | |
0 50 100 150 200 250 300 350 400 450
Time (s)
(b)
61 T T
605 R
O
_ 60— -
=
59.5— -
59 | | | | | | | | |
0 50 100 150 200 250 300 350 400 450
Time (s)
©
73
7254 —
O
<. 724 -
=
715 -
7 | | | | | | | | |
0 50 100 150 200 250 300 350 400 450
Time (s)
(d)
65 T T T T T T T T T
s 62.5 -
O
L 60 -
S
575 -
55 | | | | | | | | |
0 50 100 150 200 250 300 350 400 450
Time (s)
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Part Il

Theoretical modeling and nonlinear
controller designs
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Chapter 4

Theoretical modeling of the
two-stage Peltier-based device

In the first part of the thesis, we briefly studied the chargsties of the nonlinear-
ity of the Peltier-based system. However, due to the limibeek for designing a
feasible controller to use in the cancer diagnosis proyeet;hose the linear system
identification method to obtain three local models. Althiotige proposed switch-
ing decentralized controller can achieve the PCR cyclingppmance requirement,
the determination of the switching conditions and paramsesémd the tuning of
the PD controllers in transitions require intensive ofielitrial-and-errors. In ad-
dition, the opposite conditions of fast transition and droaérshoot requirements
are difficult to satisfy simultaneously using linear modakéed controllers. Fur-
thermore, since the switching conditions and local modeamp&ters rely on the
specific references and operating points. If the refereheages, then new local
model identification may be required and the controllersirteebe tuned accord-
ingly. To achieve better trade-off between fast transiiad small overshoot in the
tracking performance and also to avoid further model idieation and controller
re-designs when the reference changes, we further stuakephtysical principles
of the Peltier-based device and developed a first prinddpked nonlinear model
for the entire operating range in this chapter. Using thiw menlinear model,
nonlinear controller designs can be developed and clasaaldimulations can be
performed which could provides more controller options dedign convenience

for the Peltier-based thermal applications.
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4.1 Physical model of a Peltier module

A Peltier module is often composed of multiple N-type and/petsemiconduct-
ing elements electrically connected in series and theynwalhnected in parallel
(Fig. 1.3). The heat flux and direction are controlled by the input eairflow.
Four main thermoelectric effects govern the thermodynarafca Peltier module:
the Seebecleffect, thePeltier effect, theThomsoreffect and thelouleeffect. The
Seebecleffect is the conversion of temperature differences diyacto electricity.

If there exists a temperature difference between the twas,esal electrical volt-
age will be generated in the module which counteracts thereak voltage input.
This electrical voltage is defined as tBeebeckoltage which is the product of the
Seebeckoefficient and the temperature difference. Hedtier effect accounts for
the heat pump functionality. When an external voltage idiaggo an N-type/P-
type thermal couple, heat will be absorbed on one end and pdioyt through the
other end. Thdouleeffect is the heat generation by an electric current flow aed t
Thomsoreffect describes the heating or cooling of a homogeneousmticarrying
conductor with a temperature gradiebi[60].

Considering all these effects, electrothermal models M -dype/P-type couple
have earlier been developed i8[41] for electronic circuit simulation. In practical
applications, a simplified bulk model for heat flux in eitheaking or cooling mode
is adopted, in which th&homsoneffect is neglected due to its relatively small
magnitude 49, 14]. In these bulk models, the heat flux is determined by thetetec
potential energy due to the absoliBeebecleffect, theJoule heat, and the heat
conduction inside the module. The electric potential epesthe product of the the
Seebeckotential and the current flow. TReuleheating has the fixed direction and
half of the overalUouleheating travels to each of the junctions, which will enhance
the heating effect but diminish the cooling effe60]. The heat conduction at both
junctions are assumed equal, whose direction is alwayssuepto the heat pump

direction. Therefore the heat flux model at two sides of alsiRgltier module in
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heating mode (top side heating) can be formulated as
Qr = SyTiI+0.5RyI*— Ky(T, — Ty) (4.1a)
Qs = SuTyI —05RyI* — Ky (T, — Tp) (4.1b)

where( is the heat flux;I" is the absolute temperature, ahds the current flow

in the circuit. The subscriptsandb represent the top side and the bottom side of
a Peltier. Sy, Ry and K, are three temperature-dependent bulk parameters of a
Peltier module denoting tHeeebeckoefficient, the module electric resistance, and
the module thermal conductance respectively. Here, thecsiph M/ indicates the
parameter value of a module instead of a P/N couple. In theaeflux equations,
the current flow is used for calculation as essentially these effects arifums of

the internal current flow. Furthermore, except for floelle effect, the other three
effects are reversible when the current flow reverses tteetiton. Therefore, we
use the current flow direction to determine whether the &aktioperated in heating
and cooling mode.

During the cooling mode, the current flow direction and thatlilew direction
are opposite to those in heating mode, which will affect iba ef some effects too.
We define the current flow direction and the heat flow direcitioneating mode as
positive, and verify Eqn.4.19 and @.1b with negative current and negative heat
flow for the cooling mode. The results show that the same enpsfrom heating
mode can be used for cooling mode with this sign definition.

In our actuator implementation, the digital control outfpaim the micro-controller
is used to control the voltage input of a Pelti&f,(, which is counteracted by the
Seebeckoltage. Therefore, the relation between the current aaextternal volt-

age input can be described as
I'=Vin—Su(Ty — 1))/ Ru (4.2)

By substituting the current terms in Eqd. 19 and @.10 with Eqn. @.2), the heat

flux at each side of a single Peltier with voltage inputs nofeimulated as

52 S 1
= —Kull,-T) — 2T -1 + 221V, + — V2 (4.3a
Q, = —Ku(T,—T,) — S (T2—T2)+@TV Ly (4.3b)
b M Y Ryt Y T Ry T T oy, i Y
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4.2 System formulation

The heat balance equations of the copper plates in diretactowith the top surface
of each Peltier are furthers studied to develop the moddi®two-stage Peltier-
based device. These copper plates are very thin (improkmghermal uniformity
along the heat flow direction), have more than 85% of its serfarea in direct
contact with the adjacent Peltier surface (improving thexrtral uniformity along
the lateral directions), and have high thermal condugtivitherefore, we assume
that the temperature profile inside each copper plate isunlf distributed. Under
this assumption, the heat flux is proportional to the tentpeeachange rate &g =
dH/dt = 1/C(dT/dt). The parametef’ = 1/(pxV) is defined as the reciprocal
of the thermal mass of the copper plate, wherie the material density; is the
specific heat capacity, arid is the volume of the copper plate. Considering the
thermodynamics of each plate in equilibrium, the followeguations are derived
to describe the net heat flux of these copper plates in cownititthe two Peltiers
(subscript 1 denotes the top Peltier and 2 denotes the bétadtier),

dTy

I = C151.Q1 — CiQinm, (4.4a)
d1s
% CQSthzt - CQSlelb - Czsz (4-4b)

whereQy, Qi (i = 1,2) are the heat fluxes at the two sides of ikie Peltier,
determined by Eqn4(39 and @.3D. Q;,, (i = 1, 2) is the heat transfer to ambient
environment through heat convection and radiation, witht hess from the copper
plate to the environment defined as the positive directigf.s;,, andsy; are three
experimentally determined scaling factors introducedcmoant for the non-ideal
heat transfer between Peltier and copper plate.

The heat loss flux),, usually is through heat convection and heat radiation,

which is calculated by the following equations,
Qm=hAJ(T —T,) +co A(T* —T2) (4.5)

whereh is the heat convection coefficient,s the Stefan-Boltzmann constantis

the emissivity of the material, andl, is the effective exposed aréa.andT, are the
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surface temperature and ambient temperature respedié@lyrhe (74 —T4) term

in Egn. @.5) can be expanded int@ — T,)(T + T,)(T* + T?), therefore we could
isolate(T — T,), and combindT + T,)(T? + T?) with eo forming a new fictitious
coefficient similar to the heat convection coefficientas= eo (T + T,,)(T? + T2).

To evaluate the relative heat loss strength, the heat loiseafivo copper plates
from convection)...., and radiatior(),.., at three steady-state points are calculated.

Nominal values are shown in Tablel An additional term(.,,.q (heat loss from

Table 4.1: Nominal heat transfé),, (J/s) of two copper plates at ambient temper-
aturel, = 20°C

Copper plate 1 Copper plate 2
°C Qconv Qrad Qcond Qiotal °C Qcom; Qrad Qtotal

QCO’!L’U QCO’!L’U
94| 7.6960 0.3180 0.3461 1.086865| 1.9800 0.0710 1.035
72| 5.4080 0.2007 0.2596 1.085160 | 1.7600 0.0615 1.035

60 | 4.1600 0.1455 0.1731 1.076655| 1.5400 0.0525 1.034

OO

=

conduction) is added int@,,, of the top copper plate, which is included to account
for the heat transfer from the top plate to the microfluidigpchHere, constant
temperature difference between the copper plate and thechip is assumed. The
ratios of total heat loss versus heat loss through conveetie also listed in Table
4.1 All these values are less than 1.1, which verify that the lss by convection
is dominant at our operating conditions. Therefore, we sbdo approximate the
heat transfer fluxQ,, by a scaled?..,., with the scaling ratio defined a37") =
1+ h,./h. The corresponding quasi-linear model for the total hesg Is expressed
as

Qu = r(Th A (T = T,) (4.6)

In addition, the differences among the values of the ratio) at these three operat-
ing points are relatively small (less than 0.1%), therefeeemay use constan{7’)
in this application.

To derive the state-space formulation of the system, wee@efia= T}, x5 = 15,
w1 = Vin1, us = Vino, d = T3 (subscripts 1, 2 denote the top Peltier and the bottom
Peltier, and subscript 3 denotes the heat sink). Subsigftiiel); andQ), with Eqn.
(4.39 and @.3b), and the heat log3,,, with Eqn. @.6), and regroup the coefficients

58



of the terms , the state-space model of the two-input twgesteltier device is

formulated as follows,

i1 = —qT1 + QT2 — @I + @T5 + @ + Ut — g1 + g1, (4.7a)
By = —qeTo + qed — qr5 + grd® + qguad + qous — qroT2 + qio Ty (4.70)

2 2 2
+q1171 — q11%2 + 1277 — Q1225 — G13U1T1 — Q14U

whereg; ;— ... 14 are the new coefficients whose definitions are listed in Taldle

The definitions of two parametetg and ¢;o are different with other parameters

Table 4.2: Definition ofy; ;—;,... 14 Of the two-stage Peltier model

q1 q2 q3 qa 45
Cis16591 | CrsuSan | Cus
Cysu K L\ Oy fihA,
121t M1 2RJ\/[1 Rj\/fl 2RJ\/[1 1 lfl 1
d6 qr qs q9 q10
Cas9t53s9 | CasorSara | Cosay
Coysu K Corg fah A,
292t LN N2 2RZ\/[2 RJV[Q 2R]V[2 2 2f2 2
q11 q12 q13 q14
Cos K Cos165171 | CosipSart | Cost
2717 A 2Ry Ryn 2Ry

as each of them includes an additional scaling functinirf g5 and f, in ¢0).
fi(z,&,u), i = 1,2 are introduced mainly for the extreme heating/coolingaagj
where the control value may saturate at the hardware limitation, and the values
of temperature change rateare far away from normal values in local regions. The
heat loss of a copper plate with larger « values will have some irregular results,

which are further obtained from experimental data.

4.3 Model implementation and validation

The dynamic state-space model is coded as an S-functiomioli@k® 7.0 from
Mathworks. Fixed material property dependent parametgch 8sA,;, A, h
are calculated in the S-function initialization. The dimgms of the microchip,
the Peltier module and the copper plates are listed in T&levhich are used to

calculate the effective contact area for heat transfgr A.» and the volume of
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the copper plate$; andV;,. Using p., = 8.9g/cn?, k., = 0.385J/g/K and the

corresponding’; / Vs, C;/C5 can be also calculated in the initialization.

Table 4.3: Physical dimension of the Peltier module and eopfates

Width (mm) | Length (mm)| Height (mm)
Microchip 31.00 11.00 2.00
Peltier module 39.70 39.70 3.94
Top plate 50.00 50.00 2.00
Middle plate 50.00 50.00 1.00
Bottom plate 140.00 130.00 15.00

The temperature-dependent parameteys K,,, and R,; of each Peltier are
calculated at each simulation step using a 3rd order polyaldomction based on
an empirical formula from the manufactur@d]. When the temperature difference
between the two sides of a Peltier module is zero, the modarenpeters can be
calculated as

2y (T) = 21 + 20T + 23T? + 2417 (4.8)

wherez can beS/ K/ R, and the coefficients in the polynomial function are obtdine
by approximation from experimental data, ahdis the absolute temperature of
either surface of the Peltier. When there is temperatufferdiice between two
sides, we calculate,,(7;) andx,,(T}) first using the formula in Eqn.4(8), and

obtain the overalt;, as

Ty = W(Tig - ;:4 (7) (4.9)

From the manufacturer, nominal valuespfi = 1, - - - , 4fora 71 couple/ 6 ampere
module is provided which is listed in Table4 [11]. To deriveS,;, Ky, and R,
of the 127 couple/ 8.5 ampere module used in our device, waasshe linear
relation and scale the; values by the ratio of the couple numbéy /71. The
accuracy of this approximation is verified at some typicarafing temperatures.
The scaling factorsyy, si, so, fi(z, &, u) and fy(x, 2, u) are initially set to
unity. Random Binary Signal (RBS) input tests around thedHbcal operating
points are applied, and the responses are used to find a setghé values ofq;;,

S1p, S2¢) t0 be used in three local models,; = 0.9, s, = 0.75 ands,; = 1.0 are
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Table 4.4: Coefficient values of the empirical polynomigbagximations of three

temperature-dependent parameters.

X 5:(VIK) T, (WIK) ,(Ohm)
71 | 1.33450<10 2 | 4.76218<10! 2.08317
7y | -5.37574<10° | -3.89821x 10 © | -1.98763<10 2
75 | 7.437310 7 | -8.64864 10 ° | 8.5383%10 °
74 | -1.271410°9 | 2.2086%10 ° | -9.03143<10 °

chosen to approximate the models at the three operatingsanijh least errors.
The values of; andr, at the intermediate temperature 72°C are used in the heat
loss calculations, which arg = 1.085 andr, = 1.035 respectively. Using this

set of sy, s, s2:) @and ¢, o) values, the single simulated nonlinear model can
approximate three local systems separately, the modelbafsix different RBS
input responses are compared with measured data and shdvig #h1-4.6. For

any individual RBS response, the model/data errors areehititan the best lin-

ear model system identification results. However, as we ling usage of scaling
factors to one set in our model for six different scenaribe,modeling errors are
tolerable.

To find the values of;(z, #, u) during transitions, a closed-loop response using
the previously designed decentralized PI/PD switchingratier for PCR cycling
in [35] is used. Measured and the heat-sink temperatut@re used as the inputs,
and simulations with differenf; are repeated to findl values with the least integral
of model/data error over each transition region. Howewuee,  the complexity of
the dynamics during transitions, the expressioff;a6 not smooth and a simplified
look-up table with different conditions is developed.

Simulated model outputs of three PCR cycles are plottedgn4v (as solid
lines) together with measured outputs (as dotted lines)lodal regions around
94°C and 72°C, simulated results:of are within£1 °C bound of the actual out-
put. The model errors around 60°C are withinl.5°C bound. The difference in
the error magnitudes is because that model paramétérsz, ) and fo(z, &, u)
have larger approximation errors at the 60°C region whers close to zero volt-
age input. The modeling errors of are bounded by-2 °C with a few exceptions.

These exceptions are mainly due to the strong coupling froto the dynamics of
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zo. Although the modeling errors af, are relatively larger, the modeling error of
x1 compared to the variation rangexgfis much smaller. Since in PCR application,
the target PCR temperatureuis, relative larger errors im, are acceptable. Consid-
ering the tradeoff between model accuracy and parametepleaity, the modeling
errors with the proposed structure and parameter valuebeaolerated. Overall,
this theoretical model can capture the characteristicotf the transition and the
steady-state responses of the cascade Peltier modulé-bagiee and provide a

test-bench for closed-loop simulations of different coldr designs.

4.4 Summary

A nonlinear theoretical model of the two-stage Peltierdoedevice is developed, an
empirical parameter calculation method is introduced @riodel to account for
those state-dependent parameters. Considering the g¢engerfor model-based
controller designs, higher order functions are furtherrapimated with lower or-
der functions which is the trade-off between model accueaymodel simplicity.
The basic principles used for this modeling are the thermadhics of the inter-
facing materials and the bulk models of individual Peltievdules, difficulties lie

in the determination of the heat transfer amount to the enwirent during extreme
heating/cooling situations. In these situations, we ohiked two nonlinear gain
ratio functionf; and f, to account for non regular heat loss and determine their val-
ues through data analysis by minimizing the integral of tnereof the closed-loop
simulation results. Relatively higher model accuracy isiemed in the top Peltier
than the bottom Peltier as the dynamicsrefis more complicated during transi-
tions especially when both, andzx, are operating around the 60°C regions. In the
simplified model, the dynamics includes only first order aacbosd order terms of

x and u, and the parameters numbers are minimized. Usingrtipdified model,
designing single or switching nonlinear controllers foe #ntire operating range

are feasible, which will be discussed the later chapters.
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Figure 4.1: Open-loop model output vs. experimental dabarad 60°C region
with an RBS input inu,: top Peltier temperature; (top graph), bottom Peltier
temperature:; (bottom graph). (solid) Model output; (dashed) measurdgudu
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Figure 4.2: Open-loop model vs. experimental data arouri@€ @8gion with an
RBS input inu,: top Peltier temperature, (top graph), bottom Peltier temperature
x5 (bottom graph). (solid) Model output; (dashed) measuregudu
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Figure 4.3: Open-loop model vs. experimental data arouri@€ f8gion with an
RBS input inu;: top Peltier temperature, (top graph), bottom Peltier temperature
x5 (bottom graph). (solid) Model output; (dashed) measuregudu
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Figure 4.4: Open-loop model vs. experimental data arouri@€ f8gion with an
RBS input inu,: top Peltier temperature, (top graph), bottom Peltier temperature
x5 (bottom graph). (solid) Model output; (dashed) measuregudu
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Figure 4.5: Open-loop model vs. experimental data arouri@€ $dgion with an
RBS input inu,: ttop Peltier temperature, (top graph), bottom Peltier temperature
x5 (bottom graph). (solid) Model output; (dashed) measuregudu
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Figure 4.6: Open-loop model vs. experimental data arouri@€ $dgion with an
RBS input inu,: top Peltier temperature, (top graph), bottom Peltier temperature
x5 (bottom graph). (solid) Model output; (dashed) measuregudu
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Figure 4.7: Closed-loop model output vs. experimental détfathree PCR cycles
of the Peltier system using a switching decentralized PIbtrotler: the temper-
ature of the top Peltiex; (top graph), the temperature of the bottom Peltier
(bottom graph). (solid) Simulated model output, (dasheeasared output.

66



Chapter 5

Extended feedback linearization-
based design

The state-space model of the Peltier device representednn @.79 and é.7b

is not a typical nonlinear control affine system. The dynaagoations depend
not only onu, but also onu?. Techniques using the inverse of the coefficient of
u to isolatew for further design will be more difficult in a MIMO system withe
appearance of?. Therefore, special transformation of the control signiil e
necessary. One technique is to augment the control signaj;ag]. Although the
augmented system is in normal control affine form, the cairg on the control
signal are not expressed explicitly which make the corgralesign challenging. In
this chapter, we consider another approach by changingr@bla on the control
input to transform the system model to the control affine farthout augmenting
the dimension. The feasibility of this change of variablpeleds on the two con-
ditions. First of all, the system can be partially decouplech means the MIMO
controller design can be transformed into sequential SI&&gyd. Secondly, there
exist some real solution of the square root of the newly faansed control vari-
able. The existence conditions of real solution depend esyistem dynamics and
the operating conditions which usually are not guarantéelldjy. For each SISO
sub-system of the transformed dynamics in control affinenfave can choose var-
ious nonlinear controller design. An input-to-state fesdblinearization technique
is considered here for the SISO subsystem due to its sirplitidesign and the

convenience in extension to high order systems.
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5.1 Error dynamics

Defining the error signals as = r; — x; ande, = ry — x4, the error dynamics of
the system are derived from the simplified state space emsat Eqn. 4.79 and
(4.7b as

é1 = 14 @I — Qs + @t — @i+ gsr — 5T, — 3w — gaui (5.1a)
€y = (QeT2 — qed + C]ﬂ% — ¢7d* + qro72 — q10Ty — quT1 + g2 (5.1b)

—91255% + Q12$§ + qiz3u1 Ty + %4“% — ggdug — Q9U§

We keep bothr; ande; terms in the equations for simplifying the notation. Also
there is not, term in the error dynamics sin¢e = 0.

For non-constant tracking application of the typical PCRlioyg reference, we
would need to have a reference with analytic first derivatioe the derivation of
the error dynamics. Because at these step times the deesati the step reference
are impulse functions. This type ofcannot be used over large variation ranges
during transitions. Instead, we design a new referenceabigging a combination
of a ramp function and a sigmoid function to approximate estep change. The
derivative of this new reference is smooth almost everye/lexicept a few points
where the switching from the ramp to the sigmoid functiongeays and the switch-
ing from the sigmoid function to the constant set-point ke The slope of the
ramp function is set at the maximum temperature changeiratted by the hard-
ware when the target temperature is far away. When the referis close to the
target temperature, either a full sigmoid function or a Bagmoid function is used
to approximate the smooth transition, which has a descgrelope and the value
of the slope can be calculated easi®i] In addition, the shape of the sigmoid
function can be further adjusted by a scaling fact¢also known as the steepness

factor). The new reference signal for one transition regsdormulated as
r(t)
r(t)

wheret,, t, andt. denote beginning, switching and ending times of a transitio

To + K(t — to) Whento <t <t (52a)

r(ts) + =225 — 0D whent, <t <t, (5.2b)

region. Other parameters in Eqn5.29 and 6.2 are determined according to
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the requirements imposed by thermal cycling and hardwdpéis the distance to
be covered by the sigmoid function and the signiofs determined by the slope
direction. o can be set to 0 or 1 to determine whether half or full sigmorttfion
is used ¢ = 1 denotes half sigmoid function is used).

The reference of an entire cycle is constructed by threeitians followed by
three constant set-point regions. The partition of an erycle of a PCR refer-
ence is illustrated in Fig3.1, and the parameters to construct the reference of each

transition region from transition O to transition 3 aredigin Table5.1

Table 5.1: Parameter values of the constructed referendiéfément transition re-
gions

Transitionregion ro | ts [7(ts) | K | D | s

Ty: 60°C—94°C | 60| 9.6| 84 | 25| 10 | 1.6
T,:94°C—60°C | 94|96| 70 |-25|-10|1.6
T,: 60°C—72°C | 60| 5 60 0 6 | 1.0
T5.72°C—-94°C | 72|148| 84 | 25| 10| 1.6

R Oolk| k|

For example, to construct the reference of the transitiomf60 to 94°Cy, =
60, ts = 9.6, r(ts) = 84, K = 2.5, D = 10, 0 = 1 ands = 1.6 are used, which
means a ramp function is used for the reference between 60 @ahd a half sig-
moid function is used to approximate the transition from@94°C. The steepness
factor s of the sigmoid function is 1.6, which can be further tunedetefing on the
requirement of transition time. For the short transitioonir60 to 72°C, no ramp
function is used, therefore both and K are zeros. And a full sigmoid function
covers the entire step-size, 8b= 6 is the distance covered by half sigmoid func-
tion. ¢, = 5 is used to set middle point of curve instead of the switchimbi¢h
means the overall transition time is set at 10 seconds$ set to zero which re-
moves the shifting of the middle point. Each transition ikcfwed by a constant
set-point, therefore the reference of an entire cycle carobstructed and used in
controller designs.
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5.2 Extended input-to-state feedback linearization

We find that the derivatives of the errors in EqB.1@ and 6.1b) not only depend
on theu; terms but also the? terms. Controller design for this type of system is
challenging. General properties of this type of systemsstudied, and a matrix
formulation of these systems is expressed as

Uy uj

t=Fx)+Gx)| ¢+ |+Hx) | ¢+ |, z€R", ueR" (5.3)

Uy, U
whereF'(z), G(xz) andH () are matrices with each element being a scalar function
of state. We also observe thatrelies on ¢, u;, u?) andé, relies on €, uy, u?, uy, u3).
This type of property is very similar to the definition of thea feedback form for
nonlinear control affine systems. Here we define the strettifack form for a class
of nonlinear systems not only affine on the control but alsmafon the higher

orders of control inputs.

Definition 1. Strict feedback form: For a nonlinear system with n states and n

inputs that is not only affine on the control but also affine ba higher orders

of control inputs (up to m), if; only depends ofiz, uy, - - - ,ul"), &, depends on
(x,up, -, uf ug, -+ ,ul), andi, depends oz, uy, -, u", ug, - ,ul -+,
up, - - - ,u™), then the system is sirict feedback form.

For systems formulated in matrix form as Eqr.3), the conditions of strict
feedback form can be described@é&r) and H (z) are lower triangular.

If a nonlinear control affine system is in strict feedbackroit can be stabilized
by recursive application of backsteppirif]. Similarly, if a nonlinear system that
is affine on the control and the higher orders of control istiitisfeedback form,
it can be stabilized by recursive individual controller ides. Thus the MIMO
controller design is reformulated into sequential SISOgtes To obtain the SISO
version of Egn. %.3), F(z), G(z), and H(z) are replaced with scalgf(x), g(z)
andh(x). By completing the square anin the SISO case, we introduce a new

control variablei(u, r) = (u + a(x))?, wherea(x) = h™'(x)g(x)/2. Using this
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new control variable, the SISO system is transformed intdarobaffine form,
= f(x) + g(a)u (5.4)

where f(z) = f(z) — h(x)a(x)? andg(x) = h(x). Many nonlinear controller
design methods can be applied to the SISO subsystem undeorikraintz > 0.
We choose the input-state feedback linearization desiga.idea behind the input-
to-state feedback linearization is to use coordinate toamstion = = T'(z) to
transform the original nonlinear control affine system as.E(.4) into a linear
system as47, 36],

2= Az+ Bw(z)(u — ¢(x)) (5.5)

and the transformatioii(z) satisfies the following equality,

L (F(@) + a(e)7) = AT(2) + Bu(a)(@ — o(a) (56)
For the transformed new linear systemtgoordinate, we can design the control as
u = ¢(x) +w™!(x)v, and render the system into= Az + Bwv, which is in standard
linear system formulation.

The sufficient and necessary conditions of the nonlinedesyss input-to-state
feedback stabilizable is thgtandg satisfies two conditions. The following theorem

describes the conditions.
Theorem 5.1. [47] The nonlinear control affine system as
&= f(z) +g(z)u

is input-to-state linearizable oW, C D if and only if the following conditions are

satisfied:

(i) The vector fields{g(z), adsg(z), - ,ad} 'g(x)} are linearly independent
in Dy. This condition is equivalent to the matrix

C = [g(x),adsg(x),- -, ad} " g(x)]nx, has rank n for all: € Dy.

(i) The distributionA = span {g, adsg, ad} g} is involutive inDj.
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The proof is omitted here, which can be found in many nonliceatrol books
as [47,36]. The two conditions guarantee the existence of the tramsfton7” and
T-! and the existence of inverse ofz).

For the special case in our system, each SISO system has alstate vari-
able, so the feasibility of the input-state feedback lirgzdion is guaranteed by the
existence of the inverse @fx) = h(x). Here, the inverse of(z) exists almost
everywhere except a few points whefr) = 0. Whenh(z) = 0, which means:?
will not affect the dynamics, the original SISO system igatty in control affine
form. Therefore, we will only considéei(z) # 0 scenarios. We choose to use
a simple design to cancel the nonlinear term and assign thandigs to— A()z.
Non-constantA(t) is used here to include more general cases. The corresgpndin

controller has the following structure
u=—g '(z)(f(x) + At)x), A{t)>0 and @ >0 (5.7)

The stability of this feedback linearization design can bargnteed ifA(¢),t > 0is
always positive. The constraint af> 0 is equivalent to the inequality(z)(f(z) +
A(t)z) < 0, which is the sufficient condition of the existence of a solutof «.
Therefore the range of(¢) relies on the signs of(x), + and the magnitude of
—f(x)/z. As far asi; > 0, we can desigm; first and design; sequentially while
treatingu;, j =1,---,7 — 1 as known parameters.

To derive a general form of control of each subsystem in tedldack lineariza-
tion based controller, we expand the two lower triang@laand H matrices in Eqn

(5.3 and obtain the dynamic equations as

i1 = fi(z) + gu(@)uy + by (o) (5.8)

By = faz) + gor(w)uy + goo(@)us + hoy (v)uf + hoo(x)us

+ e hnn(x)ui

If hy;,o =1,--- ,nin Eqn. 6.8) are non-zeros, we can define some new func-

tions a;(x) = g¢u(x)/hi;(x)/2 and choose some; for the i-th sub-system and
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obtain the corresponding input-to-state feedback lizesion based controller as

follows,
. = —h(2)(fi(z) — hu(z)a}(x) + azy) (5.9)
Uy = —hyy (2)(f2(x) = haa(2)a5(x) + gor (w)ur + hor(x)uf + azws)
B n—1 n—1
Uy = o (2) (fal@) = hon (2)a} (1) + D oy (2)us + Y o ()0} + )
j=1 j=1
wherea;,7 = 1, - -- ,n are controller tuning parameters. To guarantee the existen

of solutionu; for the original systemy; > 0 is the sufficient condition. Assuming

u; > 0, then the feedback linearization-based controller carabmutated as,

w = —ay(x) £y (5.10)
uy = —ag(x) £y

Uy = —an(x) + U,

The stability of the closed-loop system using this seqaéfgedback linearization-

based controller design is proved in the following theorem.

Theorem 5.2.For a nonlinear system defined in Eqb.§) with h;;(z) # 0, if there

exists some; > 0, i = 1,-- -, n satisfies that

o + <fz(9:) — 49};’:2) + Z_:g,-j(x)uj + Z_: h,ﬂx)uf)

has an opposite sign &f;(x), then the extended feedback linearization-based con-

troller defined in Eqn.§.9) and (.10 can stabilize the system.

Proof. Since the system is in strict feedback form, the entire systan be stabi-
lized by recursive individual controllers.

2 (g i— i—
has an opposite sign &f;(z), thenz; >= 0 is guaranteed.
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Next, we substitute,; into the dynamics equations sequentially. Whea 1,
we havei; as
2 2
. 911 () g1 ()
- — h
I fl(l') 4h11($) + 11(1’) <U1 + 2h11(x)
= fl (l’) — hll(x)af(x) + hll(l')’ﬂl

= —017

Sincea; > 0, the subsystem af; is exponentially stable with;.
Wheni = 2, u; is available, fill inu; andu, into the dynamic equation, and we

havei, as

iy = fo(@) + ga1(x)ur + hor (2)ui 92:() + hoo () (U2 + 92 () )

L 4h22(l’) 2h22(l’)
= fo(2) + gor ()1 + hor (2)u? — fiﬁi) + hg ()2

= —Ql2

Therefore the subsystem of is exponentially stable under contr@l;, u3). Sim-
ilarly for ¢ = 3,--- ,n, &; equals to—q;z;. If a; > 0, then theith subsystem is
stable.

Finally choose a Lyapunov function &= % Sor a2, itis straightforward that

n n
i=1 1=1

andV = 0 if and only if = = 0. Therefore, the stability of the entire system is
proved. O

Applying the sequential extended feedback linearizaliased control design
to the error dynamics of the Peltier device, the followingcaithm is developed:

Algorithm: Extended Feedback Linearization-based contrdler
1. Choose some positive valuesandas

2. Calculate the value of defined as
o 2 2
1 =71+ qr + @r] + gsT — T2 — Gy — gs1g
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3. Fillin the values of:; ande; into the following equality

qsx 2 qsx > ¢ + aqe
<u1+-iL3) =:< 32) + (5.11)
2q4 2q vz

and solve for;. The sign ofu; is determined by the operating condition and
the magnitude is limited by constraints. = min (w4, u1), if u; > 0, and

U = max(ulmm,ul), if up < 0.
4. Fill in the value ofa; and calculate, as

Cy = C_I6(7’2 - d) + Q7($§ - d2) - C_I11(1'1 - 932) - Q12($§ - 953) + 6_110(7“2 - Ta)

+qi13T1U7 + Chﬂﬁ

5. Fillin the values of:; ande, into the following equality

gsT 2 qsd > e+ e
<W+ﬁi)=<i0—wi—i% (5.12)
2q9 2q9 9

and solve for,. Apply the constraints ta, and getis.

Remark 5.1. Comparing the error dynamics of the Peltier system in Ednld)
and (.1b with the general form in Eqn5(8), we haveu, (x) = gsx2/q4/2, h11 =

—dy, a2(x) = Q8d/qg/2. hos = —q9, g21 = q1371, ho1 = qu4, and
filzg) = M4+qr+ Q2$% + @51 — 12 — Q2$§ — 515
folm) = qo(ra —d) + qr(23 — &) — qu (21 — 22) — qr2(2F — 23) + quo(r2 — To)
From Eqn. 6.9 of the expression af;, we have
= —hyy(fi = hpdd(z) + ae;)
= (fi+ @r3/4q + arer)/q
?_Lg = —h2_21 (fg — hQQCLg(ﬂf) + go1Uy + hglu% + Oégeg)

= (fo+ quzzius + CI14U% + q§d2/4q9 + asge3)/qo

Comparei; with the definition ofi; as (u; + a;(x))?, we will have the following

equalities

2 2,.2
<m+%“):%?+ﬁ+mq (5.13)
2qy 4qy 4
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(5.14)

( qu)2 _ g3 d? n fo + qusriur + quaul 4 ases
4Q3 d9

By direct comparison, we can find that = f; andcy = fo + quizriu; + quau?,

therefore the equalities5(11) and (.12 are equivalent to equalitiess(13 and

(5.14), which means this algorithm is in fact an extended feedtiaelarization-

based design.

Remark 5.2. Since the solutions af; andu, are obtained from second order equa-
tions with parameters depending on the temperatures aragrthe existence of a
solution cannot be determinedpriori. However, sincéi; and hyy are negative,
the existence conditions fat can be reduced to the positiveness of the right hand
side of Eqn. %.13 and (.14). Inside the operating range of the systefn,and

f2 + quswiug + quau? are positive, therefore for positive errors, the existeooedi-
tions ofu; are always satisfied. For negative errors with relativelyairmagnitude

(in our case<5), we can always find a positive upper boundvpfo guarantee the
positiveness. If for some initial value @f the existence conditions are not satisfied,
we can reduce the; value to satisfy the condition (we assume that this case only
happens when; < 0). On the other hand, as the value controls the convergent
rate of errors, we would prefer larger; values for faster responses. Therefore, the
choice ofa; value is a compromise of different requirements and mainitéd by

the magnitude of negative errors.

Remark 5.3. To decide the sign of the square roots(of + a;(z))?, signal mag-
nitude and the hardware limitations are considered. At lodeage with very small

e;, we prefer the one with smaller magnitude tqrexcept the 60°C region, and the
one with larger magnitude far,. Special attention is focused on the system around
60°C region, where, is close to zero input and may change signs frequently. In
this case, we choose the signgfto be opposite to the sign ef — e;. During tran-
sitions, the heat transfer direction is also consideredyileverify the sign ofu; to

be the same ag, if the two roots have different signs. Furthermore in somsesa
one of the solution ai; may be out of hardware limitation, then we will choose the
other solution within the bound during the transition. In sheases, we prefer to

use the same sign choice of the square root to avoid jumpsmmtealues.
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The main advantage of this extended feedback linearizéiased design is us-
ing one controller for all the regions, therefore elimingtthe need for multiple sets
of controllers for different regions. The coupling effebetween two Peltiers and
nonlinear characteristics are internally reflected in thetioller design. However,
the feasibility of this design depends on the existence al@isn of u; which de-
pends on the model parameters, process variables, and fp@iameters. Typical
Peltier systems are usually stabilizable, and hardwargdimon will be the main
limitation on the convergent rate. Since some of the modedmaters are state-
dependent, robustness analysis will be subjected to €iffesperating conditions,

we will discuss this issue by numerical simulations in setb.4.

5.3 Equivalent design by Lyapunov function theory

The extended feedback linearization-based design assegetive eigenvalues to
the error dynamics to achieve the asymptotic stability efélror system. Similar
designs can be obtained from the Lyapunov function methodeduivalent design
to the extended feedback linearization design is studiegl iing a simple control
Lyapunov function’ (e, ¢) = 3(ef + €3) = Vi + Vo. The controller algorithm is
developed by forcing the derivatives of each sub-Lyapunaoetions to be negative.
The viability of this sequential design lies on the stricedback property of the
system. The following theorem provides a set of sufficientitions for the general

controller to stabilize the error dynamics of our Peltievide.

Theorem 5.3. For the nonlinear system in Eqgb.(Lg) and (.1b), closed-loop sta-

bility is guaranteed if the controller satisfies the follogiconditions:

0 quui + gsrous — (c1 + Brer) >0 ife; >0
q4u% + q3xrouy — (Cl + 5161) <0 if er <0

(i) Qo + gsdug — (ca + faea) >0 ifea >0
QQU% + ggduy — (02 + 5262) <0 ifea <0

wheres; > —(q1 +¢s) and 3z > —(g¢s + quo + q11) are two tuning parameters, and
¢ = i+ qar+ o+ e — e — @r; — g1,
2 = qo(re —d) + qr(a3 — d*) — qui (1 — 22) — qr2(2] — 23) + quo(r2 — To)
+qusriug + Qv
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are two intermediate variables defined as functions of staterence and control.

Proof. For the first sub-Lyapunov functior,, replacing corresponding termseéf

with Eqn. 6.19, the derivative of this Lyapunov function is

‘71(61, er) = —(q + Q5)€§ + (M + qury + Q2$% + @51 — 12 — Q2$§

—qs1, — qw? - Q3$2U1)61

which is organized in a descending orderof We defineFy, = ¢; + ¢5s andF; as
the coefficient of the;; term for simplification. Since; + ¢; > 0 is determined
by the material property and operating conditiofg,> 0 is guaranteed. From the
definition ofc,, we haveF; = —(qu? + gszou; — ¢;). Therefore, the condition (i)

is equivalent to
—Fy > piey, if e >0, and — Fy < Biey, if e; <0

which is equivalent td",e; < —[3¢€2.
If B > —(q1 + g5), thenV; < —(q1 + g5 + B1)e? < 0.
Similarly for V;, we assume; is known and substitutg term with Eqn. §.1b),

we have

‘72(61, e2) = —(g6+ qo+ Q11)€§ + (ger2 — qeus + Q7$§ — grd®
—q11%1 + qu1T2 — Q121’% + Q12$§ + qi13T1U1 + C_I14U§

+q1or2 — qroTy — gsduy — qou3)es

Similar toV;, we defineGy = g5 + q10 + ¢11 and G, as the coefficient of,. For

the Peltier device(, is always positive by the material properties and operating
conditions, therefore the first terrige? is always negative with nonzerg. Since

the condition (ii) is equivalent to the inequalifi;e; < —f,¢3, the derivative of the

Lyapunov function/; satisfies the following equality,
Vo = —Goes + Gres < —(gs + quo + qu1 + B2) e

If By > — (g6 + qi0 + q11), thenV, < 0.
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The entire Lyapunov functiol’ can be expressed in matrix form §5T e, and

its derivative is expressed as

. . * a 0 6
V=Vi+Vs < —aef — ey = — [ e 62}{ 0 aJ [eﬂ

wherea; = Fy + (6 andas = Gy + (3». The overall system is stable by Lyapunov

stability theory. O

We can develop a controller by solving the inequality candsg of Theorem
5.3 Equality conditions could be used for simplicity if the gt@nce conditions are
satisfied, following sequential algorithm is proposed fa Peltier system.

Algorithm: Lyapunov function-based design

1. Calculatec; = ¢; + ¢s andcy = g6 + q10 + ¢11 and chooses; > —c; and
b2 > —cy. Althoughces andc, are non-constant, we keep value constant
unless we can not obtain a solution with the initialalue. Decreasg; value

if no solution exists.
2. C&lCUlatefl = ’f"l +qir1 + QQ.T% + Q571 — 12 — QQJI% — q5Ta.

3. Fill'in the values of:; ande; into the following equality

g2\’ 12\’ ¢+ Bie
<u1+—3 2) = < X 2) b (5.15)
2q4 2q4 vz

and solve the equation to obtain. The sign ofu, is determined by the oper-
ating condition and the magnitude is limited by constraifits= min (w14, u1),

if up > 0, andﬂl = max(ulmm, ul), if up < 0.
4, C&lCUlatQQ = q6<T2 — d) + Q7(Jf§ — dz) — qll(ﬂfl — 1’2) — qlg(ﬂﬁ — l’%) +
qio(r2 — T,) + a1ty + quats

5. Fill'in the values of:; ande, into the following equality
2 2
d
<u2+ C_std) _ (C_Ii) n Ca + [aey (5.16)
2q9 9
and solve the equation to obtain. Apply constraints of:, to the solution

and geti, similarly.
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Remark 5.4. The replacement of inequalities in Theor&tB with equality condi-

tions can avoid the pre-determination of the sigrepénd simplify steps for test-
ing of the inequality conditions. However, the new equaldystraints reduce the
search range, and may be insolvable in specific problems.sslenae the existence

of a solution in this algorithm description.

Remark 5.5. The equivalence of this Lyapunov function-based desigheaex-
tended feedback linearization-based design is straigivdicd by comparing Eqn.
(5.195 and 6.16 to Eqgn. 6.11) and (6.12. However, since the parametgrin this
algorithm is not defined as the closed-loop eigenvalue,ritiqiéy utilizes the char-
acteristics of the error dynamics and therefore has a langerge thana; (Term

Fye? and Gye3 provide some stability margins).

We introduced a Lyapunov function-based designs here taiggonore con-
trol design options over the feedback linearization-bagleidh will depend on the
selection of specific Lyapunov function. Here a simple Lyapufunction candi-
date is used to develop an equivalent algorithm to the feddbzearization design.
Using the same Lyapunov function with some pre-determirgadroller structure
restrictions, other controllers can be developed and geformance are compara-

ble with the feedback linearization-based design with samimg parameters.

5.4 Simulation results and robustness analysis
5.4.1 Simulation results under perfect model assumption

We apply the extended feedback linearization-based désttedgorithm to the the-
oretical model simulated in Simulifk7.0. Fixed-step size simulation is chosen
to match with the sampling time used in the measurement. A meégrence is
introduced in the nonlinear design to generate error sjgaral the values of the
reference and the first derivative signal are calculatecel simulation step and
used in the controller algorithm. Since the first heatingplbeethe 94°C set-point
starts from 60°C while in later cycles the heating startefit2°C. A separate ref-

erence signal is also developed for the initial transiticonf 60 to 94°C and we
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exclude this transition from regular cycle and use the b@gm of the 94°C lo-
cal region as the start of a cycle and end the cycle after #mesition from 72 to
94°C, which is different with the linear switching contiell The flowchart of the

controller implementation is illustrated in Fig.1

7

o . . Call Get
Initialization
Reference 0
preheating Call Nonlinear
Ch#l: fixed ul controller
Ch#2: fixed u2 N $
$ If t>tend0

(transition 0)

Read y1, v2,
Check safeway,if safe? Y
A
N -
v Cycling
. initialization |
N v
If > x2
( rehe;; sgilzﬁlt)° call Get
p p i y Reference
v v
v Call Nonlinear
. controller
Start of cycling #
N
If t>tend

...... (entire cycle)

Y

A

End of cycling

counter+1
v N
If 1
Reset ul, u2 countZic—en°
(shut off heater) :
Y

Figure 5.1: Flowchart diagram of the nonlinear non-switghtontroller. The first
transition is separated from the regular cycling with aeteht reference.

In the controller algorithm, we update all gfvalues at each sampling instance
butgs; andg,o values in the simulated model. Because unlike ogteewhich can be
easily calculated as functions of temperature, there as@mple formula available
for ¢ andqy. They are functions ofz, , ) and bothi andwu vary largely during
transition. In addition, not direct measurementa$ available. If we calculate the

approximated values to determing, andq,, the dynamic system model are used
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inside the controller. Therefore the controller algoritianti include the calcula-
tion of thez and further assignings andq; values based on approximatéednd
measured: using look-up tables. The controller algorithm will be ma@mpli-
cated and time-consuming. Instead, using constant vatussplify the controller
algorithm is reasonable in practice. However, the feagjilf this simplification
depends on the robustness of the controller with certaineinaadcertainties and
needs to be verified by real system parameters. The tuniragedersy; andas
are initially set tol. In determining the shape of the newly introduced referewee
choose to set the slope of the ramp function at a bit steeperttte slope limited
by hardware. Therefore positive will be observed during the heating transition
which will lead the controller to achieve fast transition.edhwhile, the range of
feasibleq; values will be also much larger with positive values. The simulated

closed-loop system responses of two measured temperaterelown in Figs.2

Simulation results of X, and X,
95 T T T T 1 T

Temperature C)

| | | | | | |
0 50 100 150 200 250 300 350 400 450
Time (sec)

Figure 5.2: Simulated closed-loop response of the twoedRaitier device using an
extended feedback linearization controller: (dashed) reference signal, (solid)
top Peltier temperature;, (dash-dotted) bottom Peltier temperatuge

In Fig. 5.2, we observe that the closed-loop response tracks the neteodosely.
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No discernable overshoot appearscinafter each transitions, which achieves one
of our objective to reduce the overshoot found in the cldseg@-response of earlier
linear switching PID desigr3p] (Fig. 4.7 includes experimental results using that
type of linear switching PID design). The tracking errors eglatively larger dur-
ing the transitions than local regions, where the maximwauoking errors ok; is
about+5°C observed during the transitions from 72 to 94°C and frontio980°C.
The tracking errors are smallet-1°C) during the transition from 60 to 72°C. The
relatively larger errors found during transition are mgidue to the limitation of
the maximum heating/cooling ability when our preset slopenot be reached by
the device over a large variation range. The temperaturtdatgn result ofz, also
improves significantly compared to the performance usingadier decentralized
switching P1I/PD controller design. Maximum errorof is reduced fromt-5°C to
+2°C. The reduction of variation range of the bottom Pelgenperature indirectly
benefits the fast settling of the top Peltier temperaturewé¥er, steady-state er-
rors (about 1°C) are found in the simulated resultsof Overall, using the new
extended feedback linearization-based controller, tiariaanges of both states are
significantly reduced, oscillations are eliminated, tfame fast and smooth transi-
tion are achieved in both Peltiers. The feasibility of ustogstanty; and g, for

the design simplification is also validated by the simulatiesults.

5.4.2 Model uncertainty and robustness analysis

The earlier simulations assume that there are no modeligsehile for model-
based controller designs, the effect of model uncertaintyhe closed-loop per-
formance should be further studied. For linear systemsallysstability margin
of the closed-loop system are calculated and the correspgpmparameter ranges
can be derived. For nonlinear systems, the robustnesssamahjl be more diffi-
cult, and usually the concept of regions of attraction ardushich will depend
on different choice of Lyapunov functions. Usually the damaf feasible control
u will be functions of system dynamics and specific Lyapunawtions. For this
Peltier-based system, we study the robustness of nonlooedroller using numer-

ical simulations.
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First of all, except forg; andq,o, the other twelve parameters are functions of
material properties and Peltier surface temperatures,anecalculate the relative
deviations of parameteds; /¢; when the states have some mismatch with the nomi-
nal steady-states. From the definitiongah Table4.2, ¢;-g, andg;1-¢q14 depend on
(21, z2), while gs-qo depend or{z, d). Therefore, we could choose some nominal
values of(z1, 25, d) to determine norma}; values. By applying a grid with differ-
ent level of deviation on the plane of eithr, x5) or (x», d), we can calculate the
effect ofg; due to the deviation.

Since the drifting ol during regular PCR cycles are not large (less than 5°C),
and the errors of both; andz, in the closed-loop system is also less than 5°C
(less than 1°C at local regions), we initially apply a twosénsion grid over |-
5,+5] on the nominal steady-state temperatures and stwdgftact on parameter
deviations. Since, is constant, and the drifting af is relatively small, we use
(z9,d)ss = (60, 25) as our nominal values. The corresponding parameter dengati
are shown in Fig5.3. The largest relative deviation is found @/which is less than
2%. The deviations on other three parameters are much smalle

The parameters of the top Peltier is more complicated sindeacks the ref-
erence over about 40 degree range. And the relative paradwt@ations will be
function of different nominak; value. To study the effect of the temperature de-
viation, we also apply a two-dimension grid over [-5,+5] ¢ thominal pair of
(x1,22). The relative deviations af; to ¢4 at (94, 60) operating point are shown
in Fig. 5.4 Unlike 5.4(a) wheredq,/q; is plotted, Fig.5.4(b)-Fig. 5.4(d) show
—0dq2/q2 10 —0q4/q4 to highlight the appearance of largest deviations at thecesr
(the largest deviations can not be seen in origiaa)¢» to dq4/q4 plots). For all
of the four parameters, we found the largest relative denathappen at either
(-5,-5) or (+5,+5) vertex, therefore we choose to calcutheerelative deviations
of parameters only at these two points. The profiles of theatiens of the two
vertices along the axis between 55 to 95 can be obtained. Big(a) shows the
trajectory ofdq; /g; at the vertex (+5,+5) along thg axis with fixedz, = 60, while
Fig. 5.5(b) shows the trajectory aofg;/g; at the vertex (-5,-5). From Fic.5, we

found the largest relative deviations are always less tBarid ¢, to ¢, along the
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Figure 5.3: Relative parameter deviationsggfto ¢ over a -5 to 5 grid around
(60,25)

x1 axis (r; €[55, 95]).

Since by definitiong; /11 = ¢2/q12 = ¢3/q13 = q4/q14, the relative devia-
tion levels of ¢;1-¢q14 Will be same asy-q, respectively. For all of the twelve
temperature-dependent parameters the relative desatioe to the [-5,+5] tem-
perature discrepancy will be less than 3%. Similar procesiare applied with
[-10,+10] grid, and the corresponding relative paramesniations are less than
6%.

Next, we further run simulations to verify the effect of paweter deviations on
the closed-loop performance. Relative parameter devidéeels at+3%, +6%,
and+10% are chosen, since 3% is the maximum deviation dde5tC deviation
from nominal state values, 6% is the maximum deviation£d0°C case. By
choosing 10% as the largest level for simulation, we are denfithe worse cases
due to model uncertainty are covered. We intentionally geaheg; values in the

controller algorithm by the chosen deviation levels andgrer closed-loop system
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Figure 5.4: Relative parameter deviations¢gofto ¢, over a -5to 5 grid around
(94,60)

simulations. For all these cases, the closed-loop stasilére always preserved,
therefore we can confident that the stability margin of theteay is large enough for
these levels of model/controller parameter discrepaniog. eikistence of parameter
deviations leads to the difference on the magnitude of thadst-state errors. The
largest steady-state errors abai@t.2°C are observed at the 94°C region with0%
parameter deviation, which are acceptable for current P@Radion.

However, as a preventive measure to deal with the steatly-steors due to
model/controller parameter mismatch at local ranges, wesidered to include
some bias tracking techniques. High gain proportional rodliets are introduced

at local regions to reduce the errors. The new local comtralill be

Ulphg = up + K.eq (517&)
Uohg = UQ+K0262 (517b)

For £10% deviation case, we us€., = K. = [600,3000,6000] respec-

tively, and the corresponding steady-state errorg;oére reduced from 0.2 to
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(a) Aqi/qi at vertex (+5,+5) away from (x1,60) along the X axis
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Figure 5.5: Relative parameter deviationg;pfo ¢, at the two vertices (-5,-5) and
(+5,+5) along ther; axis

[0.080, 0.035,0.018] respectively. Although from the theory, the higher the gain
the smaller the steady-state error, we avoid too large gaurewdue the the bound
of control signal [0, 4095]. To apply the new local contrglkle choice of switch-
ing time will be also important. The main guide line here isétay the inclusion of
high gain part as later as possible since high gain part lyswél lead to extreme
large value when error is large which may cause overshobeagnd of transition.
Integral control could also be introduced locally to remdive steady-state error,
however we will prefer quick settling from high gain conteslover slow integra-

tion process as we only intend to use them when errors at@dgingeery small.
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5.5 Experimental results

The algorithm of the extended feedback linearization desigs coded in C and
implemented in a PIC micro-controller. A sampling time of 8econd is used for
the controller. Both control signals and measured temperatata are recorded.
The local high gain controller is coded as an option for is@ua where the turn-on
times are to be determined by experimental observations.

Measured temperature outputs of the extended feedbackiltaéon-based de-
sign without local high gain controller are shown in Fig6, which includes six
PCR cycles. The corresponding control inputs are showngng=r. The tempera-
ture outputs of the top Peltier around the three set-ponmgtsiaown in Fig5.8(a)-
(c) respectively, while the temperature output of the butieltier is shown in the
zoomed-in range in Figh.8(d). In the measurement of, relatively larger steady-
state errors (about 0.4-0.5°C) are observed in the locglesanompared to closed-
loop simulation response. The initial overshoot is aboGt®@6°C. The value of
a is further increased in the local range, but no significadticgion in the mag-
nitude of the steady-state errors is achieved. Althouglstbady-state errors af;
are relatively large, the relative overshoot over the stesidte temperature is very
small which is bounded by0.1°C. Reduced overshoots and steady-state errors are
also observed im,. The steady-state errors of are bounded by-0.4°C, while
the maximum errors during transition are boundedH®yC, except the large drop
below 55°C in the beginning of the transition 0. This largaperature drop is due
to the limitation of the heat generation rate of the devicthanextreme heating of
the top Peltier. Since the steady-state errors are withénable bound for current
PCR application, we did not include the local high gain apti@®verall, smooth
transitions and set-point regulations are achieved in theria of overshoot and
steady-state errors.

Fast transition is also achieved in the sense of the setilimgg Compared to
the linear switching decentralized controller, the riseetiobserved irr; is about
2-3 seconds slower, which is due to the tradeoff betweenl sivaitshoot and fast

transition. However, by eliminating the oscillations aftiee first overshoot found
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in linear designs, the rise time and the settling time in¢hse have the same value.
Therefore, the settling time is significantly reduced bywl#10 seconds.

Differences are also found in the control inputs (as the tiipwa 12-bit D/A
converter, the range is [0, 4095]). Thevalue is close to zero (about 100) only for
a short time span during the cooling transition and coupdiffigcts are included in
the controller algorithm. While in earlier switching deteized PID design, due
to lack of models of the entire transition region, thevalue is set to zero for a much
longer time, and after that fixed compensation terms arechtidthe regular con-
troller output to counteract the coupling until the end afsition. The utilization of
nonlinear model for the transition regions helps achiess l@riations ini; which
further contribute to the smooth transition:in. In addition, look-up tables for
different heat sink temperatures are avoided in this nealimesign. Experimental
results validate the simulation results of the improvedsiton performance using
the nonlinear feedback linearization-based controller.

5.6 Summary

In this chapter, the characteristics of the dynamics of therenodels are studied.
Based on the strict feedback property, the MIMO controlksign can be solved by
sequential SISO designs. For each SISO sub-system, square ¢fu,; are trans-
formed into a new fictitious control by completing of squaheput-to-state feed-
back linearization technique is applied to each transfdrBi&O nonlinear control
affine system to obtain a simple and easily extendable degigrextended feed-
back linearization-based for the MIMO system is formulatadd the existence
conditions of the transformation and the sufficient condi$i of the closed-loop
stability are proposed. An equivalent design from Lyapustawbility theory is also
developed which includes the feedback-linearizationgtesss a special case and
provides more information about the tuning parameters.

Model parameter uncertainties are studied for typical P@&tating conditions.
Simulations results show that the closed-loop stabilifyresserved within 10% pa-

rameter discrepancy. The effect of parameter discrepamcynainly observed on
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the magnitude of the steady-state errors. The larger treper discrepancy, the
larger the steady-state error. An optional local high gaopprtional controller is
proposed to reduce the steady-state error and the effeefigeof this strategy is
verified by simulations. Further experimental resultsdetied the improvement of
the nonlinear design. Significantly reduced overshootsranturther oscillation
at local range are observed using the controller compareardcer linear model-
based switching PID controller design. Settling times adkiced by 8-10 seconds
at different local regions from the switching PID designatidition, since this non-
linear design incorporates the coupling effects inteynatiuch smaller variations
are found in the bottom Peltier, which indirectly helps theosth transition in the
top Peltier.

Although comparable performance may also be achieved lisggy switching
design with further fine-tuning. By using a single nonlineantroller with para-
meters updated online, the controller implementation i€msimpler and those
look-up tables and local controller parameters tunings lmamvoided. Further-
more, since the nonlinear model is not limited to a smalllloegion, the nonlinear
model-based controller can be applied to different setigair references without
the necessity of local model re-identification and paranmtetging. With the sim-
ple controller structure, and the large application ranfgb@model, this nonlinear
controller design are readily to be used in other refereetiings or biochemical

reactions beyond PCR applications.
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Figure 5.6: Measured outputs using an extended feedbas&rization con-
troller for six PCR cycles: (top graph) temperature of the Reltierz,, (bot-
tom graph) temperature of the bottom Peltigrand heat sink:;.
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Figure 5.7: Digital control inputs using an extended fee#blnearization
controller for six PCR cycles: (top graph) 12-bit DAC inpat the top Peltier
uy, (bottom graph) 12-bit DAC input for the bottom Peltiey.
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Chapter 6

Nonlinear switching pseudo-PID
controller design

In the previous chapter, we developed a nonlinear feedbae&rization based con-
troller for the temperature control of the PCR cycler withpioved closed perfor-
mance and simplicity in design and implementation. Theresita of the input-to-
state feedback linearization depends on the feasibilityoofipleting the square to
transform theu andu? term to a new fictitiougi. Constraints are included in the
design implicitly. For a general nonlinear system, Lyapufumction based design
usually can deal with all non-conventional characterssagplicitly. For compar-
ative study, we also developed an equivalent algorithm ¢oetktended feedback
linearization-based design using Lyapunov function metio constraints of spe-
cific controller structure are enforced in the design, tfeeeenonlinear equations
are to be solved at each iteration in digital control implatagon. This repeated
online calculation may be redundant when the system is Mesedo the steady-
state. As an alternative, certain simple controller witledixparameters could be
considered in the local stabilization to reduce the onliakewdation burden. In
some applications with a faster sampling rate requiremeewitb limited resources
for online calculation, applying a local time-invariantntmller may be necessary.
On the other side, the possible model parameter uncertaifitgffect the per-
formance of the model-based controller design. In the presschapter, we found
that steady-state errors will increase when the modelothiiarameter discrep-

ancy increases by simulations. Some bias tracking or stetadg error reduction
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measures may be needed which will be also included in thecehafi controller
structure.

In this chapter, we consider to develop a switching nonlimeatroller which
uses nonlinear algorithms to improve the transition penforce and linear coun-
terpart to save the local calculation and reduce the stetatg-error. Considering
the simplicity of the local controller, the convenience afr@meter setting at the
switching time, and the minimization of steady-state exr@ pseudo-PID/ state

feedback design is developed in this chapter.

6.1 A pseudo-PID/ state feedback design by Lyapunov
function theory

With the intention to have the controller parameter numbsriew as possible and
the ability to reduce steady-state errors, a PID contratiarcture is first consid-
ered. In addition, due to the strong coupling between twaid?ehodules during
the transitions, cross state terms are also needed to b&lemets Furthermore,
since we want to develop nonlinear model-based contraibeimprove the transi-
tion performance and avoid intensive tuning efforts, th@asti switching from a
nonlinear controller to a linear controller, and the quitdoaithm to determine the
parameters of local controllers are also important fadtodetermine the controller
structure. Combining all these objectives, we propose éimemar controller with a
special structure for the Peltier device. A combinations#ydo-PID controller and
state feedback controller is chosen here. State feedbaualy the first choice,
while the derivative term and the bias term are included @nr-oonstant reference
tracking. Therefore, the following controller structuré&wseven controller para-
meters is proposed

wy = kori+ kiep + keea + ks (613)

Uy = l1€1 + l262 + l3 (61b)

whereky, ks, [1, lo are the state feedback gairig,and/; are the bias terms due to
non-constant reference tracking, ands the derivative gain which only appears in

u,. We user instead of: since the rate of temperature change is not measured, and
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the value of our proposetdis easy to calculate. This approximation will be feasible
during transitions whena < r. Unlike u4, there is na*; related term in:, because

é9 does not rely om, directly (no explicit terms of, appears in dynamic equation
of é&; in Egqn. 6.1b).

Althoughk;s andi;s in our controller are actually functions of states and tapu
we treat them as controller parameters and can find sinyilafrthis controller to the
PID controller. Therefore, we name this controller as pseatD type controller
due to the similarity.u; is similar to a PID controller while:, is similar to a Pl
controller except the the cross termg, andl;e;. The state feedback termse;
andl/ye, are equal to the proportional part. The terlgsandi; are the bias terms
which are not constant and are updated with new error infdamgaso in some sense
they can be viewed as the integral part. Fge, in u; can approximaté,i; as the
derivative part of a PID controller. At local regions, whéms$e parameters and
[, are fixed, and additional integrations introduced to raptathe bias tracking
termk; /I3, the pseudo-PID controller is a Pl controller plus a croagesteedback
term.

Enforcing a specific controller structure will apply morenstraints to the con-
troller design. Here, Lyapunov function-based designscaresidered to develop
the corresponding algorithms. Usually, more parameterbauswill lead to more
complicated algorithms especially for high dimension eyst. Therefore, we tried
to minimize the parameter numbers as few as possible, asdyjne of design is
more suitable for lower order one-stage, or two-stage dteiased devices.

Next we choose the Lyapunov function of each subsystem(a$ = s¢7, i =
1,2, which is a simple and popular candidate. In addition, thima Lyapunov
function is used earlier to develop an equivalent algoritbtine extended feedback
linearization-based design, therefore the performandtiesohew controller is com-
parable to the earlier one in the sense of Lyapunov stabilitye derivatives of the

two V;s are derived, both the expressionsipfind the corresponding’ are filled

95



into theV/;, whereu? are expanded as follows,

u% = k‘g’l“% + 2]{?07‘“1/{5161 -+ 2]{507"1]{3262 + 2]{?07‘“1]{33 + ]{?%6%
+2k1e1kaeq + 2k1e1ks + kaes + 2koeaks + k3

U% = lfe% + lg6§ + 2[1[26162 + 2[1[361 + 2l2l362 + lg

By organizing in descending order @f we have

Vilerea) = —(@hi + @)l — (@2 + aak3 — qshka)ere + (g5 — 2qaka)kreies
—(q1 + g5 + 2qor1 + q3raks + 2qukor1 k1 + 2qukiks)e?
+(q1 + 2q2r2 — qzroka + (g3 — 2qak2) ko1 + (g3 — 2quk2)ks3)erer
+(f1 + @+ gsr1 — qsTa — 2 + @i — Qs — qsrakor
—q3roks — qikiiT — 2qukor1ks — qak3)e;
Four new variables;, i = 0,--- , 3 are introduced to represent the coefficients of

the terms in/;,
co = qkie] + qikir?
¢ = Qi+ g+ 2¢r + qsroky + 2qikor ky + 2qaki ks
co = 1—qsroky — 2q4koks

_ 2 2 2 9 2
s = qr1+ ¢ — Gl — qra+ @ry — @y — (1 + 2ze2)en + 27€; + goed
The derivative can be expressed as

“/1(61, 62) = —0163 —+ (—C(] -+ 027‘"1 — 03)61.

If Vi < 0, the error system is stable. Therefore, a set of sufficientitions
of the closed-loop Lyapunov stability can be expressed rimgeof ¢;. Since the
coefficients ofe?e, ande;e2 only depend ork,, by settinggs — 2g.k. = 0 we
can remove the cross terade, and simplifye;e3 ande; e, terms. A new set of
sufficient conditions for the stability of subsystemegfwith additional constraint

ks = q3/2q4 is proposed in the following theorem.

Theorem 6.1. Applying a controller constructed as Eqré. {8 with ks = ¢5/(2q4)
to the error system as Eqgb.(a), if for somea; > 0,0 <, < ag,and0 < §_ <

a1, there exists som, k1, k3 satisfying the following conditions,
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() a1z

(”) CQ+03—CQ’f’1—5+6120 |f€120
Co+03—02f’1—5_61§0 if€1<0

then the subsystem ef is exponentially stable and has a convergent rate faster

thane; ",

Proof. If the conditions in (ii) are satisfied, we have
—(co + 3 — oy )er < —min (64,0 )e?

Thereforel; < —(¢; + min(d,,d_))e2. Applying condition (i),c; > oy > 0, we
haveV;, < —aie? whene, # 0, andV; = 0 whene, = 0. SinceV; = le?, then
Vi < —2a4 V4, which means; is exponentially stable with a convergent rate faster

thane; ", O

Assuming the existence of a solution fey, then we can design, to satisfy
Vo < —awel. Substituteu, and w2 into V, and combine terms, we havé as

follow,

Va(er,e2) = {—a(laes + lie1)” — qi2€} + (qu1 + 2q12m1 — qslid — 2qol3lh)e
—(g6 + q10 + @11 + 2q772 + 2q1272 + gslad + 2qol3la)es + (gor2
—qed + Q77’§ - Q7U;2), —qur1 +qure — Q127’% + 6_1127’5 + q1072

—qT, + qisriwn + quaui — gsdls — qol3 + (g7 + Q12)€§)} €2
Four variablesl;, i = 0, - - - , 3 are defined to simplify the notation &%.

doy = qo(laez + lier)? + qroe}

di = g+ qo+ qu1 + 2qrr2 + 2quar2 + gslad + 2qol3ls

da = qu + 2qi2r1 — gshid — 2qol3ly

ds = —qers + qsd — q7r5 + @rd® + qurt — qura + Q2r; — Qars — quor
+q10T, — qi3riur — quui — (g7 + qu2)e3 + gsdls + gol;

Using these new variableE; can be expressed as

%(61, e) = —dlﬁ’% — (dp — doeq + ds)es
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If V, < 0, thene, is stable. The sufficient conditions for the closed-loofb#its
can be expressed in termsds.
A new set of sufficient conditions for the stability ef is proposed in terms of

d; in the following theorem.

Theorem 6.2. Applying a controller constructed as Eqra.{b to the error system
in Eqn. 6.1b), if for somea, > 0,0 < 6, < ap, and0 < d0_ < ay, there exists

somely, [», I3 satisfying the following conditions:

(i) di = as

(”) do + d3 — dyeq —5+62 >0 ifey; >0
d0+d3—d2€1—5_62§0 if62<0

then the subsystem ef is exponentially stable and has a convergent rate faster

thane; 22",
Proof. If the conditions in (ii) are satisfied, we have
—(do + d3 — dae1)eq < —min (04,6_)e3

Also applying condition (i), we hav&, < —(d, + min (6,,0_))e2 < —aye,
Vy = 0 only and only ife, = 0. Sincel, = Le2, thenV, < —2a, V5, which means

the exponentially stability of, with a convergent rate faster thajp**2". O

If the designed controllex; andu, satisfy all the sufficient conditions in The-
orem6.1and6.2, the Lyapunov function of the entire system defined/ds) =

Vi(e) + Va(e) satisfies the following inequality,
V < —(a1€? + a2€2) < —2min(aq, a0V,

therefore the entire error system is stable.

Developing algorithms for controller parametéssand/; is challenging since
the terms in the sufficient conditions are nonlinear funwdiof these parameters.
To obtaink; and!/; from these conditions may require some search algorithm by
iterations. From practical point of view, we would prefer gartially decouple

the parameters first and then develop some explicit expres$iom the sufficient
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conditions. Relations betweédn andc;, and betweerd; andd; are first studied.
By fixing k-, the other three parametérs k,, andk; can be solved sequentially.
Similarly solvingi; first, [; andl, can be solved sequentially. Next, some extra con-
straints are introduced to decoupl@ndd; in the sufficient conditions of Theorems
6.1and6.2 Differentd ., 0_ values may be required for the transformation.

For the subsystem ef, the following procedures are applied on the sufficient

conditions in Theorem.1

e If e; > 0, first we setc, = 0 to remove the effect from referenee, this
constraint can be removed in local stabilization whien= 0. By choosing
0, = 0, the conditiony + ¢35 — coy — 0 €1 > 0 can be relaxed ta, +c3 > 0.
Sincecy > 0, we use the constraiant > 0 here to develop the expression of
k;. The boundary conditions @f can be solved at the equality conditidn,

k; can be solved sequentially.

» If ¢; < 0, the appearance of in those conditions is difficult to decouple. We
need to assighi, andk; values first to calculatey, then choose a positive
value forey and assign the initial value of as sigrir )cg. If 71 = 0, we set

¢y = 0. Therefore the sufficient condition can as formulated as
0330207‘1—00—5_\61\, e1 <0 (62)

By choosing very smali_, we can neglect thé_|e;| term and the constraint
in Eqn. 6.2) can be further relaxed t§ < cy971 — ¢o. The range of; can be
found through this new inequality. Using a feasiklevalue,k, andk; can
be solved. At last, we need to verify the constraint in E@n2)(with the new

¢o updated with the new, andk; values.

Similar procedures are applied to the sufficient conditionBheorem6.2. In this
case,e; replacedr, in the inequality condition. We also studied the conditions

according to the sign of, separately.

e If e > 0, first we setd, = 0 to remove the effect from,, this condition

can be relaxed in local stabilization when= 0. By choosing), = 0, the
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conditiondy + d3 — dse; — deo > 0 can be relaxed td, + d3 > 0. Since
dy > 0, we use the constraint; > 0 to obtain the expression éf. The
boundary conditions of; can be solved at the equality conditioh.and!

can be solved sequentially.

* If e; < 0, the appearance af in those conditions is difficult to decouple.
We have to assigh andl, values first to calculatd,, then choose a positive
valueds, and assign the initial value @f, as sigre; )dyo. Thereafter, we can

reformulate the condition as
dy < dye; —do —_|ez|, ex <0 (6.3)

By choosing very small_, we can neglect thé_|e,| term, and replace the
constraint in Eqn. &.3) with d3 < dype; — do. The range of; can be found
by the new inequality. Choosing a feasililevalue, [, can be solved by
dy = sign(e;)ds andl, can be solved byi; > «a, sequentially. At last, we
will need to verify the constraint in Eqn6(3) with the newd, updated with

the newl; andl, values.

The corresponding algorithm is derived based on the siroatitins of sufficient
conditions illustrated above.

Algorithm : Pseudo PID/State feedback controller

1. Calculate parametets ;—; ... 3

2
q
212612—4—54

z2=qr1+qsr1 — 1o — qira + C_I27’% - CJ27“§ + (g1 + 2217r9) €9 — Z%ﬁ’% - C_I2€%
Z3=q1+ g5 + 2¢am
andk, = 2%
2. If e; > 0, search for a solution of; that satisfies? > (q372)? + 4q42s.

Ca|CU|ate]€3 = (Fl — Q3T2)/(QQ4) andko = 1/F1

Choosey; > 0 and solve folk; satisfying
(Fl + 2Q4T"1/F1)]{51 > o — 23
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3. If e; < 0 and we havé:; available from last iteration, we calculatg using

thesek; values asgy = g kie? + q4k2r? and verify the constraints
F? < (gsr2)” + 4qu(22 + ca1 — ¢p)

c1 = 23 + Fiky + 2qu71koky > aq

If these two constraints are satisfied, we use the Sanfiem last iteration
and continue to step 4.
Else, we choose some positive constant, and set initiaky, =sign(r1)Ca,
assign some initiat, andk; to calculatery = ¢ k%e? + q,k3r%, and solve the
inequality

FE < (gsr2)? + 4qa(22 + c0i1 — o)
Calculateks = (F) — qsr2)/(2q4) andky = (1 — ¢o0)/ F1.
Choosey; > 0 and solve folk; satisfying

(Fy 4+ 2q471 (1 — c20) / F1) k1 > 0q — 23

Next, we need to calculate the neywith £y andk;. If the newc, is smaller
than the old,, the search fok; ends. Otherwise, use these negyand &,

values to search for nely and repeat the process.

4. Fillin the value oft; into the following controller structure and get the control
value
Uy = k‘o’f"l + k‘161 + ]{3262 + ]{53
and apply the constraints an.

a — min(ula ulmax)a U Z 0
! max(uy, Uimin), U1 <0

5. Calculate parametets ;—4 ...
24 = Q6+ qio + qu1 + 2q7r2 + 2q1279
Z5 = Qi1+ 2q12m

26 = QT2 — qed + C.Iﬂ’% — q7d® — qury + qurs — C_I127“% + C_I127“§

+qi0m2 — qroly + qu3miug + Q14@% + (g7 + Q12)€§
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6. If e5 > 0, search for a solution of, that satisfies
FF > (gsd)* + 4go2

Calculatel; = (F» — gsd)/(2q9) andly = z5/ Fy

Choosex, > 0 and find a solutior, that satisfies

Foly > ay — 2z

7. If e, < 0 and we have, available from last iteration, we calculatlg =

qo(laes + l1€1)? + qi2€?, and verify the constraints
FY < (gsd)® + 4q9(26 + daer — do)

d1 = Z4+F2l2 Z Q9

If these two constraints are satisfied, the sdnseare used and continue to
step 8.
Else, choose some initiddy, > 0, and assigmly, =sign(e;) Dy, and assign

somel; andl/, to calculatei,, next solve the inequality
FY < (qsd)? + 4qo(26 + dager — do)

If the solution of the above inequality is found, we choose fibsitive solu-
tion and CaICU|até3 = (F2 — q8d)/(2QQ) andll = (2’5 — dgo)/FQ.
For somex, > 0, and find &, satisfies:

Fyly > ag — 24

Fill in the new!; andl, values to obtain, if the newd, is no larger than the
old d,, then the conditions of the theorem are all satisfied. Otlserwse the
newd, as the initial value and search for a ngvand(,, [, sequentially, until

the conditions are satisfied.

8. Calculateu, = l1eq + lze5 + I3 and apply constraints o,

a — min(u2, u2max)a U2 Z 0
2 max(us, Uomin), Uz < 0
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Remark 6.1. In the algorithm, six new variables, : = 1,---,6 and two new
functionsF; (k3) = qsre + 2quks, Fo(l3) = gsd + 2qol3 are introduced to simplify
the formulation of conditions. The coefficientaindd; in Theorenb.1and6.2can

be expressed as follows:

cT = 23+F1]€1+2Q47:1/{30/{31

Cop = 1—F1]€0
FY —4qu2, — q373
C3 —
4q4

d1 = Z4+F2[2

dy = z5— Foly

F22—4Q926—Q§d2
4qq

ds =

By direct comparison, these inequalities used in the atbarican find their

counterparts in the sufficient conditions of the two the@em

Remark 6.2. Similar to the feedback linearization-based design, thgtemce con-
dition of a solution depends on both the error dynamics amdsilgn of the error,
which can not be determinedpriori. In addition, due to the additional constraints,
the algorithm is more conservative. For the specific systeenare confident that
the system can be stabilized in normal operating conditidnsthe proposed al-
gorithm, where; > 0 the system dynamics provides relatively large range for the
parameters and further simplifications can be applied toetl|y a quick search
algorithm. Where; < 0, there is no explicit expression for the parameters. If the
system is operated in close vicinity of the equivalent ptiet same parameters for
e; > 0 usually can still satisfy the conditions due to the robussnef the system.
Whene; is a large negative number, those simplified conditions atevalid, and
we have to return to the original conditions to search for &usion. In that case, a
few iterations may be required. Similar to the feedbackdmmation-based design,

we would either reduce; value or use the previous feasible solution.

Remark 6.3. Due to the appearances of ande, in z, and zg respectively, the pa-
rameterk; and/; are directly related to the process errors. Therefore, teeyuo-

PID controller has state-dependent parameters. One ekt k-, which is cal-
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culated ask, = ¢3/(2¢4) and is only indirectly affected by; throughgs; and g,.
In local rangeqs; and g, are almost constant, constak could be used for further

simplification.

Since the controller parameters are updated by the algomthiine, changes
of model parameters and operating conditions are refleatemratically, which
could facilitate smooth transition and fast stabilizatidsonlinear characteristics
and coupling effects between subsystems are also includée idesign implicitly.
However, some limitations exist in this pseudo-PID/ craatesfeedback controller.
The search algorithm uses inequality conditions and may segeral iterations
whene; < 0, which may cause a relatively longer calculation time. lagbice, we
may need to restrict the errors into a small range throughetfegence design and
parameter tuning to avoid the infeasible cases. If the Bystgnamics provides a
large enough parameter range to guarantee the stabilitypayeconsider using a
time-invariant PID type controller locally to avoid theriééions in the parameter

search, which is further considered under a switchingesgsat

6.2 Switching strategy

Using the parameter algorithm for the nonlinear pseudo/é?ti3s state feedback
controller, a linear PID/cross feedback controller can &eved in the local range
easily by fixing the parameter values. The main differendbas the varying bias
term in the nonlinear controller is replaced by an integoaitool with non-zero ini-
tial integral value. The introduction of integral contrdeilly can eliminate steady
state errors. The derivative terky; is removed fromy; since we sef; = 0 at the

local ranges. Therefore, the local controller has the Yalhg structure,
u; = kie; + koeog + ]{730 + k; / e1dt (64a)
Uy = l161 + l262 + lgo + lz / 62dt (64b)

whereks, andls, are two constants used as the initial integral valégand!; are
newly introduced integral gains. Since the new controlieomly used for local

stabilization in a very tight range, small andi; values can be used.

104



A typical PCR cycle is partitioned into six stages based amrgatermined
switching times (Fig3.1) and can be repeated according to the PCR test require-
ment. “Transition 0” appears only once in the initial hegtfrom 60 to 94°C be-
fore the first cycle. Each cycle starts with the first localioegat 94°C, and all
three local regions are followed by three transition regioAccording to the par-
tition of a PCR reference, a switching strategy can be foatedl where nonlin-
ear pseudo-PID/cross feedback controllers are appliadgitransitions and time-
invariant Pl/cross feedback controllers are applied imlletabilization. The non-
linear controller can account for the coupling between gsifesns and nonlinear
creeping, therefore improving tracking performance dytiransitions, while the
local PI controller can minimize steady-state errors. €f@e the combination of
these two will have the additional advantage over a singteswitching controller.

Compared to a conventional linear model-based design ahknear switching
controller can reflect the nonlinear creeping and couplifects in the parameters
automatically by online calculation, therefore it can avthose off-line efforts to
pre-determine look-up tables and parameter values inrlimealel-based switch-
ing designs. In addition, the switching from transition totier to local linear
controller is time-based instead of state-based in ouregdihear switching con-
troller [35). Each switch move is smooth and chattering around thecatistate
value in the state-based switching controller can be adordéhout any additional
effort.

On the other hand, since the Pl parameters are tuned acgacdine state val-
ues at the switching time instead of the local steady-stabeeg, the parameter
values of the local PI controller depend on the model pararaetnd the errors at
the switching time, which is not best-tuned to the local M@@deameters. The ef-
fectiveness of the closed-loop performance will rely ondéssitivity of parameter
deviations. In general, with bounded small error magnitpdeameters are always
inside the stability margin. In extreme cases such as séaibares or large signal
distortions, irregular error values may lead to extremeupeaater values and may
cause unexpected results. Backup PID parameters may leel $todeal with this

issue.
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6.3 Simulation results and robustness analysis

6.3.1 Simulation results

The non-switching pseudo-PID/cross state feedback dtertrand the switching
controller are both simulated in Simuli8k7.0. The closed-loop response using the
non-switching pseudo-PID type controller as in Eqfi1§ and ©6.1b) is shown in

Fig.6.1 The performance is similar to the result of the feedbadadrization-based
controller, in which steady-state errors are foundd4n
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Figure 6.1: Simulated closed-loop responses of the twgeskeltier device using
a non-switching pseudo-PID/ cross feedback controlleasligéd) new reference

signal, (solid) top Peltier temperature, (dash-dotted) bottom Peltier temperature
Za.

Simulation of the switching pseudo-PID type controllertwidcal time-invariant
controller as in Eqn.g.49 and .49 is further performed. The two integral gains
k; and/; are set t00.1 (before the voltage to DAC conversion), while the other
parameters of local controller are calculated at the endawisttion using the pa-
rameter algorithm of the nonlinear controller. The simethtesult is shown in

Fig. 6.2 Steady-state errors are eliminated as expected. But aqpecied over-
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Simulation results of X, and X,
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Figure 6.2: Simulated closed-loop responses of the twgeskeltier device using
a switching pseudo-PID/ cross feedback controller: (ddshew reference signal,
(solid) top Peltier temperaturg, (dash-dotted) bottom Peltier temperatuse

shoot appears with the local PID controller after switch{mdpich is due to the
local PI controller). However, the magnitude of the overghe relatively small
(about0.3°C) which is acceptable for our PCR test. The new switchingradler

achieves our design objectives of eliminating steadyestators and removing the
online parameter calculations in local ranges.

6.3.2 Robustness analysis

In the previous chapter, we studied the relative paramet@ations from nominal
values due to the effect of temperatures discrepancyH50€ deviations on tem-
perature, the largest relative parameter deviations dye38f. Similar to the study
of the non-switching controller, we change the parametkregaused in the non-
linear algorithm by different deviations levels at 3%, 6%¢dd 0%, and repeated
closed-loop simulations. The linear controller paransetee derived using the per-

turbed parameters at the switching instance. As expedieskd:loop stability are
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always preserved for these scenarios, and in additiongstetate errors are min-
imized due to the help of the local integration action. Thé dafference is the
magnitude of the overshoots after the transition, the &rgeershoot is about 0.18
at the 10% deviation case, which is acceptable for normal &@cation.

We further studied the relative parameter deviation rarfgéelocal Pl con-
troller. Since we use the the nonlinear algorithm to derhwe parameters at the
switching instance, the state values are not same as thdysitsie values. The
effect of this difference on the local controller paramsteain be viewed as model/
parameter discrepancy. During the simulation, the worse earor is with+5°C,
and the errors at the switching time are about 2-3°C. Forghiticular two-stage
Peltier modules, 2-3°C deviation on states will cause patanteviations are much
less than 3%. Assuming the worse case scenario which hagdhmBameter de-
viations due the modeling errors superimposed on less t#@adeiations due to
the mismatch between states at the switching time and thdystsate, the overall
deviations will be still much less than 10%, therefore tresetd-loop stability will

be preserved.

6.4 Experimental results

The switching controller is also coded into the PIC micravcoller. The sampling
interval is also 100ms. Fi@.3shows the measured temperatures of the two Peltiers
and the heat sink, which verified the expected performarama the simulation.
The corresponding control inputs are shown in Big. The temperature outputs of
the top Peltier around the three set-points are shown ing%p)-(c) respectively,
while the temperature output of the bottom Peltier is shawthé zoomed-in range

in Fig. 6.5(d).

Smooth transitions are observed where largest overshabtsu(0.6°C) are
found at 94 region omn:;. Subsequent oscillations after the first overshoot are
eliminated, therefore; settles to steady-state quickly. Using the parameters set
in simulations, the initial overshoot af; at the 60°C region is relatively larger, we

further delay the switching time by 2 seconds. No oversh®&bund inz; in the
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60°C region with the new switching time. Also, a reduced atwin range of both
the transitions and the local regions are observed in medsur

Compared to our earlier decentralized switching contralésign in Chapter 3,
we find that the two nonlinear model-based controller desgjrare a few advan-

tages:

» Smoother transitions and smaller overshoots,aire achieved using the non-
linear model-based controllers. By applying a carefullgigeed smooth ref-
erence signal, the magnitudes of the errors in the transiice much smaller,
which help improve the transition response. The overshbet after transi-
tion to 94°C is reduced from 0.8°C to 0.6°C, and a larger redoof over-

shoot is achieved in 60°C region (reduced to 0.2°C).

» Subsequent oscillations after the overshoot observeidaéard switching de-
sign are eliminated using the nonlinear designs, which tedte reduction
of the settling time. Although the rise time is 2-3 secondsvelr than the lin-
ear switching controller, the settling time is reduced bgwtB-10 seconds.

Here, a smaller error bound-0.5°C) is used to determine the settling time.

» The MIMO controller includes the cross feedback terms Whigflects the
coupling effects between the two Peltiers. Therefore, nakrors ofz,
are achieved during transition with the help of couplingneifrome;. The
maximum magnitudes of the erroeg are reduced from 4°C to 2°C. The
minimum u, values from the two nonlinear designs at most time are away
from the lower bound. Extreme cooling only happens in veonrstime span.
While in earlier linear design, we intentionally to use mmnim value for a

very long time due to lack of transition model information.

Compared to the extended feedback linearization-basdgdnddabe main ad-
vantage of the switching pseudo-PID controller is the reduzalculation burden at
local range using fixed controller parameters. Althoughelaee some steady-state
errors observed using the extended feedback linearizaaged controller, the er-

rors due to model/controller mismatch could be reduced blding a local high
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gain controller on top of the nonlinear controller. Whilevihe switching pseudo-
PID controller, steady-state errors are minimized due ¢édritegration action.
Another difference is observed on the magnitude.pfas the input to a 12-
bit D/A converter, the range is [0, 4095]). In the extremelc@ptransition, the
minimum DAC value is about 1000 in the switching pseudo-Ptbtooller, while
in the extended feedback linearization case the minimum BA&bout 100. The
main reason of the difference is that the sign choiceiofand when in the first
controller, we choose the negative square root, and whileeipseudo-PID design,
the negative square root is out of boundary and only theigesibot can be used.
However, since the trough af, during transition appears in a very short time span,
the effect of the different minimum, values onz, is not discernable.
Furthermore, we use local integration element to deal wdb term in this de-
sign while in extended feedback linearization design wesska@ local proportional
gain element instead of an integration part. The main reaschoosing two dif-
ferent bias adjusting methods here is the difference onwlitelsing time and the
necessity to set initial integration value. For the firstigeswe intended to avoid
switching during transitions (more convenient for the colhér to be scaled up).
So at the time when local bias adjusting part is applied, there are relatively
small (less than 0.5°C), and a large gain could minimize tiner enuch quickly
compared to slower integration process. If the high gairirodier is applied earlier
during switching, extreme control value will be generatddol essentially cause
the control signal saturated at the hardware limitationd Axtreme control signals
at the end of the transition usually will cause larger oveashwhich is undesired.
For the second design, the choice of integration controtreghtforward as the
local controller already has the proportional control edats and the inclusion of

the integral control is necessary to improve the robustoksee linear controller.

6.5 Summary

In this chapter, we proposed a switching nonlinear corgrallhich has a structure

similar to PID controller but with extra cross state feedbisrm. With this simple
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structure, designing the local fixed-parameter contraflesimple and straightfor-
ward from the nonlinear counterpart. Both simulation angesxnental results
verified that improvement on the transition performance tiedminimizations of
steady-state errors.

However, the improvement in performance is associated thithcomplexity
in the algorithm. As a general Lyapunov function-basedgtesihe controller al-
gorithm is specific to the exact system model, and the exsten solutions de-
pends on the system parameter values. The extension tor ligler system will
be more difficult. For our custom-made two-stage Peltiexeldathermal device
for microfluidic-based PCR cycling, this nonlinear switofppseudo-PID type con-
troller achieves the desired closed-loop performancedrsémse of fast and smooth
transition and small steady-state errors and avoid thasite tuning efforts asso-
ciated with the linear model-based designs.

Due to the similarity to conventional PID controller, thisminear controller de-
sign includes the earlier linear switching PID controllesdyn and other variants as
special cases and could be used as the basis for other switobimtroller designs.
Although the parameters are usually different as the nealimesign is based on
the models at the switching time while linear designs arethas steady-state. The
nonlinear algorithm could still be used to calculate théahivalues for switching
parameters setting to replace the look-up tables. Alsbéurmodel simplifications
can be introduced such as a design with partially bang-betngrebefore switching
for u; and nonlinear algorithm fou, (bang-bang control is a control strategy for
fast transition with control input values set at either theexrmum or the minimum,
which is not suitable fou, asr, is constant). Here, such designs with different
simplifications are not further discussed as they are mageifsp to the reference
and operating conditions and require more tunings andsé-ebnditions, which
contradicts with our intention to have controllers withdégning burden and to be

easily applicable with different references without fertimodeling efforts.
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Chapter 7

Conclusions

Using microfluidic-based platform to perform traditionabimolecular tests for
disease diagnosis has been widely studied and appliediougdaboratories. Port-
able diagnostic test-kits will lead the new revolution indioal device develop-
ment. From an instrument point of view, a high efficiency thak cycler with fast
response rate, precise tracking performance and low cosieof the key factors
of successful tests. Various heating materials and coriguns are developed for
microfluidic-based reactions, the Peltier module as atimawil external contact-
mode thermal device has some advantages in microfluidiécapipins. Low cost
and external heating could help to make disposable migoschvhile combined
heating/cooling ability could reduce the cooling time. thermore, multiple-stage
Peltier modules with multiple control inputs are studiedsite improve the thermal
efficiency of each Peltier module and achieve reduced trandime with MIMO
controller designs. In this thesis, we focused on the ctiatrdesigns of multi-stage
Peltier-based thermal device for a microfluidic platfornveleped in the AML at
the University of Alberta. Although the controllers are dimped for one typical
PCR cycling requirement, the modeling methods and desighadelogy can be
extended to other bio-molecular applications and diffeReitier-based devices.
In Part | of the thesis, linear system identification basedtrodier design is
proposed and implemented. A decentralized switching Plltrotler is tuned in
both simulations and experiments, and is validated by a BERest of patients’
urine sample for BK virus detection. Successful DNA ampdificn results are

achieved using our Peltier device with this switching colteér. We deal with this
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highly nonlinear system with a multi-model approximatiand identify three in-
termediate local linear models to approximate the systelocial regions. Internal
model-based PID controllers provide desired local stadtilon performance while
transition performance is improved by carefully tuned AD¥Witching strategy.
This design is easy to use due to the small number of parasnéfemwever, inten-
sive tuning of PID parameters and the switching settingseaqeired to achieve the
balance between fast transition and small overshoot wiidhfficult with limited
linear model information. In addition, when the referenbarges, further parame-
ter tuning usually is required and local models may need teebdentified, which
makes the extension of the controller more complicated.

In Part Il of the thesis, we intended to develop nonlinear eiddsed con-
trollers to better reflect the coupling and drifting effedtging the transitions and
to reduce or avoid parameter tuning effort associated \weHihear designs. Main
electrothermal effects contributing the heating/coolingctionalities of a single
Peltier module are studied, and the thermodynamics of teefating materials are
used to develop models based on energy balance equationsphfied nonlin-
ear MIMO state-space model with state-depended paramstdeveloped which
can approximate the system over a large temperature rangdelMtructure reduc-
tion and parameter simplifications are applied throughoweropen-loop local RBS
input tests and closed-loop reference tracking test. Thairdd model can track
both the transition and local stabilization responses afidat the coupling effects
between two Peltier modules.

Based on this nonlinear model, two nonlinear non-switcluioigtroller designs
are proposed. Special treatments are introduced here tavithathe new chal-
lenges associated with the model (betrandu? affect the dynamics of the state).
An extension of the strict feedback form of the traditionahtrol-affine system is
introduced to the new system with bathandu?. Since the Peltier system model
is in strict feedback form, the MIMO controller design is gerted to sequential
SISO controller designs.

First, we applied the input-state feedback linearizaticgthad to the trans-

formed SISO dynamics in the sequential manner. Correspgritieorem for the
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closed-loop stability conditions is proved and an algoniik developed which gen-
erates a numerical control value at each simulation/saimptep with updated sys-
tem parameters. This single non-switching controller e fast transition and
small overshoot and validated the feasibility of the nogdincontrol application.

Since the design methodology is applied to individual SI§&tesm sequentially,

this design can be extended to high dimension with similaamater algorithm.

The deviation levels of model parameters are studied anavtiitse case scenar-
ios are simulated, and we found relatively large tolerarfcencertainty level on

the closed-loop stability. Larger steady-state errorarad with larger parameter
deviations, therefore, an optional local high gain comgral proposed to reduce
the steady-state errors. Unlike the local model based PHigdevhich relies on

the identification results at specific operating pointss tionlinear controller can
be applied to different tracking profile without model idénation steps and con-
troller parameter re-design as the model parameters a@egdnline inside the
controller algorithm. This later property will facilitatee extension of this Peltier-
based device to other tests beyond PCRs.

However, the necessity of the implementation of the entinr@inear algorithm
and the internal parameter updating of the feedback lina@on-based design will
be redundant at local regions when the system is close twaguot points. Rel-
atively large stability margin to tolerate parameter uteiaties are observed in
closed-loop simulation, therefore using local fixed par@meontroller to replace
the nonlinear control is feasible. A local PI controller ansidered where the inte-
gral action is included to minimize the steady-state eropseudo-PID type con-
troller is proposed based the nonlinear model, whose pdeasnare derived using
the Lyapunov function method. A simplified algorithm is dieyeed and the stabil-
ity conditions are proposed for the algorithm. A new timedxhswitching strat-
egy is introduced to utilize the parameters of the nonlimesaudo-PID controller
for the initial values of the local PI controller, and to aahe smooth transitions.
Simulation and experimental results validated the fehitof the new proposed
switching nonlinear pseudo-PID type controller. Steatdyeserrors are minimized

as expected while the transition rate is almost similaréaibn-switching case. The
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overshoots are a little bit larger but the magnitude is iasiee acceptable range.

In this thesis, three different controllers are develomedie custom-made two-
stage Peltier-based thermal device for medical applicaticAlthough the linear
model identification based design can achieve the PCR gyocliquirement with
careful tuning, the local models and controllers are basedpecific operating
points and the closed-loop performance will deterioratenvthe operating con-
ditions change. The two nonlinear-model based designigeutihe first principle-
based models and could work over larger ranges. Smoothttoasswith reduced
overshoot and settling time and minimized steady-stater eire achieved using
these two controllers. The first non-switching design iseldasn an extension of
a general input-to-state feedback linearization techaighich can be applied to
a class of systems not only affine on the control but also aim¢he square of
control inputs, including many electromagnetic systemssoAhe design can be
easily extended to higher order systems. Adding an optilmeal bias tracking
adjustment, performance deterioration due to the modelnpater uncertainty can
be minimized. The second nonlinear switching design pewithe option to re-
duce online calculation burden and could include lineataving PID design as a
special case. However, the fixed controller structure regua more complicated
parameter algorithm and the design is not easily scalabidgteer order systems.
Depending on the performance requirements and other ingslerhon consider-
ations, all three controllers can be chosen for microflulthsed thermal applica-
tions. With fewer parameters to set and an internal pararaptiating mechanism,
the applications of the Peltier-based device with nonlimeatrollers are easier for
non-control end-users and the device is readily for otheoua thermal settings in
microfluidic-based reactions.

Further improvement of the experimental device with usanfily graphic
user interfaces (GUIs) and user triggered online paranteténg functionality are
expected to be implemented to facilitate the commercitidinaof the device for

portable disease diagnostic applications.
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