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ABSTRACT

The focus of this thesis was on the role of mitochondria in tumorigenesis. The first 

project involved the development of a rapid screening method for the detection of 

mtDNA mutations in Complex I of the electron transport chain (ETC), in order to study 

the correlation between Complex I mtDNA mutation and prognosis of cervical cancer 

patients. The second project involved studying hypoxia adaptation in malignant glioma 

cell lines. According to Hochachka’s model of hypoxia tolerance, normal cells adapt to 

low oxygen conditions in two phases: metabolic depression followed by the induction of 

hypoxia-responsive gene expression. We postulated that in cancer cells cytochrome c 

oxidase could play a role in metabolic adaptation to hypoxia, and proceeded to look for 

differences in enzyme activity and subunit expression levels among previously 

characterized hypoxia-tolerant and hypoxia-sensitive glioblastoma cell lines. The final 

project involved a preliminary study of neuroglobin expression in malignant glioma cell 

lines.
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CHAPTER 1: INTRODUCTION

1.1 Malignant Gliomas

1-1.1. Classification of Gliomas

Primary malignant brain tumors occur at an incidence of approximately 15 per 

100,000 (Jansen et al, 2004). Malignant gliomas are the most common type of brain 

tumor among adults. They are classified according to their hypothesized cell type of 

origin, either as astrocytomas, oligodendrogliomas, or oligoastrocytomas. Within the 

astrocytoma family, tumors are further categorized based on their histology and 

prognosis. Patients with low-grade astrocytomas (grade II) can survive for as long as 10- 

15 years (Holland, 2001). Patients with higher grade anaplastic astrocytomas (grade III) 

typically survive for 2-3 years (Holland, 2001). The most prevalent and aggressive 

astrocytoma is glioblastoma multiforme (GBM) (grade IV) (Jansen et al., 2004). Median 

survival time for patients with this tumor type is less than one year.

Histologically, GBM is characterized by vascular proliferation and regional 

necrosis (Holland, 2001). The tumor cells invade the adjacent normal brain tissue and 

migrate through the white matter to collect around blood vessels and neurons (Holland, 

2001). The highly invasive nature of GBM makes it very difficult to treat. After more 

than 30 years of research, standard treatment for this tumor is still macroscopic resection, 

followed by radiotherapy and chemotherapy (Jansen et al, 2004). Despite aggressive 

therapy, there has been almost no significant improvement in survival time (Jansen et al., 

2004).
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1-1.2. Gliomagenesis

Much work has been devoted to understanding the biology of gliomagenesis so 

that more effective adjuvant treatments can be designed. Genetic and biochemical 

studies have indicated that gliomas arise via a multi-step pathogenic process. GBM can 

either arise from a lesser-grade astrocytoma or de novo (Ichimura et al., 2004). The 

inactivation of cell cycle checkpoint pathways, such as the p53 and pRb pathways, is 

common in astrocytomas (Ichimura et al., 2004). Disruption of the PB/Akt pathway is 

also common. Growth factors, such as PDGF and FGF2, and receptor tyrosine kinases, 

such as EGFR, are often over-expressed, resulting in the disruption of downstream signal 

transduction pathways. Allelic loss of the PTEN tumor suppressor seems to be a critical 

step in the progression from astrocytoma to glioblastoma (Jansen et al., 2004). 

Inactivation of PTEN results in elevated Akt activity and increased VEGF-A expression.

Deregulated control of angiogenesis is one of the hallmarks of GBM, and signals 

the beginning of an aggressive growth phase (Brat and Mapstone, 2003). As mentioned 

above, genetic mutations such as PTEN inactivation can result in increased angiogenesis. 

The hypoxic tumor microenvironment of GBM has been suggested to promote an 

angiogenic switch. Hypoxia is a potent stimulator of VEGF expression via the hypoxia- 

regulated transcription factor, HIF-1. Hypoxia also promotes increased stability of the 

VEGF mRNA. It has been observed in some studies that the tumor cells surrounding 

regions of necrosis in GBM express levels of VEGF two hundred to three hundred times 

that of serum concentrations (Takano et al., 1996). Interestingly, a recent study using 

EF5 binding to measure hypoxia found a positive correlation between tumor hypoxia and
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clinical outcome, with the more aggressive GBM tumors showing more severe hypoxia 

(Evans et al., 2004).

However, not all studies indicate extensive hypoxia in GBM. For example, 

Urtasun et al. (1996), using the hypoxia imaging agent iodoazomycin arabinoside 

(IAZA), showed no uptake of the marker in 11 patients with GBM. This was in contrast 

to other tumor types, including small cell lung cancer and squamous cell carcinoma of the 

head and neck, which were positive for the marker (Urtasun et al., 1996). These 

observations led to further studies using human glioma cell lines grown as tumor 

xenografts in nude mice and rats, where hypoxic regions of the tumors were labeled with 

[3H]misonidazole (Parliament et al., 1997). The binding pattern of the misonidazole 

varied among the xenografts, with some xenograft sections showing large regions of 

necrosis surrounded by cells heavily labeled with the hypoxia marker, while other 

xenografts had large regions of necrosis surrounded by cells only lightly labeled 

(Parliament et a l, 1997). Such clinical and experimental data raise the possibility that at 

least a subset of GBM cells possess the ability to adapt to hypoxia.

1-2 Oxygen Tension and Normal Physiology

Oxygen homeostasis is important for the normal functioning of tissues and organs 

(Michiels, 2004). The optimal oxygen tension for different tissues varies depending on 

the tissue in question; for example, lung tissue is normally exposed to atmospheric 

oxygen concentrations (20.9%), while the liver is exposed to much lower oxygen 

concentrations (2-8%) (Papandreou et al., 2005). Precise control of oxygen tension 

within a narrow range can be vital for proper fetal development and tissue differentiation

3

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



(Graham et al, 2000). For example, a low oxygen environment is necessary for the 

proper functioning of trophoblast cells in developing placenta (Graham et al, 2000). The 

role of trophoblasts is to penetrate the placenta and invade the mother’s uterus in order to 

modify the uterine blood vessels so that maternal blood flow is increased to the placenta 

(Graham et a l, 2000). In vitro experiments by Graham and colleagues (2000) 

demonstrated that cultured trophoblast cells showed increased invasiveness through 

reconstituted basement membrane under low oxygen conditions that mimicked the 

placental environment (1% 0 2) in comparison to normal culture conditions (21% 0 2).

This suggests that low oxygen levels in the placenta during the first trimester are essential 

for normal placental invasion and development (Graham et a l, 2000).

The maintenance of proper oxygen levels is also important for tissue 

differentiation. For example, a recent study of retinal blood vessel development in 

newborn mice suggested that moderate hypoxia (10% 0 2) reversibly disrupts artery-vein 

differentiation (Claxton and Fruttiger, 2005). Flypoxia was shown to prevent the 

expression of several artery-specific genes in the retinal vessels, as well as to increase the 

expression of venous endothelial cells (Claxton and Fruttiger, 2005). In turn, this 

resulted in the disruption of the vascular morphology, as seen by the reduction of 

capillary-free zones around arteries, the presence of double-layered capillary networks, 

and the crossing of capillaries over veins (Claxton and Fruttiger, 2005).

Since physiological oxygen tensions vary widely depending on the developmental 

state and type of tissue in question, hypoxia cannot be defined by a single value 

(Papandreou et al, 2005). Instead, hypoxia is defined as an inadequate supply of oxygen 

that compromises normal biological processes (Shannon et al, 2003). Hypoxia can arise

4
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as a result of physiological conditions such as exercise or high altitude, or it can result 

from pathophysiological conditions such as disrupted vasculature in solid tumors 

(Papandreou et al., 2005).

1-3 Hypoxia and Cancer

1-3.1. The Tumor Microenvironment

The tumor microenvironment is often considered hostile, being characterized by 

regions of transient or chronic hypoxia, low extracellular pH and nutrient deprivation 

(Raghunand et al., 2003). Hypoxia develops in a tumor when rapidly growing tumor 

cells outstrip their oxygen supply. Most tumors larger than 1 mm3 in volume contain 

regions of hypoxia (Shannon et al, 2003). Hypoxia in tumors can arise from several 

different mechanisms. Diffusion-related or chronic hypoxia occurs when tumor cells 

grow beyond the oxygen diffusion limit of the nearest blood vessel (Vaupel and Harrison, 

2004) (Figure 1-3.1). Recent measurements suggest that the diffusion distance of Chin 

tumors is approximately 80 pm (Raghunand et al., 2003). In contrast, perfusion-related 

or acute hypoxia is caused by inadequate blood flow to the tumor (Vaupel and Harrison, 

2004) (Figure 1-3.1). This is common in solid tumors as their blood vasculature is often 

disorganized and unevenly distributed, resulting in blood flow that is sluggish and 

intermittent (Siemann, 1998). Anemia-related hypoxia is the result of the blood’s 

reduced capacity to carry oxygen due to treatment or tumor related anemia (Vaupel and 

Harrison, 2004). In reality, the reason for a tumor’s hypoxic status is not due solely to 

one of the three scenarios listed above. The tumor microenvironment is complex and
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varied, and there are regions of both chronic and acute hypoxia that can change due to 

tumor growth and the behavior of the tumor vasculature (Bussink et al., 2003).

As a result of their disorganized vasculature, tumors generally have lower oxygen 

tensions than normal tissue (Vaupel and Harrison, 2004). A study measuring oxygen 

concentrations in head and neck tumors and adjacent normal tissue with polarographic 

oxygen electrodes showed that the median pC>2 of normal subcutaneous tissue adjacent to 

a tumor is approximately 7.0%, with no part of the tissue being below 1.4% O2 (Brown, 

1999). The median pC>2 of a head and neck tumor is much lower at approximately 1.4%, 

with half the regions of the tumor exhibiting a p02 less than 1.4% (Brown, 1999). Under 

physiological conditions, arterial pC>2 is approximately 13% and venous pC>2 is 

approximately 5% (Erecinska and Silver, 2001).

Studies of cervical cancer show that the extent of hypoxia within a tumor is 

independent of tumor size, stage, histopathological type, or grade of malignancy (Vaupel 

and Harrison, 2004). This does not seem to hold true for all cancers as recent studies of 

gliomas demonstrated a correlation between tumor grade and degree of hypoxia (Evans et 

al., 2004).

The tumor microenvironment is acidic for several reasons. Hypoxic tumors 

produce greater amounts of lactic acid as a result of increased glycolysis (Raghunand et 

al., 2003). The chaotic nature of the tumor vasculature prevents the effective removal of 

lactic acid and of protons that have been exported from tumor cells that are trying to 

maintain intracellular pH levels (Raghunand et al.s 2003). Also, hypoxia leads to the 

increased expression of carbonic anhydrases which catalyze the reversible hydration of 

CO2 to carbonic acid (Shannon et al., 2003).

6
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Figure 1-3.1. Mechanisms for the development of tumor hypoxia. (A) Diffusion-limited 
hypoxia arises when tumor cells grow beyond the O2 diffusion limit of the nearest 
capillary. (B) Perfusion-limited hypoxia is common in tumors because of their malformed 
and chaotic tumor vasculature. Blood flow is often sluggish or intermittent as a result of 
the formation of blind ends or temporary occlusions. This results in acute and/or chronic 
hypoxia. Adapted from Brown and Wilson (2004).

1-3.2. The effect of hypoxia on tumorigenesis

The malignant progression that is associated with tumor hypoxia is mediated by 

several mechanisms, including genomic instability, changes in gene expression, and 

clonal selection. Reynolds and colleagues (1996) used a tumorigenic cell line with a 

recoverable lambda-phage shuttle vector, which was designed to identify mutations 

without the need for a selection-based genetic assay, to study the effect of the tumor 

microenvironment on genomic instability. They compared the mutation frequency of 

cells grown either in culture or as tumors in nude mice, and found that the mutation 

frequency of the tumors was five times that of the cultured cells (Reynolds et al., 1996). 

Further experiments showed that when the cultured cells were grown in hypoxic 

conditions their mutation rate became elevated and showed a similar pattern to that of the

7

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



tumor xenografts, thus demonstrating the mutagenic properties of the tumor 

microenvironment (Reynolds et al, 1996).

It is estimated that approximately 1.5% of the genes in the human genome can 

respond to changes in oxygen tension via hypoxia-responsive transcription factors (Leo et 

al, 2004). The cellular response can either hinder tumor growth through apoptosis or 

necrosis, or it can promote tumor growth through processes that allow the tumor to adapt 

to the hostile microenvironment, such as metabolic adaptation, angiogenesis, invasion, 

and oxygen delivery (Leo et al, 2004; Hockel and Vaupel, 2001). Many different signal 

transduction cascades are initiated during both physiological and pathological hypoxia. 

The most well studied cascade involves the HIF-1 transcription factor.

HIF-1 is a heterodimer, consisting of an alpha- and a beta-subunit. The HIF-1 P 

subunit, also known as aryl hydrocarbon receptor nuclear translocator (ARNT), is 

constitutively expressed. The HIF-1 a subunit is stably expressed in the absence of 

oxygen. In the presence of oxygen, HIF-1 a is hydroxylated at key proline residues by 

prolyl hydroxylases and as a result, targeted for ubiquitination via the von Hippel-Lindau 

(VHL) protein (Figure 1.3-2). Stabilization of the HIF-1 protein allows it to activate the 

expression of over thirty hypoxia-regulated genes. In order to activate gene expression, 

HIF-1 also interacts with the coactivator CBP/p300 in a hypoxia-dependent manner.

HIF-1 binds to conserved gene sequences, termed hypoxia response elements (HREs) in 

the promoter regions of target genes. Increased HIF-1 protein levels are found in 

approximately half of malignant tumors, including colon, breast, glioblastoma, lung, and 

prostate, compared to the respective normal tissues (Acker and Plate, 2002). It is 

important to note that HIF-1 not only activates genes involved in the promotion of

8
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tumorigenesis, such as VEGF and Glut-1, but also genes with anti-tumorigenic functions, 

such as BNIP-3, and cyclin G2 (Acker and Plate, 2002). Thus, the role of HIF-1 in 

tumorigenesis is more complicated than is often suggested.

Many of the genes that are expressed under hypoxic conditions are those that are 

necessary for the promotion of a more malignant phenotype. This explains in part why 

studies of cervical cancer, head and neck cancer, and sarcomas have shown that tumor 

hypoxia is a negative prognostic indicator, regardless of treatment (Hockel et al, 1996).

A recent study by Pennacchietti and colleagues (2003) focused on the expression 

and activity of c-Met, a receptor for hepatocyte growth factor (HGF) that is upregulated 

in response to hypoxia. c-Met is part of a signal transduction pathway that stimulates 

increased cell motility and production of proteases that destroy the extracellular matrix 

(Pennacchietti et al., 2003). Both of these processes are necessary for metastasis.

Studies such as these provide a mechanistic link between the expression of hypoxia- 

responsive genes and metastasis

Graeber and colleagues (1996) demonstrated that hypoxia could act as a 

physiological selective pressure for the survival of apoptosis-resistant, p53'/_ cells in a 

tumor. They exposed a mixed population of transformed p53+/+ and p53_/" cells to several 

rounds of hypoxia and aerobic recovery, and found that the percentage of p53'/_ cells 

increased by 2.4 fold following each treatment (Graeber et al., 1996). In vivo, hypoxia 

also selected for the survival of apoptotic resistant, p53 mutant cells, which led to a more 

malignant tumor phenotype (Graeber et al., 1996). The selective pressure exerted by 

hypoxia leads to the clonal expansion of tumor cell variants with adaptations favorable to 

survival under hypoxic conditions (Vaupel and Harrison, 2004). The expansion of these

9
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clones can, in turn, exacerbate tumor hypoxia; this leads to a vicious circle of increasing 

hypoxia and subsequent malignant progression (Vaupel and Harrison, 2004).

Normoxia Hypoxia

Ubiquitination

CUD
J
o  0 

o o
Degradation

Prolyl
hydroxylatioi

nucleus

Target genes activated

Figure 1-3.2. Oxygen-dependent control of the HIF-1 transcription factor. 
Adapted from Ratcliffe et al. (2000).

1-3.3. The effect of hypoxia on treatment

Hypoxia has been termed a double-edged sword in the battle against cancer. On 

the one hand, starving a tumor of oxygen and nutrients as a means of stopping its growth 

has won wide support and led to the development of antiangiogenic therapies (Bottaro 

and Liotta, 2003). On the other hand, the presence of hypoxic microregions in a tumor 

has been correlated to poor treatment outcome and increased risk of metastasis (Leo et 

al., 2004).

Hypoxia can modify cellular response to radiotherapy and certain 

chemotherapies. It has been known for many years that hypoxic cells can be up to three
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times less sensitive to the killing effects of ionizing radiation. Radiosensitivity is 

diminished under low oxygen conditions because oxygen serves to “fix” the DNA 

damage caused by free radicals, such as hydroxyl radicals (Brown, 1999). Since oxygen 

is extremely electrophilic, it is able to react with the DNA free radicals produced by the 

ionizing radiation to make them permanent (Brown, 1999). Without oxygen, much of the 

DNA damage can be repaired by the cell, in a process called restitution, whereby DNA 

free radicals are reduced by donation of H+ from non-protein sulfhydryls, such as 

glutathione (Brown, 1999). Studies have suggested that resistance to radiotherapy occurs 

when the median pC>2 of the tumor is between 0.07 - 2.8%, an oxygen range that is very 

common in the hypoxic regions of solid tumors (Bussink etal., 2003).

Chemotherapy resistance is a common feature of hypoxic tumors. This resistance 

occurs for a number of reasons: (1) The drug may not reach all areas of the tumor 

because of the poorly formed tumor vasculature or due to the diffusion limitations of the 

drug. (2) Chemotherapeutic drugs are often targeted towards rapidly proliferating cells as 

they act mainly during DNA synthesis to cause DNA damage; however, the cells in 

hypoxic tumor microregions divide more slowly and under severe hypoxia are arrested in 

the Gi/S phase so they may not be targeted by the drug (Shannon et al., 2003). (3) Many 

chemotherapeutic agents, such as doxorubicin and carboplatin, require oxygen for 

activation (Hockel and Vaupel, 2001). (4) Tissue acidosis, which is quite common in 

hypoxic microregions, can impact drug efficacy. (5) Hypoxic tumor cells often express 

elevated levels of genes, such as dihydrofolate reductase, that confer drug resistance to 

agents such as adriamycin or cisplatin (Rice et al., 1986). (6) Hypoxia selects for cells
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with reduced apoptotic potential which can result in increased drug resistance (Shannon 

et al., 2003).

Important studies done by Hockel and colleagues in the 1990s clearly showed that 

hypoxia affects both treatment and tumor progression (Hockel et al., 1996). When 

treatment response was evaluated, they showed that patients with hypoxic cervical tumors 

had statistically significant lower overall and disease-free survival compared with 

patients with non-hypoxic tumors (Hockel et al., 1996). Importantly, survival time of 

patients with hypoxic tumors was found to be independent of treatment: patients who 

received surgery alone fared just as badly as patients who received radiotherapy (Hockel 

et a l, 1996). Multiple studies, using various cancer types, have shown pre-oxygenation 

status of a tumor to be a prognostic indicator of patient outcome (reviewed by Hockel and 

Vaupel, 2001).

Although hypoxia exerts many negative effects on tumor progression and 

treatment, hypoxia can be exploited in an attempt to develop treatments that target 

cancers specifically. One such strategy involves the design of prodrugs that are activated 

specifically in the absence of oxygen. Tirapazamine is probably the best studied prodrug 

in this class, and it has been used in several clinical trials in concert with both 

radiotherapy and chemotherapy (Brown and Wilson, 2004). Under both aerobic and 

hypoxic conditions, tirapazamine is reduced by various cellular reductases from its non­

toxic form to a highly reactive radical that is capable of forming single and double strand 

DNA breaks (Brown, 1999). In the presence of O2 , the oxygen cycles the electron 

donated by the reductase, thereby back-oxidizing tirapazamine to its original non-toxic 

form (Brown, 1999). Gene therapy is another treatment option that is being pursued
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preclinically. In this case, a construct is created that has hypoxia-response elements 

(HREs) in the promoter region of a gene that encodes a prodrug-metabolizing enzyme 

(Brown and Wilson, 2004). This way the prodrug-metabolizing enzyme is transcribed, 

and goes on to activate the prodrug, only in hypoxic tissues expressing high levels of the 

HIF-1 transcription factor (Brown and Wilson, 2004). Another interesting potential 

therapy that has been studied in mice and humans is the use of genetically engineered 

Clostridium, a non-pathogenic, anaerobic bacterium, to selectively target prodrug- 

metabolizing enzymes to necrotic, hypoxic regions of tumors (Brown and Wilson, 2004). 

Most hypoxia targeted therapies are still in their infancy; however, evidence suggests that 

these strategies produce an additive effect when they are used in tandem with 

conventional therapies (Brown and Wilson, 2004). The use of hypoxia-targeted therapy 

will continue to increase as the therapies continue to be engineered to be more efficient 

and specific.

1-4 Hypoxia Adaptation

All cells in the body have the ability to sense and adapt to hypoxia to some 

degree. Systemically, the body is able to sense and respond to oxygen deficit through 

increased ventilation and cardiac output to ensure appropriate amounts of oxygen 

continue to be delivered to tissues (Michiels, 2004). Erythropoietin expression is 

increased in order to increase the production of red blood cells for O2 delivery. 

Angiogenesis is also promoted in order to expand the vasculature and improve oxygen 

carrying capacity in the heart and brain (Poyton, 1999). At the cellular level, adaptation
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to hypoxia is achieved by consolidating ATP supply and demand, and upregulating the 

expression of hypoxia-responsive genes. This is described in more detail below.

1.4-1. Hochachka Model of Hypoxia Adaptation

Comparative physiologists have been studying how animals adapt to conditions of 

low oxygen availability for many years. A common anoxia-tolerant model organism is 

the western painted turtle, or Chrysemys picta. These turtles are able to survive dives in 

anoxic water for up to 2 days at 25°C (Suarez et al., 1989). By comparing the 

biochemical properties of the brains of these anoxia-tolerant turtles with anoxia-sensitive 

animals, such as rats, scientists gain a better understanding of the survival strategies used 

by anoxia-tolerant organisms (Suarez et al., 1989). For example, it has been determined 

that anoxia-tolerant turtles use glucose at a rate six-fold lower than anoxia-sensitive rats 

(Suarez et a l, 1989). This implies that the ATP turnover in turtles is at least six fold 

lower than that in rats (Suarez et al., 1989). Also, anoxia-tolerant turtles exhibit 

Na+/K+/ATPase activity that is at least two-fold lower compared to anoxia-sensitive rats 

(Suarez et al., 1989). Suarez and colleagues (1989) postulated that the low metabolic 

rate and the reduced ion flux in the turtle brains could be mechanisms that allow anoxia- 

tolerant turtles to survive long periods without oxygen. Calorimetric studies done with 

hepatocytes from anoxia-tolerant turtles showed that the heat flux, and therefore 

metabolism, of the hepatocytes was rapidly suppressed by 76% under anoxic conditions 

(Buck etal., 1993).

Studies of hibernating frogs have shown that an important strategy for surviving 

low oxygen (3% O2) conditions is to reduce the activity of the electron transport chain 

and thereby reduce the amount of proton leak across the inner mitochondrial membrane
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(St. Pierre et a l, 2000). A reduction in proton leak means that more protons are available 

for the generation of the proton gradient necessary for driving ATP synthase. This in turn 

means that oxygen is being used more efficiently (St. Pierre et al., 2000). When the rate 

of proton leak was compared between hypoxia-tolerant frogs and hypoxia-sensitive rats, 

it was determined that frog skeletal muscle mitochondria exhibited three-fold less proton 

leak than comparable tissue in the rat (St. Pierre et al., 2000).

The Unifying Theory of Hypoxia Tolerance is the culmination of many such 

studies (Figure 1-4.1) (Hochachka et al., 1996). Here, Hochachka and his colleagues 

suggest that hypoxia-tolerant organisms, and specifically their cells, adapt to oxygen lack 

in two phases. The first phase, termed the defense phase, is one of metabolic adaptation, 

during which ATP supply and demand is suppressed to a new steady-state level 

(Hochachka et al., 1996). The major ATP-demand pathways, such as protein synthesis, 

protein degradation, Na+/K+ pumps, and glucose biosynthesis are down-regulated. For 

example, the rate of proteolysis is reduced by 94% in turtle hepatocytes (Hochachka et 

al., 1996). The relative importance of the down-regulation of ATPase ion pumps 

compared with other ATP-utilizing systems is related to the degree of sensitivity of a cell 

type to hypoxia (Michiels, 2004). Cells that rely heavily on ATPase pumps for normal 

functioning are less likely to meet energy demands under oxygen limiting conditions, 

resulting in cell death (Michiels, 2004). As ATP-demand pathways are down-regulated, 

ATP-supply pathways are made more efficient. The net result is that the yield of ATP 

per mol of oxygen is maximized (Hochachka et al., 1996). In fact, it has been found that 

when hypoxia-tolerant cells encounter oxygen lack they are able to suppress their energy

15

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



turnover by a factor of almost 10-fold. In other words, one mole of ATP could sustain 

these cells for 10 times longer than under normal conditions (Hochachka et al, 1996).

Metabolic adaptation is an important strategy for short-term survival; however, 

long-term survival requires the induction of a second phase of hypoxia-adaptation: the 

rescue phase, so termed because it involves the rescue of protein synthesis for a select 

group of proteins (Hochachka et al, 1996). First, key transcription factors, such as HIF- 

1, are upregulated. As a result, hypoxia-sensitive genes involved in maintaining cellular 

processes under prolonged hypoxia are expressed (Hochachka et al, 1996). These 

proteins are involved in such processes as glycolysis, glucose uptake, oxygen transport, 

and angiogenesis (Figure 1-4.1).
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Figure 1-4.1. Hochachka’s unifying theory of hypoxia tolerance. Adapted from 
Hochachka et al. (1996).
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1-4.2. Tumor metabolic adaptation to hypoxia

Although the Hochachka model for hypoxia adaptation was developed by 

studying comparative physiology, it has great relevance to the study of tumor adaptation 

to hypoxia. The first step in the Hochachka model of hypoxia adaptation is metabolic 

adaptation, where ATP supply and demand are coordinately down-regulated. Increasing 

evidence suggests that tumors must undergo similar metabolic adaptation in order to 

continue their aggressive growth. A recent report by Swinnen et al. (2005) showed that 

the energy status of the cancer cell regulates its ability to proliferate, form colonies, 

invade, and migrate. Though this study does not deal with hypoxia directly, it illustrates 

the importance of metabolic regulation in cancer development. Since the energy status of 

a cell is reflected by the ratio of ATP/AMP, the researchers mimicked a low energy state 

in two cancer cell lines by adding 5-aminoimidazole-4-carboxamide (AICA), a 

nucleoside analog that mimics the effects of AMP (Swinnen et al, 2005). Addition of 

the compound resulted in reduced levels of lipid, protein, and DNA synthesis (Swinnen et 

al, 2005). Furthermore, when they tested downstream cell functions such as cell 

proliferation, cell survival, colony formation, migration, and matrix invasion, they found 

that these tumor-associated end-points were reduced in all treated cells (Swinnen et al, 

2005). When they looked at the effect of the low energy status in vivo, the group found 

that the AMP mimetic compound reduced tumor growth in nude mice compared to 

untreated controls (Swinnen et al., 2005).

Since metabolic regulation is so important to cancer development, it is imperative 

that cancer cells be able to modulate their metabolism in response to stressful situations 

such as when nutrients or oxygen are limited. There is evidence to suggest that cancer
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cells have a greater ability to respond and adapt to hypoxia compared with normal cells.

A study of normal and transformed breast cancer cell lines demonstrated that transformed 

MCF-7 cells were able to down-regulate protein synthesis in response to severe hypoxia, 

and maintain viability, while normal HME breast cells were not (Guppy et al., 2005). 

Clearly, metabolic adaptation is extremely important for cancer growth.

Tumor cells are most often characterized as being highly glycolytic. This 

observation was first made by Otto Warburg over fifty years ago (Warburg, 1956). He 

observed that mouse cancer cells produced more lactic acid than normal murine liver and 

kidney cells under air-saturated conditions (Zu and Guppy, 2004). He hypothesized that 

cancer cells generate a greater proportion of their ATP using aerobic glycolysis instead of 

oxidative phosphorylation, since lactic acid production is a hallmark of glycolysis (Zu 

and Guppy, 2004). Therefore, he suggested that tumors have an inherently glycolytic 

metabolism, and depend strongly on glucose and glutamine as fuels (Guppy et al., 2002). 

This perception has played a strong role in guiding subsequent research; however new 

evidence suggests that tumors are not inherently glycolytic (Zu and Guppy, 2004).

A recent paper by Zu and Guppy (2004) challenges the idea of a Warburg effect 

in cancer cells. They suggest that many of the subsequent papers that supported 

Warburg’s conclusions were misleading because the studies did not calculate a ‘minimal 

energy budget’ (Zu and Guppy, 2004). The minimal energy budget is a calculation of 

oxygen consumption and lactate production so that total oxidative ATP production and 

total glycolytic ATP production are determined (Zu and Guppy, 2004). They note that a 

common pitfall in many studies is to compare the rates of glycolysis between normal and 

cancer cells without measuring oxygen consumption, and therefore total oxidative ATP
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production (Zu and Guppy, 2004). Without having a measure of total ATP production, it 

is impossible to know the contribution glycolytic ATP production makes to the 

generation of total ATP (Zu and Guppy, 2004). Another common mistake in many of the 

studies is to measure only glucose-based oxidative ATP production. This underestimates 

total oxidative ATP production because the contribution from other fuels, such as fatty 

acids, is not included (Zu and Guppy, 2004).

When Zu and Guppy (2004) compared the metabolism of normal and cancer cells 

from a set of previously published studies that calculated the minimal energy budget, they 

found that there was no significant difference in the glycolytic contribution to total ATP 

production between normal and cancer cells in room air. Furthermore, when Guppy and 

colleagues compared the contribution of aerobic glycolysis to oxidative phosphorylation 

in normal and MCF-7 breast cancer cells, they found that ATP production was 80% 

oxidative and 20% glycolytic for both cell types (Guppy et al., 2002). Therefore, under 

aerobic conditions, tumor cells generate the same proportion of ATP from glycolysis as 

normal cells.

Even though tumors are not inherently glycolytic, there is evidence that under 

hypoxic conditions, tumor cells do increase their rate of anaerobic glycolysis (Zu and 

Guppy, 2004). This is known as the Pasteur Effect. It is important to note that although 

the Pasteur Effect is effective during short term hypoxia, the large quantities of fuel 

required to sustain this pathway make it impossible for long-term hypoxic survival 

(Guppy et al., 2005).
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1-4.3. Oxidative Metabolism and Hypoxia Adaptation

Although it is known that glycolysis is increased in hypoxic cancer cells, less is 

known about how oxidative phosphorylation (OXPHOS) is affected. High throughput 

screening of genes differentially expressed in normal and tumor gastric tissue has 

identified several OXPHOS genes that are upregulated in tumor tissue (Jung et al., 2000). 

These genes include ATPase synthase subunit e, NADH-ubiquinone oxidoreductase, 

NADH dehydrogenase, and cytochrome c oxidase subunit II (Jung et al., 2000). These 

findings mirror earlier work done with rat hepatoma cells that shows increased expression 

of genes coding for some subunits of ATP synthase and of cytochrome c oxidase 

(Capuano et al., 1997). Genes involved in oxidative phosphorylation could be 

upregulated in order to meet the high metabolic demands of the tumor (Jung et al., 2000). 

The role of cytochrome c oxidase in tumor metabolism is of particular interest because it 

plays a central role in oxidative phosphorylation. It has been hypothesized that 

increasing glycolytic flux and altering the kinetics of cytochrome c oxidase are two ways 

in which hypoxic cells could maintain adequate ATP levels during tumor growth 

(Vijayasarathy et al., 2003).

Several studies suggest that an increase in the expression of genes involved in 

oxidative phosphorylation leads to increased tumor aggressiveness (Hermann et al.,

2003). For example, a study by Hermann et al. (2003) found a correlation between the 

malignancy of prostate cancer tissue specimens and the ratio of nuclear-encoded to 

mitochondrial-encoded subunits of cytochrome c oxidase. Specifically, there was an 

increase in the ratio of nuclear- to mitochondrial-encoded subunits in all prostate cancer 

specimens examined compared to matched normal cells (Hermann et al., 2003).
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Furthermore, the larger ratio appeared early in tumor progression, and increased with 

tumor progression (Hermann et al, 2003). The authors hypothesized that increased 

expression of the nuclear-encoded subunits could affect cytochrome c oxidase activity, 

and alter oxidative metabolism (Hermann et al, 2003). These observations have been 

recapitulated in other types of cancer, suggesting that changes in oxidative metabolism 

could be a feature common to many cancers.

A further study by this group correlated the increased ratio of nuclear-encoded 

to mitochondria-encoded Cox subunits to an increase in hexose monophosphate shunt 

metabolism relative to glycolytic metabolism passing through the Krebs cycle in several 

different cell lines (Kreig et a l, 2004). In other words, the shift in Cox subunit 

expression levels seems to correlate with changes in metabolic function that could be 

necessary for tumorigenesis (Kreig et al, 2004).

A recent study by Vijayasarathy et a l (2003) looked specifically at how the 

expression of Cox subunits and the activity of the holoenzyme were affected by hypoxia 

in various mouse cell lines. They observed a decrease in subunit expression in both 

mitochondria- and nuclear- encoded subunits that appeared to be due to a decrease in the 

rate of transcription (Vijayasarathy et a l, 2003). The effect of hypoxia on enzyme 

efficiency was dependent on cell type (Vijayasarathy et a l, 2003). Under hypoxic 

conditions the PC 12 cell line exhibited an increase in catalytic efficiency: the heme 

content of the enzyme dropped but its activity remained the same. Macrophages showed 

no change in enzyme efficiency in response to hypoxia (Vijayasarathy et al, 2003).

These results suggest that at least some cell lines were able to respond to the decrease in
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oxygen availability by altering their Cox enzyme activity through changes in subunit 

expression.

Though the above mentioned studies seem to suggest that an increase in oxidative 

phosphorylation is a component of tumorigenesis, Simmonet and colleagues (2002) 

hypothesize the opposite: namely that a decrease in the OXPHOS capacity of tumors 

favors faster growth and increased invasiveness. This would occur because the substrates 

that are normally targeted for oxidation to CO2 would instead be directed towards 

biosynthesis (Simonnet et al., 2002). They studied several different grades of renal 

carcinoma taken from kidney biopsies, and showed that cytochrome c oxidase activity 

decreased with increasing tumor malignancy (Simonnet et al., 2002). They suggest that 

the series of genetic events that occur during tumor progression could impart specific 

metabolic profiles on the tumors (Simonnet et a l, 2002). Specifically, they speculated 

that inactivation of the VHL tumor suppressor gene could cause the observed changes in 

tumor metabolism (Simonnet et al., 2002). Clearly there is still much debate on the roles 

oxidative phosphorylation in general, and cytochrome c oxidase in particular, play in 

tumorigenesis.

One feature of cytochrome c oxidase that suggests it could adapt to changing 

oxygen availability is the presence of different Cox isozymes in tissues with different 

energy demands and substrate availabilities. These isozymes are comprised of subunits 

that are expressed as tissue- and development-specific isoforms, which change the 

catalytic properties of the holoenzyme. The structure and function of the Cox enzyme 

will be discussed in more detail in the following sections.
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1-5 Cytochrome c oxidase

1-5.1. Cytochrome c oxidase structure and function

Cytochrome c oxidase plays a central role in oxidative phosphorylation. The low 

reserve of Cox capacity observed both in vitro and in vivo indicates that Cox exerts tight 

control of respiration (Villani and Attardi, 2000). This complex multi-subunit membrane 

protein is the terminal component of the electron transport chain. Its function is to 

catalyze the transfer of four electrons from ferrocytochrome c to oxygen, while at the 

same time pumping protons across the inner mitochondrial membrane, from the matrix to 

the cytoplasmic side. The enzyme has four redox-active metal centers (heme a, heme a3 , 

C u a , and C u b )  that are involved in electron transfer. Electrons move from cytochrome c 

through C u a  and heme a to the binuclear reaction center, comprised of heme a3 and C u b , 

where oxygen is reduced to water (Burke and Poyton, 1998). It is not clear how electron 

transfer is coupled to proton pumping, though it has been suggested that the redox status 

of Cox confers different conformations to the binuclear reaction center, which allows the 

coupling of electron and proton movement (Burke and Poyton, 1998).

The Cox enzyme is of ancient origin, and is found in both prokaryotes and 

eukaryotes (Grossman and Lomax, 1997). In a subset of prokaryotes, the enzyme is 

made up of three major subunits and a fourth smaller subunit (Grossman and Lomax,

1997). In eukaryotes, the enzyme’s subunits are encoded by both the mitochondrial and 

nuclear genomes (Grossman and Lomax, 1997). The three largest subunits are encoded 

by the mitochondrial DNA, and are homologous to the three largest prokaryotic Cox 

subunits (Grossman and Lomax, 1997). The remaining subunits are encoded by the
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nuclear genome. The number of nuclear encoded subunits increases as the evolutionary 

complexity of the organism increases (Grossman and Lomax, 1997).

Most of the information on mammalian cytochrome c oxidase has come from 

studying the bovine enzyme. Mammalian Cox is assembled as a dimer, with each 

monomer composed of thirteen subunits (Figure 1-5.1). CoxI, CoxII, and CoxIII are 

encoded by the mitochondrial genome, while the other ten smaller subunits (CoxIV, 

CoxVa, CoxVb, CoxVIa, CoxVIb, CoxVIc, CoxVIIa, CoxVHb, CoxVIIc, and CoxVni) 

are encoded by the nuclear genome. The subunit nomenclature was established based on 

the order in which the subunits resolve on a gel, and is not meant to indicate any sort of 

relationship between the subunits (Grossman and Lomax, 1997). The mitochondria- 

encoded subunits form the catalytic core of the enzyme. CoxII binds cytochrome c and 

both CoxII and CoxI perform the electron transport function of the enzyme (Kadenbach 

et al., 2000). CoxIII may play a role in proton pumping, or it may be involved in 

stabilizing the assembly of subunits I and II (Burke and Poyton, 1998). The functions of 

the individual nuclear-encoded subunits are not well understood. Generally, it is believed 

that the nuclear-encoded subunits play a role in assembly and modulation of the 

enzyme’s kinetics. Some of the proposed functions of the nuclear-encoded subunits are 

outlined below. Subunit IV has been found to have an effect on enzyme kinetics via two 

ATP binding sites: when ATP interacts with the CoxIV subunit, the enzyme’s affinity for 

cytochrome c is decreased (Kadenbach et al., 2000). Subunit Va also affects enzyme 

kinetics: it has a binding site for the thyroid hormone 3,5-diodothyronine (Kadenbach et 

a l,  2000). Binding of the hormone results in increased enzyme activity (Kadenbach et 

al., 2000). Subunit VIb may play an inhibitory role, as its removal from the holoenzyme
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results in increased enzyme activity (Vijayasarathy et al., 1998). It is not yet clear how 

the subunits functionally interact with one another to affect the overall enzyme activity.

Figure 1-5.1. Bovine cytochrome c oxidase crystal structure, from 
Kadenbach et al. (2000).

1-5.2. Cytochrome c oxidase subunit isoforms

Additional complexity arises from the fact that several of the nuclear-encoded 

subunits have isoforms that are expressed in a tissue-specific manner, and are 

developmentally regulated. The isoforms are encoded by different genes, and arose as a 

result of gene duplication events. Different animal species possess different 

combinations of isoforms, and express them differently in various tissues (Grossman and 

Lomax, 1997). In humans, CoxIV, CoxVIa, and CoxVIIa are expressed in two forms, 

with CoxVIa and CoxVIIa exhibiting a slightly different pattern of expression than 

CoxIV. In the heart and skeletal muscle, the heart isoforms of CoxVIa and CoxVIIa 

(CoxVIaH, CoxVIIaH) are predominantly expressed. The liver isoforms (CoxVIaL, 

CoxVIIaL) are expressed in all tissues including the heart and skeletal muscle, albeit at
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lower levels. For example, in the adult rat heart, Cox is made up of two thirds subunit 

Vla(H) and one third subunit Vla(L) (Kadenbach et a l,  2000). CoxIV-1 is expressed 

ubiquitously in all tissues, while CoxIV-2 is expressed predominantly in the adult lung, 

fetal lung and fetal muscle, and to a lesser extent in the adult brain and heart (Huttemann 

et al., 2001).

The functions of the different isoforms have been studied extensively in both 

yeast and mammals. The fact that the isoforms have been retained through evolution 

suggests that the function they provide is advantageous to the organism (Grossman and 

Lomax, 1997). Since the developing fetus and the various tissues of the body have 

different energy requirements and oxygen availability, it has been postulated that the 

developmental and tissue-specific expression of the isoforms confers different enzyme 

kinetics to the holoenzyme so that Cox can meet the energy demands of a given tissue 

(Lenka et al., 1998). Studies done in mice show a very clear ‘isoform switch’ from 

embryo to neonate. In the embryo the CoxVIa(L) isoform is expressed almost 

exclusively (Parsons et al., 1996). As development continues into the late fetal stages 

expression of the heart isoform increases in heart and muscle, but the liver isoform 

remains the dominant form (Parsons et al., 1996). After birth, CoxVIa(H) expression 

continues to increase while the liver isoform expression diminishes to nearly undetectable 

levels (Parsons et al., 1996). It is interesting to note that during development the Cox 

isoform switch parallels the switch from the relatively hypoxic fetal environment (1.7- 

4.2% O2) to the oxic neonatal environment (Land, 2004).

Isoform switching has also been observed in vitro during the development of 

cultured muscle cells (Parsons et al., 1996). Undifferentiated myoblasts express only the
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CoxVIa(L) isoform, but when the cells are grown to confluence and shifted to a 

differentiation medium, the cells form multinucleated myotubes and begin to express the 

CoxVIa(H) isoform (Parsons et al., 1996). Then, as the myofibers continue to mature, 

CoxVIa(L) expression becomes downregulated (Parsons et al., 1996). Parsons et al. 

hypothesize that isoform switching occurs during development so that the Cox enzyme is 

able to match its capacity to generate energy with changing metabolic demands and 

substrate availability during muscle development (Parsons et al., 1996).

1-5.3. Changes in Cox Catalytic Activity

The presence of different Cox isozymes in tissues with different energy demands 

and substrate availabilities suggests that the Cox enzyme is capable of adapting to 

different environments by changing its catalytic properties via changes to the subunits 

that make up the holoenzyme. Differences in isoform expression are not the only way in 

which Cox can affect its catalytic activity. Studies have shown that the expression level 

of various Cox subunits can also impact the catalytic activity of the Cox enzyme 

(Vijayasarathy et al., 1998). Vijayasarathy and colleagues found that tissues with high 

oxidative capacity, such as heart and brain, expressed higher levels of CoxIV-1 and 

CoxVb protein compared with tissues with lower oxidative capacity (Vijayasarathy et al., 

1998). They also observed that tissues with high oxidative capacity exhibited a high Km 

for cytochrome c and a low turnover number (TN), while tissues with low oxidative 

capacity had lower Km and higher TN (Vijayasarathy et al., 1998). The TN is the number 

of molecules of reduced cytochrome c converted to oxidized cytochrome c by the enzyme 

per mole of catalytic sites per second.
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Oxygen availability exerts a direct effect on the catalytic activity of cytochrome c 

oxidase whereby hypoxia inhibits Cox activity in cardiomyocytes. Chandel and 

coworkers found that lowering the oxygen concentration in isolated bovine Cox resulted 

in a decrease in V raax and a small increase in the apparent K m , for both cytochrome c and 

oxygen, compared with control enzyme incubated at higher oxygen concentrations 

(Chandel et al., 1996). They noted that the inhibition of the enzyme occurred only after 

prolonged hypoxic exposure, and was rapidly reversed when the enzyme was exposed to 

higher O2 concentrations (Chandel et al., 1996). Experiments with isolated Cox enzymes 

are possible because of the long half-life of the enzyme and because the co-factors 

necessary for enzyme activity remain tightly associated with the enzyme during the 

purification process. Further experiments identified that the decrease in catalytic activity 

was due to inhibition of the electron transfer step between heme as and oxygen (Chandel 

et al., 1996). Chandel and coworkers hypothesize that oxygen regulates the catalytic 

activity of Cox directly by interacting with the enzyme at a second binding site that is 

distinct from the binuclear catalytic center (Chandel et al., 1996). Lower oxygen 

concentrations would cause a slow dissociation of the O2 from its putative binding site 

and would result in the enzyme moving towards an inhibited, or conformed, state 

(Chandel et al., 1996).

Cox activity in osteoclasts has been shown to be controlled by the non-receptor 

tyrosine kinase c-Src, most likely via phosphorylation of key Cox subunits (Miyazaki et 

al., 2003). Miyazaki and colleagues (2003) reported that c-Src deficiency resulted in 

decreased Cox activity in osteoclasts, and that Cox activity was correlated to c-Src kinase 

activity.
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1-5.4. Hypoxia adaptation in veast

Yeast is often used as a model for studying cytochrome c oxidase because it is 

amenable to both genetic and biochemical manipulation. Also, the yeast Cox is very 

similar to its mammalian counterpart. It is comprised of twelve subunits, three of which 

are encoded by the mitochondrial genome and perform the catalytic function of the 

enzyme (Taanman and Capaldi, 1992). The remaining nine subunits are encoded by the 

nuclear genome (Poyton, 1999). It has been much easier to determine the functions of 

the yeast Cox subunits because it is easy to generate mutant yeast strains that lack a 

particular subunit. The nuclear subunits modulate enzyme activity, and function in the 

assembly and stability of the holoenzyme (Poyton, 1999). Primary sequence identity 

shows that all of the yeast subunits have homologs in the mammalian enzyme (Burke and 

Poyton, 1998). In yeast, the nuclear-encoded subunit V is expressed as interchangeable 

isoforms Va and Vb, which are encoded by the COX5a and COX5b genes, respectively 

(Poyton, 1999). Subunit V is homologous to mammalian subunit IV. The yeast subunit 

V isoforms are regulated differentially by oxygen (Waterland et al., 1991). Va is 

expressed under aerobic conditions while Vb is expressed under hypoxic conditions. 

Oxygen regulates the expression of both isoforms at the level of gene transcription 

(Burke and Poyton, 1998). When Vb is incorporated into the yeast holoenzyme, the 

enzyme has a higher turnover rate and faster, more efficient electron transfer within the 

enzyme (Waterland et al, 1991). This suggests that the isoforms may function 

allosterically by changing the conformation of the proteins within the holoenzyme and 

thereby alter the accessibility of the heme moieties to electrons (Waterland et al., 1991). 

This lends strong support to the hypothesis that the subunit isoforms function to regulate
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holoenzyme activity (Waterland et al., 1991). Based on structural models, it appears that 

the carboxy-terminal domains of both isoforms may be necessary for the transfer of 

electrons from cytochrome c to heme a and/or for the exit of protons from the enzyme 

(Burke and Poyton, 1998).

1-5.5. A closer look at mammalian CoxIV

Since the mammalian CoxIV subunit is homologous to the yeast subunit V, it is 

possible that the mammalian CoxIV isoform expression is also regulated by oxygen 

tension (Grossman and Lomax, 1997). The CoxIV-1 gene is located on chromosome 16 

and the CoxIV-2 gene is located on chromosome 20 (Huttemann et al., 2001). The gene 

structure of the isoforms is similar: both are approximately 8 kb in size, and have 5 exons 

(Huttemann et al., 2001). The promoter regions of the two isoforms are slightly different 

in that the CoxIV-1 promoter contains an NRF-2 binding site that is absent in CoxIV-2 

(Huttemann et al., 2001). It is believed that there are other regulatory sites on CoxIV-2 

that have yet to be identified (Huttemann et al., 2001). The protein sequences also show 

some interesting differences. The N-termini, which project into the matrix, are highly 

divergent between CoxIV-1 and CoxIV-2, while the transmembrane region remains 

conserved (Huttemann et al, 2001). Also, the CoxIV-1 subunit of human, mouse, rat, 

and cow lacks cysteine residues, while three conserved cysteine residues are present in all 

the mammalian CoxIV-2 subunits studied to date (Huttemann et al., 2001). Two of the 

three cysteines are close enough to form a cysteine bond (Huttemann et al., 2001). In the 

C-terminal domain, CoxIV-2 has a net positive charge that is lacking in the CoxIV-1 

subunit (Huttemann et al., 2001).
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Several studies have provided clues to the possible function of the CoxIV subunit. 

The bovine crystal structure shows that CoxIV makes contact with the CoxI and CoxII 

catalytic subunits, suggesting that CoxIV may play a role in regulating catalytic function 

(Huttemann et al., 2001). CoxIV is believed to play a role in proton pumping, as 

proteolysis experiments have shown that when CoxIV is digested with trypsin, there is a 

reduction in the H+/e' ratio (Grossman and Lomax, 1997). The presence of two cysteine 

residues capable of forming a disulfide bond in CoxIV-2 suggest that this isoform could 

be subject to conformational changes that could affect enzyme function (Huttemann et 

al., 2001). For example, CoxI, II, and IV form an ATP binding pocket which ultimately 

allows the energy status of the cell to be coordinated with Cox activity (Huttemann et al.,

2001). This binding pocket could be altered due to a conformational change in the 

CoxIV subunit which would affect enzyme activity (Huttemann et al., 2001). It is 

possible that the third conserved cysteine residue could serve as a sensor of the redox 

state of the cell (Huttemann et al., 2001). Signal transduction based on redox state is well 

established in other systems (Huttemann et al., 2001). Finally, it appears that CoxIV is 

important for assembly of the holoenzyme (Nijtmans et al., 1998). Its binding to CoxI is 

the first step of holoenzyme assembly, and probably represents a rate-limiting step in the 

assembly of a functional enzyme (Nijtmans et al., 1998).

1-5.6. Gene Structure of the Cox Subunits

CoxI, CoxII, and CoxIII are encoded by the mitochondrial genome. The 

mitochondrial genome is a double stranded, closed-circular molecule of approximately 

16.5 kb. It encodes thirteen polypeptides involved in oxidative phosphorylation, as well 

as two rRNA genes and twenty two tRNA genes necessary for transcription and
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translation of the mitochondrial-encoded proteins (Femandez-Silva, 2003). mtDNA 

transcription is initiated at the D-loop, a non-coding control regions of the mtDNA. 

Transcription is controlled by the mitochondria RNA polymerase and at least three 

transcription factors, including mtTFA. mtDNA is transcribed as three large 

polycistronic transcripts that are later processed to yield the individual rRNAs, tRNAs, 

and mRNAs (Femandez-Silva, 2003). Since all of the mRNAs are encoded on a 

polycistronic transcript, they are all made in equal amounts. At this point, it is not clear 

what effect mRNA turnover has on the steady state levels of mRNA in mammals 

(Scheffler, 1999). Furthermore, very little is known about the translational regulation of 

these genes. The mammalian mitochondrial mRNAs lack 5' or 3' UTR, and translation 

factors that could control protein expression have yet to be detected (Scheffler, 1999).

The nuclear-encoded Cox genes range in size from 2 to 10 kb (Lenka et al.,

1998). The gene structure of the nuclear encoded Cox subunits is conserved among 

species (Grossman and Lomax, 1997). All of the nuclear encoded subunits, except for 

Cox7a(H) and CoxS, have coding regions that are divided into three exons: one exon 

encodes the transmembrane domain, and the two remaining exons encode the flanking 

hydrophilic domains (Grossman and Lomax, 1997). Most of the nuclear encoded 

subunits have a cleavable presequence for importation into the mitochondria on exon I 

(Fabrizi et al, 1992). The Cox7a liver and heart isoforms have a low level (60%) of 

sequence homology; however, they show high interspecies homology (80-90%), again 

suggesting different tissue-specific roles for the isoforms (Lenka et al., 1998).
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1-5.7. Control of Cox subunit expression

Much work has gone into understanding how coordinate expression of the Cox 

genes is controlled. Since the holoenzyme is composed of both mitochondria- and 

nuclear-encoded subunits, the two genomes must coordinate their expression. Most 

likely, nuclear genes are responsible for controlling the expression of the mitochondria- 

encoded genes since they contribute the proteins that are necessary for mitochondrial 

DNA replication, transcription, and translation (Lenka et al., 1998).

Transcriptional Level

In terms of the individual nuclear-encoded subunits, not all subunit promoter 

regions have been studied in detail. However, it is apparent that the regulatory pathways 

are complicated, with each subunit controlled by a unique complement of transcription 

factors (Table 1-5.7). Almost all of the nuclear-encoded Cox subunits have promoter 

regions much like housekeeping genes. Instead of having the TATAA element required 

for tissue-specific transcription, they have GC-rich elements for the binding of such 

transcription factors as Spl and AP-2 (Grossman and Lomax, 1997). Many of the Cox 

subunits are controlled in part by the same transcription factors, including NRF-1 and 

NRF-2 (Grossman and Lomax, 1997). NRF-1 binding sites are found in the CoxVb, 

CoxVIc, and CoxVIIa(L) promoter regions, as well as other OXPHOS genes such as 

cytochrome c and ATP synthase y subunit (Yu et al., 2002). NRF-1 binding is believed 

to be regulated by a phosphorylation- dependent pathway (Scarpulla, 1997). Such a 

pathway could be used to regulate the transcription of target genes in response to the 

availability of ATP (Scarpulla, 1997). NRF-2, also known as GABP in the mouse, helps 

activate CoxIV-1, CoxVb, CoxVIIa(L), and CoxVIIc (Grossman and Lomax, 1997).
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NRF-2 binding affinity is affected by the redox state of the cell, so it may act as a sensor 

to alter the expression of its target genes in response to the redox state of the cell 

(Scarpulla, 1997). Because NRF-1 and NRF-2 can control directly the expression of 

nuclear genes, and indirectly the expression of mitochondrial genes, it has been suggested 

that these transcription factors are major integrators of nuclear-mitochondrial interactions 

(Yu et a l, 2002). Some subunits also have thyroid hormone response elements (TREs) in 

their promoter regions which may mediate hormonal or other physiological control of 

subunit expression (Bachman et a l, 1997). Mutagenesis studies have indicated that 

promoter activity depends on the interaction of several transcription factors (Yu et al.,

2002). The expression of the Cox isoforms is controlled in part by tissue- and 

development-specific transcription factors (Grossman and Lomax, 1997). For example, 

CoxVIa(H) is expressed in skeletal muscle because it has three copies of the E-box and a 

MEF2 enhancer element in its promoter region for the binding of myogenic transcription 

factors (Grossman and Lomax, 1997). The CoxVIa(L) isoform does not possess such 

enhancer elements.
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Table 1-5.7. Promoter elements of the human nuclear-encoded Cox subunits.

Cox
Subunit Spl AP2 NRF1 NRF2 YY1 MyoD MEF2

IV-1 X X
IV-2 X
Va
Vb X X X X

Vla(L) X X X X
Vla(H) X X X X X

VIb
Vic X

VIIa(L) X X
VIIa(H) X X X X

Vllb X
VHc X
VIII

Post-transcriptional Level

CoxVIa isoform expression seems to be controlled post-transcriptionally in 

different tissues (Thames et a l, 2000). As mentioned above, the CoxVIa(H) isoform is 

predominantly expressed over CoxVIa(L) in the heart and striated muscle. This seems to 

occur because of tissue-specific differences in mRNA stability between the two isoforms 

(Thames et al, 2000). In the liver, CoxVIa(L) mRNA has a half-life of approximately 

twelve hours (Thames et al., 2000). In striated muscle, CoxVIa(L) mRNA has a half-life 

of 5-6 hours, compared to a half-life of more than 15-20 hours for the CoxVIa(H) mRNA 

(Thames et al., 2000). The differences in CoxVIa(L) half-lives seem to be due to the 

presence of tissue-specific destabilization element in the 3' UTR of CoxVIa(L) mRNA 

(Thames et al, 2000).
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1-6 Cox and the Regulation of Cellular Respiration

As previously mentioned, one of the most important steps during tumorigenesis, 

particularly in response to hypoxia, is metabolic adaptation. Tumor cells must balance 

their ATP supply and demand in the face of reduced oxygen availability in order to 

continue growing. Indirect and direct evidence shows that the Cox enzyme is able to 

respond and adapt to changing energy demands and substrate availability. This suggests 

that its expression could have important consequences for tumorigenesis. In this section, 

the role Cox plays in controlling respiration will be discussed. An emerging model 

pioneered by Kadenbach and colleagues suggests that cytochrome c oxidase per se 

controls respiration in response to the metabolic demands of the cell. This would make 

Cox the pivotal enzyme of the respiratory chain, and make any changes to the enzyme 

even more important.

However, first it is necessary to review features of the classic model of respiratory 

control, the chemiosmotic theory. According to this model, respiration rate is controlled 

by the electrochemical proton gradient (A\|/) across the mitochondrial membrane 

(Kadenbach et al., 2000). In this model, uptake of ADP into the mitochondria stimulates 

the ATP synthase. This results in a decrease of Avp, which stimulates the activity of the 

proton pumps (including Cox), and hence, respiration (Kadenbach et al., 2000) (Figure 

1-6 ) .

A second mechanism of respiratory control was recently postulated by Kadenbach 

and co-workers. Their model suggests that respiration rate can be controlled by the 

allosteric inhibition of cytochrome c oxidase in response to high intramitochondrial 

ATP/ADP ratios (Kadenbach et al., 2000). Since the energy status of the cell is reflected
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by the ATP/ADP ratio, this mechanism effectively couples ATP demand and supply 

(Kadenbach et al, 2000). Structural studies of bovine Cox confirmed the presence of 

seven high affinity binding sites for ATP or ADP, and three binding sites for ADP alone 

(Kadenbach et al., 2000). When the ratio of ATP/ADP rises above a certain level, ATP 

replaces bound ADP on subunit IV of the enzyme (Kadenbach et al., 2000). This leads to 

an allosteric change in the enzyme which decreases the efficiency of Cox proton pumping 

relative to electron transport such that the H+/e' stoichiometry is decreased from 1.0 to 0.5 

(Ludwig et al., 2001) (Figure 1-6).

The allosteric inhibition of cytochrome c oxidase may be regulated by hormones 

through cAMP-dependent phosphorylation of the enzyme (Kadenbach et al., 2000). In 

the bovine heart, consensus sequences for cAMP-dependent phosphorylation have been 

found on subunits I, III, and Vb (Lee et al., 2002). Hormone signaling can also turn off 

the allosteric inhibition by dephosphorylating the enzyme. The hormone signals come 

from the thyroid in the form of Ca+2 second messengers that activate Ca+2 dependent 

phosphatases (Kadenbach et al., 2000).

Physiologically, this second mechanism of control would be beneficial to the 

organism (Kadenbach and Arnold, 1999). Since respiration would not be dependent on 

Av|/, the mitochondrial membrane potential could remain at a low and steady state 

(Kadenbach and Arnold, 1999). This would result in the production of fewer reactive 

oxygen species (ROS), and as a result less DNA damage (Kadenbach and Arnold, 1999). 

For the reasons listed above, there is growing evidence that Cox plays an important role 

in controlling the cell’s energy production. Especially important is the realization that the 

function of the nuclear-encoded subunits could be to act as receptors for nucleotides and
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hormones and to respond to such signals with conformational changes that would change 

the catalytic activity of the holoenzyme (Kadenbach and Arnold, 1999). Indeed, studies 

have shown enzymes that incorporate the Vla(H) isoform, which has an ATP/ADP 

binding site, exhibit a decrease in H+/e' stoichiometry from 1.0 to 0.5 in response to high 

intramitochondrial ATP/ADP ratios (Ludwig et al, 2001). This decrease in 

stoichiometry in response to ATP/ADP ratios is not seen in enzymes with the Vla(L) 

subunit as it lacks an ATP/ADP binding site (Ludwig et al., 2001).

Kadenbach ModelMitchell (chemiosmotic) Model

Cox
respiration

Cox
respiration

High ATP/ADP*] High ATP/ADP[

ATP-synthase ATP-synthase

Figure 1-6. Comparison of the Mitchell and Kadenbach models of respiration control. 
Adapted from Kadenbach, 2003.

1-7 Neuroglobin

A few years ago a new member of the globin superfamily was discovered 

(Burmester et al., 2000). Neuroglobin (Ngb), so named because it is expressed almost
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exclusively in vertebrate brain, appears to be structurally and functionally unique among 

previously characterized vertebrate globins. Much recent work has gone into 

characterizing Ngb structure and function, and exciting preliminary data indicates that 

Ngb is able to protect the brain from experimental stroke in vivo.

Ngb is a newly discovered protein localized predominantly in the nerve cells of 

the vertebrate brain and peripheral nervous system. Ngb is a member of the globin super­

family, along with such well-characterized proteins as hemoglobin (Hb) and myoglobin 

(Mb). It was discovered by screening the databases of anonymous mouse and human 

complementary DNAs for globin-like sequences (Burmester et a l, 2000). Globins are 

small respiratory proteins, capable of reversibly binding O2 by means of an Fe-containing 

porphyrin ring (Pesce et al., 2002). They are an important part in the respiratory systems 

of a wide variety of taxa, including bacteria, plants, fungi, and animals (Burmester et a l, 

2000). Though these proteins all possess the classic ‘globin fold’, they differ widely in 

structure, tissue distribution and function (Pesce et al., 2002). Hemoglobin is the most 

well-characterized protein of the globin family; it assembles as a heterodimer and is 

found in red blood cells. Hb functions to transport oxygen from the lungs to the tissues 

(Pesce et a l, 2002). Mb is a monomer; it is located in cardiac and striated muscle cells 

and functions to facilitate the delivery of oxygen to the mitochondria and to remove toxic 

NO (Pesce et al., 2002). Cytoglobin, another newly discovered globin protein, is found 

in all cell types, and is localized in the nucleus. In mice and rats, Ngb has been identified 

in nerve cells as well as in non-neuronal cells of the endocrine system and testis (Pesce et 

al., 2002). It is particularly concentrated in the oxygen rich environment of the retina 

(Schmidt et al., 2003). In situ hybridization studies have localized Ngb specifically to the
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cytoplasm (Geuens et al., 2003). Interestingly, Ngb is not the first nerve-based globin to 

be identified, as annelids, molluscs, and other members of the invertebrate taxa also 

possess nerve globins (Burmester et al., 2000). Phylogenetic analyses indicate a common 

ancient evolutionary origin among verterbrate Ngb and invertebrate nerve globins (Pesce 

et al., 2003). In fact, the closest relative of Ngb today appears to be the globins of the 

annelid, Aphrodite (Couture et al., 2001).

The 5800 bp Ngb gene is located on chromosome 14q24 (Pesce et al., 2002). The 

gene structure of Ngb is different from other globins in that it is comprised of four exons 

and three introns, while Hbs and Mbs are comprised of only three exons and two introns 

in their coding regions (Zhang et al., 2002). The Ngb promoter region contains several 

putative Spl-binding sites, but lacks a TATAA box motif (Burmester et al., 2000). The 

5' untranslated region of Ngb contains several copies of the HIF-1 consensus binding 

sequence (Sun et al., 2001). Ngb is assembled as a monomer of 151 amino acids and is 

approximately 17 kDa in size (Burmester et a l, 2000). The structure of Ngb is unique in 

vertebrates. It possesses only 25% homology with Hb and Mb at the amino acid level, 

yet still retains key amino acid residues necessary for globin function (Burmester et al., 

2000). Sequence conservation between human and mouse Ngb is more conserved than 

between Ngb and orthologous hemoglobin and myoglobin of the same species 

(Burmester et al., 2000). All globin proteins are assembled in a classic ‘globin fold’; 

however, coordination of the heme moiety in Ngb is very different from that of Hb or 

Mb. In general, the globin fold is characterized by a three over three alpha-helix pattern 

where the heme group is buried in a deep pocket in the protein (Pesce et al., 2002)

(Figure 1-7A). The heme is held in place by non-covalent interactions with nearby
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protein residues and by a coordination bond between the heme-Fe atom and the ‘proximal 

His’ residue. The heme-Fe atom is pentacoordinated in Hb and Mb by four pyrrole N 

atoms and by the proximal His NE2 atom. Oxygen binds Hb and Mb by forming a sixth 

coordination bond with the heme Fe. The interaction is stabilized by other interactions 

with distal protein residues. Ngb is unique in that its heme-Fe atom is hexacoordinated, 

with the final interaction coming from the ‘distal’ HisE7 residue (Pesce et a l, 2002) 

(Figure 1-7B). Therefore, O2 or CO must displace the endogenous protein ligand in order 

to bind. This affects the affinity of oxygen binding, as O2 must compete with the distal 

HisE7 ligand (Hamdane et al., 2003). Another structural difference of Ngb is its large 

protein matrix cavity (Pesce et al., 2003). Because the free energy requirements of 

maintaining such a large cavity are high, researchers believe it may have a functional 

role, such as providing a facilitated O2 diffusion pathway (Pesce et al., 2003). 

Alternatively, it may act as a docking/storage station for oxygen during the protein 

functional cycle, when heme is in the hexacoordinated state (Pesce et a l, 2003). Work 

done by Hamdane and co-workers (2003) indicates that Ngb possesses three cysteine 

residues, two of which are close enough to form an internal disulfide bond. When the 

sulfide bonds are broken by mutation or the use of reducing agents, a decrease in oxygen 

affinity by one order of magnitude is observed in Ngb (Hamdane et a l, 2003). It appears 

that breaking the disulfide bond causes a shift in the position of the neighbouring E-helix, 

which favourably alters the availability of the endogenous HisE7 ligand for heme 

hexacoordination (Hamdane et al, 2003).
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Figure 1-7. Ngb Structure. (A) The Ngb schematic fold, showing the large protein 
matrix cavity (black mesh) (Pesce et al, 2004); (B) O2 must compete with the distal 
HisE7 to bind the heme-Fe atom (Pesce et al., 2002).

Though Ngb’s physiological function is not completely understood, its high 

affinity for O2 suggests that it may act as a vehicle for oxygen delivery. Sun et al. (2001, 

2003) have conducted several interesting in vitro and in vivo experiments that suggest 

Ngb acts as a neuroprotective agent during hypoxic stress. They have shown that Ngb 

expression increases under hypoxic conditions both in vitro in cultured neuronal cells and 

in vivo in mouse brain (Sun et al., 2001). They have also shown that Ngb induction is
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regulated specifically by hypoxia-signaling pathways. For example, both the deprivation 

of oxygen and the addition of C0 CI2 , which acts to mimic hypoxia, resulted in an 

increase in Ngb expression (Sun et al., 2001). Similarly, the addition of deferoxamine 

(Dfx), a chemical that acts to increase HIF-la expression, resulted in higher levels of 

Ngb. Other stressors such as staurosporine and sodium nitroprusside, a nitric oxide (NO) 

donor, did not change Ngb expression (Sun et al., 2001). Further proof that Ngb is 

involved in the protection of neurons was generated when Sun and colleagues blocked 

Ngb expression with an antisense oligodeoxynucleotide (ODN) and showed that neuronal 

cell death was increased in vitro (Sun et al., 2001). Similarly, when they overexpressed 

Ngb protein in a neuronal cell line, the result was increased cell viability under hypoxic 

conditions (Sun et a l,  2001). Their work was carried a step further when they proceeded 

to test the neuroprotective function of Ngb in vivo. When Ngb expression in rat brain 

was reduced by the administration of a Ngb antisense ODN and the rat brains were 

subjected to focal cerebral ischemia (stroke), there was a 60% increase in infarct volume 

and neurological deficit in the rats treated with the antisense ODN compared to control 

rats (Sun et al., 2003). Conversely, rats treated with excess Ngb showed a decrease of 

50% in the size of cerebral infarcts compared with control rats (Sun et al., 2003). In this 

case, Ngb was cloned into an adeno-associated virus (AAV) vector and injected directly 

into the left cerebral cortex of the rat brains (Sun et a l, 2003).

The specific pathways for Ngb induction are not known. However, the presence 

of several HIF-1 binding sites in the 5' UTR of the gene, and the increase in Ngb 

expression in the presence of Dfx suggests that hypoxia may induce Ngb expression 

through the HIF-1 pathway (Sun et al., 2001).
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The manner in which Ngb exerts its neuroprotective effect is also uncertain (Sun 

et a l, 2001). Clues gained from the structural analysis of Ngb may explain its 

involvement in hypoxia. Ngb may act like Mb and facilitate O2 delivery to the 

mitochondria (Pesce et a l, 2002). As mentioned above, Ngb possesses two cysteine 

residues capable of forming a disulfide bond. Under hypoxic conditions, where the cell is 

accumulating reducing equivalents, the disulfide bond would be reduced and broken 

(Hamdane et a l, 2003). As a result, the distal E7 histidine dissociation rate would lower 

and oxygen would be released to counteract the hypoxia (Hamdane et a l, 2003). Under 

normoxic conditions, the free cysteines would be oxidized into an intramolecular 

disulfide bond (Hamdane et a l, 2003). This would result in an increase in O2 affinity and 

O2 storage. Although this is only a hypothetical model, it provides a nice link between 

observed function and structure. Brunori and others (2005) argue that it is unlikely that 

Ngb plays a role in oxygen storage and transport given its low average concentration.

Ngb may alternatively exert its neuroprotective effect by acting as an NADH oxidase to 

facilitate the glycolytic production of ATP under semi-anaerobic conditions (Pesce et al., 

2002), or in NO detoxification (Brunori et al., 2005). It could also be that Ngb is able to 

sense hypoxia and trigger downstream protective cellular responses (Sun et al., 2001). 

Indeed, it has been postulated that the large conformational changes that occur in the 

heme pocket of hexacoordinated globins as a result of ligand binding may trigger signals 

in downstream regulators (Pesce et al., 2004).

Continued study of Ngb is important because it might represent a target for the 

development of new treatments for stroke (Sun et al., 2003). Insights into the Ngb’s
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structural and functional properties might offer hints for developing new therapeutics by 

either enhancing its activity or regulating its expression (Pesce et al., 2003).

1-8 Research Objectives

In broad terms, our objective was to study the role of mitochondria in tumor cell 

adaptation to hypoxia. This theme was explored in three independent projects. The first 

project was focused on the development of an efficient, high throughput mutation 

screening protocol for the screening of mtDNA Complex I mutations, with the ultimate 

goal of correlating mtDNA mutation with prognosis in cervical cancer patients. The 

second project, which comprises the bulk of this work, focused on studying the role of 

metabolism, and specifically cytochrome c oxidase (Cox), in hypoxia adaptation. The 

third, and smallest, project focused on studying the expression pattern of neuroglobin 

(Ngb), a newly discovered protein believed to function as a neuro-protective agent in 

response to ischemia or hypoxia, in malignant glioma and neuroblastoma cell lines.
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CHAPTER 2: MATERIALS AND METHODS

2-1 Ceil Culture Conditions

The glioma cell lines MO 10b, M059K, and M006 were derived directly from 

tumor resections obtained from patients with glioblastoma (Parliament et al., 1997). The 

MO 10b cell line was derived from an anaplastic astrocytoma. The M059K cell line was 

derived from a grade IV astrocytoma. The M006x cell line is a subline of M006, a cell 

line derived from a grade IV astrocytoma. M006x was established by passaging M006 

cells as xenografts in SCID mice, then disaggregating the cells and culturing them as a 

monolayer (Parliament et al., 1997). The M006xLo subline was derived to be adapted to 

growth under low oxygen conditions (Franko et al., 1998). It was established from small 

M006 spheroids that had been exposed continuously to 0.6% C^for thirteen days (Franko 

et al., 1998). The spheroids were disaggregated and the cells were grown as a monolayer 

for four passages, and then injected subcutaneously in SCID mice. The resultant tumor 

was disaggregated to yield the M006xLo cell line, which continued to be grown in 

monolayer culture (Franko et al., 1998). The malignant glioma cell line U87 was a kind 

gift from the Godbout lab. The human embryonic kidney cell line, EcR293, and the 

hepatocarcinoma cell line, HepG2, were obtained from the ATCC. All cell lines, except 

EcR293, were cultured under standard tissue culture conditions in DMEM/F12 media 

supplemented with 10% FBS and 1% L-glutamine. EcR293 was cultured in DMEM 

media supplemented with 10% FBS and 1% L-glutamine. All cells were grown in a 

humidified incubator with 5% CO2 at 37°C.

The GBM cell lines have been well-characterized in their responses to low 

oxygen conditions. The M059K, M006x, and M006xLo cell lines are hypoxia-tolerant:
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they are able to decrease their oxygen consumption in response to decreasing oxygen 

availability without the occurrence of significant cell death (Allalunis-Tumer et al.,

1999). Also, these cell lines retain stable mitochondrial membrane potential and stable 

intracellular ATP concentrations after three days in hypoxic (0.6% O2) conditions 

(Turcotte et al., 2002). The MOlOb cell line, on the other hand, is hypoxia-sensitive.

MO 10b is unable to modulate its oxygen consumption in response to decreasing oxygen 

availability (Allalunis-Tumer et al., 1999). Furthermore, MOlOb cells show significant 

cell death under prolonged hypoxia (Allalunis-Tumer et al, 1999). MOlOb cells 

exhibited substantial and consistent increases in mitochondrial membrane potential and 

significantly reduced levels of ATP after three days in hypoxic (0.6% O2) conditions 

(Turcotte et al., 2002).

2-2 Creating hypoxic environments

Both a glove box and specially designed aluminum canisters were used to generate 

hypoxic conditions. Whenever possible, the canisters were used because they were more 

economical and O2 concentration could be more precisely regulated. If large numbers of 

cells were required for a particular experiment, the glove box was used. 0.6% O2 , 5% 

CO2 , 95% N2 , and 0.01% O2 , 5% CO2 , 95% N2 were used to mimic mild and severe 

hypoxia, respectively.

2-2.1. Glove box. Model 818-GB fPLAS Labs):

The glove box replaces a proportion of ambient room atmosphere with 5% CO2 , 95% N2 

to maintain a constant, predetermined O2 concentration within the chamber (Figure 2- 

2.1). To operate, the desired O2 percentage was entered on the control touch pad, and the
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N2 flow turned on. The glove box was used to maintain cells at 0.6% O2 for 12 hours at 

37°C.

Figure 2-2.1. Glove box, model 818-GB. 
From www.geneq.com/catalog/en/bgb.html

2-2.2. Aluminum Gas Canisters

Cells were seeded on glass dishes because unlike plastic, glass does not contain oxygen 

that could leach back into the overlying medium. The dishes were transferred to the 

airtight aluminum canisters specially designed to maintain precisely regulated O2 tension 

within the chamber (Koch, 1984). The oxygen concentration was decreased by 

sequentially replacing a proportion of the gas within the canisters with 5% CO2 , 95% N2 

using a precision vacuum gauge and a gas-exchange manifold system. In this way, the 

O2 concentration was reduced from 20.9% to 2.5% then to 0.6% or 0.01%. The sealed 

canisters were then incubated at 37°C for 6 or 12 hours.

2-2.3. Preparation of cells for hypoxic incubation

Glove Box: Briefly, cells were seeded on plastic culture plates and allowed to grow for 

48 hours before being placed in the pre-warmed (37°C) glove box. The cells were 

covered with foil to prevent light from oxidizing the media.

4 8
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Aluminum canister: Cells were seeded on 60 mm glass dishes and grown for 48 hours at 

37°C before being transferred to the canisters.

2-3 Nucleic Acid and Protein Isolation

2-3.1. DNA Isolation

Whole blood from two normal donors was obtained for mtDNA sequencing. The white 

blood cells were isolated by Ficoll separation. DNA from white blood cells and cell lines 

was isolated using the Dneasy Kit from Qiagen.

2-3.2. RNA Isolation

Total RNA from cell lines was isolated using the Rneasy Kit from Qiagen. When plastic 

culture dishes were used for hypoxic incubations, 1 x 106 cells/plate x 3 plates were used 

per cell line. When glass dishes were used for hypoxic incubations, 2 x 105 cells/dish x 3 

dishes were used per cell line.

2-3.3. Nucleic Acid Quantitation

Nucleic acids were quantified using a DU 7400 spectrophotometer (Beckman). For 

dsDNA, concentration was calculated by multiplying the A26o x 50 pg/mL x the dilution 

factor. For ssDNA, concentration was calculated by multiplying the A26o x 33pg/mL x 

the dilution factor. For RNA, concentration was calculated by multiplying the A260 x 40 

pg/mL x the dilution factor.

2-3.4 . Protein Quantification

Protein was quantified using the colorimetric BCA Protein Assay Kit (Pierce), according 

to the manufacturer’s protocol. Briefly, 2 pL of cell extract and 98 pL of dH20  were

4 9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



added to 2 mL BCA reagent and incubated at 60°C for 30 min. Absorbance readings 

were measured at OD562 and plotted against a BSA standard curve.

2-4 Polymerase Chain Reaction (PCR)

mtDNA fragments were amplified as follows: 20 ng of DNA was amplified in IX buffer 

(50 mM KC1, 1.5 mM MgCl2, 10 mM Tris-HCl) (Amersham Biosciences), 400 |iM 

dNTPs, 0.37 mM MgCl2, 0.1 pmol of each forward and reverse primer (Table 2-4), and 

1.0 U Taq polymerase (Amersham Biosciences). Thermocycling conditions were as 

follows: 94 °C for 2 min, followed by 35 cycles of 94 °C for 1 min, 55 °C for 1 min, and 

1 min at 72 °C, with a final extension at 72 °C for 5 min. All PCR reactions were 

performed using the 9600 and 2400 GeneAmp PCR System (Applied Biosystems). PCR 

products were electrophoresed on 1% agarose gels, stained with ethidium bromide, and 

viewed using a Dual Light Transilluminator.

2-5 Automated DNA Sequencing

The entire mtDNA genomes from two normal WBC samples were sequenced to be used 

as normal controls during heteroduplex analysis. Table 2-4 lists the primers used to 

generate the 15 overlapping fragments that make up the mitochondrial genome. Table 2- 

5 lists the primers used to sequence the individual fragments. The following general 

sequencing procedure was performed:

DNA fragments were amplified by PCR and purified using the QIAquick PCR 

purification kit (Qiagen). Purified DNA was quantified and 100 ng was used for the 

sequencing reaction, along with 12.8 pmol PCR primer and 8.0 pL Big Dye Terminator
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Ready Reaction Mix (Applied Biosystems) in a final volume of 20 pL. Reactions were 

overlaid with mineral oil. Cycle sequencing was performed using the following 

conditions: 96°C for 46 sec, 50°C for 51 sec, 60°C for 250 sec, for 25 cycles using the 

RoboCycler 40 (Stratagene). DNA was transferred to a new tube and ethanol precipitated 

with 80 pL of 60% ethanol. Samples were incubated at room temperature for 15 min, 

then centrifuged at 14000 rpm for 20 min at room temperature. The supernatant was 

aspirated and the pellets washed with 250 pL of 70% ethanol. Again the samples were 

centrifuged at 14000 rpm for 10 min at room temperature, and the supernatant was 

aspirated. The pellets were dried for 4 min at 90°C on a heating block, then resuspended 

carefully in 25 pL Template Suppression Reagent (TSR) and incubated at room 

temperature for 30 min. Samples were heated to 95°C for 5 minutes, placed on ice to 

cool, vortexed briefly, then returned to ice for 10 minutes. The samples were transferred 

to 310 septa tubes and placed in the 310 ABI Prism Genetic Analyzer (Applied 

Biosystems) for analysis.

2-6 Reverse Transcription (RT)-PCR

Reverse transcription was used to generate cDNA probes and during gene expression 

analysis. Each reaction was performed in duplicate, except that one sample acted as a 

control for DNA contamination and did not receive the reverse transcriptase enzyme. For 

each reaction, 1 pg of RNA was mixed with 1 pL of 250 ng/pL random hexamer primer,

1 pL of 10 mM dNTPs, and ddH20  to a final volume of 13 pL. The mixture was heated 

at 65°C for 5 min, and then quickly chilled on ice. 4 pL of First-Strand buffer (50 mM 

Tris-HCl, pH 8.3, 75 mM KC1, 3 mM MgCl2) and 10 mM DTT were added, and the
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mixture was incubated at room temperature for 2 min. Two hundred units of Superscript 

II reverse transcriptase (Invitrogen) were added and the mixture was incubated for an 

additional 10 min at room temperature. The reverse transcription was allowed to proceed 

for 50 min at 42°C. Heating the mixture to 70°C for 15 min subsequently inactivated the 

enzyme. First strand cDNA was then amplified using the following reaction mixture: 1 

pL of cDNA was mixed with 2.5 pmol forward primer and 2.5 pmol reverse primer, lx  

PCR buffer, 0.4 mM dNTPs, 1.5 mM MgCl2 , 0.5 U Taq DNA polymerase (Amersham 

Biosciences) and ddH20  to 25 |lL. Table 2-6 lists the primers used to amplify first strand 

cDNA. The contents of the tubes were overlaid with mineral oil. PCR was carried out in 

the Robocycler 40 (Stratagene) under the following conditions: 94°C for 1 min, 40 sec; 

55°C for 1 min, 20 sec; 72°C for 2 min, 20 sec, for 40 cycles. The quality of the cDNA 

and the presence of DNA contamination were monitored on 1 % agarose gels.

2-7 Detecting Mutations using Heteroduplex Analysis

The WAVE™ DNA Fragment Analysis System is a DHPLC column that allows for the 

rapid screening of mutations and/or polymorphisms in a particular DNA fragment. Equal 

amounts of control and sample DNA are mixed together and allowed to form duplexes.

If the sample DNA is different from the control DNA by even a single base pair, the two 

DNA populations will form both homo- and hetero-duplexes (Figure 2-7). Under 

denaturing conditions, heteroduplexes denature into single strands faster than 

homoduplexes due to the presence of the base pair mismatch. The heteroduplexes are 

therefore eluted first from the column, ahead of the still intact homoduplexes. Mutations 

are identified on the WAVE by the distinct pattern of peaks or ‘waves’ on a
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chromatograph which are the result of the differences in elution time of the homo- and 

hetero-duplex DNA.

wildtype mutant duplexes duplexes
heat
cool+ -A A

AT  G C  A C (3 J  AT  G C

II II 1111 II II
Figure 2-7. The formation of heteroduplexes and homoduplexes during 
heteroduplex analysis.

2-7.1. Heteroduplex Analysis

mtDNA encoding Complex I of the electron transport chain was amplified from the two 

previously sequenced control samples using standard conditions and the primers listed in 

Table 2-7. The quality of the PCR products was verified on 1% agarose gels. Equal 

amounts of the control DNA were combined in a final volume of 28 pL and allowed to 

hybridize under the following conditions: DNA was denatured at 95°C for 5 min, then 

allowed to hybridize by slowly cooling to 25°C over 45 min in the 9600 thermocycler 

(Applied Biosystems). WAVE software was used to determine the appropriate melting 

temperature and denaturing conditions for each fragment analyzed (Table 2-7). The 

DNA was loaded onto the WAVE for analysis. Chromatographs were analysed for the 

presence of mutations in one of the two samples. The results of the chromatographs were 

then compared with the sequence information of the two samples.
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2-8 Microarrav Analysis

Microarray analysis was used to study global changes in gene expression of cell lines 

exposed to mild hypoxia (0.6% O2) for 12 hours. RNA was isolated from M006x, 

M006xLo, and MOlOb cells that had been cultured in either atmospheric air or hypoxia.

In the PolyomX lab (Cross Cancer Institute) cDNA was prepared from 30 pg of the total 

RNA. Using an indirect amino allyl technique, cDNA from cells cultured in atmospheric 

air was labeled with Cy5, while cDNA from cells cultured in hypoxic conditions was 

labeled with Cy3. The microarray slides were of the Operon Human 70-mer 

oligonucleotide set, version 1.1, which represents 13,971 unique genes. Each oligo was 

printed in duplicate so that the median fluorescent values for a spot could be calculated. 

The Cy3 and Cy5 labeled cDNA from each cell line was mixed and allowed to hybridize 

to the microarray slide. The slides were then scanned with an Axon 4000B using 

GenePix 3.0 software. The data for each spot was expressed as a ratio of Cy5/Cy3, so 

that ratios less than one indicated that the gene expression was higher in hypoxic (Cy3) 

samples, whereas ratios greater than one indicated that the gene expression was higher in 

aerobic (Cy5) samples.

2-9 Quantitative real-time RT-PCR

The expression patterns of several nuclear-encoded cytochrome c oxidase subunits and 

isoforms were studied using Assays-on-Demand™ gene expression products (Applied 

Biosystems) and real-time quantitative RT-PCR. 18S rRNA was used as an endogenous 

control. RNA from M006x, M006xLo, and MOlOb cell lines was isolated under both 

normoxic and hypoxic conditions (0.6% O2 , 0.01% O2 , 100 pM C0 CI2). Forward and
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reverse primers and probes against the Cox subunits of interest (Table 2-9) were 

purchased as 20x Target Assay mixes (Applied Biosystems), with forward primer 

concentrations of 18 pM, reverse primer concentrations of 18 pM, and probe 

concentrations of 5 pM. Probes contained a reporter dye (6-FAM) linked to the 5' end, 

and a non-fluorescent quencher at the 3' end. Q-RT-PCR was performed in two steps.

The first step involved the reverse transcription of RNA to cDNA, which was performed 

using previously described methodology. The second step involved PCR and fluorescent 

analysis using the Assay-on-Demand reagents. Each sample was analyzed in triplicate on 

a 96 well plate. A single reaction mixture included 11.25 pL cDNA (diluted 1:100), lx 

Target Assay Mix, and lx  Taqman Universal PCR Master Mix to a final volume of 25 

pL. Samples were loaded onto the ABI Prism 7700 Sequence Detector, and the 

following thermocycling parameters were used: 95°C for 10 min (to activate the 

AmpliTaq Gold enzyme), and 40 cycles of 95°C for 15 sec, 60°C for 1 min.

Amplification plots of normalized fluorescent signal versus cycle number were generated 

by the Sequence Detector software. After the baseline cycle numbers were manually 

adjusted, the threshold cycle values (Cx) were determined. CTis the cycle at which a 

statistically significant increase in fluorescence is first detected.

2-10 Northern Blot Analysis

2-10.1. RNA Separation and Blotting

The gel apparatus was cleaned with RnaseZap (Ambion) before being assembled. 10-20 

pg of total RNA were mixed with equal parts RNA loading buffer [5.3 M formaldehyde, 

43% deionized formamide, 7.7% bromphenol blue, 1.4 mM EDTA, 0.48x MOPS buffer
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(20 mM MOPS, 5 mM sodium acetate)] and denatured by heating to 70°C for 10 min.

The RNA samples were quickly chilled on ice, then loaded onto an agarose- 

formaldehyde gel (1% agarose, lx  MOPS buffer, 1 M formaldehyde); electrophoresis 

was performed for 2-3 hours at 110 V in lx  MOPS buffer. RNA was blotted onto a 

Hybond-XL nylon membrane (Amersham Biosciences) O/N, using the methodology of 

Brown and Mackey (1997). Membranes were baked at 80°C for 2 hours in a DP32 

vacuum drying oven to immobilize the RNA. Membranes were then sealed in 

polyethylene bags and prehybridized in prehybridization buffer (49% formamide, 5x 

SSC, 7x Denhardt solution, 70 mM NaH2P0 4 , pH 6.5, along with 10 mg/mL freshly 

denatured salmon sperm DNA) for at least 4 hours at 42°C. DNA probes were labeled 

with [32P] dCTP (description to follow) and mixed thoroughly with hybridization 

solution. The hybridization solution was made of 30% hybridization cocktail (18x SSC, 

3.5x Denhardt solution, 70 mM NaH2P0 4 , 60 pmol dextran sulphate), 50% formamide, 

20% ddH20  and 1.25 mg of freshly denatured salmon sperm DNA. Hybridization 

occurred in polyethylene bags at 42°C, O/N. Membranes were washed twice for 5 min at 

room temperature in Wash 1 (2x SSC, 0.1% SDS), then twice for 1 hour at 65°C in Wash 

2 (O.lx SSC, 0.1% SDS), before being exposed to Kodak XAR-5 X-ray film for 1-14 

days at -80°C. Blots were stripped in stripping buffer (5 mM Tris pH 8.0, 2 mM EDTA, 

O.lx Denhardt solution) at 65°C for 1 hour.

2-10.2. DNA probe labeling

Probes for Ngb, CoxIV-1, CoxIV-2, RPS27A, and (3-actin were amplified from cDNA 

templates, under standard conditions, and using the primers listed in Table 2-10. The 

resulting DNA was sequenced to verify that the correct sequence had been amplified.
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The Rediprime™ II random prime labeling system (Amersham Biosciences) was used to 

label 2.5-25 ng of cDNA with [32P] dCTP. The probes were cleaned of unincorporated 

nucleotides using the QIAquick nucleotide removal kit (Qiagen), and eluted in a final 

volume of 200 pL. One pL was added to 5 mL of scintillation fluid so that probe activity 

could be measured using the LS 6500 or LS 5801 scintillation counters (Beckman). 

Activities of 108-1010 cpm/gg were obtained.

2-11 Transcription Run-offs

2-11.1. Glycerol Stocks

A single colony of E. coli SURE® cells was inoculated with 3 mL of LB supplemented 

with the antibiotic tetracycline (tet) (10 pg/mL) and grown O/N at 37°C. Equal volumes 

of the bacteria and glycerol stock solution (65% glycerol, 100 mM MgS0 4 , and 25 mM 

Tris pH 8.0) were mixed gently, aliquoted, and stored at -80°C.

2-11.2. Harvesting Competent SURE Cells

Competent cells were harvested for use in the cloning procedure. Two 3 mL LB + tet (10 

pg/mL) cultures were inoculated with SURE® cells from frozen glycerol stocks, and 

grown O/N in a shaking 37°C incubator. Both cultures were diluted in 250 mL LB broth 

and allowed to grow to log phase (ODs9o= 0.5 -  0.6) at 37°C. The cells were then chilled 

on ice for 20 min and centrifuged at 4°C for 20 min at 3200 rpm in acid-washed, pre­

chilled centrifuge bottles in a Sorvall RC5C Plus centrifuge. The cell pellets were gently 

resuspended in 250 mL cold, sterile dH20. The cells were centrifuged using the same 

conditions, and the pellets were resuspended in 125 mL cold, sterile dHaO. Again the 

cells were centrifuged, and the pellets were pooled in 10 mL cold, sterile dHaO + 10%
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glycerol. A final spin pelleted the cells so that they could be resuspended in 1.5 mL cold, 

sterile dtLO + 10% glycerol, and aliquoted into pre-chilled microcentrifuge tubes. The 

cells were snap frozen on dry ice and stored at -80°C.

2-11.3. Plating M l3 bacteriophage

Three mL of LB + tet (10 pg/mL) were inoculated with a loopful of SURE® cells from 

frozen glycerol stock and grown O/N in a shaking 37 °C incubator. The next day, 

M13mpl8 and M13mpl9 plug stocks were diluted 1:1000 in LB broth. One, 10, and 100 

pL of the diluted bacteriophage were mixed with 200 pL of the SURE® cells that had 

been incubated O/N. The cells were added to 3 mL of melted LB top agar (0.7% agar, 

0.27 mg/mL X-gal, 1.3 mM IPTG) at 48°C and quickly poured over pre-warmed LB agar 

plates. The top agar was allowed to solidify for 10 min, and the plates were incubated at 

37°C O/N.

2-11.4. Picking Bacteriophage M l3 Plaques

Plaques were isolated by using a pasteur pipette to stab through the plaque into the 

underlying agar and expel the plug of agar into 1 mL LB. The plugs were incubated at 

room temperature for 1-2 hours to allow the bacteriophage to diffuse from the agar. The 

plugs were stored at -20°C.

2-11.5. Preparation of Infected Culture

SURE® cells were grown O/N as previously described. Four hundred pL of the O/N 

culture were used to inoculate 4 mL of LB + tet (10 pg/mL). The cells were grown at 

37°C until they reached log phase (OD590 = 0.5 - 0.6). Twenty pL of the cells were 

infected with 100 pL of the bacteriophage plug stock. Cells were incubated at room
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temperature for 5 min, then added to 2 mL of pre-warmed LB and incubated at 37°C for 

5-6 hours. 1.5 mL of the infected cultures were centrifuged at 13 000 rpm for 5 min. 

2-11.6. Small-scale Preparation of the Replicative Form of Bacteriophage M13 DNA 

The M l3 dsDNA, located in the pelleted cells, was isolated using a standard alkaline 

lysis treatment (Sambrook and Russell, 2001), and resuspended in 25 pL TE buffer. 

2-11.7. Cloning CoxIY-l, CoxIV-2, and RPS27A into M13mpl8 and M13mpl9 

Five pL of the isolated M13mpl8 and M13mpl9 dsDNA and 25 pL of the purified 

CoxIV-1, CoxIV-2, and RPS27A DNA (amplified under standard conditions, using the 

primers listed in table 2-11) was digested with BamHl and EcoRI (New England Biolabs) 

in lx EcoRI buffer, lx  BSA for 2 hours at 37°C. The digested DNA was purified using 

the QIAquick PCR purification kit (Qiagen). Inserts and vectors were ligated in a 5:1 

ratio, using lx  Ligase Reaction Buffer (Invitrogen), 1 mM ATP, and 0.05 units of T4 

DNA ligase (Invitrogen) in a final volume of 20 pL. Ligations were allowed to proceed 

O/N at 16 °C.

2-11.8. Transformation of SURE cells with cloned M13 bacteriophage 

SURE® cells were grown O/N as previously described. One pL of the ligation mixture 

was added to 40 pL of competent SURE cells and incubated on ice for 30 sec. The cells 

were transferred to pre-chilled Gene Pulser cuvettes (Bio-Rad) with 0.1 cm electrodes, 

and electroporated under the following conditions: 1.7 kY, 200 ohms, 25 pFD using a 

Gene Pulser system (Bio-Rad). The cells were immediately transferred to 175 pL of 

warmed LB buffer, then 1,10 and 100 pL were mixed with 200 pL O/N SURE cells, and 

added to 3 mL of the previously described supplemented top agar at 47 °C. The top agar 

was quickly mixed and poured onto pre-warmed LB agar plates. The top agar was
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allowed to solidify for 10 min, and the plates were incubated O/N at 37°C. Plaques that 

contained recombinant bacteriophage were colourless, while plaques that contained the 

original vector were blue in colour.

2-11.9. Verification of Correct Cloning

Plug stocks were generated from the colourless plaques, and SURE® cells were infected 

with bacteriophage from the plaques, as described above. The RF M13 DNA was 

isolated and digested with restriction enzymes to verify the presence of the insert. 

M13mpl8 was digested with EcoRI and Bglll in lx  EcoRI buffer; M13mpl9 was 

digested with HindQl and Bglll in lx  buffer #2 (all from New England Biolabs) for 1-2 

hours at 37°C. The DNA was separated on 0.7% agarose gels to visualize the presence of 

the insert. Once the CoxTV-1, CoxTV-2, and RPS27A inserts were shown to be present, 

large-scale preparations of ssDNA were generated to be used as probes.

2-11.10. Large-scale Preparations of ssDNA from M l3 Bacteriophage 

One hundred pL of plug stock were mixed with 500 pL of O/N SURE® cells and 

incubated at room temperature for 5 min. The cells were allowed to grow to log phase at 

37°C in 50 mL LB in a shaking incubator, then the cells were pelleted for 20 min at 4000 

rpm, 4°C, in a Beckman AccuSpin FR centrifuge. The supernatant was carefully 

transferred to a sterile beaker and stirred with 2 g PEG 8000 and 1.5 g NaCl for 1 hour at 

room temperature. The mixture was centrifuged for 20 min at 7850 rpm, 4°C, in snap 

cap tubes in a Sorvall RC 5C Plus centrifuge. The supernatant was discarded and the 

pellet resuspended in 2 mL TE. ssDNA was phenol:chloroform extracted twice, and 

precipitated O/N at -20°C with 1/10 volumes of 3 M sodium acetate and 2 volumes 100% 

ethanol. The ssDNA was pelleted for 10 min at 14 000 rpm, 4°C, air dried for 10 min,
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and resuspended in 100 |iL TE. The ssDNA was treated with 10 pg boiled RNAse A. 

Phenol :chloroform extraction and ethanol precipitation were performed as before, and the 

ssDNA was resuspended in 50 pL TE. Finally, the ssDNA was quantified and 1 |iL was 

ran on a 0.7% agarose gel to verify the quality of the sample.

2-11.11. Nuclei Isolation

M006x, M006xLo, and MOlOb nuclei were carefully isolated from cells that were grown 

under both normoxic and hypoxic (0.6% O2) conditions. The nuclei were isolated on ice 

and kept at -80°C so that the transcriptional activity of the cells was suspended until 

radiolabeled nucleotides were available for incorporation into the nascent transcript.

A total of 8xl06 cells were seeded and allowed to expand over 3 days. The media was 

removed and the cells were washed in a total of 20 mL ice-cold PBS. The cells were 

scraped into 50 mL tubes and pelleted for 4 min at 900 rpm, 4°C, in a Beckman 

AccuSpin FR centrifuge. The cells were resuspended in 20 mL ice-cold PBS; an aliquot 

of cells was removed for counting, and the remaining cells were pelleted. The samples 

were then washed in ice-cold RSB buffer (10 mM Tris, pH 7.4, 10 mM NaCl, 5 mM 

MgCla) and centrifuged. The cells were resuspended in 2 mL ice-cold RSB buffer, 18 

mL RSB + 0.5% NP-40 buffer to lyse the cells hypotonically. Fifteen strokes of a type 

‘B ’ pestle broke the cells in ice-cold Dounce homogenizers. The nuclei were collected 

for 5 min at 2000 rpm, 4°C, resuspended in 210 |lL Nuclear Freezing buffer (50 mM Tris 

pH 8.0, 5 mM MgCL, 40% glycerol, 0.5 mM DTT), and frozen at -80°C. Approximately

n

1-1.5 x 10 nuclei were collected from each cell line, for each condition.
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2-11.12. Blotting ssDNA

One fig of each ssDNA probe was blotted onto Hybond XL membrane (Amersham 

Biosciences) that was stacked atop three pieces of Whatman filter paper in a bio-dot slot 

blotter (Bio-rad). The ssDNA was blotted onto the membrane in a final volume of 200 

pL lx SSC. Four hundred pL of lx  SSC were used to wash the membrane before the 

apparatus was disassembled. The DNA was covalently bound to the membrane by UV 

irradiation (Stratalinker) and by baking the membrane at 80°C for 2 hours.

2-11.13. Transcription Run-off Assay

The membranes were prehybridized at 65 °C in 1 mL hybridization buffer (10 mM TES 

pH 7.4, 1% SDS, 10 mM EDTA, 0.3 M NaCl, lx  Denhardt solution, 0.25% skim milk, 

250 pg/mL tRNA) for 2 hours. In the meantime, 1-1.5 x 107 nuclei were gently thawed 

on ice and mixed with 5x buffer (25 mM Tris, pH 8.0, 12 mM MgC^, 750 mM KC1,1.2 

mM ATP, CTP and GTP), and 30 pL [32P] dUTP (300 pCi). The nuclei were incubated 

at 30°C for 30 min to allow transcription to continue. Every 10 min the contents of the 

tubes were mixed gently. The samples were then incubated for 10 min with 100 pg 

DNase I. Another 75 pg DNase I was added and the samples incubated an additional 10 

min at 30°C. Samples were then incubated for 45 min at 50°C with 100 pg Proteinase K 

and lx SET buffer (10% SDS, 100 mM Tris pH 7.5, 50 mM EDTA). Samples were 

cleaned by extraction with an equal volume of phenol/chloroform/isoamyl alcohol. 

Samples were vortexed for 1 min, then centrifuged for 5 min. The aqueous supernatant 

was carefully transferred to a fresh tube with 2 volumes of chloroform/isoamyl alcohol. 

Again the sample was vortexed for 1 min, and centrifuged for 5 min. The aqueous 

supernatant was transferred to a fresh tube and mixed with 200 pL of 7.5 M ammonium
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acetate, 600 pL isopropanol and 1.25 pg E. coli tRNA. The RNA was allowed to 

precipitate on dry ice for 20 min, then it was pelleted for 20 min at room temperature.

The pellet was carefully resuspended in 100 pL TE. Unincorporated nucleotides were 

removed by passing the samples through 1 mL G-50 spin columns. Briefly, the spin 

columns were assembled 15 min before use; the samples were added to the columns and 

centrifuged at 1350 rpm for 5 min at room temperature. Samples were transferred to 

fresh tubes and their final volume brought to 1 mL with the addition of hybridization 

buffer. The radioactivity of the samples was measured by counting 5 pL of the mixture 

using either the LS 6500 or LS 5801 scintillation counters (Beckman). The hybridization 

mixture was added to the blots and incubated for 48 hours at 65 °C in a hybridization 

oven. The blots were washed twice at room temperature for 5 min in blot wash I (0.1% 

SDS, lx  SSC). The RNA was degraded by washing the blots at room temperature for 20 

min in an RNase A solution (2x SCC, 2 pg/mL RNase A). The blots were again washed 

twice for 5 min in blot wash I. The blots were then transferred to blot wash II (0.1%

SDS, O.lx SSC) and washed for 5 min at room temperature. The blots were washed two 

more times in blot wash II for 15 min at 65°C. Finally, the blots were sealed in 

polyethylene bags and exposed to XAR film for 9-10 days.

2-12 Cytochrome c  oxidase activity assay

C ox enzym e activity w as quantified spectrophotom etrically by  m easuring the decrease in  

absorbance at 550 nm over time as Cox oxidized cytochrome c. A 1% cytochrome c 

solution was prepared in 20 mM Tris, pH 7.5. Half of the solution was reduced with 

approximately 2.0 mg sodium hydrosulfite. The reduced cytochrome c solution was
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aerated by flicking the tube 10-12 times until foamy. Between 1.2 x 107 and 2.4 x 107 

cells were scraped into 400 pL ice-cold PBS and sonicated in two 5 sec bursts. One 

hundred and fifty |iL of the sonicated cells were added to 1 mL of 0.08% reduced 

cytochrome c in 20 mM potassium phosphate buffer, pH 7.0, immediately before 

absorbance was measured. Absorbance was recorded every 5 sec for a total of 60 sec.

One mL of 0.08% oxidized cytochrome c was used to blank the spectrophotometer. The 

change in absorbance of 1 mL of 0.08% reduced cytochrome c was measured over 60 

sec, and served as an internal control for auto-oxidation. Each experiment was performed 

in triplicate.

Cox activity was calculated using the equation AA = elc, where e = 18.2 mM'1 cm'1, 1=1 

cm, so that c = AA/e. Cox activity was expressed as nmol/min/mg. The change in 

absorbance over 30 sec was plotted and the best-fit line was determined using statistical 

software from Graphpad Prism. AA was calculated as the slope of the best-fit line. 

Protein concentration was calculated as previously described.
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Table 2-4. Primers used to amplify the human mtDNA genome

Fragment
number

Primer
Name Sequence (5' - 3') Product 

size (bp)

1 NDF CCCATGGCCAACCTCCTACTC 1141NDR CCAACATTTTCGGGGTATGGGC

2a F5 CCC AT ACCCCG AA A ATGTTGG 1362FI 0-rev CGAAGAAGCAGCTTCAAACCTG

2b F10 AGGTTTGAAGCTGCTTCTTCG 730R3 GAG AGT AGG AG A AGTAGG ACTG

3 CYTF CAGTCCTACTTCTCCTATCTCTC 870CYTR CTTTTCGCTTCGAAGCGAAGC

4a FI T AACT AGTTTTG AC A AC ATTC 1249FI 5-rev GCCT AGGGTGTTGTG AGTGTA

4b F15 T AC ACTC AC AAC ACCCT AGGC 1380R ll TGGACCATGTAACGAACAATGC

8a FI 8 TGGGGCTCACTCACCCACCAC 1432R8 GGTATGGTTTTGAGTAGTCC

8b R8-for GG ACT ACTC AAA ACC AT ACC 1284R1 GTCGTGGTTGT AGTCCGTGCGA

9a F19 GTTTATGTAGCTTACCTCCTC 1276F24-rev GC AG A AGGT AT AGGGGTT AGTC

9b F24 GACTA ACCCCT AT ACCTTCTGC 1501R13 GGAGTAGGAGGTTGGCCATGG

11a F47 CGCACGGACTACAACCACGAC 1308F44-rev GCTAATGGTGGAGTTAAAGAC

lib F44 GTCTTTAACTCCACCATTAGC 1180R15 CTGTGGGGGGTGTCTTTGGGG

12a F45 CCTAGGGTTTATCGTGTGAGC 1102F32-rev CGTCTGTT ATGT A A AGG ATG

12b F32 C ATCCTTT AC AT A AC AG ACG 1092R26 GCCTTGTGGT A AG A AGTGGGC

12c R26-for GCCCACTTCTTACCACAAGGC 1132R14 CT AGTT AATTGG A AGTTA ACGG
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Table 2-5. Primers used to sequence the human mtDNA genome

Fragment
Number Primer Name Primer Sequence (5' -  3')

1

F2-rev GGTTGGGTATGGGGAGGGGGG
NDF CCCATGGCCAACCTCCTACTC
F2 CCCCCCTCCCCATACCCAACC
F3 ACCTCTG ATT ACTCCTGCC
NDR CCAACATTTTCGGGGTATGGGC

2a

F6-rev GTCCGGAGAGTATATTGTTG
F5 CCC AT ACCCCG AA A ATGTTGG
F6 CAACAATATACTCTCCGGAC
F7 CTT ATCC ATC AT AGC AGGC AG
F8 C AAGCT A AC ATGACT A AC ACCC
F9 GGTT A A AT AC AG ACC A AG AGCC

2b
SC-C-rev GGTAAGAGTCAGAAGCTTATGT
R3 GAGAGATAGGAGAAGTAGGACTG
F ll CAACCTTCTAGGTAACGACC

3
CYTF C AGTCCT ACTTCTCCT ATCTCTC
F48 AT AC AT AGGT ATGGTCTG AGC
F46 CCTGACTGGCATTGTATTAGC

4a

FI T A ACT AGTTTTGAC A AC ATTC
F12 GCCCTCCTTTT ACCCCT ACC
F13 TCTAGGAATACTAGTATATCG
F14 CTCC A ATGCT A A A ACT A ATCG
F39 ATCC AGTG A ACC ACT ATC ACG

4b

FI 6-rev GGCTATGTGTTTTGTCAGGGGG
F15 TACACTCACAACACCCTAGGC
F16 CCCCCTGACAAAACACATAGCC
R12 TTAGGGAAGTCAGGGTTAGGGT
R ll TGGACCATGTAACGAACAATGC

8a

F18 TGGGGCTCACTCACCCACCAC
RIO GG ATGA A ACCG AT ATCGCCG AT ACGGT
R9 GAGTGGTGATAGCGCCTAAGC
R8 GGTATGGTTTTGAGTAGTCC
R9-for GCTT AGGCGCT ATC ACC ACTC

8b

R7 GTAGGGTGGGGTTATTTTCGT
R8-for GGACTACTCAAAACCATACC
R5 CTGGTTGAACATTGTTTGTTGG
R4 T ATTGAGGAGTATCCTGAGGC
R1 GTCGTGGTTGTAGTCCGTGCGA
R4-for GCCTC AGG AT ACTCCTC A AT A

9a R21 GT AT AGCTT AGTTA A ACTTTCG
F19 GTTT ATGT AGCTT ACCTCCTC
R21-for CG A AAGTTT AACT AAGCT AT AC
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F24-rev GACTAACCCCTATACCTTCTGC
F23 ACTGGAAAGTGCACTTGGACG

9b

F24 GACTAACCCCTATACCTTCTGC
F25 TT AGTTC A ACTTT AA ATTTGC
F27 GCCGCGGT ACCCT A ACCGTG
R13 GGAGTAGGAGGTTGGCCATGG
F29 G ACCGG AGT AATCC AGGTCGG

11a

R22 CGAGTGATGTGGGCGATTGATG
F47 CGC ACGG ACT AC A ACC ACG AC
F40 CATCAATCGCCCACATCACTCG
F41 ATCCGCCATCCCATACATTGG
F42 ACATTAACACTATTCTCACC

lib

R20 AGGGTTG ATTGCTGT ACTTGC
F44 GTCTTTAACTCC ACC ATT AGC
R18 CCC AG ACG AAA AT ACC A A ATGC A
R17 CCAGAAGCGGGGGAGGGGGGG
R18-for TGCATTTGGTATTTTCGTCTGGG

12a
R24 AAGATATATAGGATTTAGCC
F30 GAAGCCTTCGCTTCGAAGCG
F31 AATCCTATATATCTTAATGGC

12b

R30 TTGCTCCACAGATTTCAGAGC
F33 CATTAGGCTTAAAAACAGATGC
F34 C ACCTCTTT AC AGTG AA ATGCC
F35 CCCCCTCT ATTG ATCCCC ACC

12c

F37-rev CG ATTTCT AGG AT AGTC AGT
R26-for GCCC ACTTCTT ACC AC A AGGC
F38 ATGATGGCGCGATGTAACACG
F49N CCGAAACCAAATAATTCAAGCA

Table 2-6. Primers used for amplification of first strand cDNA during RT-PCR 
expression analysis

Gene Primer Name Primer sequence (5' - 3') Product 
Size (bp)

Ngb

Ngb-3 ACAGCATGGAGCGCCCGG 466Ngb-4 CGCCTCTTACTCGCCATCC
Ngb-5 GTGTCTCCACCTACGACTGG 513
Ngb-6 GAA GGAGCTGAGCTTCACAC

RPS27A RPS27A-1 TTTTCGATCCGCCATCTGCG 452
RPS27A-2b TGTCTGTCAAAGTGACTTGCC
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Table 2-7. Primers used for the amplification of Complex I and the melting temperatures 
used during WAVE analysis

Fragment Primers Melting Tm (°C)
1 NDF, NDR 59
2a 5' F5, R34 59,
2a 3' F7, FIO-rev 59,
4a FI, F15-rev N/A
4b 5' F15, R35 60,61
4b 3' F53, R ll 59, 60
8a 5' F18, R33 59,60
8a 3' F52, R8 61
8b R8-for, R1 59, 60
9b 5' F24, R32 59, 60
9b 3' F27, R13 61
12c R26-for, R14 60,61

Table 2-9. Taqman primers and probes used for the Cox subunit expression analysis. 
*Assays are further described at www.appliedbiosystems.com.

Subunit Assay Identifier*
CoxIV-1 Hs00266371_ml
CoxIV-2 Hs00261747_ml
CoxVb Hs00426948_ml
CoxVIa(L) Hs01629071_sl
CoxVIa(H) Hs00193226_gl
CoxVIIa(L) Hs00190880_ml
CoxVIIa(H) Hs00156989_ml
18S rRNA Hs99999901_sl
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Table 2-10. Primers for Northern Blot Probes. *The primer sequences for the P-actin 
probe were obtained from Horikoshi et al. (1992).

Probe Primer
Name Primer Sequence (5' -  3') Product Size 

(bp)

Ngb Ngb-3 ACAGCATGGAGCGCCCGG 466Ngb-4 CGCCTCTT ACTCGCC ATCC

CoxIV-1 CoxIVl-F T AGCCT AGTTGGC A AGCGAG 426CoxIVl-R CTTCATGTCCAGCATCCTCT

CoxIV-2 CoxIY2-F GATGCACAGCTCAGAAGGCA 250CoxIV2-R CTTCCACTCATTGGAGCGAC

RPS27A RPS27A-1 TTTTCGATCCGCCATCTGCG 452
RPS27A-2b TGTCTGTCAAAGTGACTTGCC

B-actin* BA-67 GATGGAGTTGAAGGTAGTTTCGTG 282BA-68 GCGGGAAATCGTGCGTGACATT

Table 2-11. Primers for Transcription run-off Probes

Probe Primer Name Primer Sequence (5' -  3') Product 
Size (bp)

CoxIV-1

Cox4-lF(EcoRI) CGG AATTCT AGCCTAGTTGGC A AG 
CGAG 426Cox4-2R(B amHI) CGGGATCCCTTCATGTCCAGCATC
CTCT

CoxIV-2

Cox4-2F(EcoRI) CGGAATTCGATGCACAGCTCAGAA
GGCA 250Cox4-2R(BamHI) CGGGATCCCTTCCACTCATTGGAG
CGAC

RPS27A

RPS27A-F(EcoRI) CGGAATTCTTTTCGATCCGCCATCT
GCG 452RPS27 A-R(B amHI) CGGGATCCTGTCTGTCAAAGTGAC
TTGCC
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CHAPTER 3: RESULTS

3-1 WAVE Analysis of Complex I mtDNA Mutations

Many types of cancer, including ovarian, colon, and prostate, have increased 

numbers of somatic mtDNA mutations. These mutations are usually in the form of 

purine transitions, reflecting the high level of reactive oxidative species generated in the 

mitochondria. It has recently been demonstrated, in the case of colorectal cancer, that 

such mutations have prognostic significance (Lievre et al., 2005). Lievre and colleagues 

(2005) reported that the three year survival rate for patients with mutations in the D-loop 

(the non-coding, regulatory region of mtDNA) was 53.5%, versus 62.1% for patients 

without mutations. Moreover, only 45.4% of patients with D-loop mutations benefited 

from adjuvant chemotherapy versus 78.3% of patients without such mutations (Lievre et 

al., 2005).

Initially there was speculation regarding the functional significance of mtDNA 

mutations. It was not known whether the mutations were contributing factors in 

carcinogenesis or whether they were only secondary effects of cancer progression.

Recent studies using cybrids suggest that mtDNA mutations enhance tumor cell growth 

(Petros et al., 2005). In their study, Petros and coworkers introduced mtDNA that 

harboured a mutation similar to one found in a prostate cancer biopsy, into a prostate 

cancer cell line whose own mtDNA had been destroyed with ethidium bromide (Petros et 

al., 2005). The cybrids were then injected into nude mice and the rate of tumor growth 

was compared between mutant and wild-type cybrids (Petros et al., 2005). The mutant 

cybrids produced tumors that were at least seven fold greater in volume than the wild-
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type cybrid tumors (Petros et al, 2005). Furthermore, when ROS production was 

compared between the mutant and wild-type cybrids, it was determined that the mutant 

tumor produced significantly more ROS (Petros et al., 2005).

Our lab is interested in determining the prognostic significance of Complex I 

mtDNA mutations in cervical cancer. The WAVE DNA Fragment Analysis System is a 

fast, cost effective, and efficient high through-put system that to date has primarily been 

used for mutational screening of nuclear DNA. The WAVE is a DHPLC column that 

differentiates between hetero-duplexes, formed by combining normal and mutant DNA, 

and homo-duplexes, formed by matched normal or mutant DNA, based on their 

thermostability. Mutations are identified on the WAVE by the distinct patterns of peaks 

or ‘waves’ on a chromatograph which are the result of differences in elution time of the 

homo- and hetero-duplex DNA. The purpose of these experiments was to evaluate the 

sensitivity and reproducibility of the WAVE system for screening of Complex I 

mutations in mtDNA.

Before screening the cervical cancer samples, it was necessary to divide the 

regions of mtDNA encoding the Complex I subunits (more than 6 kb in total) into 

fragments that would be an appropriate size for WAVE analysis. Therefore, we 

amplified the Complex I subunits in 12 overlapping fragments, between 603 and 1283 

bps in length. To make sure that the mtDNA primers amplified mtDNA specifically, we 

tested the primers using DNA isolated from cells lacking mtDNA (rho 0 cells) (kindly 

donated by Dr. Moira Glerum, Department of Medical Genetics, University of Alberta). 

The suggested fragment size for WAVE analysis is between 200-400 bp; however, the 

WAVE is able to detect sequence variations in fragments up to 1.5 kb in size. We also
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had to test the fragments to ensure that the melting temperatures and denaturing 

conditions calculated by the WAVEMaker software were optimized for mutation 

detection. To test the accuracy of the WAVE, we extracted DNA from the whole blood 

of two normal donors (Sample 1 and Sample 2) and sequenced the mtDNA encoding the 

Complex I subunits (spanning bases 3307-5511 and 10059-14673) to determine the 

location of any DNA sequence variations. Sample 1 had several base substitutions that 

were not present in Sample 2. Table 3-1.1 lists these sequence variations. The vast 

majority of the base substitutions (15/16) were transitions, with 7/15 being A->G, 4/15 

being G->A, 2/15 being C->T, and 2/15 being T->C. The lone transversion was C->A. 

Thirteen of the sixteen base substitutions occurred in codons that encoded an amino acid: 

3/13 were mutations that resulted in an amino acid change, while the remaining ten 

substitutions were silent mutations. According to MitoAnalyzer 

(http://www.cstl.nist.gov/biotech/strbase/mitoanalyzer.html, 2000), the A->G4136 

substitution is associated with Leber Hereditary Optic Neuropathy (LHON), and the 

A->G12308 substitution is associated with Chronic Progressive External 

Ophthalmoplegia (CPEO).
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Table 3-1.1. Testing the accuracy of the WAVE for the screening of Complex I mtDNA mutations in pre-sequenced Sample 1 and 
Sample 2 mtDNA. Nucleotide changes were analyzed using MitoAnalyzer (http: //www.cstl.nist.gov/biotech/strbase/mitoanalyzer. 
html, 2000).
* The A-^G12308 was detected by the WAVE in both fragments 4b3' and 8a5'.

Complex I 
Fragment Region (bps) Nucleotide Change Amino Acid 

Change Subunit
Detected 
Correctly 
by WAVE

1 3309-4450 A G 3 4 8 0  
A G4136

Lys -> Lys 
Tyr -> Cys

ND1
ND1 Yes

2a5' 4430 -  5033 None - - Yes
2a3' 4946-5791 G -» A5231 Leu Leu ND2 No
4a 10027-11275 A -> G10550 Met -> Met ND4L N/A

4b5' 11255-11980
A -> G11467 
G -> A11719 
C ^  A11869

Leu Leu 
Gly ->  Gly 
Pro -> Pro

ND4
ND4
ND4

Yes

4b3' 11891-12634 A -> G12308* 
G A12372 Leu Leu

tRNAl£U
ND5 Yes

8a5' 12005 -12837 A G 1 2 3 0 8 - tRNA^u Yes
8a3' 12749-13436 C.-> T13135 Ala Ser ND5 Yes

8b 13417 -14700 T C14037 
G A 1 4 1 6 7

Ser -> Ser 
Glu Asp

ND5
ND6 Yes

9b5' 1831-2661 C T2217 - 16S rRNA Yes
9b3' 2568-3331 A G2706 - 16S rRNA Yes

12c 8902-10033 T -> C9698 
T -» C9716

Leu -> Leu 
Gly Gly

CoxIII
CoxIII Yes

-ju>
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The presence of sequence variations in Sample 1 that were absent in Sample 2 

allowed us to use these samples to test the accuracy of the WAVE mutation detection 

system. Each fragment was tested at two melting temperatures. Deviations from the 

wildtype or homo-duplex elution profile of Sample 2 signified the presence of a sequence 

variation in Sample 1. Figure 3-1.1 illustrates examples of two typical chromatographs 

derived from samples with known mtDNA sequence variations. For both examples, the 

single nucleotide change responsible for the differences in the elution profiles is shown 

below the chromatograph. No relationship was observed between the pattern of 

chromatograph peaks and the type or number of mutations detected. Out of the eleven 

fragments screened by the WAVE, ten were analysed correctly. The only sequence 

variation that was not detectable was a G^A5231 transition located in the ND2 subunit. 

Figure 3-1.2 shows the corresponding chromatograph for this false negative.

Although the WAVE was able to successfully identify the presence of a Complex 

I mutation 91% of the time, the high level of sequence variation in the mitochondria 

makes WAVE impractical as a screening method. The benefit of the WAVE screening 

system is in quickly pinpointing a mutation so that sequencing can be done selectively in 

a narrow region of interest. In our case, however, sequence variations were present in 

11/12 of the fragments analyzed, which necessitated the sequencing of almost all of the 

fragments, regardless. Therefore, in this case, brute force sequencing is probably the 

most effective means of obtaining information on the prognostic significance of Complex 

I mutation in cervical cancer.
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Figure 3-1.1. Successful WAVE analysis of Complex I mtDNA from the whole blood of two ‘normal’ donors. The red elution 
profiles are the Sample 2 homo-duplexes; the blue elution profiles are the Sample 1 and Sample 2 hetero-duplexes (arrow). 
Differences in the chromatograph peaks signal the presence of a sequence variation. The sequence variations were identified prior to 
WAVE analysis by sequencing the Complex I mtDNA of Sample 1 and Sample 2 (wildtype), and are shown below the corresponding 
chromatograph.
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Figure 3-1.2. WAVE analysis failed to detect the presence of a G-A substitution 
in the Complex I fragment 2a3' of mtDNA Sample 1, as seen by the identical 
pattern of peaks between the homo- and hetero-duplex DNA. The black elution 
profile is the Sample 2 homo-duplex; the blue elution profile is the Sample 1 and 
Sample 2 hetero-duplex.

7 6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3-2 The Role of Metabolic Adaptation in Establishing Hypoxia Tolerance

Metabolic adaptation is an important component of hypoxia adaptation in normal 

cells. Cytochrome c oxidase is a pivotal enzyme of oxidative phosphorylation, and may 

play a direct role in controlling respiration rate (Kadenbach et al., 2000). Evidence 

suggests that Cox is responsive to changes in oxygen tension; for example, different Cox 

isozymes are expressed in tissues with differing oxygen demands. We hypothesized that 

the differential abundance and/or expression of Cox subunits and their isoforms is an 

adaptive mechanism used by tumors to respond to changes in oxygen supply. To test this 

hypothesis, we first determined if there was a difference in the Cox enzyme activity 

between hypoxia-tolerant and hypoxia-sensitive cell lines, and whether hypoxia was 

capable of inducing changes in the enzyme activity. We then studied the expression 

patterns of the nuclear-encoded Cox subunits from GBM cell lines cultured in 

atmospheric air, mild hypoxia (0.6% O2), and severe hypoxia (0.01% O2).

3-2.1. Comparison of cytochrome c oxidase enzyme activity in hypoxia-tolerant and 

hypoxia-sensitive GBM cell lines

As mentioned above, the presence of different Cox isozymes in normal tissues 

with different energy demands and substrate availabilities is consistent with the 

hypothesis that tissues capable of adapting to different environments do so in part by 

changing the catalytic properties of the Cox holoenzyme. We hypothesized that hypoxia- 

tolerant GBM cells might also be able to alter their catalytic properties to adapt to low 

oxygen conditions. To test this hypothesis, we compared the Cox enzyme activity of 

M006x, M006xLo, MOlOb, EcR293, and HepG2 cell lines cultured in atmospheric air, 

mild hypoxia (0.6% O2 , 12 hrs), and severe hypoxia (0.01% O2 , 6 hrs).
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As the terminal electron acceptor of the ETC, Cox oxidizes cytochrome c and 

reduces O2 to H2O, while concomitantly pumping protons across the inner mitochondrial 

membrane. Cox activity can be quantified spectrophotometrically as a measure of the 

decrease in absorbance of cytochrome c as it is oxidized by Cox. The concentration of 

cytochrome c oxidized by Cox is calculated using Beer’s Law, A = Cel, where A is the 

change in absorbance over time, C is the extinction coefficient (18.2 mM^cm'1) and 1 is 

the pathlength (cm). To determine AA, the change in absorbance over time was plotted 

and linear regression was used to determine the slope of the best fit line. Figure 3-2.1.1. 

shows representative plots of data obtained from cells cultured in atmospheric air, mild 

hypoxia, and severe hypoxia. It is important to note that the slopes of these lines cannot 

be compared directly as a measure of Cox activity because the protein concentration of 

each sample is not the same. Once the concentration of oxidized cytochrome c was 

calculated using Beer’s law, Cox activity was expressed as nmol/min/mg protein.

Under conditions of atmospheric air, the enzyme activity of the hypoxia-sensitive 

MOlOb cell line was significantly greater (p<0.05) than that of the hypoxia-tolerant 

M006x and M006xLo cell lines (Figure 3-2.1.2). It was also significantly greater than the 

Cox activity of the HepG2 cell line. The MOlOb Cox activity was not significantly 

different from that of the EcR293 cell line.

Mild hypoxia (0.6% O2 , 12 hours) induced an increase in the Cox activity of the 

M006x cells (48% ± 13%) and M006xLo cells (64% ± 17%) (Figure 3-2.1.3). Although 

these increases were consistently observed, they were not statistically significant from the 

control values. On average, MOlOb Cox activity did not increase in response to mild 

hypoxia. As well, large inter-experimental variation was observed with MOlOb cells.
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Severe hypoxia (0.01% O2 , 6 hours) induced a slight increase in the Cox activity 

of the M006x cells (5% ± 8%) and M006xLo cells (29% ± 5%) (Figure 3-2.1.3). 

Conversely, severe hypoxia resulted in a decrease in Cox activity (15% ± 4%) in the 

MOlOb cells. Again, the changes in Cox activity were not statistically significant.

The data from the HepG2 and EcR293 cell lines should be approached with some 

caution. A large degree of variation in the calculated Cox activity was observed in 

repeated experiments where HepG2 and EcR293 were incubated in mild and severe 

hypoxia. In many cases, the calculated activity was much higher than what is normally 

observed in cultured cells (Dr. Moria Glerum, personal communication). For example, in 

response to mild hypoxia HepG2 activity ranged from 40 nmol/min/mg to 

119 nmol/min/mg. In response to severe hypoxia HepG2 activity ranged from 

22 nmol/min/mg to 176 nmol/min/mg. The higher Cox activity levels that were 

calculated may have been the result of a decrease in cell viability in hypoxic conditions. 

Thus, we did not include the higher activity levels in the comparison of Cox activity.
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Figure 3-2.1.1. Plotting the change in absorbance (550 nm) versus time as cytochrome c 

is oxidized by Cox in order to calculate Cox activity. Linear regression was used to 

calculate the slope of the best fit line. Each plot is representative of at least 3 

independent experiments done in (A) atmospheric air, (B) 0.6% O2 for 12 hours, (C) 

0.01% O2 for 6 hours.
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Figure 3-2.1.2. Comparison of the Cox enzyme activity between (hypoxia sensitive) 
MOlOb, and (hypoxia tolerant) M006x, M006xLo, HepG2, and EcR293 cell lines 
cultured in atmospheric air. Data are expressed as nmol/min/mg protein and represent the 
mean ± SD of triplicate experiments. * The MOlOb cell line has significantly higher 
activity (p<0.05) than M006x, M006xLo, and HepG2.
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Figure 3-2.1.3. Comparison of the Cox enzyme activity between the (hypoxia sensitive) 
MOlOb, and (hypoxia tolerant) M006x, M006xLo, HepG2, and EcR293 cell lines 
cultured under conditions of mild (0.6% O2 for 12 horns) and severe (0.01% O2 for 6 
hours) hypoxia. Data are expressed as nmol/min/mg protein, and for the M006x, 
M006xLo, and MOlOb cell lines represent the mean ±SD of triplicate experiments. The 
hypoxic data for HepG2 and EcR293 represent a single experiment, except for the Cox 
activity of EcR293 in mild hypoxia, which represents 2 experiments. Individual cell lines 
did not show statistically significant differences in Cox activity when cultured under 
different O2 tensions.

3-2.2. Microarrav analysis of hypoxia-tolerant and hypoxia-sensitive GBM cell line gene 

expression

cDNA microarray analysis was used to assess changes in gene expression induced 

in hypoxia-sensitive and hypoxia-tolerant GBM cell lines in response to hypoxic 

challenge. RNA from cells cultured in atmospheric air and mild hypoxia (0.6% O2 for 12 

hours) was isolated, reverse transcribed, and labeled with Cy5 and Cy3 fluorescent dyes, 

respectively. The labeled cDNA was mixed and allowed to hybridize to the microarray 

slide, which possessed over 13 000 genes spotted in duplicate. The ratio of Cy5 to Cy3
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fluorescence was calculated for each spot. Ratios less than one indicated that the gene 

expression was higher in hypoxic (Cy3) samples, whereas ratios greater than one 

indicated that the gene expression was higher in atmospheric air (Cy5) samples. Changes 

in gene expression were considered to be significant if the Cy5/Cy3 ratio was less than 

0.5 or greater than 1.5.

We first used the microarray results to compare global differences in gene 

expression in response to hypoxia among the hypoxia-tolerant and hypoxia-sensitive cell 

lines. Figure 3-2.2.1 illustrates the differences in the pattern of gene expression between 

the hypoxia-tolerant M006xLo and hypoxia-sensitive MOlOb cell lines. The hypoxia- 

tolerant M006xLo cell line showed greater responsiveness to hypoxia in terms of overall 

gene expression (Table 3-2.2.1). In M006xLo, 35% of the genes on the microarray 

showed relatively greater expression in atmospheric air (Cy5/Cy3 > 1.5), compared to 

only 5.5% of the genes in MOlOb. Under hypoxia, 10% of the genes in M006xLo 

showed relatively greater expression (Cy5/Cy3 < 0.5), as compared to only 1.5% in 

MOlOb. In M006xLo, 55% of the genes on the microarray did not change expression in 

response to hypoxia (0.5 < Cy5/Cy3 < 1.5), compared to 93% of the genes in MOlOb.
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Figure 3-2.2.1. Microarray analysis: comparing the global changes in gene expression 
induced by hypoxia between hypoxia-sensitive MOlOb and hypoxia-tolerant M006xLo 
cell lines.

Table 3-2.2.1. Comparison of the hypoxia-induced global changes in gene expression 
between hypoxia-tolerant M006xLo and hypoxia-sensitive MOlOb.

Gene Expression M006xLo MOlOb
> in atmospheric air 35% 5.5%
> in hypoxia 10% 1.5%
No change 55% 93%
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The data obtained from the microarray analysis was also used to screen the 

hypoxic response of clusters of genes involved in different biological pathways important 

to cancer development. Genes involved in cell adhesion, invasion, the cytoskeleton, and 

oxidative stress are listed in Table 3-2.2.2, along with genes that are commonly induced 

by hypoxia.

Finally, the microarray data were used to analyse the effect of hypoxia on the 

expression of genes involved in bioenergetics. The Operon Human 70-mer 

oligonucleotide microarray contained 54 genes involved in bioenergetics that yielded a 

signal in at least one of the cell lines (Table 3-2.2.3).
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Table 3-22.2. Microarray analysis: hypoxia-induced gene expression in genes important 
to cancer development. Response is expressed as the ratio of normoxic/hypoxic signal, 
so that values less than 1.0 indicate greater expression in hypoxia, and values greater than 
1.0 indicate expression greater in atmospheric air. Ratios coloured in red signify genes 
that have significantly higher expression in hypoxic conditions. Ratios coloured in blue 
signify genes that have significantly higher expression in normoxic conditions. A dashed 
line indicates that a signal was not detected for the gene of interest.

Gene
Category Gene Unigene

Code CeU Line

M006x M006xLo MOlOb

Invasion, 
Cytoskeleton, 
Cell adhesion

Syndecan 4 Hs.252189 - - 0.45
Matrin 3 Hs.268939 - 0.46 0.83
Tubulin a 1, testis 
specific

Hs.75318
- - 1.1

Tubulin a, brain-specific Hs.524395 0.72 1.1 1.2
Tubulin y 1 Hs.279669 - 0.49 -

Matrilin 3 Hs.6985 1.1 2.4 1.0
Actin y Hs.514581 0.85 2.3 1.3
Tropomyosin 1 Hs.133892 0.48 1.8 1.1
Actin P Hs.520640 1.2 1.7 0.75
Neuritin Hs. 103291 0.43 - -

Endothelin 2 Hs.1407 0.45 - -

Matrix metalloproteinase 
19

Hs. 154057 1.0 1.8 1.2

Amyloid P (A4) 
precursor-like protein 1

Hs.74565
- - 1.5

Cadherin 2, N-cadherin 
(neuronal)

Hs.464829
- 0.74 1.0

Collagen type XVIII, a  1 Hs.517356 - 0.71 0.70
Connective tissue growth 
factor

Hs.410037
- - 1.8

Catenin, a  1 Hs.445981 - - 1.4
Endoglin Hs.76753 - - 0.59
FAT tumor suppressor 
homolog 1

Hs.481371
- - 1.0

Intercellular adhesion 
molecule 4

Hs.386467 1.1 1.3 1.0

Laminin, P 1 Hs.489646 - - 0.75
Microfibrillar-associated 
protein 4

Hs.389137 0.56 - -

Myosin-binding protein 
C (cardiac)

Hs.524906 1.92 0.93 0.81

Nephrosis 1, congenital Hs.122186 1.1 1.7 0.91
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Gene
Category Gene Unigene

Code Cell Line

M006x M006xLo MOlOb

Oxidative
Stress

Anti-oxidant protein 1 Hs.279910 1.1 - -

Dual specificity 
phosphatase

Hs.171695
- - 2.2

Glutathione peroxidase 1 Hs.76686 0.81 1.4 0.65
Superoxide dismutase 1 Hs.443914 0.44 0.91 0.98

Hypoxia-
responsive

genes

Hypoxia inducible factor- 
la

Hs.509554
- - 1.1

Jun D proto-oncogene Hs.2780 0.95 0.68 0.91
Vascular endothelial 
growth factor C

Hs.435215
- 0.82 0.72

Vascular endothelial 
growth factor

Hs.73793
- - 0.56
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Table 3-2.2.3. Bioenergetic gene response to mild hypoxia. Response is expressed as the 
ratio of normoxic/hypoxic signal, so that values less than 1.0 indicate greater expression 
in hypoxia, and values greater than 1.0 indicate expression greater in atmospheric air. 
Ratios coloured in red signify genes that have significantly higher expression in hypoxic 
conditions. Ratios coloured in blue signify genes that have significantly higher 
expression in normoxic conditions. A dashed line indicates that a signal was not detected 
for the gene of interest.

Gene UniGene
Code Cell Line

M006x M006xLo MOlOb
6-phosphofructo-2-kinase/fructose- 
2,6-biphosphatase 3

Hs. 195471 0.44 - 0.30

Aldolase A, fructose-bisphosphate Hs.513490 0.84 1.6 0.54
ATP synthase epsilon chain, 
mitochondrial

Hs.177530 1.2 - -

ATP synthase, H+ transporting, 
mitochondrial F0 complex, subunit 
b, isoform 1

Hs.514870
0.70 - 0.74

ATP synthase, H+ transporting, 
mitochondrial F0 complex, subunit 
c isoform 3

Hs.429
0.93 - 1.3

ATP synthase, H+ transporting, 
mitochondrial F0 complex, subunit 
F6

Hs.246310
0.79 0.30 -

ATP synthase, H+ transporting, 
mitochondrial F0 complex, subunit 
d

Hs.514465
0.63 - -

ATP synthase, H+ transporting, 
mitochondrial FI complex, alpha 
subunit, isoform 1

Hs.298280
0.72 0.61 -

ATP synthase, H+ transporting, 
mitochondrial FI complex, beta 
polypeptide

Hs.406510
0.82 0.65 0.83

ATPase inhibitory factor 1 Hs.241336 0.49 - 0.54
ATPase, Na+/K+ transporting, beta 
3 polypeptide

Hs. 477789 - - 0.56

Complex I Fe-S protein 4 Hs528222 0.91 - 0.92
Complex I Fe-S protein 5 Hs.472185 1.2 0.53 0.90
Complex I Fe-S protein 6 Hs.408257 - - 1.1
Complex I flavoprotein 2 Hs.464572 0.79 - -

Complex I subcomplex unknown, 1 Hs.84549 0.78 0.64 0.71
Complex I a  subcomplex, 1 Hs.534168 0.67 0.86 1.0
Complex I a  subcomplex, 5 Hs.83916 0.62 - 0.63
Complex I a  subcomplex, 6 Hs.274416 0.81 0.53 1.0
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Gene UniGene
Code Cell Line

M006x M006xLo MOlOb
Complex I a subcomplex, 7 Hs.515122 0.84 0.5 0.70
Complex 113 subcomplex, 1 Hs. 183435 0.41 0.66 0.85
Complex I 3 subcomplex, 2 Hs.324250 0.67 0.41 0.66
Complex I 3 subcomplex, 3 Hs. 109760 - 0.47 1.2
Complex I 3 subcomplex, 4 Hs.304613 1.0 0.66 1.0
Complex 1 3 subcomplex, 5 Hs.518424 0.87 0.58 1.6
Complex II subunit D, integral 
membrane protein

Hs.356270
- 0.50 0.69

Complex II, subunit A, flavoprotein Hs.440475 - - 0.92
Complex II, subunit C, integral 
membrane protein

Hs.444472 0.91 1.4 1.2

Complex III binding protein Hs.131255 0.85 0.97 -

Complex III hinge protein Hs.449049 1.0 0.86 0.88
Cox 17 yeast homolog Hs.534383 0.78 - 1.0
Cytochrome b5 reductase 3 Hs.517666 0.50 - 0.41
Cytochrome c Hs.437060 1.0 - 1.5
Glyceraldehyde-3 phosphate 
dehydrogenase

Hs .479728 0.97 1.5 0.51

Isocitrate dehydrogenase 2, 
mitochondrial

Hs.513141 0.83 0.31 0.65

Isocitrate dehydrogenase 3 beta Hs.436405 1.2 - -

Lactate dehydrogenase A Hs.2795 - 1.4 -

Lactate dehydrogenase B Hs.446149 0.83 1.1 1.2
Nuclear respiratory factor 1 Hs.298069 - 1.2 -

Phosphofructokinase, platelet Hs.26010 0.5 - 0.50
Phosphoglycerate kinase 1 Hs.78771 0.61 - 0.91
Phosphoglycerate mutase 1 (brain) Hs.447492 0.64 1.1 0.47
Succinate-CoA ligase GDP forming 
a  subunit

Hs.270428 1.9 - 1.4
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When we looked more closely at the subset of genes involved in oxidative 

phosphorylation, we observed that several of the genes were expressed more under 

hypoxic conditions (Figure 3-22.2). For example, several Complex I subunits and 

ATPase subunits were expressed to a greater extent in hypoxic cells than in cells that had 

been cultured in atmospheric air (Figure 3-2.22). Consistent with other reports, hypoxic 

culture also induced an increase in the expression of glycolytic enzymes such as 6- 

phosphofructo-2-kinase.
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Figure 3-2.2.2. Microarray analysis: the effect of mild hypoxia (0.6% O2 for 12 hours) 
on the expression of a selection of genes involved in oxidative phosphorylation in the 
M006x, M006xLo, and MOlOb cell lines. A ratio less than 1.0 indicates that expression 
was higher in the hypoxic cells, while a ratio greater than 1.0 indicates that expression 
was higher in the cells cultured in atmospheric air.
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When we compared the expression of the nuclear-encoded Cox subunits in the 

hypoxia-tolerant and hypoxia-sensitive cell lines, we observed differential expression of 

subunits that was dependent on the cell line in question (Figure 3-2.2.3). All of the cell 

lines showed increased expression of CoxVIa(L), CoxVIIa(H), and CoxVIIb under 

hypoxic conditions. The hypoxia-sensitive cell line MO 10b also showed increased 

expression of several other Cox subunits, including CoxIV-1, CoxVa, CoxVb, CoxVIb, 

and CoxVIII under hypoxic conditions. M006x and M006xLo, the two hypoxia-tolerant 

cell lines, showed a similar pattern of expression: they both had decreased expression of 

CoxVb and CoxVIb, and increased expression of Cox7c.
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Figure 3-2.2.3. Microarray analysis: the effect of mild hypoxia (0.6% O2 for 12 hours) 
on the expression of nuclear-encoded Cox subunits in the M006x, M006xLo, and MOlOb 
cell lines. A ratio less than 1.0 indicates that expression was higher in the hypoxic cells, 
while a ratio greater than 1.0 indicates that expression was higher in the cells cultured in 
atmospheric air.
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3-2.3. Nuclear-encoded Cox Subunit Expression Analysis: Ouantatative RT-PCR

The results of the microarray analysis suggested that there were some differences 

in the expression of the nuclear-encoded Cox subunits between hypoxia-tolerant and 

hypoxia-sensitive GBM cell lines. To validate these observations, we performed semi- 

quantitative real time RT-PCR, focusing particularly on the Cox subunits that were 

expressed as tissue-specific isoforms. Figure 3-2.3.1 summarizes the results of the 

expression analysis performed on cell lines cultured in atmospheric air. In this figure, the 

M006x, M006xLo, HepG2, and EcR293 subunit expression levels were made relative to 

the MOlOb levels, which were normalized to 1.0. The only exception was CoxIV-2, 

which was not expressed in MOlOb. In this case, CoxIV-2 expression in M006x was 

made relative to expression in M006xLo, whose CoxIV-2 expression was normalized to

1.0. The CoxVb and CoxVIa(L) subunits had similar levels of expression across all cell 

lines. The CoxVIIa(L) expression was at least 2 fold lower in M006x, M006xLo, 

HepG2, and EcR293 cell lines compared to MOlOb. The CoxVIIa(H) expression of 

M006x and M006xLo was 2.8 and 4.2 fold greater than MOlOb, respectively. Of 

particular interest is the fact that the CoxIV-2 isoform was expressed only in the hypoxia- 

tolerant M006x and M006xLo cell lines. The mammalian CoxIV subunit is homologous 

to the yeast subunit V, which is expressed as either Va or Vb in an oxygen-dependent 

way. This raises the possibility that the CoxIV isoforms might also be regulated in an 

oxygen-dependent manner, and that the incorporation of the different CoxIV isoforms 

into the holoenzyme may change the kinetic properties of the enzyme.

We next compared the levels of CoxIV-1 and CoxIV-2 isoform expression 

specifically, in the M006x, M006xLo, and MOlOb cell lines. Figure 3-2.3.2 shows the
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relative amounts of CoxIV-2 isoform expressed relative to CoxIV-1 in atmospheric air.

In M006x, CoxIV-2 expression occurred at the limit of detection, and was approximately 

0.5% of CoxIV-1 expression. In M006xLo, the CoxIV-2 RNA expression was 12.5% of 

the CoxIV-1 expression. In MOlOb, CoxIV-2 RNA was not detected.

The effect of hypoxia on the expression of the CoxIV isoforms was then 

examined. M006x, M006xLo, and MOlOb cells were subjected to mild (0.6% O2) or 

severe (0.01% O2) hypoxia, or to 100 |JM  cobalt chloride (a hypoxia-mimetic compound) 

for 12 hours, and RNA was extracted for expression analysis. Importantly, in order to 

exclude the possibility that extracting the RNA in room air would affect the expression of 

the Cox subunits, we compared the expression levels of Cox RNA extracted in the glove 

box at 0.6% O2 with RNA extracted in room air. There was no significant difference in 

the expression levels.

Neither hypoxia nor C0 CI2 caused significant changes to the ratio of CoxIV-1 to 

CoxIV-2 RNA expressed (Figure 3-2.3.3). Furthermore, when the expression of the 

CoxIV isoforms was compared in cells cultured in air with cells cultured under hypoxic 

conditions, we found that there was no significant change in expression (Figure 3-2.3.4.). 

Here, the isoform expression in hypoxia is compared to the isoform expression in 

atmospheric air, which has been normalized to 1.0. It should be noted that the CoxIV-2 

expression in M006x cells appears to be at the limit of detection by real time RT-PCR, as 

it was not detected in all samples that were cultured in atmospheric air. Thus, the 

magnitude of change in expression shown in Panel A of Figure 3-2.3.4 may be less 

significant than is indicated.
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Figure 3-2.3.1. Semi-quantitative RT-PCR of nuclear-encoded Cox subunits from cell 
lines cultured under atmospheric air. All subunit expression levels, except CoxIV-2, 
were normalized to those of the MOlOb cell line. CoxIV-2 expression in M006x was 
normalized to CoxIV-2 expression in M006xLo.
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Figure 3-2.3.2. Semi-quantitative RT-PCR comparing the ratio of CoxIV-2 to CoxIV-1 
expressed in cells cultured in atmospheric air.

9 5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3-2.3.3. Semi-quantitative RT-PCR comparing the effects of (A) mild hypoxia: 

0.6% O2 for 12 hours; (B) severe hypoxia: 0.01% O2 for 12 hours; (C) 100 |JM C0 CI2 for 

12 hours on the ratio of CoxIV-2 to CoxIV-1 expression.
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Figure 3-2.3.4. Semi-quantitative RT-PCR comparing the effects of (A) mild hypoxia, 

0.6% 02for 12 hours; (B) severe hypoxia, 0.01% C^for 12 hours; (C) 100 pM C0 CI2 for 

12 hours on CoxIV isoform expression. The CoxIV isoform expression under conditions 

of atmospheric air was normalized to 1.0 and hypoxic expression was made relative to 

this.
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3-2.4. Transcriptional Run-off Experiments

Transcription run-off assays were used to analyze the transcription rates of the 

CoxIV isoforms in order to determine if the higher levels of CoxIV-1 mRNA expression 

observed in the M006x and M006xLo cells was due to higher rates of transcription. 

ssDNA probes against the genes of interest (CoxIV-1, CoxIV-2) and internal controls 

(RPS27A, GAPDH, H2B, and y-actin 5') were created using M13mpl8 (expressing the 

sense strand) and M13mpl9 bacteriophage (expressing the anti-sense strand) as cloning 

vectors (Figure 3-2.4.1). The GAPDH, H2b, and y-actin 5' constructs were kindly 

provided by Dr. Charlotte Spencer (Department of Experimental Oncology, University of 

Alberta). The nuclei of cells that had been subjected to atmospheric air or mild (0.6%

O2) hypoxia were harvested; the transcripts that had been initiated at the time of harvest 

were further elongated in the presence of 32P ribonucleotides. Then, the labeled RNA 

was purified and allowed to hybridize to the membrane-bound ssDNA probes. HeLa S3 

cells were used as a positive control for the assay, as GAPDH, H2B, and y-actin 5' RNA 

had been successfully detected in this cell line in other studies. RPS27A acted as a 

loading control, as microarray studies had previously established that its expression does 

not change under hypoxia. GAPDH was used as a positive control because published 

reports show that GAPDH expression increases 20-75% under hypoxic conditions, 

depending on the cell line (Zhong and Simons, 1999).

As seen in Figure 3-2.4.2, we were not able to obtain signals for the CoxIV-1 or 

CoxIV-2 RNA. This could be because the amount of transcript was too small to be 

detected by this assay. The fact that we were able to obtain signal from more abundant
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housekeeping genes such as GAPDH, H2B, and y-actin 5' suggests that the assay was 

working, but further optimization may be necessary.

Figure 3-2.4.1. Verification of the cloning of CoxIV-1, CoxIV-2, and RPS27A into the 
M13mpl8 and M13mpl9 bacteriphage vectors. The replicative form of the cloned M13 
bacteriophage were isolated and digested with Bglll and EcoRI (M13mpl8) and Bglll and 
Hindlll (M13mpl9). (1) M13mpl8/CoxIV-l, (2) M13mpl9/CoxIV-l, (3)
M 13mp 18/CoxIV-2, (4) M13mpl9/CoxIV-2, (5) M13mpl8/RPS27A, (6) 
M13mpl9/RPS27A.

S e n se  A nti-sense

CoxIV-1 

CoxIV-2 
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y-actin 5’
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M006X

Figure 3-2.4.2. Transcription run-off analysis of CoxIV-1 and CoxIV-2 in HeLa S3 and 
M006x cells. RPS27A, GAPDH, H2B, and y-actin 5' are endogenous controls.
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3-3 The Expression Pattern of Neuroglobin in Glioma Cell Lines

Neuroglobin is a newly discovered protein belonging to the globin superfamily. It 

is found primarily in the nerve cells of the vertebrate brain, and is thought to function as a 

neuroprotective agent during hypoxic stress. Because of the known ability of globin 

molecules (eg., hemoglobin) to transport molecular oxygen, we tested whether Ngb was 

expressed in glioblastoma cell lines, and whether its expression was affected by hypoxic 

conditions.

Initially, a panel of malignant glioma (A172, U87, CLA, M016, M0125) and 

neuroblastoma (UAN, SU-N-BE2C, GOTO, LAN-1, IMR32) cell lines was screened for 

Ngb expression. The RNA from these cells was kindly provided by Dr. Roseline 

Godbout (Department of Experimental Oncology, University of Alberta). Human 

cerebellum and medulla total RNA (Ambion) were used as positive controls. Although 

we used two different sets of primers, and a range of annealing temperatures, we were 

unable to amplify Ngb cDNA as a single, reproducible band. For example, Figure 3-3.1 

shows three attempts at amplifying Ngb cDNA using human brain RNA (positive 

control) and the panel of malignant glioma and neuroblastoma cell lines with annealing 

temperatures of 59°C, 61°C and 63°C, and using the Ngb-3 and Ngb-4 primers. The 

PCR product obtained from the cerebellum RNA (lane 2) was the expected size for Ngb 

(466 bp), and its identity as Ngb was verified by sequencing. At 59°C, the SK-N-BE2C 

and LAN-1 cell lines appear to express Ngb (Figure 3-3.1., panel A). When the 

annealing temperature is raised to 61°C, only LAN-1 appears to express Ngb (Figure 3-

3.1., panel B). And when the annealing temperature is raised again to 63°C, only the U87 

cell line shows amplification of a band of the correct size (Figure 3-3.1, panel C).
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As the RT-PCR analysis of Ngb expression in malignant glioma was 

inconclusive, Northern Blot analysis was used to establish its expression pattern. A 

probe, made using human cerebellum RNA, was used to detect Ngb in two malignant cell 

lines (M059K, and U87) that had been exposed to both atmospheric air and mild hypoxia 

(0.6% O2 , 12 hrs) (Figure 3-3.2). Ngb was detected in both the M059K and U87 cell 

lines cultured in room air. Mild hypoxia resulted in a decrease in Ngb expression in these 

cell lines.
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Figure 3-3.1. RT-PCR analysis of Ngb expression in (1) medulla, (2) cerebellum, (3) 
A172, (4) U87, (5) CLA, (6) M016, (7) M0125, (8) KAN, (9) SK-N-BE2C, (10) GOTO, 
(11) LAN-1, (12) IMR-32, (13) H2O using primer annealing temperatures of (A) 59°C, 
(B) 61°C, and (C) 63°C.

1 2 3 4 5

Neuroglobin

Figure 3-3.2. Northern Blot analysis of Ngb expression in malignant glioma cell lines 
exposed to mild hypoxia (0.6% O2 for 12 hours) or to atmospheric air. (1) U87, 
atmospheric air; (2) U87, mild hypoxia; (3) M059K, atmospheric air; (4) M059K, mild 
hypoxia; (5) RNA from human cerebellum, used as a positive control.
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CHAPTER 4: DISCUSSION

4-1 WAVE Analysis

WAVE analysis has been used successfully for the screening of germline 

mutations in cancer genes such as BRCA 1, BRCA 2, and the MET proto-oncogene (Klein 

et al, 2001). There have also been several reports of WAVE analysis being used to 

screen for mtDNA mutations and mtDNA heteroplasmy (van den Bosch et al, 2000; Liu 

et al, 2002; Conley et al., 2003; Biggin et al., 2005). We wanted to take advantage of 

the efficiency and cost effectiveness of the WAVE system to screen for mutations in 

Complex I mtDNA from cervical cancer specimens in order to determine if there was a 

correlation between the presence of mtDNA mutations and prognosis.

We divided the region of mtDNA encoding the Complex I subunits into a set of 

smaller fragments that could be analyzed by WAVE and evaluated the sensitivity and 

reproducibility of the WAVE using previously sequenced mtDNA. The WAVE was 

successful at detecting the presence of mutations 91% of the time, a detection rate that is 

comparable to other published results [88% for mtDNA encoded mutations (Biggin et al., 

2005); 95% for nDNA-encoded VHL mutations (Klein et al., 2001)]. Unfortunately, due 

to the nature of mtDNA, we were unable to take advantage of the WAVE’S true benefit: 

the identification of mutations within a large region of interest, so that unnecessary 

sequencing is eliminated. The sequenced mtDNA we used to test the WAVE was 

isolated from two healthy, ‘normal’ donors, yet in one sample eleven out of the twelve 

fragments had sequence variations. This is not surprising considering that there are over 

1000 known polymorphisms covering all regions of the mtDNA genome (Biggin et al.,
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2005). Intrinsically, mtDNA has a much higher mutation rate than nuclear-encoded 

DNA; recent reports estimate that synonymous sites evolve twenty times more rapidly in 

mtDNA than in the nuclear DNA, while non-synonymous sites evolve at different rates, 

depending on the gene in question (Pesole et al., 1999). There are several reasons for this 

increased mutation rate. First, mtDNA is not protected by histones. Second, mtDNA is 

subjected to a high level of ROS damage as a result of its association with the inner 

mitochondrial membrane; our sequencing results support this as 94% of the sequence 

variations were transitions, a mutations often arising as a result of oxidative damage. 

Third, the mitochondrial repair mechanisms are less effective than their nuclear 

counterparts (Femandez-Silva, 2003).

In our experiment, we used blood samples from two unrelated individuals. If 

patient blood samples had been available, a better procedure might have been to compare 

the mtDNA from the matched blood and tumor material from a single patient. This way, 

we would have avoided the detection of so many polymorphisms. On the other hand, the 

functional significance of the polymorphisms in the coding regions of mtDNA is not 

known, and should probably not be disregarded. mtDNA polymorphisms have been 

associated with diseases as varied as Parkinson’s disease (Tan et al., 2000) and bi-polar 

disorder (Kato, 2001). One study also correlated the differentiation degree of gastric 

cancer with the frequency of polymorphisms in the 12S rRNA and tRNAphe coding 

regions (Han et al., 2003).

One possible benefit of using the WAVE to screen mtDNA mutations is the 

WAVE’S ability to detect heteroplasmic mtDNA mutations. Since multiple copies of 

mtDNA are present in a single cell, mutations can arise and be maintained within a subset
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of the mtDNA while other genomes remain wildtype (Fernandez-Silva, 2003). 

Heteroduplex analysis could be performed using a single sample. If different populations 

of mtDNA were present, they would be identified by the WAVE. Other studies have 

shown that DHPLC is capable of detecting heteroplasmy down to 1% (Meierhofer et al., 

2005), compared to 40% for conventional sequencing (Biggin et al., 2005).

4-2 Hypoxia Adaptation

The oxygen tensions we used for all of our experiments (0.6% O2 and 0.01% 0 2) 

are oxygen levels that are commonly recorded in solid tumors (Brown, 1999; Vaupel and 

Harrison, 2004). Clinical investigations have shown that oxygen tensions of less than 

0.35% O2 are a common pathophysiological property of many solid tumors including 

cancers of the breast, prostate, uterine cervix, brain, and head and neck (Vaupel, 2004). 

Studies have shown that sustained hypoxia (1% 0 2 for 6-8 hours) results in alterations of 

gene expression, as well as post-transcriptional and post-translational modifications in 

malignant tumors (Hockel and Vaupel, 2001).

When we examined the global changes in gene expression in GBM cells that had 

been exposed to mild hypoxia (0.6% O2 for 12 hours), we immediately recognized a 

difference in the expression pattern between hypoxia-tolerant (M006xLo) and hypoxia- 

sensitive (MOlOb) cell lines. On a broad scale, it appeared that the hypoxia-tolerant 

M006xLo cell line was much more responsive to hypoxia than the hypoxia-sensitive 

MOlOb cell line. This is illustrated by the fact that 45% of the M006xLo genes identified 

on the microarray were transcriptionally responsive to hypoxia (with 35% of the genes
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downregulated in hypoxia and 10% of the genes upregulated in hypoxia). This is in 

contrast to the MOlOb cell line: only 7% of its genes were hypoxia responsive.

Studies in comparative physiology have indicated that energy conservation is an 

important adaptive step towards hypoxia tolerance. It is part of an overall metabolic 

defense strategy that involves the consolidation of ATP supply and demand through the 

down-regulation of ATP-utilizing processes and the promotion of more efficient ATP 

production (Hochachka’s Unifying Theory of Hypoxia Tolerance) (Hockachka et al., 

1996). For example, under normoxic conditions, protein turnover represents a major 

ATP sink, and it accounts for as much as 55% of total ATP consumption in hypoxia- 

tolerant organisms such as Chrysemys picta (a freshwater turtle) (Boutilier and St. Pierre, 

2000). When these organisms are exposed to hypoxia, the demand for ATP for protein 

turnover drops to 10% of normoxic levels (Boutilier and St. Pierre, 2000). Indeed, the 

ability to down-regulate protein turnover is a hallmark of hypoxia adaptation (Guppy et 

al., 2005). Our results suggest that tumor cell adaptation to hypoxia could follow a 

similar strategy of metabolic depression.

Previous experiments from our lab indicated that hypoxia-tolerant and hypoxia- 

sensitive GBM cell lines exhibit distinct patterns of mitochondrial function, in terms of 

the maintenance of mitochondrial membrane potential (MMP) and ATP concentrations, 

in response to hypoxic challenge (Turcotte et al., 2002). These functional parameters are 

also commonly used to characterize the hypoxia-tolerance of normal tissues from 

different organisms. The MMP of the hypoxia-sensitive MOlOb cells increases in 

response to mild (0.6% O2) hypoxia, while the MMP of the hypoxia-tolerant M006x and 

M006xLo remains constant (Turcotte et al., 2002). Furthermore, in contrast to hypoxia-
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tolerant cell lines, the hypoxia-sensitive cells are unable to maintain constant intracellular 

ATP concentrations during extended hypoxic incubation (Turcotte et al., 2002). This 

makes sense in light of the microarray results, where 93% of the MOlOb genes were 

unresponsive to hypoxia compared to only 55% of the M006xLo genes, suggesting that 

the MOlOb cells attempt to maintain a constant ATP demand in the face of dwindling 

ATP supply, while the M006xLo cells reduce ATP demand by down-regulating gene 

expression to match ATP supply.

Most research on tumor cell adaptation to hypoxia focuses on HIF-1 and its 

downstream targets. And while HIF-1 activated pathways are undoubtedly an important 

component of hypoxia adaptation, evidence from our lab suggests that HIF-1 stabilization 

alone is not sufficient for hypoxia adaptation. Western blot analysis showed elevated 

levels of HIF-1 protein expression under hypoxic conditions in MOlOb cells, and yet this 

cell line is still not able to tolerate hypoxia (DeHaan et al, 2004). In recent years, more 

attention has been focused on the importance of metabolic adaptation in tumor cell 

hypoxia adaptation. For example, a recent report from Guppy and colleagues (2005) 

suggested that MCF-7 breast cancer cells exhibited the classic hypoxia adaptive response 

of metabolic depression by decreasing their rate of protein synthesis in response to 

hypoxia. This response was not seen in non-transformed control cells (Guppy et al., 

2005).

Not only is the suppression of energy consuming pathways important to hypoxia 

adaptation, so is the promotion of more efficient energy production. The results of the 

microarray analysis provided a snapshot of the bioenergetic gene response to hypoxia in 

the hypoxia-tolerant and hypoxia-sensitive GBM cells lines. Interestingly, we did not

109

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



observe the same widespread upregulation of glycolytic genes in response to hypoxia that 

has been been reported elsewhere (Greijer et al, 2005): only 3 of the 8 glycolytic genes 

on the microarray were significantly upregulated in any of the cell lines as a result of 

hypoxia. On the other hand, many of the genes involved in oxidative phosphorylation 

were shown to be upregulated in hypoxia (Figure 3-2.2.3). These results are consistent 

with other studies that examined hypoxia related gene changes in tumor tissue (Capuano 

et al., 1997; Jung et al., 2000).

The importance of oxidative phosphorylation to hypoxia adaptation has not been 

widely studied in either normal or cancer cells. The few available reports are often 

contradictory in their conclusions. For example, on the one hand, studies indicate that the 

oxidative capacity of muscles fibers from Sherpas living at high altitude is reduced 

compared with subjects living at low altitude (Hoppeler et al., 2003). On the other hand, 

studies comparing the oxidative capacity in the muscles of athletes who train at high 

altitude for short periods with athletes who train at low altitude suggest that oxidative 

capacity is improved as a result of the high altitude training (Hoppeler et al., 2003). 

Furthermore, many studies discount the importance of oxidative phosphorylation in 

tumor biology. Therefore, it is important to point out that studies in glioma cell lines 

show that when oxidative phosphorylation is blocked with rotenone, glycolysis alone is 

unable maintain intracellular [ATP] concentrations (Silver et al., 1997).

We were particularly interested in studying the role of cytochrome c oxidase in 

cancer cell hypoxia adaptation as there is evidence to suggest that Cox may be responsive 

to changing oxygen availability. Using Hochachka’s theory of hypoxia adaptation as a 

model, we postulated that the Cox activity of the hypoxia-tolerant GBM cell lines would
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be different from the hypoxia-sensitive cell line, wherein the hypoxia-tolerant cell lines 

would be able to modify their Cox enzyme activity in response to changing oxygen 

availability as part of their adaptation strategy.

Under conditions of atmospheric air, the hypoxia-tolerant M006x and M006xLo 

cell lines had significantly lower Cox activity (p<0.05) than the hypoxia-sensitive 

MO 10b. Interestingly, HepG2, another cell line known to respond to hypoxia, also had 

significantly lower Cox activity. We thought that EcR293 might also show a similar 

pattern of Cox activity because it is derived from fetal embryonic kidney, a tissue that is 

tolerant of low oxygen conditions. However, extended in vitro culturing could have 

affected the EcR293 phenotype.

Interestingly, we were not able to detect a significant change in Cox activity in 

any of the cell lines in response to mild (0.6% O2 for 12 hours) or severe (0.01% O2 for 6 

hours) hypoxia. There are many conflicting reports in the literature regarding the effect 

of hypoxia on the activity of Cox. Some reports suggest that Cox activity is reduced in 

response to hypoxia, while other reports indicate no change in Cox activity. The severity 

and duration of the hypoxic insult, as well as the type of cells and methodology used to 

determine Cox activity could all contribute to the variability of the results. For example, 

Schumacker and his colleagues (Budinger et al., 1996) reported that the activity of 

cytochrome c oxidase from embryonic chick cardiac myocytes is reduced in response to 

hypoxia (3% O2 , for a few minutes). But, as they themselves point out, the pC>2 they 

termed hypoxia was still in the physiologically normal range for the tissue in question. 

Vijayasarathy et al. (2003) reported that the change in Cox activity in response to 

hypoxia (0.1% O2 for 10 hours, followed by 6 hours of reoxygenation) varied depending
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on the cell type. When the authors assayed the Cox activity of murine macrophage and 

adrenal pheochromocytoma cell lines they found that the macrophage Cox activity 

dropped by 52% compared to normoxic levels, while the adrenal pheochromocytoma Cox 

activity remained unchanged (Vijayasarathy et al, 2003). Importantly, the authors chose 

to reoxygenate their cells for 6 hours after hypoxic exposure (Vijayasarathy et al, 2003). 

Finally, a much earlier study using human tumor cell lines indicated that Cox activity did 

not change in response to hypoxia [2% O2 , for 96 hours (Simon et al, 1981)]. To be 

confident that the M006x, M006xLo, and MOlOb Cox enzymes are truly unresponsive to 

hypoxia, the incubation timepoints should be extended. It will be important, however, to 

monitor the viability of the hypoxia-sensitive MOlOb cell line to avoid confounding 

effects from cell death. Finally, the brief reoxygenation of the cells in room air should be 

considered as a possible confounding effect since Chandel and co-workers (1996) have 

demonstrated that only five minutes of reoxygenation is enough to return Cox from a 

conformance state back to its native state.

Importantly, the Cox enzyme activity assay was performed using whole cell 

extracts. Emerging evidence indicates that Cox activity can be controlled by a second 

mechanism of respiratory control based on ATP or ADP binding to nuclear-encoded 

subunits. The ATP binding is regulated in part by signals originating in the cytoplasm, 

including cAMP dependent phosphorylation and Ca+-activated dephosphorylation 

(Kadenbach, 2003). Such signals could potentially be lost if the Cox activity assay was 

performed on isolated mitochondria.

Our results suggest that the hypoxia-tolerant cell lines have intrinsically lower 

Cox activities compared to the hypoxia-sensitive cell line. This is reminiscent of the
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“immediate adaptation” phenotype of several types of extremely hypoxia-tolerant 

organisms such as freshwater turtles and crucian carp, who are pre- or constitutively 

adapted to tolerate severe hypoxia (Bickler, 2004). According to the Hochachka model, 

having an intrinsically lower Cox activity would be beneficial to the cell because a 

coordinated suppression of ATP demand and supply pathways is required for the 

maintenance of cell viability.

While the Cox activity assay measures the rate of oxidization of cytochrome c, it 

would also be interesting to get a measure of the H+/e~ ratio in order to more closely 

examine the efficiency of the proton pumping. Studies by Kadenbach and colleagues 

have demonstrated that the incorporation of the heart-specific isoform CoxVIa(H) into 

the holoenzyme decreases the H+/e' stoichiometry from 1.0 to 0.5 in the presence of 

increasing ATP/ADP; whereas holoenzymes that possess the CoxVIa(L) isoform 

maintain an H+/e‘ stoichiometry of 0.5, regardless of the ratio of ATP/ADP inside the 

mitochondrion (Kadenbach, 2003). It would be particularly interesting to study the 

catalytic efficiencies of the Cox enzymes among the different cell lines given that each 

cell line expresses different ratios of nuclear-encoded Cox subunits. It is not known how 

the CoxIV isoforms would affect the efficiency of proton pumping. In yeast, the 

homologous subunit V isoforms affect the efficiency of electron transfer within the 

holoenzyme. The incorporation of CoxVb results in more efficient electron transfer 

between heme a and the binuclear reaction center, and leads to 3-4 fold increase in the 

enzyme turnover rate. The presence of different isoforms within the different Cox 

isozymes of the hypoxia-tolerant and hypoxia-sensitive GBM cell lines could result in 

differences in enzyme efficiency, which are reflected by the H+/e ratio.
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As alluded to above, the microarray results indicated that each cell line had a 

unique pattern of nuclear-encoded Cox subunit expression in response to hypoxia. The 

changes in expression appeared to be subtle, and for the majority of the subunits, the 

change in expression was less than 2-fold. The biological significance of these changes 

in expression is not clear, since no statistically significant change in Cox enzyme activity 

was observed as a result of hypoxic incubation under similar conditions.

Q-RT-PCR was used to validate and expand upon the microarray results. The 

observation that CoxIV-2 was differentially expressed in hypoxia-tolerant and hypoxia- 

sensitive GBM cell lines generated much excitement. To our knowledge, this is the first 

study comparing the expression of nuclear-encoded Cox subunits in cancer cell lines. For 

many years, only one of the mammalian CoxIV subunits was identified in normal tissue, 

making it seem unlikely that the mammalian Cox could be responsive to changing 

oxygen availability in the same way as its yeast CoxY homolog. The recent discovery of 

the CoxIV-2 isoform in lung, heart, and brain tissue, however, has led to renewed interest 

in this possibility.

Although CoxIV-2 was detected in M006x in several independent Q-RT-PCR 

experiments, at 0.5% of the CoxIV-1 expression, CoxIV-2 isoform expression in M006x 

is extremely low. In fact, it seems that its expression is right at the limit of Q-RT-PCR 

detection, as we were not able to detect its presence in all of our experiments. 

Alternatively, the variation in M006x CoxIV-2 expression could be due to experimental 

stress. For example, the isolation of RNA from cells that have been incubated under 

hypoxic conditions in the aluminum canisters is performed one canister at a time to 

reduce the amount of time cells are exposed to atmospheric air. As a result, experimental
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conditions are not identical for the cells between independent experiments. Such 

differences could potentially affect the expression of the CoxIV mRNA. The CoxIV-2 

expression in M006xLo is much stronger (12.5% the expression of CoxIV-1). As a point 

of reference, it has been found that in the normal rat brain, CoxIV-2 expression is 4% of 

CoxIV-1 (Huttemann et al, 2001). The pattern of expression of CoxIV-2 in M006x and 

M006xLo is interesting because of the origins of these cell lines. M006xLo was derived 

from the same parental cell line as M006x, except that the M006xLo cells were derived to 

be adapted to hypoxic conditions: they were first grown as spheroids that were 

continuously exposed to 0.6% O2 for thirteen days, before they were passaged through 

SCID mice and disaggregated to grow as monolayers in cell culture. Therefore, it is 

possible that increased CoxIV-2 expression could have been selected for during the 

creation of the M006xLo cell line, which would suggest that CoxIV-2 is beneficial for 

hypoxia-tolerance.

According to our results, the hypoxic conditions we used in our experiments 

(0.6% O2 for 12 hours; 0.01% O2 for 6 hours; 100 pM C0 CI2 for 12 hours) did not result 

in changes in the expression levels of the CoxIV isoforms in our cell lines. Our results 

suggest that the CoxIV isoforms in the GBM cell lines are not responsive to the changes 

in p02 at the transcriptional level in our experimental system. However, these are only 

preliminary results, and more work needs to be done before these results can be 

generalized. We chose our experimental time points for measuring changes in Cox 

subunit expression during hypoxic incubation based on the work done by Vijayasarathy 

and co-workers (2003). They determined that changes in the mRNA expression of 

nuclear encoded Cox subunits from murine cell lines occurred only after 10-12 hours of
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incubation at a pC>2 of 0.1%. The hypoxic time points should be extended to ensure that 

sufficient time is allowed for a response to occur. Also, the pattern of CoxIV isoform 

expression should be examined in other cancer cell lines. It is note worthy to mention 

that CoxIV-2 was not found to be expressed in HepG2, a hypoxia-responsive hepatoma 

cell line.

We used transcription run-off assays to learn more about the regulation of CoxIV 

isoform expression among the different GBM cell lines. The run-off assays provide an 

indication of the rate of mRNA transcription for the genes of interest. These assays are 

technically demanding and require large amounts of radioactivity. Initially we had 

difficulty obtaining signal from even the more robustly expressed house-keeping genes, 

such as GAPDH and y-actin. We decided to use HeLa S3 cells as a positive control, 

since we were following a protocol that had previously been shown to be successful with 

that cell line (Galloway et al., 1999). We were able to get signal from the housekeeping 

genes, but not from the CoxIV isoforms. The CoxIV isoforms’ mRNA is much less 

abundant than that of the housekeeping genes. For example, our Q-RT-PCR analysis 

indicated that it took, on average, 30 PCR cycles for the CoxIV-1 fluorescent signal to 

reach its threshold intensity, while it only took 17 PCR cycles for the endogenous control, 

18S rRNA to reach the same fluorescent intensity. While there is limited information on 

mammalian CoxIV expression levels in the literature, a study evaluating the transcription 

rates for all yeast genes determined that the number of yeast subunit Va (homologous to 

CoxIV-1) transcripts per cell was 3.1 and the number of yeast subunit Vb (homologous to 

CoxIV-2) transcripts per cell was 1.3 (Garcia-Martinez et al., 2004). The expression 

level of actin, on the other hand, was 21.1 copies per cell (Garcia-Martinez et al., 2004).
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The number of copies per cell was calculated by hybridizing labeled cDNA that had been 

reverse transcribed from yeast RNA to a macroarray that contained all of the yeast genes. 

The amount of signal was normalized to the total amount of poly(A) mRNA per cell.

The low copy number of the CoxIV isoforms could be the reason we failed to detect them 

using transcription run-off analysis.

The next step after studying CoxIV mRNA expression must be to study the 

protein expression of the CoxIV isoforms. It will be necessary to develop an anti-CoxIV- 

2 antibody, as none are commercially available. It is imperative to perform these 

experiments because a recent report on the expression patterns of CoxIII and CoxIV-1 in 

the developing rat brain indicate that the levels of CoxIV protein and mRNA are not 

linearly related, suggesting a post-translational mode of regulation (Cannino et al., 2004). 

In fact, it has been demonstrated that there is a protein in rat brain extracts that affects 

protein expression by binding specifically to the 3' UTR region of CoxIV-1 RNA 

(Cannino et al, 2004). The protein may play a role in positioning the CoxIV mRNA at 

the mitochondrial outer membrane to ensure that translation is coupled to mitochondrial 

import (Cannino et al., 2004). It should be emphasized that non-transcriptional changes, 

in general, play an important role in hypoxia-induced gene expression. For example, in a 

study aimed at evaluating the contributions of mRNA transcription and mRNA 

translation to changes in gene expression induced by hypoxia, Koritzinsky et al. (2005) 

determined that CITED-2 (a negative regulator of HIF-1) had a 15-fold increase in 

translation and only a 5-fold increase in total mRNA.

The experiments that we performed with Cox led to a series of interesting 

observations regarding the differences in Cox activity and subunit expression between

117

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



hypoxia-tolerant and hypoxia-sensitive GBM cell lines. The next step is to begin to try to 

establish a correlation between decreased Cox activity, CoxIV isoform expression, and 

the ability to tolerate hypoxia. The first question that must be answered is: what is the 

functional significance of the CoxIV-2 subunit in terms of Cox activity? The best way to 

answer this question would be to knockdown the expression of CoxIV-2 in the hypoxia- 

tolerant M006x and M006xLo cell lines using RNA interference, and conversely to 

induce the expression of CoxIV-2 in the hypoxia-sensitive MOlOb cell line, and test for 

differences in Cox activity. Because the CoxIV subunit is vital for proper assembly of 

the holoenzyme, it is probably necessary to maintain the ubiquitously expressed CoxIV-1 

at its physiological levels. Since the CoxIV isoforms are differentially expressed in 

tissues with different metabolic demands, it seems likely that the isoforms would 

contribute to different activity levels so that the enzyme could meet the metabolic needs 

of the given tissue. Of course, differences in CoxIV isoform expression are probably not 

the only factor affecting Cox activity. Multiple levels of regulation, including the 

coordinated expression of mitochondrial and nuclear Cox genes, mRNA stability, 

translational efficiency, mitochondrial importation, and the functioning of a myriad of 

assembly factors have an effect on the functioning of the mature holoenzyme. For 

example, patients with multiple mitochondrial disorder (MMD) have a 35% decrease in 

Cox activity that was attributed to reduced levels of protein translation, but not 

deficiencies in mRNA transcription or mitochondrial importation (Rungi et al., 2002). 

Furthermore, we cannot assume that a subunit or isoform is necessarily incorporated into 

a functional holoenzyme just because it is expressed as a transcript. Mutations in 

assembly factors such as SURF1 and SCOl result in the accumulation of non-functional
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assembly intermediates (Stiburek et al., 2005). Additional complexity arises from a 

recent discovery suggesting the existence of tissue-specific assembly proteins (Stiburek et 

al., 2005).

An especially interesting question that needs to be addressed is: what is 

controlling the expression of the CoxIV isoforms? To date there is very limited 

information on the promoter region of CoxIV-2; in fact, the only transcription factor 

known to bind the CoxIV-2 gene is Spl. There are almost certainly other elements that 

play a role in CoxIV-2 transcriptional regulation. In yeast, subunit Vb (homologous to 

mammalian CoxIV-2) expression is repressed by the Roxlp (regulation by oxygen) 

transcription factor, while subunit Va (homologous to mammalian CoxIV-1) expression 

is activated by the Hap2/3/4/5p transcription factor, in the presence of oxygen. Both 

Roxlp and Hap2/3/4/5p expression are regulated in part by heme and oxygen availability.

4-3 Neuroglobin

Although the precise function of Ngb is not known, the fact that its 

overexpression provides a neuro-protective effect in response to cerebral ischemia in rats 

(and conversely, its suppression causes increased neuronal cell death) suggests that Ngb 

protects cells against hypoxia. Ngb expression has been reported in the retina, brain, 

peripheral nervous system, endocrine system, and testis. Ngb expression has also been 

reported in both cultured neurons and astrocytes (Chen et al, 2005). Our study is the 

first to examine Ngb expression in malignant glioma and neuroblastoma cell lines.

Preliminary results suggest that Ngb mRNA is expressed in at least two malignant 

glioma cell lines (M059K and U87). Hypoxic exposure resulted in a slight decrease in
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Ngb expression; however, it is important to stress that these are very preliminary results, 

and the experiments have not yet been replicated. mRNA and protein expression analysis 

should be expanded to some of the other cell lines that showed ambiguous RT-PCR 

results. Future experiments should be performed to study the expression of Ngb in 

response to acute hypoxia. To exert a neuroprotective effect in response to hypoxia in 

vivo Ngb would have to respond almost immediately to prevent neuronal cell death. It 

would also be interesting to compare the level of Ngb expression between cultured 

astrocytes and malignant glioma cell lines.

Still, these results are intriguing: whether Ngb serves a similar role as Mb, 

whereby it facilitates the diffusion of O2 and enhances its transport from the capillary to 

the mitochondria (Bentmann et al., 2005), or whether it serves to neutralize reactive 

oxygen species and nitrogen species, such as NO (Brunori et al, 2005), its presence in 

malignant glioma cells could provide another mechanism for the survival of the cells if 

they are challenged by hypoxia.

4-4 Conclusions

The mitochondria-cancer connection has long been under appreciated. In the last 

several years there has been a growing realization that mutations in the mtDNA genome, 

as in the nuclear genome, can affect tumorigenesis. Moreover, a shift in thinking has 

begun where experimental oncologists are starting to look at the metabolic mechanisms 

of vertebrate hypoxia tolerance, which were discovered by comparative physiologists, 

and apply those same mechanisms to tumor hypoxia tolerance. We are only at the 

beginning of this exciting new avenue of research, but it promises to shed new light on
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our understanding of tumor development, and allow for the discovery of new therapeutic 

targets.
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