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Abstract

This thesis disensses the design of routing and MAc -level protocols for high-speed (Gbps range)
Mans and wans. The effects of increased transmission rotes are investigated and consequently, a set
of requirements are stated regarding the design of MaG-level and routing protocols for high-speed
networks. Two new Mac level protocols, namely Cyclic Balanced Reservation Multiple Access ++
with Slot Reuse (CBRMA ++/si) and Slol Pre/Reuse (sp/R), and one new routing protocol, Compass

Routing are proposed. The snitability of these protocols for a high-speed networking environment
is discussed and some siimulation results are presented.
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Chapter 1

Introduction

Modern computer network architectures are designed in layers. Besides the merits of functional
modularity, a layered architecture with clearly defined functionalities and non overlapping, bound
aries is aimed at providing the necessary infrastructure for international cammunication standards
to emerge. The most notable effort to that end is The Reference Model for Open System Interconnee-
tion (0si) which was approved by 150 and corrr in 1983 [ISOS3]. This model provides aoseven layer
skeletal architecture which we will also use as a point of reference. According to this model, vach
layer is conceived as a black box or a madule and the modules at a given Tayer are called peers. The
communication is carried out over a subnef which conceptionadly acts asa ginnt switeh that provides
a reliable and error-free transmission link between the involved parties. Sinee the subnet s o shiared
resource, its fair and effective management is essential. In the 150 model, this task is assigned Lo Wie
network layer and is carried out via rouling protocels and flow control mechanisms for point-Lo point
networks. To serve the same purpose, Medinm Access Control (MAc) protocols are developed Tor
multiaccess communication. Due to the recent developients in the transmission technology, st
notably with the advent of the optical fiber as a transmission medinm, new challenges presented
themselves in the subnet design. New MAC-level protocols [IEES0, DECHG], switeh architectures
and routing protocols [OSM90] have been developed to cope with these challenges,

This document consists of two parts that investigate some of the issues involved in the design
of mac-level protocols and routing mechanisms for fiber optic networks. T'he flirst part is devoled
to the MAc-level protocols in which two new protocols, CBRMA-f-+/s5k and sp /i, are presented.
The second part addresses the routing protocol design. A discussion of the general desipn issues s
followed by the introduction of some contemporary designs, eventually leading to the proposal of o
new mechanism.

All simulations in this thesis have been carried out using SMURPH'. SMURPI is an object
oriented programmingenvironment based on C4+ for specifying conmmunication protocals and mod
eling communication networks. By a comnmunication network we understand o configuration of sta-
tzons interconnected via channels, running a collection of concurrept communicating processes. 1'he
distributed algorithm realized by those processes is called the communication prowneal.

Unlike other protocol specification systemns, e.g., ESTELLE [BubD87, ESTS7], LOTOS [Bolig7,
LOB88], or PROMELA [Hol91], SMURPH has a built-in notion of time, Thus, it ean naturally
and easily express protocol operations and physical phenomena occurring at the medinm aceess
control (Mac) level. Besides the specification language, the systein provides a victuad environment,
for executing protocols. Thus, SMURPH specifications are directly exeentable, “This virtual envi-
ronment is based on an event-driven, discrete-tima simulator which is ldden from the user. The
user has an impression of running the protocol in a realistic environment which carefully reflects
all relevant physical phenomena occurring in a real network, «.g., linited accuracy of independent

ISMURPH is an acronym for a System for Modeling Unsintted Real-time Pllenomena.



clocks, race conditions, faulty channels. Its most typical application is to investigate the perfor-
mance of a new MAC level protocol, comparing it to a number of other protocols in the same class.
However, compared to other network siinulators and evaluators (e.g. COMNET [MiS93]. GILDA
[PNC3], NETSIM [Jul93]), SMURPH has a number of distinct features which can be stressed in
the following points:

e P'rotocols in SMURPH are fully specified. In principle, a SMURPH specification can be “comn-
pile-d into silicon,” i, made completely functional in a mechanical way.

e hn SMURPH, networks and protocols are cmulated rather than simulated. Thus it makes sense
to use SMURPH for protocol verification, ».g., conforinance testing.

e SMUKRPH doesn’t purport to be a “no-programming” system and we do not perceive it as
a disadvantage. Intentionally, SMURPH is a protocol prototyping envirommnent and with the
current state of the art in program synthesis it is extremely difficult to produce novel protocols
by moving icons on the sereen. On the other hand, owing to the object-oriented nature
of SMURPH specifications, it is natural and easy to build libraries of protocols and their
comnponents,

SMURPH and its predecesser LANSF [Gbr91] have been used to investigate the performance and
correctness of a nmmber of protocols for local and metropolitan area networks (e.g., [Ber89, (GR89a,
GRE9L)). The simulation methodology of SMURPH is extensively defined in [GbMS89, Do(i93,
Gbuyd]. The package (together with detailed documentation) is freely available to the research
community via anonymous ftp from menaik.cs.ualberta.ca (129.128.4.241). The present version

of SMURPH runs under UNIX? on a variety of equipment. There also exists a version of SMURPH
for Apple Macintosh.?

ZUNIX is a trademark of AT&T Bell Labs.
IMacintosh is a trademark of Apple Computer, Inc.
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Chapter 2

CBRMA ++/SR!

2.1 Introduction

The design of the Mac-level protocol is the most crucial phase in any network design since the
decisions made at this level will determine the major functional characteristics of the network and
set the upper limits of its capabilities in general. Since the activities of the upper layers will be more
and more carried out by software as one goes upward in the network protocol hierarchy, any atternpt
to provide a functionality that counteracts its limitations will be more and more costly, eventually
bordering on infeasibiltiy. Especially with the advent of optical fiber as a transmission medium,
more strict constraints on message/packet/slot processing times are imposed at the intermediate
nodes thereby providing a new challange to Mac-level protocol designers.

In this thesis, we consider optical fiber as the basic transmission medium and 1 Gbps or more
as the basic transmission rate. Consequently, a MAc-level protocol designed to operate in this
environment must satisfy certain requirements:

1. It must be simple enough to be implemented directly in hardware, so that it can exploit the
bandwidth capacity offered by optical fiber.

2. It must be fair, i.e. the throughput of a station must be independent of its location within the
network. Furthermore, a bursty station should not be served in detriment of the others and the
protocol should not allow a station to usurp the available bandwidih capacity inadvertently.
This does not mean that the bursty stations should be assigned to a lower priority since
every station is entitled to use a reasonable portion of the available time-bandwidth product.
However, a bursty station should not be granted with additional bandwidth which is stolen
from the moderately or lightly loaded users. Also, in the presence of multiple bursty stations,
available idle bandwidth should be distributed evenly among them.

3. The protocol should provide concurrent access to the transmission medium. This item is
related to the well-known a-parameter [Sta84]. Any MAcC protocol which is sensitive to this
parameter limits its usefulness to networks up to a certain size and rate.

4. The protocol must be flexible enough to satisfy heterogenous traffic demands, such as high-
priority, synchronous and asynchronous traffic.

5. It must be predictable since unpredictability requires more resources to be allocated at the

stations by the users to be able to cope with the unexpected and increases the complexity of
the protocol.

! Versious of this chapter have been accepted for publication/published in {BaD91, BDG92, BDGa, BDGY).



6. The overall structure should be robust. In particular, the maltunction of a switching element
or a severed link should not take the network down with it. o other words, the effect of the
malfunctions should be kept as local as possible and/or the network should be able to “heal”
itself so that the integrity of the network is preserved.

7. In the presence of rich connectivity, the protocol should be able to make effective use of
alternative routes. Therefore, the means of providing tlow control and load distribution at
least the formation o. an infrastructure to facilitate the provision of these services by upper
layer protocols — should be considered.

2.2 Alternative Approaches

By definition, MAC protocols are required when a single carrier is shared by multiple nodes. In
other words, a MAC protocol is essentially an arbitration mechanism that is respousible for the
resolution of the contentions by the nodes for a shiared transmission mediune. Designing a aac
protocol requires information regarding the topology of the netwaork, the type of the carrier and the
signalling mechanism. Some important implications of these factors can he stated with respect to
MAC protocol design: different topologies are suitable for different networks, in terms of geographical
size and the number of nodes involved. They also have different degrees of connectivity and soine
are designed with special routing schemes in mind. The carrier type is also crucial sinee different
media have different transimission and attenuation rates. Furthermiore, transmission on optical tiber
is inherently unidirectional which is not the case for copper links. As for the signalling mechanism,
the major issue is the distinction between baseband transmission and broadband transiission. In
case of the latter, the MAC protocol should be able to handle multiple channels.

The type of applications that the network is - upposed to support is also inportant. If 2 certain
traffic pattern and load can be assumed, the MAC protocol can be tailored accordingly te provide
better performance.

The previous remarks are included to clearly define the environinent for which our protocol is
designed. Furthermore, the obvious approach to demonstrate the “betterness” of a4 new protocol
is to compare it with the ones in existence. In [DaGi91], it is argued that such a commparison is
only meaningful if a particular topology is chesen?. The bottom line of the argument presented in
that paper is that <topology,prolocol> pairs are the meaningful members of the universal set of the
MAC protocols, not the protocols alone. To do otherwise is just another attempt to compare the
proverbial apples with oranges. By the same token, we will compare our protocol with the recently
established IEEE standard pDQDB protocol far the following reasons: both protocols are designed for
high-speed MANs/WANs; the set of the possible applications has a wide range and is not restrieted
to data transmission; the transmission discipline is that of the slotted bus and the tasks perforpied
by the so-called headend stations are sirilar.

Before going into the details of our protocol, ws will first evaluate DQDEB accurding to the afore-
mentioned criteria. However, it must be noted that requirements 6 and 7 are excluded from these
discussions. The reason for this is quite obvious since on a bus topology the issues related to mul-
tiple paths between station pairs are meaningless and a severed link effectively divides the network
into two, shattering its integrity. Furthermore, it is not our intention in this thesis to address the
problems regarding the handling of two or more smaller networks after such a mishap.

2.3 DQDB

The Distributed-Queue-Dual-Bus (DQDB) medium access control (Ma¢) level protocol has been ace-
cepted as the IEEE 802.6 standard for high-speed metropolitan area networks (MANS). DQDB s

2Topology in this context implies networks with identical physical layer sharacteristics as well as conpectivity.



extensively defined in [IEE90], so no attempt will be made to describe it here. Although this pro-
tocol has properties which make it appealing for many high-speed network applications?, it satisfies
condition 3 and (arguably) 1, but fails to satisfy the other conditions:

1. DQDB violates condition 2, at least to some extent?. The Bws (Bandwidth Balancing) mecha-
nism, which has been introduced as a countermeasure, is proven to be effective but only after
a rather long transition time [As90a, As90bL], a fact that renders it almost useless in case of
short-lived bursts. bQnps also permits a single heavy-user to dominate the overall throughput,
consequently increasing the access delays of the low-traflic users significantly. [As90a, AsV0b,

AWZ90].

2. QDR does not satisfy condition 4. DQDH tuakes ineffective priority assignments; it is observed
that the priority mechanisi is not effective under heavy load when the nodes generating low-
priority traffic lic between the headend and a high-priority node [AWZ90]. Furthermore, the
protocol may even exhibit the so-called inverse priority behavior [As90a, AWZ90].

3. pQDRB violates condition 5. Its behavior is unpredictable in the sense that the final capacity
distribution depends on the network conditions when the overload occurs. In other words,
starting from different initial conditions, one can arrive at different states [PhB92].

Numerous variations of the QDB protocol kave been proposed, some of them satisfying conditions
2 and 4 (e.g. [LAT92]). We will not discuss these variations here restricting ourselves to the standard
nQpH.

2.4 CBRMA

Qur aim is to design a scheme which can satisfy the performance requirements stated in section
1. In the rest of the chapter, we will argue that Cyclic-Balanced Reservation Mulliple Access ++
with Slot Reuse (CBRMA++4/SR) MAC protocol has the necessary qualities to be so. The design of
the protocol is a three—step process and each step has been described in [BaD91, BD(G92, BDGal.
As the first step towards the aforementioned goal, we introduce cBRMA [BaD91], which we claim
satisfies the basic requirements and then improve it twice [BDG92, BDGa). The first improvement
involves getting the throughput of dual bus topology on a folded bus, therefore, the elimination of
the second headend station in the configuration. In [BD(92], we explained how this can be done
and named the second variation of our protocol cBRMA++. Later we augmented cBRMA++4 with an
efficient slot reuse mechanisin and in [BDGa] introduced cBRMA++/SR. The slot management of
CBRMA+4-/SR is unique since beside slot reuse, it also provides the upper layer protocols with helpful
information about future incoming traffic profiles. In the remainder of this section, we will first state
the important differences between our protocol and CRMA — a protocol previously introduced by
1BM ~— to prevent possible confusion. Later, a basic description of the protocol along with the code
of the basic algorithms, an example cycle and some simulation results will be provided. The next
section is devoted to the discussion related to the elimination of the second headend station and to
the details of the slot reuse mechanismn.

2.4.1 Comparison with CRMA

Although the name of the protocol is somewhat akin to the Cyclic Reservation Multiple Access
(cRrRMA) protocol developed at 1BM, only the idea of cyclic reservation is similar and even it is

3Such as being able to sustain an aggregate transmission rate near the tctal bus capacity independently of the
network's size and transmission rate.

4 When oversaturated DQDB is patently unfair. At more realistic traffic loads, the significance of the variation in
the throughput rates of the transport layer protoccl due to the location of the station becomyes arguable.



handled in a different way. CRMA requires more complex
headend station. The reservations made by the nodes are
the headend to be valid. They can be rejected and in such

structures both at the nodes and at the
not certain and need to be conticmed by
A case aretry s necessary by the nodes™.
Consequently, ncdes have to maintain three different message queues, niauely Confirmed Resereation
Queue (CRQ), Tentative Reservation Quene (TRQ) and Entry/Reentry Queue (£rQ). ‘The headend
station also maintains two queues called Global Reservation Queue (GrQ) and Flasticity Butfer
(EB), which is also a queue despite its name. Multiple reservation slots co-exist on the bus at o
given instant and the numbear of control slots is six (Reserve, Confirm, Start, Reyeel, unused and
Noop). Since a high generation rate of reservation slots can result in considerable access delays, a
backpressure mechanisin is developed in order to reduce the worst-case access delay. The details of
this protocol can be found in [MNW90, Na90a, Naob, "1rD90].
Our protacol differs from CRMA in a number of ways:

1. There can be only one reservation slot on the bus at a given instant and it is read/updieted by
a node twice, once on the forward bus and once on the hackward bus.

2. There are no conlirm and reject slots, therefore no backpressure mechanism either.

3. Message queues at the nodes are simpler and the headend station acts only as a slotter and
maintains no queues.

4. Reservations are final and are not subject to the further approval of the headend, removing
the decision-making responsibility from headend and distributing it amongst the nodes.

5. Every station can get assertive information (not. just a close approximation) about the global
traffic profile by simply inspecting the contents of the reservation slot. The infortation at the
disposal of the MAc and upper layer protocols cover the traflic load and available handwidih
for the next cycle with utmost certainty.

6. The coherency of the basic mechanism makes a powerlul slot ceuse mechanisin possible i
mechanism that can not be applied to CRMA directly becanse of the uneertainties involved in
the reservation process.

2.4.2 Basic Algorithms and Data Structures Used by CBRMA

CBRMA is a slot reservation scheme suitable for both the folded bus and the dual bhus topologies
(figures 2.1,2.2). The protocol will be explained for the folded bus configuration. Its counterpart for
the dual bus requires only the duplication of the data structures and the protocol processes along
with some minor additions both at the headends and the nodes. That issue will be addressed at the
end of the subsection.

In cBRMA, the bandwidth allocation process is organizexd in eycles. At the beginning of cvery
cycle, each station is granted the same number of slots. This default number is called fair share, A
reservation cycle begins at the headend with the headend station issuing & reservation slol which
passes by each station twice, once on the forward bus and once on the bhackward bus (figure 2.2).

Since the traffic loads of stations may vary, a station can either be content with its fair share (or
a part of it) or ask for more. If a station uses only a portion of its fair share, the remaining slots
are recorded as unused. These are gathered together and distributed evenly among users with heavy
slot demands. The distribution of unused slots is done while the reservation slot is passing by the
stations on the backward bus (balancing cycle).

A reservation slot has five subfields:

1. Cycle number (C).

5 A reservation slot contains the reservations made by a number of nodes and when a reject slot s issned by the
headend station the cutcome is the invalidation of the reservation slots that are present on the bus altogether.
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2. Number of slots reserved so far (R).

3. Number of stations (so far) that need more slots than their fair share (ES).
4. Total number of extra slots requested by ES stations so far (ER).

5. ‘Total number of slots left unused by lightly-loaded stations so far (U).

Al each node, the necessary data structure is composed of a single message queue and four
counter variables named CycleStartCounter, XMitCounler, QueueSize and EztraRequestCounter.
CycleStartCounter is used as a countdown counter and indicates the number of slots that the node
is supposcd to let go by before transmitting. XMitCounter contains the number of slots that the
node will use in the next cycle. QueueSize is the number of packets backlogged at the node. Ex-
tralequestCounter is set to the number of slots that the node can use if given the chance.

2.4.3 Reservation Algorithm

Upon detecting the reservation slot on the forward bus, a node executes the following algorithm.
In the algorithm, the fields that belong to the reservation slot are marked with the prefix “Slot—"

to distinguish them from the local variables. As can be seen, there are three if-statements that
correspotid to three possible cases:

1. If the node needs more than its fair share, it claims its fair share and then requests more to
transmit the rest of the quene by incrementing the ER field of the slot.

2. If its current need is exactly equal to the fairshare, it simply claims it and sets the local
counters to appropriate values.
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3. If the node needs less than its fair share, it marks the remaining slots as unused by inerementing
the U7 field of the slot accordingly.

e RESERVATION ALGORITHM.

ExtraRequestCounter = 0 ;
CycleStartCounter = Slot->R + 1 ;
if (QueueSize > FairShare) {
XMitCounter = FairShare ;
ExtraRequestCounter = QueueSize - FairShare
Slot->ES ++ ;
Slot->ER += ExtraRequestCounter ;
Slot->R += FairShare

exit() ;

3

if (QueueSize == FairShare) {
XMitCounter = FairShare ;
Slot->R += FairShare ;
exit() ;

}

if (QueueSize < FairShare) {
XMitCounter = QueueSize
Slot->R += QueueSize ;
Slot->U += (FairShare - XMitCounter)
exit() ;

}

2.4.4 Balancing Algorithm

As the reservation slot turns the fold and starts to propagate on the reverse bus, the balancing eyele
begins. The reservation slot is handled by the nodes according to the following algorithin,

oBALANCING ALGORITHM.

if (Slot->U == 0) exit() ;

if (ExtraRequestCounter == 0) {
CycleStartCounter += Slot->U ;
QueueSize —= XMitCounter ;
exit() ;

>

if (Slot->U >= Slot->ER) {
Slot—->U -= ExtraRequestCounter ;
Slot—->R += ExtraRequestCounter ;
Slot->ES -- ;
Slot—->ER —= ExtraRequestCounter ;
CycleStartCounter += Slot->U ;
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XMitCounter += ExtraRequestCounter ;

QueuneSize —= XMitCounter ;
exit() ;

}

else {
int othersneed, difference, fair, share ;
othersneed = Slot->ER - ExtraRequestCounter ;
fair = floor (Slot->U / Slot->ES) ;
difference = Slot->U - othersneed ;
if (difference > fair)

share = difference ;
else share = fair ;
if (share > ExtraRequestCounter)
share = ExtraRequestCounter ;

Slot->U -= share ;
Slot->R += share ;
XMitCounter += share ;
CycleStartCounter += Slot->U ;
Slot->ES —— ;
Slot->ER ~= ExtraRequestCounter ;
QueueSize —-= XMitCounter ;
exit() ;

}

As can be seen, in the absence of any unused slot, there is nothing to do, since the balancing
algorithm deals with the fair distribution of the unused slots amongst users operating under heavy
traflic load. Otherwise, the nodes that are not requesting extra slots simply adjust their counters
to ensure the slot. contiguity, by executing the body of the second if statement. The third or fourth
block of statements is executed by nodes that placed a request for extra slots in the reservation
phase. The third block deals with the case where the number of unused slots is greater than or
equal to the requested amount. In this case there is no problem and all requests can be fully met.
Otherwise, there are calculations to be performed to ensure fairness®.

The reservation slot for cycleiyy is followed by the empty slots whose allocation is negotiated in
cycle;. Stations begin to decrement their CycleStartConters by 1 for every slot that passes by on
the forward bus after detecting the reservation slot on the forward bus. The station that has its
CyeleStartCounter decremented down to zero begins to transmit using the next slot and the number
of slots allocated to the station indicated by the value of its XMitCounter.

By the basic definition of the protocol, the following points are clear: firstly, a station mnust make
a reservation before starting to transmit. Therefore, even under light traflic conditions zero medium
access delay is not possible. Secondly, since it is not possible to perform arithmetic operations on a
field of reservation slot without storing it at least partially, a delay is inevitable. The amount of the

61 which a division operation is necessary. In the absence of a fast division circuitry, a simple look-up table that

can be accessed on (how many slots are available, how many staiions arc conlending for them) basis can be used to
alleviate this problem.
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delay is totally dependent upon the speed of the arithwetic circuitey at the disposal of the node, but
it is clear that the whole traflic on the bus will be delayed by the same amount. In the simulations,
we used a shorter bus length for DQDLEB since the delay can be regarded as increasing the distauce
between neighbouring stations.

As for the opera