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ABSTRACT

The objective of this research is to develop a model for use in evaluating and
predicting a design firm’s performance using fuzzy set theory and fuzzy logic techniques.
The final fuzzy expert system consists of a series of membership functions, a fuzzy

rulebase, a fuzzy inference system and a defuzzification module.

Fuzzy membership functions were developed based on actual survey data using a
proposed new technique, which made use of the limited data set. The generated
membership functions were tested twice to prove the feasibility and accuracy of this new
technique. Before generating If-Then rules, correlation analysis was used to reduce the
number of factors in the model. A new technique was developed and used to generate If-
Then rules, based on the frequency of actual data and the correlation analysis. The model
was tested with the actual data collected from the survey. Sensitivity analysis was

conducted to explore the effect of modifying components of the fuzzy expert system.
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CHAPTER 1 INTRODUCTION

1.1 Background and Problem Statement

In the construction industry, productivity is receiving more and more attention. It is
something that everyone wants to improve, but to understand productivity and know how
to improve it is, in practice, a complex subject. This is particularly true for an
engineering organization. Historically, researchers have focused their attention more on
addressing the management of the construction phase than on the management of the
engineering phase of a project. *“The reason perhaps is that the cost associated with the
engineering phase is only 3-10% of the total project cost” (Eldin, 1991). However, this
relatively small percentage of the total cost can amount to a large sum of money on a very
large project. Moreover, most construction costs are fixed by design. Subsequently, the
design greatly affects construction costs. In the lifecycle of a project, making changes in
the early design phase requires the least effort, whereas if they are made in the
construction phase, the resources needed are often huge. The management of the
engineering phase should therefore be given more time and attention in order to reduce
overall construction costs.

According to the Construction Industry Institute (CII, 1986), design, which occurs in
the early stages of a project, is a collection of activities including those associated with
creative thinking, sophisticated engineering calculations, and the translation of ideas into
drawings, specifications, and procurement of major items for construction. These
activities involve many contributors including owners, the various designer groups,

vendors, and perhaps construction representatives.



When evaluating design productivity, the author would like to use terminology other
than productivity, and so the term “design performance” will be used in this thesis.
According to studies carried out by CII (1986, 1987), the first term (design productivity)
refers to the design process itself. Even though man-hours, computer time, and design
costs and design schedules are all proper parameters for measuring design productivity,
the measurement parameters for design performance involves total project costs, total
project schedules, design quality, constructability and plant start-up, etc. Since we are
interested not only in the design process itself but also want to see the overall effect of the
design on the project, design performance is a good term to use in this case. However, so
far, “there is no reliable, cost-effective method for measuring design performance in
design organizations” (Thomas, et. al., 1999). How should we evaluate the performance
of an architectural and engineering organization? This is still a problem upon which little
research has been done.

Imprecision and vagueness in engineering design are natural phenomena that arise in
any human conceptualization activity. The lack of quantitative information is often cited
as a serious deficiency. The difficulty in measuring the performance of an engineering
organization always lies in the fact that it is difficult to find suitable variables to assess
and quantify the contributions of both the input and output in such an organization.
Unlike manufacturing organizations, the input and output of a design organization is
information. Traditional methods of measuring productivity, such as simplistic
measurements of cost per drawing or work hours per drawing, have obvious limitations
because of variations in drawing size and content. Subsequently, a new method needs to

be found to evaluate the performance of the design organization.



So far, few people have tried to apply fuzzy set theory, which deals best with
linguistic problems with fewer data, to this area. This thesis develops a new method of
evaluating the performance of a design organization based on the techniques of fuzzy set

theory. This method could prove to be a good technique for this research area.

1.2 Purpose of the Study and Expected Contributions
The main objective of this research is to develop a model for use in evaluating and
predicting a design firm’s performance using fuzzy set theory and fuzzy logic techniques.
In addition, this research also involves the following sub-objectives:
e First, to compile a thorough list of factors that could potentially affect design
performance and a list of factors to measure design performance.
e Second, to develop and test a new technique for generating membership functions
used in fuzzy set theory based on objective data.
¢ Third, to develop a fuzzy expert model for use in predicting design performance.
Once this has been accomplished, we can use pre-construction information to
predict the design performance — that is, the timeliness, cost performance, and
accuracy of the design phase of a project.
e Fourth, to evaluate the design effectiveness of a completed project using the fuzzy
model, and to translate numeric information into linguistic descriptors that are

easy to understand.



The research is expected to make a contribution because of its attempts to:

e Use fuzzy set theory for design performance prediction and evaluation, which will
cast a new light on this area of research.

e Experiment with a new technique for generating membership functions based on
limited data, which may yield an accurate method of generating and evaluating
membership functions for different contexts.

o Test and experiment with the use of statistical analysis as an intermediate step for
generating expert rules.
e Experiment with rule-based fuzzy expert systems to provide a reasoning

framework for design performance prediction and evaluation.

1.3 Research Methodology

The objective of this research is to measure the performance of the design phase of a
construction project. The first step involved a thorough literature review to identify the
criteria by which to evaluate and measure design performance.

Based on these evaluation criteria, the author identified the factors that influence
design (i.e. input factors) and the factors that measure design performance (i.e. output
factors). Because most of these factors are subjective in nature, each factor was divided
into several sub-factors, each of which can be expressed more objectively. This
structured list of factors forms the basis of the model for predicting and evaluating design
performance.

A four-month survey among industrial contractors in Alberta and British Columbia

was conducted to obtain case studies of actual design projects. From this survey, both



objective numbers and subjective linguistic variables were obtained to describe each
factor and its sub-factors. These data were used to develop and test the fuzzy
membership functions and the expert rules.

The data collected from the survey were plotted to obtain the frequency distribution
for the values of each factor. Because of the limited amount of data received, the existing
methods for generating membership functions could not be applied. Furthermore,
because of the complexity of the model, existing methods of generating fuzzy expert rules
were infeasible. Consequently, a new technique for generating membership functions
and fuzzy expert rules were developed. To verify the method of generating membership
functions, development and testing of membership functions were conducted twice.

Generating membership functions was the first step in the developmen: of a fuzzy
expert system. Because of the complexity of the model, a correlation analysis of the data
was used to simplify the model, before generating expert rules.

A complete and consistent rulebase was developed using the data from the survey.
The accuracy of the expert rulebase was also tested.

Finally, a sensitivity analysis of the fuzzy expert system was conducted to test its
sensitivity to fuzzy operators, implication methods, aggregation methods, and
defuzzification methods. This sensitivity analysis also helped to improve the model’s

accuracy.



1.4 Thesis Organization

Chapter 2 contains a literature review. It examines the application of fuzzy set theory
in the construction industry. It also covers the previous research on design performance
evaluation.

Chapter 3 describes the model of factors that influence and measure design
performance. A list of factors was developed that incorporates all aspects of the design
process.

Chapter 4 describes the survey used for data collection. It includes a description of
how the survey was developed, how the data were gathered, and how the data were
processed for use in the next step.

Chapter 5 describes how the membership functions were developed using the new
technique. The validation of this method is also presented.

Chapter 6 describes how correlation analysis was used to eliminate factors and
simplify the model.

Chapter 7 describes the procedures used for generating fuzzy if-then rules and how
these rules were tested with the survey data. This chapter also presents the results of the
sensitivity analysis.

Chapter 8 presents the conclusions of this research and recommendations for future

development.



CHAPTER 2 LITERATURE REVIEW

2.1 Introduction

In recent years, increasing attention has been given to studying productivity and
productivity improvement in industrialized nations. In the construction area, Herbsman
et al. (1990), for example, identified certain influential factors affecting construction
productivity. They proposed a statistical model to relate these factors to construction
productivity. In this model, previous data accumulated from past projects have to be
collected to fit this statistical model. The purpose of such a model is to estimate
productivity rates with a high degree of accuracy for future projects.

Another example is Portas and AbouRizk (1997), who developed a neural network
model for estimating construction productivity. The method they proposed can be used
to estimate construction productivity for certain construction tasks. It is a good method
for utilizing artificial intelligence techniques to solve a real-world problem. However,
this method requires highly precise and extensive data.

The factors that affect construction productivity and the research on construction
productivity have been studied extensively. However, the research on design
productivity has not received enough attention. According to CII (1986), “Measurement
of design productivity is perhaps more difficult than measuring productivity in the
construction phase”. This chapter describes previous studies on design productivity. It
also discusses previous research on the techniques used in this thesis to model design

performance.



2.2 Previous Studies of Design Performance

Design is such a subjective process that it is influenced by many factors. Until now,
the most thorough research was conducted by the Construction Industry Institute (CII),
the Bureau of Engineering Research, at the University of Texas at Austin (1986, 1987).
In evaluating design effectiveness, the CII Design Task Force did its research from both
the input perspective and from the point of view of the output or products of the design
process. First, they identified a list of input and output factors. Then the Objectives
Matrix method was employed to deal with the subjective factors inherent in the model.

The Objectives Matrix, developed by Riggs and others (CII, 1986), can be used for
productivity evaluation and also for the measurement of design effectiveness. The four
major components of this method are the criteria, the weights, the performance scale, and
the performance index. This method tried to translate subjective judgement into
countable numbers, illustrating that subjective judgement in such a model is unavoidable.

The CII research failed to combine these input and output variables, as each was
studied separately. The difficulty CII research encountered was that no matter what the
input or output variables are, they are factors that affect the design productivity at
different stages. Subsequently, to best evaluate design effectiveness, the researchers can
not treat these factors separately; these factors have to be considered as a whole.
Moreover, as CII noted, most evaluation factors are subjective. How to quantify them is
a major concern when they are to be incorporated in a model.

Thomas et al. (1999), McGeorge (1989), and Armentrout (1985) have also done
research in the area of design productivity. However, none of this research thoroughly

examined the factors that affect design productivity. Armentrout’s work focused more on



design performance measurement, a qualitative management method. No factors were
identified and no quantitative analysis was provided. McGeorge, similarly, did not relate
certain factors to design productivity. He discussed design problems in terms of the
whole project lifecycle, proposing a management procedure to improve design
productivity. Thomas and others did not get beyond the limitations of the traditional
productivity formula. They still used the ratio of input and output to evaluate design
productivity. To meet the requirements of this formula, they tried to convert all the
output to one unified unit so that they could apply the time spent on the project as input
over the unified output to get a ratio that could serve as a criteria to evaluate design
productivity. It is obvious that this method has several shortcomings. First, for a large
project, how to break down all the tasks? After all, converting is difficult. Second, how
to determine the conversion factor? This is a serious issue for diverse projects.

No research has proposed a suitable model for dealing with the subjective factors

encountered in design effectiveness evaluation.

2.3 Application of Fuzzy Set Theory in Construction

A fuzzy set approach, pioneered by Zadeh (1965), was developed specifically to deal
with uncertainties that are not statistical in nature. The fuzzy set approach has been
widely applied to represent the uncertainties of real-life situations. The past few years
have witnessed a rapid growth in the number and variety of applications of fuzzy set
theory. In the construction field, the applications in various disciplines can be traced
back to the early 1980s in a number of countries. For example, fuzzy set theory has been

used as a general assessment technique that has been applied in risk assessment during



construction (Ross et al.,, 1994; Duckstein et al., 1990; Thiel et al., 1985; Dahab et al.,
1998; Lee et al,, 1995). Beer et al. (1998) have also used this method for safety
assessment.

A fuzzy algorithm has been used to estimate unmeasured variables, such as influent
substrate and recyclable biomass concentrations in the operation and control of a high-
purity oxygen-activated sludge process (Yin et al., 1999). Another important application
of fuzzy set theory in construction is in classification, for which it is extremely suited.
Zhang et al. have applied this approach to CPT soil classification (1999). Fuzzy pattern
recognition models have also provided a new methodology for diagnosing engineering
problems (Chao et al., 1998).

Moreover, fuzzy set theory and fuzzy logic have been used in virtually all types of
analysis problems encountered in civil engineering work. Ayyub et al. (1984) used fuzzy
set and system theory to estimate the duration of a project activity, when a probabilistic
method could not be used for linguistic expressions; Chao and Skibniewski (1998) used
fuzzy logic to evaluate alternative construction technologies; Fayek (1998) applied fuzzy
set theory to the markup size selection; and, Russel et al. (1994) utilized fuzzy logic for

developing an automated corrective action selection system.
2.4 Methods of Generating Membership Functions

According to the literature, the author summarized the most commonly used methods

for constructing membership functions as follows:

10



1) Horizontal method of membership estimation
According to W. Pedrycz et.al. (1998), the main idea behind the horizontal method is

to gather enough responses regarding the membership values of each element in the

universe of discourse for a certain concept. The steps when applying this method are as
follows:

a. First, a group of testees must be available. The number in this group should meet the
requirements of statistical theory, say, at least 30.

b. According to this group’s response, each element in the set will receive a response
related to a linguistic descriptor. For example, in the data set, the number 1 will be
designated a response related to the linguistic descriptor “small” for a certain
frequency. So the estimated grade of 1 belonging to “small” is the frequency over the
total number of responses. The estimated value of the membership function at X; is
simply the ratio of the number of positive replies P(X)) to the total number N of
responses, A(X; )= P(X;) / N, I=1, 2, ..., n. Once the membership value for each
element is determined, the plot of the membership functions for all the linguistic
variables can be done.

¢. This method is very simple and easy to understand. However, when applying this
method to our model, one of the limitations is the determination of the several
selected elements. This method requires the universe of discourse to be highly
unionized. If the units of the numbers from the responses differ greatly, then this
method will have some difficulty in handling this.

d. Another difficulty is the number of samples, since in the survey, there is no way to

ask the testees what they think of each element in the set. So if the number of replies
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2)

is not large enough, enough information needed to build the three membership
functions for each factor can not be collected. Moreover, since the testees were not
asked about what they thought about each element in the set, some elements may get
zero responses. In that case, it would be difficult to build membership functions
properly. Furthermore, the survey conducted to collect data yielded a sample size of
18, not sufficiently large enough to apply this method.

However, due to its simplicity, it is still a powerful method for generating
membership functions.

Vertical method of membership estimation

The procedure behind the vertical method is quite similar to that of the horizontal

method. However, it deals with a range instead of just a single element in the universe of

discourse, since the membership function in this method is decided by a group of a-cuts.

The steps involved in using this vertical method, according to Pedrycz and Gomide

(1998), are as follows:

a.

b.

First, a group of a-cut levels is selected.

Second, the testees are asked to identify the corresponding subset of X whose
elements belong to A to a degree not less than a.

Then the membership function is constructed piling up these successive a -cuts.

The main advantage of horizontal and vertical methods lies in their conceptual clarity
and simplicity.

However, as we can see, the results of these two methods are scattered and discrete.

This is the major problem with these two methods. The experts are always exposed
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to a single element either in the universe of discourse or the membership scale,
making the experiment quite discrete.

In our model, the major difficulty in utilizing the vertical method results from the
complexity of the problem to be solved. The range of each variable in the model may
differ greatly, depending on the different circumstances. Unless the range of the X-

axis is fixed, this method cannot be properly used.

3) Membership estimation as a problem of parametric optimization

In this method, a rough membership function is already given. However, the

parameters of the function still need to be tuned to fit a standard curve. The parameters

are estimated as follows (according to Pedrycz and Gomide, 1998):

a.

b.

First, let us assume a parameterized membership function A(x;p) where x € X, and p
is a vector of its parameters in the appropriate parameter space P and where element
xx and its membership value M(xy) are also given.

To estimate the parameter p, the mean squared error method can be utilized.

Therefore, the problem changes to:

N
r;leng[M(n )= A(xe; P (2-1)

k=l
which can be solved by an appropriate iterative, gradient-based algorithm.

Another method that can be used for parameter estimation is that of using expert
knowledge, which was first proposed by Bobrowicz et al. (1990). In this method, the
parameters of the membership function are determined by two sources of knowledge:
one is the knowledge of semantic links joining the three predicates (such as small,

average, large) the researchers want to represent in the same universe of discourse,
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and the other one is the expert knowledge (heuristics) about the meaning that the

expert wants to give to each predicate.

c. The advantage of such a method is that it gives a smooth function rather than a rough
shape.

d. The difficulty in using this method in our model lies in the fact that it is hard to
initially determine the membership value of each element in the universe of
discourse. If the shape of the membership function can not be predefined, then
Bobrowicz’s method can not be applied.

4) Membership estimation via fuzzy clustering
According to Pedrycz and Gomide (1998), “Fuzzy clustering forms another important

class of membership estimation methods and is algorithmic in nature”. The difference
between fuzzy clustering and conventional clustering lies in the fact that fuzzy clustering
can have an object belonging to one cluster to a certain degree, whereas in the
conventional clustering method, an object can either belong to one cluster or not. Fuzzy
clustering is more suitable for real-world problem solving.

Generally speaking, the fuzzy clustering technique simply partitions a set of
numerical data into several clusters. The degree to which an object belongs to one cluster
can be interpreted as the membership value. Various algorithms for fuzzy clustering have
been developed by a large number of researchers. Some of the most widely used are the
fuzzy C-means algorithm (Bedzek, 1981) and the fuzzy isodata (Dunn, 1974). Recently,
the possibilistic algorithm (Raghu, 1994), and the Gaussian clustering algorithm (Li et al.,

1999) have been discussed by several researchers.
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5) Constructing membership functions using statistical data

Civanlar and Trussell (1986) proposed a method to derive membership functions
from the probability density function (pdf). According to their research, “for any pdf, the
method is capable of generating membership functions in accordance with the possibility
—probability consistency principle”. The foundation of such a method is that there is a
relationship between statistically-based sets and the fuzzy sets. To generate membership
functions from pdf is the most natural idea. Heuristically, an element, that is the one
most likely to happen in a statistical set, should have a high membership value in the
fuzzy set. Based on this theorem, membership functions can be derived from probability
density functions.

This method gives us a hint on how to generate membership functions. However, the
author lacked enough data to plot the pdf. Simply for this reason, this method can not be
used.

6) Constructing membership functions using interpolation and measurement
theory

According to Chen and Otto, “Measurement theory provides a mathematically
axiomatic method to construct membership values” (1995). In this method, the
membership value of the real-valued variables can be initially decided by measurement
theory. The user of this method has to identify the bound value of the points in X, that is,
the least and the greatest value of the elements in X. Then for each of the rest of the
elements that belong to X, the user must answer questions such as the following:

“On a scale of zero to one, what is your belief i that you are indifferent between:

1) receiving the objective performance provided by x;; or
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2) receiving the objective performance provided by X pes; With certainty p and receiving

the objective performance provided by Xyors: With certainty (1-p)?”

The method simply provides a comparison of the rest elements in X (except one
largest value and one least value) with the two boundaries. So only the finite sets of the
whole fuzzy set can be obtained. Then this set has to be interpolated. In such a case,
constrained interpolation theory has to be used. The method proposed by Chen and Otto
overcomes two serious problems encountered by traditional interpolation theory: the
monotony and convexity of the membership function and a boundary restricted to [0,1].

In this method, the Measurement theory is used to build the framework of the
membership functions based on the subjective preferences. Then the revised
interpolation theory is used to determine the remaining membership values so that the
finite set can be extended to a smooth infinite membership function. The advantage of
this method is that it does not need a lot of data (only the two boundary values are the
most important information). However, the big disadvantage of this method is the value
in x-axis has to have a limit, or else, this method cannot be applied. But in many cases,
the limit of the problem cannot be decided subjectively. For example, one factor is the
number of employees in the design firm. How to set a limit for this problem to get a
membership value of 1 is hard to implement in reality.

7) Induction of fuzzy rules and membership functions from training examples

Hong and Lee (1996) proposed a method that can automatically derive membership

functions and fuzzy if-then rules from a set of training data. This method is easy to carry

implement, and it can significantly reduce the time and effort needed for developing a
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fuzzy expert system. However, this method runs into a dilemma when too many input

variables exist, because the decision table will become too complex to solve.

b)

The algorithm for this method is as follows:

A set of training data should be available first. Also, both the input and the desired

output should be known. |

For a m-dimensional input space, the ith training example can then be described as

(X1, X2, Xi3, ... Xim. Y3), where X;; (1<r<m) is the rth attribute value of the ith training

example and Y| is the output value of the ith training example.

Cluster and fuzzify the output data. In this step, the membership function for the

output is derived.

cl) Sort the output values of the training instances in ascending order. The modified

order after sorting is then: Y,, Yz" Y, ,where Y, <Yi+ (for I=1,..., n-1).

c2) Find the difference between adjacent data. The difference between adjacent data

provides information about the similarity between them.

c3) Find the value of the similarity between adjacent data. In order to obtain the

value of the similarity between adjacent data, we convert each distance to a real

number, S;, between 0 and 1, according to the following formula:

1
C*o

- fordiff, <C*o, }

5 = (2-2)

3

0, otherwise

where o; is the standard deviation of difference and C is a control parameter deciding

the shape of the membership functions of similarity. A larger C causes a greater

similarity.
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c4) Cluster the training instances according to similarity. Here, the a-cut is used as a
threshold for two adjacent bits of data to be thought of as belonging to the same class.
A larger o will have a smaller number of groups. If Si< «, then divide the two
adjacent bits of data into different groups. Otherwise, put them into the same group.
After the above operation, we can obtain the result formed as (Y, R;), meaning that
the ith output data will be clustered into the R; , where R; means the jth produced
fuzzy region.

c5) Determine membership functions of the output space. For simplicity, only
triangular membership functions are used here for each linguistic variable. A

triangular membership function can be defined by a triad (a, b, ¢). Here, b is the

: b -,
central-vertex-point: a=b i -—% . (2-3)
1=p(y;)
—b.
c=b; +—y'—’,—. (2-4)
I=u;(y,)

c6) Find the membership value belonging to the derived group for each instance.
From the above membership functions, we can obtain the fuzzy value of each output
datum formed as (Y;, R, uij), referred to as the ith output data, which has the fuzzy
value p; to the cluster R;. Each training instance is then transformed as

(xt, x2, ..., xm; (Ry, u1), (Rz, u2), ..., (Rk, ), simply using (x11, x12) to take the
place of y1.

At this point, the membership functions for the output have been decided.
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d

g)

h)

D

Construct initial membership functions for input attributes.

We assign each input attribute an initial membership function, which is assumed to be
a triangle (a, b, c) with b-a=c-b=the smallest predefined unit. For example, if three
values of an attribute are 10, 15 and 20, then the smallest unit is chosen to be 5.
Construct the initial decision table. In this step, we build a multi-dimensional
decision table (each dimension represents a corresponding attribute) according to the
initial membership functions.

In order to simplify the initial decision table, take certain merging operations to
eliminate redundant and unnecessary cells.

Rebuild the membership functions. When we execute the above operations,
corresponding membership functions for the dimension are derived at the same time.
The parameters of the new membership functions are calculated in accordance with
the different operations of the previous step.

This method can also derive the if-then rules automatically. After the previous step,
we can derive the decision rules from the decision table. Each cell in the decision
table is used to derive a rule:

If input 1=d,, input 2=d,, ..., and input m=d, then output =R;.

Once we get the membership functions from the above steps, the fuzzy inference
system is also built.

The disadvantage of this method is that the decision table and the initial membership
functions are complex if there are many attributes (input variables) or if the
predefined unit is small. In our model, the number of some factors’ input variables

are much greater than 4, making the use of this method very difficult.
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8) Finding relevant attributes and membership functions

Hong and Chen (1997) developed an improved version of Hong and Lee’s method,

which overcomes the difficulty of the previous method and makes it possible to address

more complex situations.

This improved method first selects relevant attributes by eliminating unimportant

input variables to simplify the inputs; then it can build appropriate initial membership

functions. These attributes and membership functions are then used in a decision table to

derive final fuzzy if-then rules and membership functions.

L

The learning algorithm for this method includes three main parts:

Finding the relevant attributes
The fact that this method can find the relevant attributes is the major imp-ovement of
this method over Hong and Lee’s method. In this step, we are going to decide which
attributes are suitable for distinguishing the classes. In a word, this is a procedure
that simplifies the input variables.
1a) Sort each attribute value of each class appearing in training instances in ascending
order.
1b) For each attribute value A;j, count how many instances of A;; belong to the same
class.
l1c) Sum how many instances of A; with attribute values belong to only one class. An
attribute value that belongs to only one class is certainly useful in distinguishing
among classes. An attribute with many such attribute values is then a relevant
attribute. Sum the total number of instances whose attribute values of A; belong to

only one class. Let t; represent this sum.
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1d) Calculate the fitness degree of each attribute. The fitness degree f; of attribute A,
is: fy=ti/n.
le) Assume the original attribute order is A}, Az, ... An. After step 1d, the sorted order
willbe A’| A’ A'm.
1f) Subjectively, decide a threshold and then select relevant attributes to meet this
threshold. At this point, the relevant attributes have been selected.

II. Building initial membership functions
2a) find the initial default group number of each relevant attribute
2b) find the range of each attribute
2c) find the group interval of each attribute
2d) extend the possible minimum attribute value of the relevant attribute
2e) divide the possible range of each attribute into G groups
2f) find the point b, for each initial membership function. For simplicity, only
triangular membership functions are used here to represent the fuzziness of each

interval. A triangular membership function can be defined by a triad (a, b, c):

s=]
where 4;(/;) represents the attribute value of instance /,, in 4;.
2g) find the points a and ¢ for each membership function:
a; =by;,, and c; =b ., (2-6)
II.  Deriving decision rules

The steps that can be followed to derive the decision rules are almost the same as

those used in Hong and Lee’s method. After step 2, the initial membership functions will
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be modified to be the final membership functions. The decision rules can be derived
from the decision table.
IV.  Discussion of this method

Since this technique is essentially an improvement of Hong and Lee’s method, it will
work well for more than 4 variables. The assumption of this method, which eliminates
certain insignificant variables, is that there is no correlative relationship between these
variables. This means that when we simplify our input variables, we also lose some
information. It is a trade-off: the more information we keep, the more complex our
calculation will be. But if we use this method properly in our model, we will obtain good

results.

2.5 Methods of Inducing Fuzzy Expert Rules
1) General

The problem of generating fuzzy expert rules is one of the most important issues in
the development of fuzzy expert system models. This problem is an example of a more
general knowledge engineering problem called “knowledge acquisition.” Yager (1991)
described a very general framework for the formulation of rule bases for a fuzzy system
model. Yager suggested that this formulation could be accomplished by a two-step
procedure. The first step is the generation of the rules. The second step is tuning, which
can be accomplished by either of two methods: parameter modification or rule weighting.
However, it is the first step that is the most difficult to automate, as discussed by Yager

(1991).



Many methods have been developed for rules generation, such as Hong and Lee’s
method and Hong and Chen’s method, and the Mountain Clustering Method.
2) Description of Methods
a) Hong and Lee’s method and Hong and Chen’s method

As described in the previous section, these two method will generate membership
functions for all the attributes and then automatically produce the If-Then rules. Once we
decide to use this method, we have to use it for both membership function generation and
if-then rules induction. The description of this method has been stated previously.
b) Mountain clustering technique

Yager and Filev (1994) used the mountain-clustering technique to develop fuzzy
expert systems. In their model, first of all, the structure and the initial estimates of the
parameters of the rule base of the fuzzy system model are obtained through the mountain
clustering method. Then the back-propagation algorithm is used to tune the model. The
strength of such a method is that it presents a better representation of input regions where
the data are sparse. Another desirable feature is that it allows multiple rules to fire in a
given region.

In applying this method to the proposed model, the complexity of the model and its

extensive number of input variables make this method infeasible.

2.6 Summary
Many methods have been used for design performance evaluation. All have tried to
solve one common problem, namely how to quantify linguistic inputs into numeric data

that is easy to handle. Some researchers tried to simplify the model to a few easily



quantified factors, and some just discarded the problem and solved it qualitatively.
Previous research illustrates that design performance evaluation is subjective in nature.
Traditional quantitative methods can never meet this challenge.

Fuzzy set theory is a generalization of set theory. It was developed specially for
dealing with uncertainties and vagueness that are not statistical in nature. It provides a
good way to quantify linguistic terms. It also provides the ability to relate multi-inputs to
the output, especially when the reasoning relationship is difficult to express in numeric
equations or involves linguistic judgment. Fuzzy set theory provides the ability to deal
with problems involving natural language, subjective judgments, complex relationships,
and limited data.

Previous research on generating fuzzy membership functions and fuzzy expert rules,
although not entirely suitable for handling the proposed model, has provided a
background for the methods developed in this thesis.

This thesis applies fuzzy set theory to the evaluation of design performance. Fuzzy
set theory is chosen because it suits the nature of the problem to be solved, because of the
problem’s qualitative, subjective, and imprecise nature. This research has also been

inspired by the desire to apply fuzzy set theory to a new application area.
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CHAPTER 3 A MODEL OF FACTORS
INFLUENCING DESIGN PERFORMANCE

3.1 Identifying Factors that Influence Design Performance
1) General

Design is such a complex process that no single factor can be used to predict nor
evaluate its performance. First, design involves contributions from a number of groups,
including engineers, clients, and contractors. Although this research is focused on design
performance, the design problem can not be considered in isolation. One has to look at
this problem from a wider perspective to consider all of the involved groups.

Second, design is a dynamic process that begins when a client proposes a preliminary
plan, which continues throughout the entire construction life cycle until the contractor
finishes the project. To evaluate design performance, one cannot use one simple factor
such as the number of drawings per hour, day, or week, since this is a static variable.
There are many factors that affect design performance before design even begins, and
once the design work is complete a new set of variables can be used to evaluate its
performance. On that note, we have to find a systematic and complete set of factors to
evaluate design performance.

Third, design performance may vary depending on different situations or project
contexts. Different project locations, different climates, different types of owners, etc,
will all have a great effect on design performance. However, these factors are relatively
stable for a given area. They may not seem significant in their effect on design
performance, but if we compare two projects in two very different contexts, these factors

will have a great effect on design performance.
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In a word, design performance needs a complete, dynamic, and comprehensive set of
criteria for evaluation. A thorough literature review was conducted to compile a
comprehensive list of factors affecting design performance (CII, 1986 and APEGGA,
1990a, 1990b, 1998a, 1998b). These factors can be classified according to three groups,

based on their different functions, described next.

2) Classes of Factors
e Context variables.

The factors in this group are used to describe a given project context. They
influence the design performance before any physical design work starts. These
factors are qualitative. They are used to classify design projects into similar groups.
Once these factors of a design project are specified, they can be considered as fixed
variables, i.e., they will not vary for a given project.

The variables in this group are listed in Table 3-1:
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Table 3-1: Context Variables

Variables Categories

Type of project Oil-gas: pipeline

Oil-gas: refinery, compressor station
Chemical processing or extraction plant
Mining

Pulp and paper mill

Power plant

Water treatment plant

Other

Type of design contract Lump-sum

Unit price

Cost plus (cost reimbursable)
Guaranteed maximum price
Negotiated

Other

Scope of design contract Design only

Design and manage (construction or project management)
Design and build

Other

Type of construction contract | Lump-sum

Unit price

Cost plus (cost reimbursable)
Guaranteed maximum price
Negotiated

Other

Scope of construction contract | Construct only

Design and build

Management (construction or project management)
Other

Method of tendering for the Open
construction contract Prequalified
Other

Project priorities Cost

Schedule

Quality

Safety

Aesthetics

Environmental impact

Constructability

Potential for future development or expansion

e Input variables.
The factors in this category can be considered as the design firm’s input to the
design work, and they come into play before construction starts. Each of these factors

is variable, i.e., they can vary from project to project in a given context. The factors
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in this stage can be used to predict the output of the design firm’s performance for a
given project. They are listed in Table 3-2. Each factor can be described using a
linguistic term and a numerical measure, as listed in Table 3-2.

In reality, there are many factors that affect the final design performance. The
following aspects are taken into consideration:

1) The surrounding economic conditions, as reflected by factor 2 and 14.

2) The profile of the owner, the designer, and the prime vendors, as reflected by
factors 1,3, 10 and 11.

3) Other pre-design factors, such as project function complexity (factor 7), size of
the design contract (factor 4), continuity of manhour commitment (factor 5),
design scope definition clarity (factor 6), and project environmental conditions
(factor 9).

4) The dynamic factors that happen in the project life cycle. Those factors include
the complexity of the design process (factor 8), the complexity of construction
tendering process (factor 12), and the complexity of the construction process

(factor 13).
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Table 3-2: Input Factors Influencing Design Performance

Factor No. | Name of Factor Linguistic Descriptors | Numerical Scale
Input #1 Overall size of the design firm | Small, average, large 1-10 rating
Input #1.1 Number of employees Small, average, large Real numbers
Input #1.2 Annual volume of work Small, average, large Real Numbers
Input #1.3 Number of projects held Small, average, large Real numbers
Input #2 Competition level in the market | Low, average, high 1-10 rating
Input #2.1 Number of similar design firms Small, average, large Real numbers
Input #2.2 Number of projects available in the | Small, average, large Real numbers
market
Input #3 Design firm overall quality Poor, average, good 1-10 rating
Input #3.1 Scope of the project Small, average, large 1-10 rating
Input #3.2 Number of designers involved Small, average, large Real numbers
Input #3.3 Senior to junior designers ratio Small, average, large Real numbers
Input #3.4 Level of design team skill Poor, average, good 1-10 rating
Input #3.5 Average experience of design team | Small, average, large Real numbers
(years)
Input #3.6 Skills of the design team Poor, average, good 1-10 rating
supervisor
Input #3.7 Number of years of supervisor’s Small. average, large Real numbers
experience (years)
Input #3.8 Number of personnel changes Small, average, large Real numbers
Input #3.9 Level of familiarity with CAD Low, average, high 1-10 rating
Input #4 Size of the design contract Small, average, large 1-10 rating
Input #4.1 Total cost of design Small, average, large Real numbers
(dollars)
Input #4.2 Duration of the design process Short, average, long Real numbers
(months)
Input #4.3 Number of man-hours expended Small, average, large Real numbers
on the design (hours)
Input #5 Continuity of the manhour Small, average, large 1-10 rating

commitment for the project
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Table 3-2: Input Factors Influencing Design Performance (continued)

Factor No. | Name of Factor Linguistic Descriptors | Numerical Scale

Input #5.1 Number of manhours per week, Small, average, large Real numbers
per designer, on the project (manhours)

Input #5.2 Total manhours on the project Small, average, large Real numbers

{manhours)

Input #6 Level of clarity of scope Low, average, high 1-10 rating
definition

Input #6.1 Clarity of project definition Low, average, high 1-10 rating

Input #6.2 Description of alternatives Low, average, high 1-10 rating
considered

Input #6.3 Percent of data available before Small, average, large Percent (%)
design

Input #6.4 Amount of information from Small, average, large 1-10 rating
previous projects

Input #7 Complexity of project functions | Low, average, high 1-10 rating

Input #7.1 Repetition of design Small, average, large Percent (%)

Input #7.2 Percent of new design Small, average, large Percent (%)

Input #7.3 Percent of innovation Small, average, large Percent (%)

Input #7.4 Percent of specified system special | Small, average, large Percent (%)
requirements

Input #7.5 Special consideration of the Small, average, large Percent (%)
building envelope

Input #8 Complexity of the design Low, average, high 1-10 rating
process

Input #8.1 Number of design contracts Small, average, large Real numbers
involved

Input #8.2 Number of locations of project Small, average, large Real numbers

Input #8.3 Number of owners or stakeholders | Small. average, large Real numbers
involved

Input #8.4 Number of review authorities Small, average, large Real numbers

involved
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Table 3-2: Input Factors Influencing Design Performance (continued)

Factor No. | Name of Factor Linguistic Descriptors | Numerical Scale

Input #8.5 Average length of time for Short, average, long Real numbers (days)
reviewing

Input #8.6 Number of environmental Small, average, large Real numbers
assessment reviews

Input #9 Complexity of project Low, average, high 1-10 rating
conditions

Input #9.1 Insufficient working area Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.2 Restricted access to site Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.3 In-situ soil conditions Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.4 Air temperature Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.5 Amount of precipitation Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.6 Lack of services available to the Small, average, large Real numbers
site
Magnitude of this problem Small, average, large 1-10 rating

Input #9.7 Compatibility with land use zoning | Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #9.8 Disposal of contaminated materials | Small, average, large Real numbers
Magnitude of this problem Small, average, large 1-10 rating

Input #10 | Quality of the owner’s profile Poor, average, good 1-10 rating

Input #10.1 | Time used by owner to make a Short, average, long Real numbers (days)
decision

Input #10.2 | Number of times owner changed Small, average, large Real numbers
or interfered

Input #10.3 | Number of changes of the owner’s | Small, average, large Real numbers

personnel
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Table 3-2: Input Factors Influencing Design Performance (continued)

Factor No. | Name of Factor Linguistic Descriptors | Numerical Scale

Input #10.4 | Working experience of the owner’s Small, average, large Real numbers (years)
representative

Input #10.5 | Owner’s attitude toward risk Risk averse, average, risk 1-10 rating

prone

Input #11 | Quality of the vendor’s profile Poor, average, good 1-10 rating

Input#11.1 | Length of receiving certified Short, average, long Real numbers (days)
information

Input #11.2 | Completeness of certified information | Small, average, large Percent (%)

Input #11.3 | Number of errors found Small, average, large Real numbers

Input #12 | Complexity of the tendering Low, average, high 1-10 rating
process

Input #12.1 | Number of work packages involved Small, average, large Real numbers

Input #12.2 | Percentage of non-standard forms and | Small, average, large Percent (%)
conditions for the project

Input #13 | Complexity of construction Low, average, high 1-10 rating
process

Input #13.1 | Completeness of design before Small, average, large Percent (%)
construction

Input #13.2 | Number of construction phases Small, average, large Real numbers

Input#13.3 | Number of prime contractors involved | Small, average, large Real numbers

Input #13.4 | Number of sub-contractors involved Small, average, large Real numbers

Input #13.5 | Design consultant site-visiting Small, average, large Real numbers /week,
frequency month

Input #13.6 | Percentage of renovations or additions | Small, average, large Percent (%)

Input #13.7 | Early occupation required by the owner | Small, average, large Real numbers (days)

Input #14 | Economic (market) conditions Unfavorable, average, 1-10 rating

favorable
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Output variables.

Design performance evaluation can not be considered as complete unless
construction is complete. At this stage, all of the design outcome information
becomes available, therefore, evaluating design performance from the output point of
view also becomes possible.

The output factors used to measure design performance are listed in Table 3-3
together with their linguistic and numerical measures. They can be classified
according to three categories:

1) Level of performance against the cost of design;
2) Level of performance against the schedule for the design project;

3) Level of accuracy of design performance (i.e., quality).

Other measures of design performance that were not used in the model are:
1) level of usability of design documents
2) level of constructability
3) level of economy of design

4) level of ease of start-up.

33



Table 3-3: Output Factors Influencing Design Performance

Factor No. | Name of Factor Linguistic Descriptors Numerical Scale

Output #1 | Level performance against cost | Poor, average, good 1-10 rating

Output #1.1 | Percentage of changes of Small, average, large Percent (%)
manhours (actual/budgeted)

Output #1.2 | Manhours due to change orders Small, average, large Percent (%)

Output #1.3 | Rework manhours Small, average, large Percent (%)

Output #1.4 | Percentage of changes of cost Small, average, large Percent (%)
(actual/budgeted)

Output #1.5 | Design cost due to change orders | Small, average, large Percent (%)

Output #1.6 | Design cost/total construction cost | Small, average, large Percent (%)

Output #2 | Level of performance of Poor, average, good 1-10 rating
schedule

Output #2.1 | Percentage of changes of duration | Small, average, large Percent (%)
(actual/schedules)

Output #2.2 | Design document release deadline | Small, average, large Percent(%)
missed

Output #3 | Level of accuracy of design Low, average, high 1-10 rating
documents

Output #3.1 | Number of changes Small, average, large Real numbers

Output #3.2 | Total cost of approved changes Small, average, large Real numbers

(days)

Output #3.3 | Impact of design changes on cost | Small, average, large Percent (%)

Output #3.4 | Total number of design rework Small, average, large Real numbers
manhours

Output #3.5 | Design accuracy Small, average, large Real numbers
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3.2 Identifying Measures for each Factor Affecting Design Performance

Even though a thorough list of factors that affect design performance was developed,
most are still too abstract to be quantified. Each higher-level factor was therefore broken
down into a series of sub-factors, which are easier to quantify.
The functions of these sub-factors are as follows:
1) To transfer subjective measures into objective ones.

Each higher-level factor is subjective in nature and is therefore difficult to measure in
a universal fashion. Sub-factors for each factor were required in order to provide
objective measures of each factor. By defining the sub-factors objectively (i.e., with a
number), one can ensure that the definition of the higher-level factor has the same
meaning to all users of the model. For example, input factor 1 is the size of the design
firm. In addition to a subjective judgment (i.e., a scale from 1 to 10), this factor can be
broken down into 3 sub-factors that can be easily quantified. The three sub-factors are
the number of people employed, the average annual volume of work of the firm, and the
number of projects that the design firm currently has. All of the higher-level subjective
factors have a detailed description in terms of their sub-factors. Both the input and output
factors are described in terms of sub-factors.
2) To transfer an abstract concept into a specific concept.

Another function of the sub-factor is to describe the concept that is being considered.
Each factor involves several aspects, and sub-factors illustrate the factor in a more

comprehensive way. As a result, the meaning of each factor can be understood easily and

clearly.
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3) To provide for special considerations for Input factor 9 (project condition
complexity).

For this factor, the author not only developed a series of sub-factors, but also
specified two types of sub-factors. One is the number of occurrences of each problem,
the other is the magnitude of this problem. In this model, only the overall effect of each
problem as mapped on the project condition complexity was concerned. This effect
should incorporate both the frequency of each problem occurring, as well as the
magnitude of each occurrence of the problem.

The numerical scales used for the measure each factor and sub-factor are listed in

Table 3-2 and Table 3-3, together with their corresponding linguistic descriptors.

3.3 Structure of the Model of Factors
At this point, a complete set of criteria for design performance evaluation was

developed based on the input and output factors identified. The framework of this model

of factors is shown in Figure 3-1.

Context variables
Output factors
Input factors
Subl.i 7
Sub 1.1 - :l Factor 1
Sub 1.2
/ . Sub 1.5
Sub 1.3 >
. - Sub2.1 T
: RIS - gyt , Factor 2
l‘r’:/“”’ > “1
He T oMo SmSess Sub 2.2
Sub 13.1 Factor 13 P75
LT
kg»_»_:_ _-3\::-- Sub 3.1
Factor 14 \‘\\ \‘\ ~
Sub 13.7 I Factor 3
Sub 3.6

Figure 3-1: Structure of the Model of Design Performance Evaluation Factors
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3.4 Model Description

Figure 3-1 shows the structure of the complete design performance evaluation model.

Based on this structure, the model works as follows:

Input factor section: the input sub-factors are used to determine each input factor in
each sub-input model. These relationships are shown in solid lines in Figure 3-1.
Output factor section: the output sub-factors are used to determine each output factor
in each sub-output model. These relationships are shown in solid lines in Figure 3-1.
All the higher-level input factors are used to predict each output sub-factor. These

relationships are shown in dashed lines in Figure 3-1.

The model can be used in the following ways:

To predict design performance. Based on the characteristics of the project and its
environment (i.e., based on the input sub-factors), the higher-level input factors can
be determined. The higher-level input factors can then be used to predict design
performance, which is described by the output sub-factor.

To describe design performance. The predicted (or actual) values for the output sub-
factors can be used to describe the overall design performance, in terms of the three

higher-level output factors.

The complete models are shown as follows.

Sub input model 1:

Input 1.1 # of employees
Input 1.2 total volume of work
Input 1.3 # of projects on hand

—®| Input 1: overall size of the company
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Sub input model 2:

Input 2.1 # of similar firms in the market

Input 2: competition level
P
Input 2.2 # of projects available in the market

Sub input model 3:

Input 3.1: design within normal scope extent
Input 3.2: # of designers involved

Input 3.3: senior to junior designer ratio

Input 3: design fi ofil
Input 3.4: skill level p| ‘0PY 1gn tirm profile

Input 3.5: average experience (in years)

Input 3.6: motivation and leadership skill
Input 3.7: supervisor experience (in years)
Input 3.8: # of design personnel changes
Input 3.9: familiarity of design software usage

Sub input model 4:

Input 4.1: total design cost I 4: size of desi
Input 4.2: design process duration ——————p 'nput: size ot design contract

Input 4.3: total manhours expended

Sub input model 5:

Input 5.1: manhour per week for each
designer

Input 5.2: average manhour expended per Input 5: continuity of design

week by the design team

Sub input model 6:

Input 6.1: clarity of design definition
Input 6.2: clarity of design alternative
definition

Input 6.3: percentage of available design P! Input 6: scope definition level

data prior to detailed design
Input 6.4: amount of available similar
desien information
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Sub input model 7:

Input 7.1: percentage of design features
repetition

Input 7.2: percentage of unique or new design
features on the project - - -

Input 7.3: percentage of upgrades or changesto  [———— ! [nput 7: project function complexity
the existing facility

Input 7.4: percentage of specialized design
requirement

Input 7.5: percentage of special considerations
on the project for the building envelope.

Sub input model 8:

Input 8.1: number of design contracts involved
Input 8.2: number of engineered locations
Input 8.3: number of owners or stakeholders

involved - -
Input 8.4: number of review authorities ! Input 8: design process complexity

involved

Input 8.5: review duration

Input 8.6: number of environmental assessment
reviews

Sub input model 9:

Input 9.1: effect of insufficient working area
Input 9.2: effect of restricted access to site
Input 9.3: effect in-situ soil conditions

Input 9.4: effect of air temperature

Input 9.5: effect of precipitation
Input 9.6: effect of lack of services available to P Input 9: project condition complexity
site

Input 9.7: effect of requirement of compatibility
with land use zoning

Input 9.8: effect of requirements of contaminated
materials disposal

Sub input model 10:

Input 10.1: duration of the owner to make a decision
Input 10.2: number of the changes of the owner

Input 10.3: number of the owner’s personnel changes ———p

Input 10.4: owner representative’s experience (in years) Input 10: quality of owner’s profile

Input 10.5: owner’s attitude toward risk
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Sub input model 11:

Input 11.1: length to receive the certified
information

Input 11.2: percentage of completeness of certified ’

information
Input 11.3: number of errors of certified

Sub input model 12:

Input 12.1: number of construction packages

Input 12.2: percentage of non-standard forms and |————p

conditions

Sub input model 13:

Input 11: quality of vendor’s profile

Input 12: complexity of tendering
process for construction

Input 13.1: percentage of completed design prior to
construction

Input 13.2: number of construction phases

Input 13.3: number of prime contractors involved

Input 13.4: number of sub-contractors involved

Input 13.5: frequency of site visits by the design
consultant

Input 13.6: percentage of renovation or addition work

Input 13.7: days of early occupied requirement by the
owner

Input 13: complexity of construction
process

Sub output model 1:

Output 1.1: actual design manhours over budgeted one

Output 1.2: percentage of design manhours due to
owner changes

Output 1.3: percentage of design manhours due to
rework

Output 1.4: actual design cost over budgeted

Output 1.5: design cost over the cost due to the owner
changes

Output 1.6: design cost over total construction cost

Sub output model 2:

Output 2.1: actual design duration over scheduled
Output 2.2: percentage of the miss-deadline design
document release
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Sub output model 3:

Output 3.1: number of approved changes
Output 3.2: total cost of approved changes

Output 3.4: total number of design rework

errors during the construction.

Output 3.3: percentage of the total cost of approved
changes over the total construction cost

manhours during the construction
Output 3.5: number of problems due to design

Output 3: design accuracy

Input factors to each sub output factor

-
-
-
-
-

Input 1:
Input 2:
Input 3:
Input 4:
Input 5:

overall size of the company

competition level

design firm profile

size of design contract

continuity of design

Input 6: scope definition level

Input 7: project function complexity

Input 8: design process complexity

Input 9: project condition complexity

Input 10: quality of owner’s profile

Input 11: quality of vendor’s profile

Input 12: complexity of tendering process
for construction

Input 13: complexity of construction process

Input 14: economic conditions
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3.6 Summary

Output 1.1: actual design manhours over
budgeted one

Output 1.2: percentage of design manhours
due to owner changes

Qutput 1.3: percentage of design manhours
due to rework

Output 1.4: actual design cost over budgeted

Output 1.5: design cost over the cost due to
the owner changes

QOutput 1.6: design cost over total

construction cost

actual design duration over

scheduled

percentage of the miss-deadline

design document release

number of approved changes

total cost of approved changes

percentage of the total cost of

approved changes over the total

construction cost

total number of design rework

manhours during the construction

number of problems due to design

errors during the construction.

Output 2.1:
Output 2.2:
Output 3.1:
Output 3.2;
Output 3.3:
Output 3.4:

QOutput 3.5:

The model presented in this chapter provides the basis for the fuzzy expert system

used to predict and evaluate design performance. The next step in the development of the

fuzzy expert system is the collection of data to refine and test the system. The data

collection process is described in Chapter 4.
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CHAPTER 4 DATA COLLECTION AND PROCESSING

4.1 Introduction

A survey was designed to collect the data needed to implement and test the design
performance prediction and evaluation model described in Chapter 3. The main goals of
this survey are:

e To collect actual data from completed projects by design firms for the purposes of

modeling.

e To identify the profiles of industrial design firms in Alberta and British Columbia.

4.2 Survey Methodology

Based on the model of factors stated in Chapter 3, a survey questionnaire was
developed. The questions were specifically designed to obtain an accurate, representative
value for each of the factors and subfactors in the model. In addition to the numerical
value for each factor, the questions also required a linguistic description of each factor.
The collection of both numerical and linguistic values for each factor was specifically for
the purpose of generating membership functions, described in Chapter 5. The survey
questionnaire is contained in Appendix 1.

Before the questionnaires were mailed to companies, a pilot study was conducted.
The purposes of this pilot study were to refine the survey questions to meet actual
industry practices and to check the appropriateness of the survey in terms of meeting the
data collection requirements. The two persons contacted for the pilot study were Mr. Paul
Veldoen of Colt Engineering (Calgary) and Dr. Witold Pedrycz (a fuzzy logic researcher)
in the Electrical Engineering Department of the University of Alberta, both of whom are

well qualified to comment on the survey questionnaire. The preliminary survey
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questionnaire was discussed with them for their suggestions. They both provided
valuable information about the survey questionnaire. Based on discussions with them,
the following modifications were made to the questionnaire. First, respondents were
allowed to circle more than one linguistic term and second, to provide a range of
numerical values, rather than be restricted to a single value. They also provided general
comments on the questionnaire, such as focusing it on a particular sector of the
construction industry, to conduct an initial small-scale survey rather than a widespread
survey to determine likely response rate and the quality of the responses. Consequently,
the survey was mailed out only in Alberta and British Columbia and only the industrial
sector was chosen for this research.

The survey was carried out in two phases. First, to test the effectiveness and response
rate, the survey was initially targeted at industrial design consultants in Alberta. This
allowed the typical response rate to be determined and a review of the quality of
responses to be completed before a large-scale survey was conducted. The list of
registered design consultants in Alberta was obtained from the Consulting Engineers of
Alberta Internet site. Each of these firms was contacted first to determine whether the
firm’s profile included industrial design and, if so, the name of a contact with whom
correspondence could be made. The survey was mailed to the companies on this list at
the beginning of June 1999. Follow-up calls were made at the end of June to each
company that had not yet returned the completed survey.

After the survey in Alberta was completed, some minor changes to the wording of

particular sections were made to enhance the quality of the information obtained.
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However, no fundamental modifications were made to any of the questions or the factors
contained in the survey.

In addition, the survey feedback from Alberta showed that the initial survey
population of industrial design consultants in Alberta would not yield enough responses
for the survey to be successful and meet its objectives. Therefore, in July 1999, a listing
of all registered Canadian engineering design firms was purchased from the Association
of Consulting Engineers of Canada. The popuiation of companies based in British
Columbia and involved in the industrial sector was determined through the profiles
provided, and these firms were subsequently contacted to obtain a contact name. The
modified survey was mailed to each of the companies on this list at the beginning of July
1999. Similar to the procedure followed for Alberta-based companies, follow-up calls

were made to non-responsive companies in British Columbia at the beginning of August

1999.

4.3 Survey Response Rate

The survey was completed at the end of September 1999. 78 surveys were mailed out
and 26% (18) sent back the completed questionnaires. A 30% response rate is typically
considered acceptable for surveys administrated by mail (according to Statistics Canada).
The response rate obtained in this survey is typical of mail-out surveys used in
construction research, which normally have response rates of 20% to 30% (Ahmad and
Minkarah, 1988). The reasons that led to such a low response rate came from several
aspects. First, the questionnaire is too complex and it requires the company to devote
sufficient time and knowledge to complete it. The survey was conducted in the summer

time, which is the busy construction season, so it is understandable that the survey cannot



get more companies’ participation. Second, some companies provided inaccurate
information at first. Some companies indicated that they worked in the industrial sector
when initially contacted, however, upon receiving the survey, responded that they did not
fit into this target population. Due to this reason, the actual sample population was
reduced to 68 instead of 78. The survey response rate is shown in Table 4-1.

Table 4-1: Survey Response Rate

Total AB BC
Surveys Mailed 78 52 26
Completed Surveys 18 14 4
Not Industrial Sector 10 9 1
Response Rate 26% 33% 16%

- companies not in the industrial sector are not included in calculation of response

4.4 Data Processing Procedure

The survey consists of three sections. Section 1 was developed to collect general
information from the respondents. This type of information will be used in future
research on context variables. The respondent results of this section are shown in
Appendix 2.

The next two sections are focused on the details of a specific project selected by the
respondent. Section 2 lists the fourteen input factors and sub-facts that impact design
performance. Similarly, Section 3 lists three output factors and sub-factors that affect
design performance. For these two sections, the respondents were asked to provide both
a numerical value (or in some cases a rating on a scale of 1 to 10) and a linguistic
description (e.g., small, average, large) for each factor.

For modeling purposes, the information in these two sections was compiled using the
following technique. First, the overall 18 responses were divided into two sets of data,

that is, one training data set and one testing data set. Second, a graph that represents the
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frequency of the responses for each linguistic term in the survey was developed for each
factor using the training data set. The graphs in Figure 4-1 to 4-4 illustrate this method.
Based on these graphs, the general shape of each membership function can be visually
determined. This step provides the base stone of generating membership functions.

If a factor has an upper limit to its values (i.e. x-axis), then the frequencies of
numerical responses for each linguistic term for this factor were plotted on one graph (see
Figure 4-1). If a factor does not have an upper limit to its values, the x-axis value may
vary a lot for different linguistic terms. In this case, a separate graph was developed for
each linguistic term. Figure 4-2 to Figure 4-4 illustrate this concept. If a linguistic term
did not receive any responses, then there will be no values on its graph (Figure 4-4 is an

example).

Number of Responses = 15
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Figure 4-1: Rating of the Overall Size of Industrial Division of Firm
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Number of Responses = 12
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Figure 4-4: Number of People Employed by Firm, Variable ‘Large’

This data processing procedure was performed for all the factors in each of the two
different training data sets. The complete results are shown in Appendix 3.
The characteristics of input Factor 9 (complexity of project conditions) as shown in

Chapter 3, required a slightly different analysis. Even though each sub-factor,
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representing a type of problem such as insufficient working area, restricted access to site,
in-situ conditions, has two variables (number of occurrences and magnitude), only the
overall effect of each sub-factor on the factor was considered as follows:

1) For the linguistic terms describing each sub-factor, Table 4-2 shows the overall effect

based on all possible combinations of the two variables.

Table 4-2: Linguistic Combinations for Sub-factors related to Input Factor 9

Combinations (in any order) | Overall effect
Small-small Small
Small-average Small
Small-large Average
Average-average Average
Average-large Large
Large-large Large

¢ The above rules are based on intuition and approximation.
¢ If one descriptor is missing, then the other that is given is used.
o If neither of the two variables was rated, then the response was ignored.

¢ This method does not take into account the nature of the sub-factors (i.e., the type of

the problem).

2) For the numerical data describing the variables in each sub-factor, the overall effect

of each problem (i.e. sub-factor) is calculated as follows:

*x .
Overall _effect = (Number _of _ Occulrgences) (Magnitude)

(4-1)
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If a range of numbers was given for each variable, then a fuzzy multiplication

operation is performed to obtain the overall effect, as follows:

[a,b]®[c,d]=(min[ac, ad, bc, bd], max[ac, ad, bc, bd}) (4-2)

4.5 Summary

This chapter presented the survey technique used to collect actual data for modeling
purposes. The data collected was separated into a training data set and a testing data set.
The training set was used to develop the fuzzy membership functions and to generate the
If-Then rules for the fuzzy expert system. The testing training data set was used to test

the accuracy of both. The following three chapters describe these procedures.
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CHAPTER S GENERATING MEMBERSHIP FUNCTIONS

5.1 Problem Description

Generating membership functions is the first step involved in applying fuzzy set
theory; yet this important step is often one of the most subjective. The reasons for its
lack of definition arise from several aspects. First, methods of generating membership
functions are often dependent on extensive data, which may not be available or are
difficult to obtain. Second, some methods have limitations that make them inapplicable
to certain problems. Often, membership functions are generated from experts or
experience, making them context specific. Consequently, generating membership
functions becomes one of the bottlenecks of applying fuzzy set theory.

Until now, research on design performance evaluation has been limited. The problem
is also quite complex. The model for design performance evaluation described in
Chapter 3 has 14 higher-level input factors, 3 higher-level output factors, and numerous
sub-factors for each higher-level factor. To model this problem using fuzzy set theory,
membership functions must be generated for each higher-level factor and its sub-factors.

A review of the literature (refer to Chapter 2) shows that no existing technique can be
applied to this problem; that is, either the existing techniques cannot deal with multi-
variables, say more than 4 (Hong and Lee, 1996) or else the technique requires a
substantial data set to statistically plot membership functions (Li and Yen, 1995).
Consequently, one of the goals of this research is to develop a technique for generating
membership functions that are based on objective data, so that they can be calibrated to
suit different contexts. Defining membership functions on the basis of objective data is a

first step towards developing membership functions that are widely applicable in a given
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context. The survey described in Chapter 4 was specifically designed to collect the data
required to implement and test the proposed method of generating membership functions.
The context chosen is industrial engineering design. Each factor in the model can be
described in terms of three linguistic terms, each of which is represented by a
membership function. Each membership function represents the degree to which
numerical levels of the factor reflect the linguistic term describing the factor. For
example, for input factor 1, there are 3 membership functions, small, average, and large,
used to describe the size of the design firm. The size of the firm can also be evaluated
numerically on a scale from 1 to 10; each numerical value has a different degree of
membership in each of the three membership functions.

This chapter describes the new method developed for generating membership
functions, and how the data collected from the survey was used to develop and test this

method.

5.2 Data Segregation

Chapter 4 describes the procedure used to collect and compile the data used for
modeling. For generating membership functions, the 18 survey responses were separated
into two sets: one is used as the training data set, and the other is the testing data set. In
order to obtain more reliable results from the proposed technique, the procedure for
generating membership functions was performed and tested twice, using two different
training and testing data sets.

The steps for separating the complete data set into training and testing data sets are as

follows:
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For the first trial, 13 survey responses were selected for training to build the
membership functions and the remaining 5 responses were used to test the
membership functions.

For the second trial, 11 survey responses were chosen as the training data set, and the

remaining 7 were used for testing purposes.

The criteria used for separating the data set are as follows:

The two testing data sets cannot have any common survey responses. This means
that none of the seven responses used for testing in the second trial were in the first
trial.

The testing samples should be typical among all of the responses in terms of type of
projects and location. Therefore, the testing data should neither be from extreme
outliers nor from non-typical projects.

According to the above criteria, the samples in both testing data sets are shown in

Table 5-1.
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Table 5-1: Data Segregation for the Two Trials

Project type Quantity
1 trial testing data set Chemical processing (extraction plant) 1 (ALBERTA)
Mining 1 (ALBERTA)
Oil/gas refinery/compressor 1 (ALBERTA)
Water (waste water treatment plant) 2 (ome in BRITISH
COLUMBIA, one in
ALBERTA)
2" trial testing data set Water treatment 1 (ALBERTA)
Mining 1 (ALBERTA)
Chemical Processing 1 (ALBERTA)

Oil/gas pipeline 1 (ARGENTINA)
Office and warehouse 1 (ALBERTA)
Bulk material handling and transportation 1 (ALBERTA)

Water supply

I (BRITISH COLUMBIA)

5.3 Assumptions Underlying the Method of Generating Membership Functions

Using the training data set, the responses to each question were plotted separately on

a graph, which represents the frequency of numerical responses for each linguistic

descriptor. The method for generating membership functions was developed. The basic

assumptions of this methodology are as follows:

1) According to Lorterapong and Moselhi (1996), “theoretically, fuzzy numbers can

take various shapes.

In modeling real-life problems, however, linear

approximations such as the trapezoidal and triangular fuzzy numbers are

frequently used.”

To simplify the problem, these two common membership

function shapes (triangular and trapezoidal) were chosen to model each factor and

sub-factor in the model. Another good feature of these two shapes is that they

best represent the trend of the data collected from the survey. The triangular
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2)

3)

shape can deal with peaks, and the trapezoidal one can handle ranges of numbers.
The trapezoidal fuzzy number can be represented by a quadruple (a, b, c, d), while
the triangular fuzzy number is a special case of the trapezoidal shape, with b=c

(refer to Figure 5-1).

membership membership
value value
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a b c d Numencal a b=c d Numerical

value

Figure 5-1: Trapezoidal and Triangular Membership Function

According to Li (1995), a stable frequency resulting from fuzzy statistical tests
can serve as the degree of membership in the objective sense. In this case, the
frequency of each response is used to reflect the membership value of the
numerical value for the given linguistic term.

Since each factor in the model has 3 linguistic descriptors, then each may have 3
membership functions (small, average, large; or low, average, high; or poor,
average, good). Basically, we have 3 groups: the first one includes small, low, or
poor; the second includes average; and the third includes large, high, or good.
The author assumes that the first and the third groups always have the trapezoidal
membership functions, so that on the membership function any element in the
first group less than a specific value (for example, point x in Figure 5-2) will be

considered to have the membership value of 1. Further, any elements in the third
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group with a larger value than a certain number (for example, point y in Figure 5-
2), which has a membership value of 1, will be regarded as having the

membership value of 1 as well. These shapes are illustrated in the Figure 5-2.

“ 4 Sman Large

1.0

%

P Numerical value

Figure 5-2: Trapezoidal Membership Functions for Smallest and Largest Linguistic Terms

There are two exceptions: when the smallest value (equal to the x-axis left limit)
in first group has the highest frequency, and when the largest number (equal to the x-
axis right limit, for example, point y in Figure 5-3) in the last group has the highest
frequency. In these two cases only, the membership function of the first and third

groups may be triangular. These shapes are illustrated in Figure 5-3:

1.0 Small

Numerical value
y

Figure 5-3: Special Membership Functions for Smallest and Largest Linguistic Terms

However, the second group, which deals only with averages, has the possibility of

possessing both a triangular shape and a trapezoidal one.
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The generic membership function of these two shapes can be expressed as:

.
0,x<a

£:£m<=x<b
-a
Hx)=3lb<=x<c (5-1)
x—-d—,c <=x<=d
c-d

0,x>d

For the triangular shape, b=c. a, b, c, d are parameters for the membership functions
which are illustrated in Figure 5-1. p represents the membership value for a given
numerical value x.

4) Choosing the shape of membership functions is only required for the second group of

linguistic descriptors, that is, the group representing the linguistic term average.

4.1) Situations for choosing trapezoidal membership functions.

a) If there is more than one distinct peak (i.e., there are two or more values with the
highest frequency), then choose the trapezoidal shape of membership functions.

b) If there is no peak at all (i.e, all the values have the same frequency), then also
choose the trapezoidal shape.

4.2) Situations for choosing triangular membership functions.

a) If there is one distinct peak in the data set (i.e., there is one single data point with the
highest frequency), then choose the triangular shape of membership functions.

b) If there is only one single value in the graph, then also assume that the shape of the
membership function is triangular.

5) Some of the survey data contains overlapping values; in other words, a given

numerical value may belong to more than one linguistic term. Overlapping occurs

because different respondents may have different opinions on the level that a given value
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represents. When the sample size is small, the answers may not be distinguishable.
Dealing with this involves combining the overlapped membership functions into one
group, that is, a new group called Small-Average or Average-Large may be created. This
means that for this sample size, the problem cannot be described by three categories;
perhaps only two are enough.

Taking Input Factor 1, for example, Figure 5-4 shows that the data for Small and
Average cannot be distinguished. These two groups are therefore combined into one
membership function called Small-Average. Thus, there are only two membership
functions for this factor, Small-Average and Large, such that the two functions do not

overlap extensively (refer to Figure 5-5).

input #1 - Size of Firm

I o Sman AAverage Olarge

-

1 >4

-

-
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Frequency of Selection

P
[0

Rating

Figure 5-4: Original Frequency Graph for Input Factor 1 (Trial 1)
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Figure 5-5: Membership Functions for Input Factor 1 in Trial 1

5.4 Description of Method for Generating Membership Functions
The following rules are used to determine the parameters of each membership

function using the survey data. The peak number refers to the value with the highest

frequency of responses.

Case 1: For the first group of linguistic terms (Small, Poor, or Low), let the peak = x,

then p, =1.0, o to s =1.0 (refer to Figure 5-6).

1.0

» Numerical value

Figure 5-6: Membership Function for Small, Poor or Low
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Rule 1: [f the peak value x is given and also there is a value y given, wherey > x, and y
is the largest value on the x-axis, then let py = F, / Fy, where Fy is the frequency of y and

Fy is the frequency of x (refer to Figure 5-7).

'\
1.0 I
i
My  fecoeeee ..: ...... 3
. ' »  Numerical value
0 X y

Figure 5-7: Membership Function for Small, Poor or Low using Rule 1

Rule 2: If the peak (x) is the largest or only value given and the adjacent membership
function is available, let Yoman = Y average, WheTe Hysmail = Hyaverage = 0.5. In this case, zgman
=2 Y average-X (shown in Figure 5-8).

u A
1.0

Small Average

0.5

% Numerical value

X Ysmall = Yaverage Zsmall

Figure 5-8: Membership Function for Small, Poor or Low using Rule 2

Rule 3: If the peak value is given, but there is no reference to the membership function of

Average or the adjacent function is unavailable, (for example, the mid point of the
average membership function is less than the peak value of small membership function),
then let parameter d of the Small membership function equals 2 times the peak value x,
that is 2*x (refer to Figure 5-9). In this case, only the peak value is required to determine

the shape of the membership function.

59



s 4 Small Average
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0 Yaversge X d=2x

Figure 5-9: Membership Function for Small, Poor or Low using Rule 3

Rule 4: If there is no data at all for this linguistic term, but the relevant information of

Average is available, then the following steps should be followed: let Ysman = ¥ averages

where Hysmall = Wyaverage = 0.5. Then x= %‘ Vaverage a0 Z=2X. The four parameters for this

membership function are then decided. This rule is illustrated in Figure 5-10.

no A

Small Average
1.0

05 fpemee-e-

U

P Numerical value

g

¥smaht = Yaverage Zsmall

Figure 5-10: Membership Function for Small, Poor, or Low using Rule 4

Case 2: For the second group of linguistic term (Average), no matter whether the shape
of the membership functions in this group is triangular or trapezoidal, the two legs are the
keys to deciding the shape. Take a triangular shape membership function for example

(Figure 5-11), let the peak = x, and p, = 1.0.
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> Numerical value

Figure 5-11: Membership Function for Average

Rule §: If there is a lower limit y given, where y<x, and y is the lowest value, then let p,

=F, / F\ where F, is the frequency of y and F; is the frequency of x. If there is a higher
limit z given, where z>X, and z is the highest value, then let u, = F, / F, where F, is the

frequency of z and F, is the frequency of x (refer to Figure 5-12).

> Numerical value

Figure 5-12: Membership Function for Average using Rule 5

Rule 6: If the peak is the smallest (or only value given) and there is a membership
function for Small available, then let y average =Ysmait, WHeTe Mysmai = Hyaverage = 0.5 (refer to

Figure 5-13).
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Small Average
1.0

®»  Numerical value

Ysmall = Yaverage X

Figure 5-13: Membership Function for Average using Rule 6

Rule 7: If the peak is the largest or only value given, and there is 2 membership function
for Large available, then let Z sverage = Z targe , Where Lsiarge = Hzaverage = 0.5 (refer to Figure

5-14).

Ty Average Large

‘
]
)
]
]
*
[}
'
'
]
3
L

P Numerical value
X Zm,m=2 large

Figure 5-14: Membership Function for Average using Rule 7

Rule 8: If there is no information available to decide the other leg of the triangular

membership function, then assume that the membership function for average is
symmetric so that one can get the other leg from either available membership function.

Rule 9: If there are no data points for Average, then as long as the data from either the
first group or the third group is available, the membership function can be generated

using the above combined rules (Rules 6, 7 and 8).
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Case 3: For the third group of linguistic terms (Large, Good, or High), let the peak = x,

and py =1.0, pix tO Pyaxis timit =1.0 (shown in Figure 5-15).

n
1.0 4

>
Numerical value

Figure 5-15: Membership Function for Large, Good or High

Rule 10: If the peak value x is given and there is a value y given, where y < x, and y is

the lowest value on the x-axis, then let u, =F, / F,, where F, is the frequency of y and F,

is the frequency of x (refer to Figure 5-16).

b —-—

»

y < Numerical value

Figure 5-16: Membership Function for Large, Good or High using Rule 10

Rule 11: If the peak is the lowest or only value given, let Yiuge = ¥ average, Where Hylarge =
Kyaverage = 0.5 (refer to Figure 5-17).

n A Average Large

—%  Numerical value
Y average™Y lage X

Figure 5-17: Membership Function for Large, Good or High using Rule 11.
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Rule 12: If the peak value is given, but there is no reference to the membership function
of Average, then let p, =0.0, py = 1.0, y=x/2. In this case, only the peak value is required

to determine the shape of the membership function (refer to Figure 5-18).

B A
1.0

P Numerical value
Yy X
Figure 5-18: Membership Function for Large, Good or High using Rule 12

Rule 13: If there is no data at all for this group, but the relevant information of Average

. . 2
is available, then let Yiurge = Yaverage» Where Hyiarge = Hyaverage = 0.5. Xiarge =3 Viane and

Ziarge™2 Xiarge.

Another issue for generating membership functions for this group is the X-axis limit.
If the X-axis has a natural limit (e.g., 10 for a numerical scale, 100 for percentage), then
this is not an issue. If not, then a limit has to be decided for implementing the function in
Matlab. In most cases, a sufficiently large number, such as 10 times the largest value

given in the survey, is appropriate.

5.5 Examples of Membership Function Generation

According to the procedures described in the previous section, the membership
functions for all of the factors were developed for each of the two training data sets. The
complete results are shown in Appendix 4. The following examples illustrate how this
method was implemented. Input Factor 1 is used as an example in both trials.

Example 1 (in trial 1: 13 training data, 5 testing data):



First, observe the graph. If there are too many overlaps, then some membership
functions have to be combined. Second, apply the methodology to obtain the parameters
of the membership functions.

The frequency graph for this factor (Figure 5-4) shows that Small and Average
cannot be significantly distinguished. To eliminate too much overlap, these two
membership functions are combined. The original and new frequency tables are shown
in Table 5-2 and Table 5-3, respectively. The new frequency figure is then generated and

shown in Figure 5-19.

Table 5-2: Original Frequency Table for Factor 1

put # Frequency of Selection
Scale Small Average Large
1 1
2 1
3 1 1
4
5 1 5
6
7
8 1
9
10

Table 5-3: Revised Frequency Table for Factor 1

put 4 Frequency of Selection
Scale Small-Average Large

1 1

2 1

3 2

4

5 6

6

7

8 1
9

10
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Figure 5-19: New Frequency Graph for Input Factor 1

Based on this new frequency figure, the membership functions for Small-Average and
Large are developed, as shown in Figure 5-5.

The four parameters for the Small-Average membership function are (0, 0, a, b).
Among them, parameter “a” equals 5, which obtains the highest frequency in the Small-
Average section of the graph. There is no other data that is greater than 5 for the Small-
Average function and also no reference to the adjacent membership function. This is
because the membership function for Large also lacks the information needed to
determine the left leg. Then Rule 3 applies. So another parameter b is equal to 2a, which
in this case equals 10.

The four parameters for the large membership function are (a, b, ¢, d, which d is equal
to ¢). Parameter b is equal to 8, which has the membership value of 1 because of its
highest frequency in Large. However, no smaller value is given, which is smaller than 8,

so rule 10 can not be used. Since the membership function for Small-Average has been
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developed in the previous step, it gives the large membership function a reference where
Rule 11 applies, and pyjarge = Ryaverage = 0.5. As a result, y equals 7.5. Then parameter “a”
equals 7. This factor has an x-axis limit, which is 10, so parameter ¢ is set to 10. Thus,

the membership functions for this factor are as shown in Figure 5-5.

Example 2 (in trial 2: 11 training data, 7 testing data):
The procedures for generating membership functions are applied to the second set of
training data (11 training cases, 7 testing cases). The three membership functions do not

overlap (refer to Figure 5-20). Each of them can be developed using the proposed

technique.
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Figure 5-20: Membership Functions for Input Factor 1 in trial 2

For the Small membership function, the four parameters are 0, 0, ¢, d. 3 has the

highest frequency in the graph for Small, so ¢ is equal to 3. Since 3 is the largest value

67



given and the membership function for Average has not been decided yet, only Rule 3
applies. According to Rule 3, parameter “d” equals 2c, which is 6.

For the Average membership function, 5 is the only value given. Assumption 4.2 a,
indicates that if there is one distinct peak in the data set, then the shape of this
membership function should be triangular. So the shape of this membership function is
triangular. For triangular-shaped membership functions, the three parameters are a, b,
and c. 5 is the only value given in the data, so b is equal to 5 and only Rule 6 can be
used. The membership function for Small is available now, so let Yaverage =Ysmatl, Where
Hysmall = Hyaverage = 0.5. As a result, “a” is set to 4. As for the other leg of the Average
membership function, one must refer to the membership function of Large. The Large
membership function has not been decided yet, so the next step is to generate the
membership function for Large.

The four parameters for the Large membership function are a, b, ¢, and d. The graph
(Figure 5-20) shows that 8 has the highest frequency devoted to Large, so b is equal to 8.
This factor has an x-axis limit, so c is set to this limit, which is 10. *“a” is decided by

Rule 12, which is 8/2=4.

Now according to Rule 7, let Zaversge = Ziarge , Where Paage = Hzverage = 0.5, so
parameter “‘c” in the Average membership function is 7.
The three membership functions for Input Factor 1 are thus developed and are shown

in Figure 5-21.
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Figure 5-21: Frequency Graph for Input Factor 1 (trial 2)

The above two examples illustrate the technique developed to generate membership
functions based on the frequency of responses. The proposed technique is very sensitive
to the data being analyzed. Which case is better in terms of the accuracy of membership
functions can not be decided until the testing procedure is executed. The testing

procedure is presented in the next section.

5.6 Validation of Membership Functions

Validation of the membership functions was performed using the testing data set.
Validation was performed twice, once each for trial 1 and trial 2. All the membership
functions were developed from the training data. For each trial, the remaining testing
data were used to test the membership functions. A small Visual Basic program (shown
in Appendix §) was developed to obtain the membership values from each membership
function. The total testing results for the two trials are found in Appendix 6. Input

Factor 1 was used as an example to illustrate the validation procedure.
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In trial 1, the membership function for Input Factor 1 was developed, and the five
testing data groups were respectively fitted to this membership function. The testing
results are shown in Table 5-4.

Table 5-4: Membership Function Testing Results for Factor 1 in Trial 1

Parameters |a b c
Membaership |Small- 0 0 5 10
function Average

Large 7 8 10 10

Membership Value
Real number [Linguistic term|Small-Average |Large

Group 1 3 Small 1 0
Group 2 5 Average 1 0
Group 3 8 Large 04 1
Group 4 3 Small 1 0
Group 5 9 Large 0.2 1

In trial 2, 7 data groups were consecutively fitted to the membership functions for
Input Factor 1 using the functions developed for this factor using the training data set for

trial 2. The results are shown in Table 5-5.

Table 5-5: Membership Function Testing Results for Factor 1 in Trial 2

Parameters |a b c d
Membership |Small 0 0 3 6
Function Average 4 5 5 7

Large_ 4 8 10 10

Membership Vaie
Real number Linguistic term|{Smaili Average IargLe
Group 1 (N/A)

Group 2 5 Average 033 |1 0.25
Group 3 5 small 033 |1 0.25
Group 4 1 small 1 0 0
Group 5 3 small 1 0 0
Group 6 3 average 1 0 0
Group 7 5 average 033 |1 0.25
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The criteria used for deciding a match between the testing sample and the
membership function are if the matched linguistic term attains the highest membership
value, and if this membership value is equal to or greater than 0.5. A successful
membership function has to have at least 60% of its testing groups match. This
percentage rate is chosen to be greater than a random rate. If a factor has 3 fuzzy sets,
then the random success rate of this factor is 33% (i.e., 1/3). Similarly, a factor with only
2 fuzzy sets should have a 50% random success rate (i.., 2). For the model to provide
better results than a random choice, its success rate was set to 60%, which is almost
double 33% and greater than 50%.

In trial 1, all of the testing groups for Input Factor 1 succeeded and the total accuracy
of the membership function is 100%. Therefore, this membership function in trial 1 is
acceptable (see Table 5-6).

Table 5-6: Matching Results for Input Factor 1 In Trial 1

Actual Linguistic term |Membership Value Highest value [Match Y/N [Total
number Small- Large accuracy (%)
Average

Group 1 |3 Small 1 0 1 Y 100

Group 2 |5 Average 1 0 1 Y

Group 3 (8 Large 0.4 1 1 Y

Group 4 |3 Small 1 0 1 Y

Group 5 [9 Large 0.2 1 1 Y

In Table 5-7, 2 predicted linguistic terms failed to match the actual ones, resulting in
a total accuracy of 4/6*100=67%. This result is still higher than 60%, so the membership

function in trial 2 is still acceptable.
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Table 5-7: Matching Results for Input Factor 1 In Trial 2

Actual Linguistic term |Membership Value Highest value [Match Y/N |Total
number Small |Average |Large accuracy (%)

Group 1 [(N/A) 67

Group 2 |5 Average 0.33 |1 025 {1 Y

Group 3 |5 Small 0.33 |1 1025 (1 N

Group 4 [1 Small 1 0 [0 1 Y

Group 5 |3 Small 1 0 0 1 Y

Group 6 |3 Average 1 0 0 1 N

Group 7 |5 Average 033 |1 025 |1 Y

After generating and testing all of the membership functions, a number of problems
were encountered and addressed.

First, in some cases, the respondents gave two linguistic terms. For example, they
may have circled both small and average for a factor with three membership functions
(small, average, large). What is considered a match is the answer matching either of the
two linguistic terms while still meeting the general criteria for a match (membership
value 2 0.5 and highest membership value)

Second, if the respondents circled two linguistic terms for a factor with only two
membership functions, then there is a match if the answer tends towards lower (or upper)
values and still meets all the general criteria. For example, if the factor has two
membership functions, say small and average-large, and the response is small-average,
then it matches the linguistic term “small” if this answer has the highest membership
value and it is greater than or equal to 0.5. If the factor has two membership functions,
say small-average and large, and the respondents gave an answer of “average-large”, then
there is a match on “large” if the answer meets the general criteria, which means this

answer obtains the highest membership value and also this value is greater than 0.5.
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Third, sometimes there is a tie in the membership values because of an overlap in the
membership functions. Then there is a match as long as the values meet all the general
criteria. Due to the limited data, this can not be avoided.

Fourth, if close membership values were found, and the difference between these two
is less than or equal to 0.05, then these two values become approximately equal. Thus,
either one is matched, and the matching rate is potentially increased.

The final testing results are shown in Appendix 7. In both cases, 17 models of
membership functions out of 89 failed. The overall accuracy of this method is 81%,
which is an acceptable accuracy rate. However, there are 5 models of membership
functions that failed in both trials. The main reason that led to the failure of these
membership functions is lack of data. If a large enough sample size can be obtained,
these membership functions can be improved and may yield better results. Another way
to increase the accuracy of the membership functions is to reduce the number of fuzzy
sets, for example, instead of 3 linguistic categories, choosing 2 linguistic categories.
Thus, the accuracy of the model can be improved, however, the distinction of the
categories will be reduced accordingly.

These failed membership functions were not fine-tuned in this research. A
simplification procedure is performed before implementing the functions in the fuzzy
expert rules. After simplification, some membership functions are not used in the rules.

This simplification process is described in Chapter 6.
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5.6 Summary

In this chapter, a technique for generating membership functions based on objective
numerical data was presented. The data collected from the survey was segregated into
training and testing data sets. The membership functions were generated using the
proposed technique and tested twice. The results of the testing are satisfactory, indicating
the feasibility of the proposed technique. Much of the inaccuracy lies in the lack of
sufficient data with which to generate and test the membership functions. Consequently,
some factors are modeled with overlapping and /or combined membership functions.
This lack of distinction in the membership functions can be improved as more data is
obtained.

Nevertheless, the proposed technique is significant in that it illustrates how
membership functions can be developed on the basis of objective (i.e., numerical) data.
If sufficient data can be collected for a given context, then these membership functions
can reflect a widely-held concept of a subjective (i.e., linguistic) term. If the context
variables that affect the shapes and ranges of the membership functions can be identified,
then these membership functions can be calibrated to suit different contexts. The
technique presented in this chapter provides a foundation for a method of generating and
calibrating membership functions that are widely applicable and have the same meaning
to different users in a given context.

The proposed model for design performance prediction and evaluation is very
complex. Implementation in the form of a fuzzy expert system is difficult due to the
number of possible combinations of factors and therefore rules. Correlation analysis is
used to reduce the number of factors in the model. Simplification of the model using

correlation analysis is described in the next chapter.
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CHAPTER 6 MODEL SIMPLIFICATION
— USING CORRELATION ANALYSIS

6.1 Problem Description
As shown in Chapter 3, the original model is complex: it consists of 14 higher-level

input factors and 3 higher-level output factors. Among them, 16 higher-level factors have
sub-factors related to them. These sub-models consist of various numbers of sub-factors
ranging from 2 to 12. Given that each factor and sub-factor can take on any one of three
linguistic values, this complex structure leads to an unmanageably large number of
possible combinations of different levels of each factor and sub-factor. This complex
structure leads to the following disadvantages that greatly limit research efficiency and
accuracy:

e It significantly increases the number of possible combinations of expert rules,
increasing the specification and calculation load by powers of the number of factors
(e.g., 3° for 5 factors)

¢ No existing software or method can be effectively used to specify all possible rules.

e Even though the model is comprehensive, it does not mean that all of the information
it provides is potentially useful and significant to the output. Its complexity may
make it difficult for the decision -maker to pinpoint the main factors influencing
positive or negative design performance.

To yield a more realistic and manageable model, reduction of the number of sub-
factors and factors was required by eliminating insignificant ones. Correlation analysis
was performed for each sub-model on its input and output to reduce the number of

variables in each sub-model.
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6.2 Correlation Method

6.2.1 Why correlation analysis?

Correlation analysis was chosen to simplify the model for the following reasons:

e One of the basic assumptions of the expert rules is that all of the input factors have
independent and equal influences on the output. This feature makes correlation
analysis suitable for the simplification purpose.

e The goal of simplifying the model is to retain factors that have significant effects on
the output and eliminate any unrelated factors. Many methods for data reduction can
be used, such as principle component analysis, stepwise linear regression analysis,
etc. However, due to the lack of data the stepwise linear regression method can not
be used. On the other hand, the results from principle component analysis are not
what the author expected. The author already generated membership functions for
each factor in Chapter 5, but this method combines certain factors into one general
factor. Thus, all the generated membership functions will become void. As a result,
principle component analysis is also not suitable. Correlation analysis, then, becomes
available and feasible in this case. The correlation coefficient will directly tell the
author whether the input factors contribute to the output or not. Those factors that are
highly correlated to the output will be kept and those that are not will be eliminated.
Thus the model is simplified.

e Correlation analysis not only presents the ability to identify input to output
relationships, but also shows the direction of the relationship. That is, the input is

either positively or negatively correlated to the output.
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6.2.2 Introduction to correlation analysis

Correlation measures the linear relationship between two quantitative variables.
In other words, correlation analysis will tell us whether the input values and the output
values have a linear relationship or not. The commonly used measure for correlation
analysis is called the Pearson Correlation Coefficient, denoted by y. It is defined as

(Norusis, 1993)

N
D (x; =Dy -7

_ = _
TET NS, 6-1)

where N is the number of cases and S, and S, are the standard deviations of the two
variables. The absolute value of y indicates the strength of the linear relationship. The
correlation coefficient ranges in value from -1 to +1. A value of 0 indicates no linear
relationship between the two variables, while a value of +1 indicates a perfect positive
relationship (as the values of one variable increase, the values of the other also increase).
A value of -1 indicates a perfect negative relationship (as the values of one variable

increase, the values of the other decrease).

77



6.2.3 Correlation analysis application
Correlation analysis was used in three categories of relationships.

e One category consists of the sub-input factors to the higher-level input factor. This
category has 13 models altogether, since one factor (input factor 14) does not have
sub factors.

¢ One category includes all higher-level input factors to each sub-output factor. Here
we have 13 models as well.

e The third category is sub output factors to higher level output factors. There are 3

models in this category, since we have only 3 higher-level output factors.

Special considerations when applying this method include:

¢ The numerical data in the actual survey was used for the correlation analysis.

e A total of 18 actual projects were used for this analysis.

¢ Since the direction of the relationship can not be determined in advance, a two-tailed
significance test was used.

e Due to the small sample data size (only 18 in total), a significance level of 0.10 was

applied, since the correlation analysis is used as a rough guide to the relationship

between factors.

6.3 Results of Correlation Analysis from SPSS
The tool used for correlation analysis is called SPSS (Statistical Package for Social
Sciences) for Microsoft Windows 7.5 (SPSS Inc., 1996). SPSS is a very comprehensive,

flexible, and powerful statistical analysis and data management system.
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An example (Input factor 1) will be used to illustrate how the model was simplified
using correlation analysis step by step.
e The original model

Sub input model 1:

Input 1.1: # of employees
Input 1.2 total volume of work P
Input 1.3 # of projects on hand

Input 1: overall size of the company

¢ Input all the values for each factor into SPSS (refer to Table 6-1).

Table 6-1: Data Input Format in SPSS

-
N
o
(&)
f -3

3
2 5 900 10 10
3 8 60 10 5
4 3 12 0.1 4
5 9 1000]|. 100
6|. 12). 7
7 2 7 7.5 7
8 5 15 0.256 60
9 S 100 1 100
10 2 13 0.3 15
1 2 4 0.1 2
12 3 20 0.2 5
13 5 145 1.75 5
14 3 6|. 5
15 8 650 135 6
16 5 10 1 5
17 1 4|. 25
18 5 40 1.5 10

¢ Run correlation analysis function, then the output was obtained and shown in
Table 6-2.
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Table 6-2: Output format from SPSS for correlation results

Correlations
INPUT1 [INPUT11 |INPUT12 |[INPUT13
Pearson INPUT1 1] 0.645004| 0.565173] 0.384072
Correlation
INPUT11 | 0.645004 1] 0.579487| 0.364056
INPUT12 | 0.565173| 0.579487 11 -0.13199
INPUT13 | 0.384072| 0.364056] -0.13199 1
Sig. (2-tailed) {INPUT1 |. 0.005178] 0.035196 0.128003
INPUT11 | 0.005178|. 0.029867] 0.137492
INPUT12 | 0.035196| 0.029867|. 0.652871
INPUT13 | 0.128003| 0.137492| 0.652871].
N INPUTH 17 17 14 17
INPUT11 17 18 14 18
INPUT12 14 14 14 14
INPUT13 17 18 14 18
- Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

e Taking 0.1 for the significance level, some factors will be eliminated. Table 6-2
shows that the correlation significance test results of input 1.1 and input 1.2 are both
lower than 0.1. It shows that these two sub factors have very strong relationships to
input factor 1, while input 1.3 will fail this test (<90% confidence level) if the sample

size large enough. So input 1.1 and input 1.2 were kept for further development.

Input 3.1 was eliminated.

e The simplified model.

The simplified model is shown as follows:

Sub input model 1:

Input 1.1 # of employees

Input 1.2 total volume of work
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6.4 Simplified Model

The results of this analysis of the three categories of factors are shown in Appendix 8
(factors with significant relationship to the output have been highlighted).

From these results, some sub models were eliminated completely because there exists
no strong relationship between any of the inputs to the output. These sub models are for
input factor 7, input factor 11, input factor 13, higher-level input factors to sub output
factor 3.3 model and sub output factor 3.4 model. The output sub factors did not show
very strong relationships to each higher-level output factors. So all these sub factors can
not be used to describe the design performance. As a result, all 3 of these models were
eliminated as well.

After the model was simplified, the framework for the fuzzy expert rules of each
model could be more easily built. Since we assume all the input factors independently
and equally affect the output, the “and” operator should be used in these expert (If-Then)
rules.

The simplified models are shown as follows:

Sub input model 1:

Input 1.1 # of employees {————p [Input 1: overall size of the company

Input 1.2 total volume of work

Sub input model 2:

Input 2.2: # of projects available in the market j————fp{i0PUt 2: competition level

Sub input model 3:

Input 3.8: # of design personnel changes ~——————plInput 3: design firm profile
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Sub input model 4:

Input 4.2: design process duration

}—————{Input 4: size of design contract

Sub input model 5:

Input 5.1: manhour per week for each
designer

p———————piinput 5: continuity of design

Sub input model 6:

Input 6.1: clarity of design definition
Input 6.2: clarity of design alternative
definition

—————pInput 6: scope definition level

Sub input model 8:

involved

Input 8.4: number of review authorities

————————pplinput 8: design process complexity

Sub input model 9:

Input 9.3: effect in-situ soil conditions

——————plinput 9: project condition complexity

Sub input model 10:

Input 10.1: duration of the owner to make a decision ———Input 10: quality of owner's profile

Sub input model 12:

conditions

Input 12.1: number of construction packages > - .
Input 12.2: percentage of non-standard forms and ___’Input 12: complexity of tendering

process for construction

Higher level input factors to sub output factor 1.1:

Sub output 1.1:Actual manhours over

Input 6: scope definition level

———> budgeted ones

Higher level input factors to sub output factor 1.2:

Input 7: project function complexity
Input 9: project condition complexity

Sub output 1.2:percentage of design
—— manhours due to owner

changes
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Higher level input factors to sub output factor 1.3:

Input 11: quality of vendor’s profile

Higher level input factors to sub output

factor 1.4:

| put 6: scope definition level
put 8: design process complexity
input 14: economic conditions

Higher level input factors to sub output

factor 1.5:

Input 12: complexity of tendering process for
construction

Higher level input factors to sub output

factor 1.6:

Input 5: continuity of design

Input 7: project function complexity

Input 11: quality of vendor’s profile

Input 12: complexity of tendering process for
construction

Higher level input factors to sub output

factor 2.1:

Input |: overall size of the company
Input 11: quality of vendor’s profile

Higher level input factors to sub output

factor 2.2:

Input 3: design firm profile
Input 10: quality of owner's profile

—»p

——»

e

Sub output 1.3: percentage of design manhours
due to rework

ub output 1.4: actual design cost over
budgeted

Sub output 1.5: design cost over the cost due to
the owner changes

Sub output 1.6: design cost over total
construction cost

Sub output 2.1: actual design duration over
scheduled

—— |

Sub output 2.2: percentage of the miss-deadline
design document release

Higher level input factors to sub output

Input 4: size of design contract
[nput 13: Complexity of construction process |

e ——

factor 3.1:

Sub output 3.1: number of approved changes
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Higher level input factors to sub output factor 3.2:

Input 4: size of design contract
Input 12: complexity of tendering process for Sub output 3.2: total cost of approved changes
construction

Higher level input factors to sub output factor 3.5:

Input 1: overall size of the company Sub output 3.5: number of problems due to design
errors during the construction.

6.5 Summary

Based on this simplified model structure, the expert rules describing the relationship
between input and output factors for each model are developed. The simplification
process yields a smaller number of possible rules, leading to a more manageable rulebase.

The rule specification and testing process is described in Chapter 7.



CHAPTER 7 GENERATING IF-THEN RULES
FOR FUZZY EXPERT SYSTEM

7.1 Introduction
7.1.1 Introduction to Fuzzy Expert System

To understand the If-Then rules in a fuzzy expert system, one has to start from the
fuzzy expert system. A fuzzy expert system is basically an expert system that uses a
group of membership functions and If-Then rules for reasoning. The If-Then rules in a
fuzzy expert system commonly look similar to the following:

If x is small and y is large, then z is average
where x and y are input variables and z is the output. Small is 2 membership function
defined on x, large is a membership function defined on y and average is another
membership function defined on z. The rule’s premise gives the degree to which the rule
applies, while the rule’s consequent assigns a membership function to each of the output
variables. The collection of these If-Then rules in a fuzzy expert system is called the

rulebase, which is the core of the fuzzy expert system

7.1.2 Introduction to Fuzzy Inference Process

No matter what type of fuzzy inference system, the processing procedures are

virtually the same. They all include the following steps:
e Fuzzification: applied membership functions defined on a certain input variable to an

actual value to determine the degree of truth for the rule premise.

e Fuzzy operator: if the antecedent contains more than one input variable, the

calculated truth value for each input variable is then combined, using a certain fuzzy
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operator to obtain one single number that represents the result of this rule’s premise.
The commonly used fuzzy operators are “AND” and “OR.” For the operator “AND”,
there are two common operation methods. One is “MIN” operator, which takes the
minimum of the membership values. The other is the “PRODUCT™, which is the
product of all the membership values.

Implication: the single value obtained from each rule premise is applied to the
consequent of each rule. Two common implication methods are “MIN” and
“PRODUCT™”. They either truncate (MIN) or scale (PRODUCT) the membership
function of each consequent of each rule, using the single value given by the
antecedent.

Aggregation: a process in which all the fuzzy outputs of each rule are combined into a
single fuzzy set, which happens only once for each output variable. The commonly
used aggregation methods are “MAX” and “PROBOR”. “MAX” method involves
taking the maximum value from each output. The algorithm for “PROBOR” is the
algebraic sum of the entire output from each fired rule.

Defuzzification (optional): used to convert the fuzzy output obtained from the
aggregation step into a single, crisp value. There are many methods for
defuzzification, among which the “CENTROID” and “MAXIMUM” methods are
commonly used. The crisp value calculated from “CENTROID” method is the center
of gravity of the membership function for the output. “MAXIMUM” method
involves LOM (the largest crisp value of the maximum) method, MOM (mean of the

maximum value), SOM (the smallest crisp value of maximum) method.
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7.2 Description of the Method of Generating If-Then Rules

The great limitation when choosing a method to generate If-Then rules results from
the limited data collected. Without sufficient data, none of the methods described in
Chapter 2 could be properly used. Based on all the available information, the author
proposes a new technique for generating the If-Then rules for the fuzzy expert system,
which is tested using real values.

The key features of this technique are as follows:.

* The second set of membership functions was chosen to build the fuzzy expert
system, since it yielded the best results. This data set contains 11 training data
and 7 testing data. The fuzzy rulebase was also constructed using the same 11
training data and was tested with the 7 testing data.

e The results from correlation analysis were used to determine the logical
relationship of the rule premise and rule consequent.

* Actual values maintain the highest priority in the building of the fuzzy expert
system. If there is a conflict with an actual value when implementing the method,
the actual value is kept. The assumption of this method is that all input factors are
independent and have an equal effect on the output.

¢ This technique carefully considers the completeness and consistency of the
rulebase. If all the possible rules can be collected, different weighting of the rules
can be used to distinguish the more significant rules and the other rules.

The detailed procedures for this technique are as follows:

¢ The first step is to count how many possible rules there are to maintain the

completeness of the rulebase. This depends on the number of input variables and
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also on the number of membership functions that each variable has. For example,
if a model has 2 input variables and one variable has 3 membership functions and
the other has 2, the complete rulebase should have 3*2=6 rules altogether.
Another example, is a model has 3 input variables and each variable has 3
membership functions, then the complete rulebase will have 3° =27 rules
altogether (i.e., twenty-seven possible combinations).

All the actual rules that occur in each model are noted, and the frequency of each
rule in that model is recorded.

For each model, the frequency of the rule indicates its relative likelihood of
occurrence. If one rule obtains the highest frequency and its output makes sense,
then this rule is kept in the rulebase. If a rule has the highest frequency in the
actual rule system, but its output is not correct based on the correlation resuits,
then this rule cannot be kept. For example, if the correlation analysis says that
input 1 and input 2 are positively correlated to the output, and if the actual rule
says:

“If input 1 is small and input 2 is small, then output is large.”

Then in that case, this rule should be ignored. If it says:

“If input 1 is small and input 2 is small, then output is small.”

Then this rule should be kept in the rulebase.

In order to maintain the consistency of the rulebase, the same premise can not
have two or more different conclusions. The inconsistent rules can also be
eliminated based on the frequency of the rules and based on the results of the

correlation analysis.
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Redefine the rules based on the number of membership functions, after combining
overlapping functions.
All the actual and reasonable rules are kept in the rulebase. The rest of the rules
to cover all other combinations of input are derived using the patterns in the
existing rules and using the results of the correlation analysis.
The technique used for deriving rules is based on the actual frequency of the
responses and the results of the correlation analysis. Assuming that all the input
factors are independent and have an equal effect on the output factor, all
combinations in any order will yield the same result. For example, suppose that
the actual rule says: if input 1 is small and input 2 is average, then output is small;
then, in that case, the derived rule will be: if input 1 is average and input 2 is
small, then output is small. Another consideration for generating the derived rules
is to use the results of the correlation analysis to determine the pattern. For
example, if the actual rule says:

If input 1 is small and input 2 is large, then output is large. And all the
inputs are positively related to the output.
Then the derived rules will be:

If inpui 1 is average and input 2 is large, then output is large.

If input 1 is large and input 2 is large, then output is large.
This procedure is repeated until all the remaining rules are derived. Thus, a
complete and consistent rulebase can be built for each model.
For missing data in the rules, the following steps are taken. If only one variable

has input or output missing, the missing value is replaced with all possible
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linguistic terms. Keep the variables that already exist in the actual rules and
increase the frequency of those rules accordingly by 1. If more than two variables

have missing data, then ignore this data record.

e Repeat the entire procedure for each model.

7.3 Application of the Method
The above technique has been applied to the fuzzy expert system for design
performance evaluation. Appendix 9 shows the completed rulebase for each model in the
problem. An example was chosen to illustrate this technique, which can be described as
follows:
¢ Take Input Factor 1, for example. The total number of input variables is 2. Input 1
has 2 membership functions, which are small and average-large. Input 2 also has two
membership functions, which are small and average-large. So the total number of
possible rules is 2*2=4. So the framework of the model is:
If sub input 1.1 is (small, average- large), and sub input 1.2 is (small, average-large),
then output (input 1) is (small, average, large).

e Count all the actual rules. The results are shown in Table 7-1:
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Table 7-1: Rules Derived from Actual Data for Input Factor 1

Rule Sub input 1.1 Sub input 1.2 Input 1 | Frequency | Check
number | (positive correlation) | (positive correlation) consistency
1 Small Small Small 3 Keep

2 Average Average Average | 2 Keep

3 Average Small Average | 1 Keep

4 Small Small Average | 1 Eliminate

5 Large Large Large 1 Keep

6 Average Average Large 1 Eliminate

Check the consistency of the rules.

Rule 1 and rule 4 conflict.

According to

correlation analysis and frequency, keep rule 1. Apply the same procedure to rule 2

and rule 6, eliminate rule 6.

Based on the number of the membership functions, some rules are combined to reflect

the combined membership functions, such as Small-Average. After combination, the

following rules are kept (refer to Table 7-2):

Table 7-2: Actual Remaining Rules

Rule Sub input 1.1 Sub input 1.2 Input 1
number (positive correlation) | (positive correlation)

1 Small Small Small
2 Average-large Average-large Large

Based on the total rule number of possible rules (combinations), that is 4 in this case,

2 more rules were derived. According to actual rule 3, the two rules can be derived as

follows (refer to Table7-3):
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Table 7-3: Derived Rules
Rule Sub input 1.1 Sub input 1.2 Input 1

number (positive correlation) | (positive correlation)

3 Small Average-large Average

4 Average-large Small Average

e The rulebase for model 1 is now complete.

7.4 Building the RuleBase In Matlab
The completed rulebase is implemented in Matlab, (Mathworks Inc., 1999). Its Fuzzy
Logic Toolbox is used to build the rulebase.
The steps can be shown in a sequence of graphs.
1. Open fuzzy toolbox in Matlab and input all the information about the model, such
as number of inputs and outputs, and name of the inputs and outputs (Figure 7-1).
2. Input membership function specification for each variable (Figure 7-2).
3. Input all the rules using the Rule Editor (Figure 7-3).

4. Examining the performance of the model (Figure 7-4).
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Figure 7-1: Input and Output Variables in Matlab
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Figure 7-3: Rulebase in Rule Editor of Matlab
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Figure 7-4: A Complete Model in Matlab

7.5 Model Validation

Model validation involves applying the remaining 7 responses not used for training to
test the accuracy of the rulebase. The base case testing was done using the “and”
operator with the “min” operation, the min-max method for rule implication-aggregation,
and the centroid method for defuzzification. For each model, the 7 survey data were
input to the model respectively. The output of each test was a crisp number after
defuzzification and is shown on a defuzzified graph. Whether the model is successful or
not depends on two criteria: one is how close the defuzzified crisp number is to the actual
value that the respondents gave, and the other is whether it is a linguistic match with the
linguistic term given.

Numerically, the match is defined on the basis of the calculated error, which is

represented by:

Error = [|(predicted value-actual value)l/actual value]*100 (7-1)
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If this error is less than 33%, then the rule is considered successful.

For a model to be successful, at least 50% of its testing cases should succeed, based
on the numerical match criteria.

Linguistically, a match is defined in terms of whether the linguistic area that the
defuzzified crisp value belongs to is the same as the actual linguistic term. If it is, then
this is considered a match.

In some cases, the predicted linguistic term is average-large, while the actual answer
is small-average. Then the author would consider it a match at “average.” This is mainly
because some of the membership functions have a large overlap with the two
membership functions. This overlap is due to the lack of sufficient data to distinguish the
membership functions.

The overall results of the base case testing are shown in Table 7-4. Only 38% of the
total number of models were numerically successful. The linguistic testing produced
good results, with a success rate of 71% of the models. The current fuzzy expert system
model does not achieve a high success rate for numerical prediction: there is a large bias
between the actual value and the predicted crisp value. Because of the roughness of the
membership functions, the fuzzy expert system can not conclude an accurate enough
crisp number. In the design context, however, linguistic terms are more commonly used
than crisp numbers to describe the dynamics of design project performance.
Consequently, the performance of the model is acceptable on the basis of linguistic term

prediction.
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Table 7-4: Overall Testing Results for Base Case

Numerically Matched Linguistic Term Matched
Total number of models 21 21
Number of Matching Models 8 15
Success rate (%) 38 71

7.6 Model Sensitivity Analysis

Sensitivity analysis is used to determine which variables affect the output of the
model to the greatest degree. The results of the sensitivity analysis provide a way to
increase the model’s accuracy. In this research, the sensitivity analysis was conducted by

changing the defuzzification method, the implication method, and the operator method.

7.6.1 LOM Defuzzification Method

The LOM (largest of the maximum) defuzzification method takes the largest crisp
value that attains the largest membership value. Matlab takes the maximum of these x-
axis values. Changing the defuzzification method to this one and repeating the above
procedure, led to the following results: 57% of the models matched numerically and 81%

matched linguistically. The complete results are shown in Appendix 10.

7.6.2 SOM Defuzzification Method
The SOM defuzzification method takes the minimum crisp value that attains the
highest membership value. 29% of the models matched numerically and 71% matched

linguistically.
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7.6.3 MOM Defuzzification Method
Similar to LOM and SOM defuzzification method, MOM simply takes the average
crisp value that attains the highest membership value. The results of this method turns

out to be 43% numerically matched and 71% linguistically matched.

7.6.4 Product-Probor Implication-Aggregation Method
The implication-aggregation method used for the base case testing is the “min-max”
method. The implication-aggregation method is changed to the Product-Probor method,

which does not change the accuracy of the model.

7.6.S Product for “and” operation
The “min” is usually used in “and” inference rules. The “min” operator is changed to
*“product” to examine the impact of different operators on the output. The results do not

change from the base case.

7.6.6 Conclusions from Sensitivity Analysis

The comparison results for the sensitivity analysis are shown in Table 7-5. From this
table, LOM defuzzification is the best method for increasing the accuracy of the model.
Other defuzzification methods changed the model accuracy to different degrees.
Changing the implication method or the operator does not improve the model’s accuracy.
Based on this analysis, the method of defuzzification is the most significant factor in
improving the accuracy of the model. When designing the rulebase system, one has to

pay close attention to this parameter. Table 7-5 also shows that no matter what method is
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used, the results for numerical data prediction are not very satisfactory. On the other
hand, all the linguistic term testing results are good, especially for the LOM
defuzzification method. How numerical testing results can be improved wili be left for

future research. However, linguistic term testing is satisfactory.

Table 7-5: Sensitivity Analysis Results Comparison

Methods Applied
Base case |[LOM SOM MOM Prod-Probor |"and"- product
Accuracy (%) 38 57 29 43 38 38
Linguistic Match (%) |71 81 71 71 71 71

For those unmatched linguistic terms, a further investigation can be done by
determining how far off the predicted linguistic terms are from the actual. To do this, a
matrix was developed to show the distribution of the errors (refer to Table 7-6). Table 7-

7 shows an example of Factor 1 in the base case.

Table 7-6: Error Distribution Matrix

Actual Linguistic Term

Small -averagj large
Predicted |Small Match 1 term off |2 term off
Linguistic |Average |1 term off [Match 1 term off
Term Large |2 termoff |1 term off |Match

All the numbers on the diagonal line indicate the number of matches. If there are 3
linguistic terms, and, for example, the actual term is “Average” and the predicted term is
“Small”, then the predicted term is 1 term off from the actual term. Two terms off means
the actual term is “Large”, while the predicted one is small or vice versa. This
relationship is shown in Table 7-7. The complete results for all the factors and for both

cases are shown in Appendix 11.
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Table 7-7: Error Distribution Matrix for Input Factor 1

Actual Linguistic Term

Small Average |large
Predicted |Small 2 1
Linguistic |Average 1
Term Large-

Table 7-8 shows that in the base case, most (65%) of the linguistic terms are a 100%
match, while 21% are 1 term matched, and only 14% are two-term matched. Among
those 1-term matching models, 78% of the predicted linguistic terms are larger than the
actual terms. If the percentage of complete matches is less than 50%, then the model is

considered a failure. Altogether, 5 models failed in this case, which are shown as shaded

in Table 7-8.
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Table 7-8: Detailed Results for Base Case Testing

# of #match (% match |#1term |% 1term |larger# [#2term [|% 2 term [larger #
|responses match match

Model 1 |4 3 75 1 25 0 0 0

Model 2 |4 1 25 3 75 1 0 0

Model 3 |7 4 57 1 14 2 29 2

Model 4 |7 4 57 1 14 1 2 29 2

Model 5 |7 6 86 1 14 0 0

Model 6 |7 5 71 2 29 2 0 0

Model 7 |7 5 71 2 29 2 0 0

Model 8 |5 4 80 1 20 1 0 0

Model 9 |7 3 43 3 43 2 1 14

Model 10 {7 6 86 1 14 1 0 0

Model 11 {7 7 100 0 0 0 0

Model 12 |5 5 100 0 0 0 0

Model 13 |7 5 71 0 {0 2 29 2

Model 14 |4 3 75 1 25 1 0 0

Model 15 {6 2 33 2 33 2 2 33

Model 16 |7 1 14 4 57 4 2 29 2

Model 17 |5 3 60 1 20 1 1 20 1

Model 18 [6 2 33 3 50 3 1 17 1

Model 19 |7 6 86 0 0 1 14 1

Model 20 (6 5 83 0 0 1 17 1

Model 21 |5 3 60 0 0 2 40 2

Total 127 83 65 27 21 21 17 13 14
% larger (78 % larger |82

Note: Fail (<50) |5
Table 7-9 shows the results for the LOM method of defuzzification. A higher

percentage, namely 69%, obtained 100% matching terms. 1-term matches were 20% and

two-term matches were 11%. Only 3 models failed the linguistic testing in this case

(refer to the shaded models in Table 7-9).
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Table 7-9: Detailed Testing Results for LOM Defuzzification Method

# of #match % match [#1term (% 1term [#larger [#2term [% 2term [# larger
responses match match
Model 1 |4 3 75 1 25 0 0
Model 2 |4 1 25 2 50 1 1 25
Model 3 {7 4 57 1 14 2 29 2
Model 4 |7 5 A 1 14 1 1 14
Model 5 |7 5 71 2 29 2 0 0
Model 6 |7 4 57 2 29 2 1 14
Model 7 |7 5 71 2 29 2 0 0
Model 8 |5 4 80 1 20 1 0 0
Model 9 |7 3 43 2 29 1 2 29 1
Model 10}7 6 86 1 14 1 0 0
Model 11{7 7 100 0 0 0 0
Model 12|5 5 100 0 0 0 0
Model 13|7 6 86 0 0 1 14 1
Model 14}4 3 75 0 0 1 25
Model 15{6 3 50 2 33 2 1 17
Model 167 3 43 4 57 4 0 0
Model 175 3 60 1 20 1 1 20 1
Model 18{6 5 83 1 17 1 0 0
Model 19]7 4 57 1 14 2 29 1
Model 20{6 4 67 1 17 1 17 1
Model 21|5 4 80 0 0 1 20
Total 127 87 69 25 20 19 15 12 7
% larger |76 % larger |47
note: Fail (<50) |3
The following conclusions can be made based on the results of the sensitivity
analysis.

» Overall, the LOM defuzzification method provides the most accurate results. The

comparison of this method with the base case method is shown in Figure 7-5.

Changing defuzzification methods most significantly changes the accuracy of the

models. So this parameter should receive more attention.

The failed models do not deviate very far according to the 1-term and 2-term analysis.
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e The predicted linguistic terms tend to be larger than the actual if they are not perfectly
matched.

¢ The failed models can be attributed to several factors. First, not having enough
satisfactory data to generate very accurate membership functions contributed to the

deviation. Second, the actual values may have a bias in themselves.

Results Comparison for Two defuzzification
Methods

ElBase Case Centroid
Method
B LOM method

group 1: 100% match
group 2: 1-term off
group 3: 2-term off

Groups of
1 2 3 Comparison

Figure 7-5: Two Defuzzification Methods Results Comparison

1.7 Uses of Fuzzy Expert System
The uses of the constructed fuzzy expert system can be summarized as follows:

* Given any detailed information (represented by the sub-input factors in each model)
for each input factor model, it will predict a crisp value and a linguistic term to
describe each input factor. For example, once the information for the number of
employees in the design firm and the total volume of work of the company is
available, then the fuzzy expert model can predict the overall size of the company. (1

means small, 10 means large). This information provides the project manager with a
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good description of the projegt environment. Furthermore, it is an essential step to
predict design performance if pre-construction information is not available.

e Given all the pre-construction information (i.e., values for the higher-level input
factors), the performance of the design project can be predicted before the actual
construction is complete, using higher-level input factors to sub-output factor models.
This is very useful for project management. It will alert all the construction parties so
that they will be aware of any potential problems that may arise, such as cost overrun,
schedule overrun, or poor quality of the design.

e This system can also be used to help the project manager to decide which factors are
the most significant inputs to the system based on the most significant performance

criteria (i.e., output measure).

7.8 Summary

In this chapter, the complete steps for building the fuzzy expert system were
presented. The constructed model was tested using actual data. Sensitivity analysis
provided insight into methods to improve the accuracy of the model. 71% of the models
succeeded in predicting linguistic terms using the centroid method of defuzzification.
81% of the models succeeded using the LOM method. The accuracy of the models in
predicting numerical values is low. Much work remains to be done to improve the
accuracy of the fuzzy expert system. The following chapter will discuss what future

work needs to be done and how it might be achieved.
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CHAPTER 8 CONCLUSIONS AND FUTURE RESEARCH

8.1 Conclusions

The objective of this research was to develop a model for use in evaluating and
predicting a design firm’s performance using fuzzy set theory and fuzzy logic techniques.
This goal was achieved by identifying the potential factors that would affect design
performance, generating membership functions for these factors, building the rulebase for
a fuzzy expert system, and then constructing and testing the fuzzy model in a
computerized environment.

The first stage of the research was to identify a thorough list of factors that would
affect design performance. After extensive literature review as well as discussions with
experts both in the industry and the academic area, the factors were identified. For the
purpose of modeling, all these factors were classified into 3 categories: context variables,
input variables, and output variables. The preliminary model was constructed based on
the structure of these factors.

The second stage dealt with data collection; a mailout survey was used to collect
actual data from design companies. Eighteen responses were collected based on actual
design projects. The data was stored and processed for modeling purposes.

The third stage dealt with generating membership functions based on objective
values. A new technique was developed that made use of the limited data set. The
generated membership functions were tested twice to prove the feasibility and accuracy

of this new technique. In both cases, 81% out of 89 models of membership functions

succeeded.
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The fourth stage of the study focused on the model’s simplification. Due to the
complexity of the proposed model, it was difficult to generate rules and to implement
them in computerized form. Correlation analysis was used to reduce the number of
factors in the model. This method not only simplified the model, but also provided the
direction of the variable relationship for generating the If-Then rules.

The fifth stage of the study dealt with the development of the fuzzy expert system.
The fuzzy expert system consists of membership functions, a fuzzy rulebase, a fuzzy
inference system, and a defuzzification module. At this stage the study focused on
developing fuzzy If-Then rules, since the rest of the components had already been
developed. A new technique was developed and used to generate If-Then rules, based on
the frequency of actual data and the correlation analysis. Once the rules wers generated,
the fuzzy expert model was implemented in Matlab. The model was tested with the
actual data collected from the survey. The model produced good results, especially in
linguistic terms. 71% of the sub-models were successful on the basis of predicted
linguistic terms. In the design context, linguistic terms are more commonly used than
crisp numbers to describe the dynamics of design project performance. Consequently, the
performance of the model is acceptable.

The last stage of this study involved conducting a sensitivity analysis of the fuzzy
expert system, by changing several of its parameters. The results indicate that the model
is sensitive to the defuzzification method. Changing the operator or the implication-
aggregation method does not change the accuracy of the model. Moreover, changing the

defuzzification method from the most common centroid method to the LOM method
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slightly increased the predication success rate. By using the LOM method, 81% of the
sub-models were successful on the basis of predicted linguistic terms.

This study shows how fuzzy set theory can be used to model design performance
evaluation and prediction, which involves much linguistic and subjective evaluation. The
fuzzy expert system developed shows a good ability to relate multiple inputs to one or
more outputs. The use of natural language for reasoning in the model is a realistic and

desirable feature for decision making in project management.

8.2 Contributions

This study has made several contributions to both academic research and industrial
applications. Academically, it has demonstrated the appropriateness of the application of
fuzzy set theory in design performance prediction and evaluation. Secondly, the study
proposed a new technique for generating membership functions based on objective data.
The fact that these membership functions are based on objective data means that they can
be calibrated to suit different contexts. This is a first step towards developing
membership functions that have the same meaning to different users. This technique for
generating membership functions is useful for building membership functions when there
is not enough information or experience available, except for a few limited sources of
data. Third, the study developed a new technique for generating If-Then rules based on a
limited data set. These techniques can be improved significantly if a large enough data
set can be obtained. Based on the available information, these techniques produced very
promising results, and laid the foundation for future research in this area. Finally, this

research demonstrates that statistical analysis can be used as an intermediate step in the
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development of rules for a fuzzy expert system. It also shows the flexibility of fuzzy set

theory when used with other techniques.

Industrial contributions include the development of a model that provides insight into

the factors that affect design performance and evaluation. The fuzzy expert system

developed provides a tool for design performance prediction and evaluation, both of

which are difficult to quantify and measure. This fuzzy expert system may be useful to

project management personnel in evaluating design projects.

8.3 Limitations of the Research and Recommendations for Future Research

There are some limitations of this research that need to be addressed. These

limitations lie in the following areas:

Model design:

The present research did not examine the impact of the context variables on the
model, and how these factors affect design performance.

Data collection:

Because the data collection technique consisted of a mailout survey, not enough data
were collected. Many of the ensuing limitations are due to limited data.

Membership functions:

Even though membership function testing produced good results, there are still some
membership functions that failed, largely due to lack of data. This may lead to some
failures of the fuzzy If-Then rules. Also, because of the limited data, some
membership functions exist with great overlaps between them. These factors lowered

the accuracy rate of the membership functions’ performance.
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Fuzzy expert system:

The fuzzy expert system does not achieve a high success rate for numerical
prediction; there is a large bias between the actual value and the predicted crisp value.
Because of the roughness of the membership functions, the fuzzy expert system can
not conclude an accurate enough crisp number; however, prediction of linguistic

terms is reasonably accurate.

Despite the limitations of the current model, this research provides very promising

results for future development. The following are recommendations for future research:

1)

2)

3)

4)

Before carrying out data collection, thorough research on the proposed method of data
collection needs to be done to increase its success rate. The method of da‘a collection
should be matched with the type, quantity, and quality of data required. The proposed
models should be refined by redefining the factors and examining case studies to
make sure the proposed models are realistic and useful. The linguistic descriptors for
each factor may also need to be redefined to be more appropriate.

Case studies should be used for future data collection to eliminate unclear and
missing information in the survey, thus increasing the quality of the data.

To achieve better results from the survey, cross validation can also be used, that is,
repeat the same question in two different ways to validate the accuracy of the
responses.

More research needs to be done on how context variables affect design performance

and how to use this information when building the model.
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5)

6)

7

8)

9)

For membership function generation, other shapes of membership functions should be
explored. Since current membership functions have many overlaps, perhaps all of the
membership functions should be redefined as triangular shapes to increase the
accuracy rate.

In addition to correlation analysis, non-linear regression analysis can be used to
explore the effect of partial correlation between input factors and for differential
weighting of the rules.

A better way to generate If-Then rules is to collect a large enough data set, then use
the frequency of combinations of input data with output data to generate the rules.
Thus, the accuracy of actual rules may be improved significantly.

To build a complete relationship rulebase, combinations of “and™ and “or” operators
in one rule can be explored to incorporate all input factors that are correlated to an
output factor, and are correlated with varying degrees to each other.

For linguistic term matching, there is also some work that can be done to improve the
match criteria. In addition to a visual observation to decide the range of a predicted
linguistic term location, a degree to which that predicted term belongs to this area
should also be considered. This could be done manually from the membership

functions of the output factor.

10) To improve the accuracy of the model, a different defuzzification method may need to

be developed. Instead of LOM or centroid, the deffuzification method should try to
defuzzify the area where the maximum linguistic term is located. This may produce a

more accurate crisp number.
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11) Whether changing the shape of the membership functions will increase the accuracy
of the models or not can be examined in sensitivity analysis. The use of triangular
membership functions rather than trapezoidal functions may improve the accuracy of
the model’s predictions.

12) Other methods of mapping inputs to outputs besides If-Then rules should be

examined, such as neural network and decision trees.

This research has explored several aspects of fuzzy logic and fuzzy expert system
development. Despite their limitations, many of the proposed techniques are useful in
laying the groundwork necessary to further develop the proposed concepts. The
advancement of these concepts will contribute to our knowledge of fuzzy se: theory and

to its practical application.
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Appendix 1: Sample Questionnaire

General Information

In order to ensure confidentiality, your company information will not be linked in any way to
the project information in subsequent sections. You may respond anonymously if you wish.

Name of Company:

Location of Company:

Name of Respondent:
Tite of Respondent:
Date of Response:__ /[ __/

Would you like your company name acknowledged as a participant in this survey in the
report to be released to all participating companies? Your company will not be identified
with any of the data you provide.

Yes []

No O

Project Details

For the following sections, please report on a single recent industrial sector design
project that was completed by your firm in either 1998 or 1999.

Name of Project:
Location of Project:

Name of Owner: Public [ Private [J

Start Date of Design Contract: /1

Duration of Design Contract:

Total $ Value of Design Contract:

Design Firm’s Role: Prime Consultant [J  Sub-consultant [J
Start Date of Construction Contract; /1

Duration of Construction Contract:

Total $ Value of Construction Contract:

117



Project Information

Please select the most appropriate answer from each group of options for the project that
was described in the previous section. You may select more than one category, if
applicable.
1. What is the type of project?
Oil and Gas - Pipeline
Oil and Gas - Refinery, Compressor Station
Chemical Processing or Extraction Plant
Mining
Pulp and Paper Mill
Power Plant
Water Treatment Plant

Other (specify):

O000ooon

2. What is the type of design contract?
LumpSum .
Unit Price _ ‘
Cost Plus (Cost Reimbursable) . .. .. ..~
Guaranteed Maximum Price
Negotiated
Other (specify):

ooonoog

3. What is the scope of the design contract?
Design Only
Design and Manage (construction or project management)
Design and Build
Other (specify):

oooo

4. What is the type of construction contract?
Lump Sum

Cost Plus (Cost Reimbursable)
Guaranteed Maximum Price
Negotiated
Other (specify):

S. What is the scope of the construction contract?

oooooao
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ConstructOnly o
DesignandBuild . . . ... ...
Management (construction or project management)

Other (specify):

aoooag

6. What was the method of tendering for the construction contract?

OPeN e e et e e
Prequalified

Other (specify):

ooo

7. Please rate the following project priorities in their order of importance for the project
(from 1 to 8).

Factom Relative Importance

Clomoestmporbant)

Cost

Schedule
Quality
Safety

Aesthetics

Environmental Impact

Constructability

Potential For Future
Development Or Expansion
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Variables That Impacted the Project

The following questions require both a numeric response and a linguistic rating of the
magnitude of the response. If you are not sure of the numeric value, you may specify a
range of values. You may also circle more than one linguistic rating if you believe the
magnitude falls somewhere between the specified values (e.g. small and average).

The information gathered from this survey will be used to model the influence of each
Jactor on design performance. In order to achieve accurate relationships, the survey

must be filled out as completely as possible. If you are not sure of an exact value for
any particular question, please estimate an approximate value.

The term “average " implies that the condition is standard in the experience of the respondent.
1. Rate the overall size of the industrial division of your design firm, relative to other
industrial design firms.

Ratingg 1 2 3 4 5 6 7 8 9 10
(small) (large)

Industry wide, do you consider this (circle): small average large
1.1. How many people does the industrial division employ?
Number:

Industry wide, do you consider this (circle): small average large

1.2, What is the average annual volume of work of the industrial division in the
previous 3 years?

Amount (3):

Industry wide, do you consider this (circle): small average large
1.3. How many design projects does the industrial division currently hold?
Number:

Industry wide, do you consider this (circle): small average large

2. Rate the current level of competition in the industrial design market.

Rating: 1 2 3 4 5 6 7 8 9 10
(low) (high)

Do you consider this (circle): low average  high

2.1. How many similar industrial design firms are currently in the market?
Number:

Do you consider this (circle): small average large
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2.2. How many industrial design projects are available in the current market?
Number:

Do you consider this (circle): small average large

Rate the overall quality of your firm’s profile, relative to other industrial design firms.

Rating: 1 2 3 4 § 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circle): poor average  good

The following questions refer to the specific project that was previously chosen.
3.1. Rate the extent to which the project design is within the normal scope of your

firm.
Rating: 1 2 3 4 5 6 7 8 9 10
(small) (farge)
Industry wide, do you consider this (circle): small average large

3.2. How many designers were involved on the project?
Number:

Industry wide, do you consider this (circle): small average large
3.3. What was the ratio of senior to junior designers on the project?
Ratio: /

Industry wide, do you consider this (circle): small average large

3.4. Rate the level of skill of the design team.

Rating: 1 2 3 4 5 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circle): poor average  good

3.5. What is the average experience (in years) of design team members?
Number of Years:

Industry wide, do you consider this (circle): small average large

3.6. Rate the motivational and leadership skills of the design team supervisor.

Rating: 1 2 3 4 S 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circle): poor average good
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3.7. How many years of experience does the supervisor have?
Number of Years:

Industry wide, do you consider this (circle): small average

3.8. How many designer personnel changes occurred during the project?
Number of Changes:

Industry wide, do you consider this (circle): small average

large

large

3.9. Rate the familiarity of the design team with the CAD or other software used on

the project.
Rating: 1 2 3 4 5§ 6 7 8 9 10
(low) (high)
Industry wide, do you consider this (circle): low average

4. Rate the size of the design contract.

Rating:12345678910
(small) (large)

Industry wide, do you consider this (circle): small average

4.1. What was the total cost of design?
Amount (8):

Industry wide, do you consider this (circle): small average

4.2. How long was the total duration of the design process?
Length of Time:

Industry wide, do you consider this (circle): short average

4.3. How many manhours were expended on the design?
Manhours:

Industry wide, do you consider this (circle): small average

S. Rate the continuity of the manhour commitment for the design project.

Rating: 1 2 3 4 5 6 7 8 9 10
(small) (large)

Industry wide, do you consider this (circle): small average

high

large

large

long

large

large



S.1. On average, how many manhours per week did each individual designer expend
on the project?

Manhours:
Industry wide, do you consider this (circle): small average large

5.2. On average, how many manhours per week did the entire design team expend
on the project?

Manhours:

Industry wide, do you consider this (circle): small average large

. Rate the level of scope definition for the project prior to detailed design.

Rating: 1 2 3 4 5§ 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average high
Please rate the extent to which each of the following requirements were met on the project.

6.1. The definition of project type, description of facility, project priorities and
objectives were made clear.

Rating: 1 2 3 4 § 6 7 8 9 10

(low) (high)
Industry wide, do you consider this (circle): low average high
6.2. A description of alternatives being considered and their potential impact on
scope were made clear.
Rating. 1 2 3 4 S 6 7 8 9 10
(low) (high)
Industry wide, do you consider this (circle): low average high

6.3. What was the percent of basic design data available prior to detailed design?
Percent (%):

Industry wide, do you consider this (circle): small average large

6.4. Rate the amount of similar design information available from previous projects.

Ratingg. 1 2 3 4 5 6 7 8 9 10
(small) (large)

Industry wide, do you consider this (circle): small average large
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For all of Question 7, “average” indicates that your answer is typical for the project Hpe.
7. Rate the complexity of function of the project.

7.1.

7.2.

7.3.

74.

7.5.

Ratingg 1 2 3 4 5 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high

What was the percent of repetition of design features on the project?
Percent (%):

Industry wide, do you consider this (circle): small average large

What was the percent of unique or new design features on the project?
Percent (%):

Industry wide, do you consider this (circle): small average large

What percent of the project was in upgrades or changes to an existing facility?
Percent (%):

Industry wide, do you consider this (circle): small average large

As a percent of structural, mechanical and/or electrical systems, to what degree
were there specialized structural, mechanical and/or electrical system
requirements on the project?

Percent (%):

Industry wide, do you consider this (circle): small average large

As a percent of the building envelope design (if applicable), to what degree
were there special considerations on the project for the building envelope?

Percent (%):

Industry wide, do you consider this (circle): small average large

Rate the complexity of the design process for the project.
“Average” conditions indicate single owner, single basic review authority, approvals
at completion of each stage, design within normal scope of design firm.

8.1.

Rating: 1 2 3 4 5 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high

How many design contracts did the entire project involve?
Number:

Industry wide, do you consider this (circle): small average large
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8.2. In how many locations was the project engineered?
Number:

Industry wide, do you consider this (circle): small average large

8.3. How many owners or stakeholders were involved in the project?
Number:

Industry wide, do you consider this (circle): small average large

8.4. How many review authorities were involved in the project?
Number:

Industry wide, do you consider this (circle): small average large

8.S. What was the average length of time for review and approvals on the project?
Number of Days:

Industry wide, do you consider this (circle): short average long

8.6. How many environmental assessment reviews were required for the project?
Number:

Industry wide, do you consider this (circle): small average large

Rate the complexity of the project conditions.
“Average” conditions indicate a relatively uncomplicated site, compatible land use,
stable soils, good access, services available, similar neighbours.

Rating. 1 2 3 4 5 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high

For each of the following variables, please provide the number of times the problem affected
design throughout the project and a rating of the magnitude of the problem.

9.1. Insufficient working area.
Number:
Industry wide, do you consider this (circle): small  average large

Rating of magnitude of problem: 1 23 456 7 8 9 10
(small) (large)
Industry wide, do you consider this (circle): small average large
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9.2.

9.3.

94.

9.5.

9.6.

Restricted access to site.

Number:
Industry wide, do you consider this (circle):

Rating of magnitude of problem: 1 2 3
(small)
Industry wide, do you consider this (circle):
In-situ soil conditions.
Number:
Industry wide, do you consider this (circle):

Rating of magnitude of problem: 1 2 3
(small)
Industry wide, do you consider this (circle):
Air temperature.
Number:
Industry wide, do you consider this (circle):

Rating of magnitude of problem: 1 2 3
(small)
Industry wide, do you consider this (circle):
Amount of Precipitation.

Number:
Industry wide, do you consider this (circle):

Rating of magnitude of problem: 1 2 3
(small)
Industry wide, do you consider this (circle):
Lack of services available to site.
Number:
Industry wide, do you consider this (circle):

Rating of magnitude of problem: 1 2 3
(small)
Industry wide, do you consider this (circle):
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small
4 5
small

small
4 5
small

small
4 5§

small

small
4 5

small

small
4 5
small

average
6 7 8

average

average
6 7 8

average

average
6 7 8

average

average
6 7 8

average

average

6 7 8

average

large

9 10
(large)
large

large

9 10
(large)
large

large

9 10
(large)
large

large

9 10
(large)
large

large

9 10
(large)
large



9.7. Compatibility with land use zoning.
Number:

Industry wide, do you consider this (circle): small
Rating of magnitude of problem: 1 23 45
(small)
Industry wide, do you consider this (circle): small
9.8. Disposal of contaminated materials.
Number:
Industry wide, do you consider this (circle): small
Rating of magnitude of problem: 1 2 3 435
(small)
Industry wide, do you consider this (circle): small
9.9. Other (specify):
Number:
Industry wide, do you consider this (circle): small
Rating of magnitude of problem: 1 2 3 45
(small)
Industry wide, do you consider this (circle): small
9.10. Other (specify):
Number:
Industry wide, do you consider this (circle): small
Rating of magnitude of problem: 1 2 3 435
(small)
Industry wide, do you consider this (circle): small
9.11. Other (specify):
Number:
Industry wide, do you consider this (circle): small
Rating of magnitude of problem: 1 23 435
(small)
Industry wide, do you consider this (circle): small
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10. Rate the quality of the owner’s profile and participation during the project.

Rating. 1 2 3 4 5§ 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circle): poor average  good

10.1. On average, how long did the owner take to make a decision on the project?
Number of Days:

Industry wide, do you consider this (circle): short average long

10.2. How many times did the owner interfere or change mind?

Number of Times:
Industry wide, do you consider this (circle): small average large
10.3. During the project, how many times was there a change in the owner’s
personnel?
Number of Times:
Industry wide, do you consider this (circle): small average large

10.4. How many years of experience did the owner’s representative have?
Number of Years:

Industry wide, do you consider this (circle): small average large

10.5. Rate the owner’s attitude toward risk.

Ratingg 1 2 3 4 5 6 7 8 9 10
(risk averse) (risk prone)

Industry wide, do you consider this (circle): risk averse  average  risk prone

11. Rate the quality of the primary vendors’ profiles on the project.

Ratingg 1 2 3 4 5 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circie): poor average  good
11.1. How long did it take to receive certified information for instrumentation,
equipment drawings, and specifications for the project?
Number of Days:

Industry wide, do you consider this (circle): short average long
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11.2. How complete, as a percent complete, was the certified information provided
for instrumentation, equipment drawings, and specifications for the project?

Percent Complete (%):
Industry wide, do you consider this (circle): small average large
11.3. How many errors were contained in the certified information provided for
instrumentation, equipment drawings, and specifications for the project?
Number of Errors:

Industry wide, do you consider this (circle): small average large

12. Rate the complexity of the tendering process used for construction of the project.
“Average” indicates open or pre-qualified tender, basic documents, standard agreement
Jforms, stipulated sum contract.

Rating. 1 2 3 4 5§ 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high

12.1. How many construction work packages did the project involve?
Number:

Industry wide, do you consider this (circle): small average large

12.2. What percentage of forms and conditions were non-standard for the project?
Percent (%):

Industry wide, do you consider this (circle): small average large

13. Rate the complexity of the construction process that followed the design project.
“Average"” indicates single prime contractor, normal construction site, periodic site
visits, pre-qualified tenders.

Ratingg. 1 2 3 4 § 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high
13.1. What percentage of the design was complete prior to construction?
Percent (%):

Industry wide, do you consider this (circle): small average large

13.2. How many phases of construction were there?
Number:

Industry wide, do you consider this (circle): small average large

129



13.3. How many prime contractors were involved in construction?
Number:

Industry wide, do you consider this (circle): small average
13.4. How many subcontractors were involved in construction?
Number:

Industry wide, do you consider this (circle): . small average

13.5. What was the frequency of site visits required by the design consultant?
Number per Week: OR Number per Month:

Industry wide, do you consider this (circle): small average

13.6. What was the percentage of work that was in renovations or additions?
Percent (%):

Industry wide, do you consider this (circle): small average

13.7. How many days of early occupation of site by the owner were required?
Number of Days:

Industry wide, do you consider this (circle): small average

14. Rate the economic (market) conditions surrounding the design project.

Rating: 1 2 3 4 5 6 7 8 9 10
(unfavourable) (favourable)

large

large

large

large

large

Do you consider this (circle):  unfavourable average  favourable
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Qutcomes of the Project

1. Rate the level of performance against the cost of design for the design project.

1.1

L2.

1.3.

14.

LS.

1.6.

Rating: 1 2 3 4 5§ 6 7 8 9 10
(poor) (good)

Industry wide, do you consider this (circle): poor average good
What was the percentage increase (+) or decrease (-) in actual design manhours
vs. budgeted design manhours for the project?

Percent (%):______ Increase [J Decrease [

Industry wide, do you consider this (circle): small average large

What percentage of design manhours was due to owner changes during the
project?

Percent (%):

Industry wide, do you consider this (circle): small average large

What percentage of design manhours was due to rework during the project?
Percent (%):

Industry wide, do you consider this (circle): small average large

What was the percentage increase (+) or decrease (-) in actual design cost
(including changes) vs. budgeted design cost for the project?

Percent (%): Increase [J Decrease (J

Industry wide, do you consider this (circle): small average large
What percentage of design cost was due to owner changes during the project?

Percent (%):

Industry wide, do you consider this (circle): small average large

What was the design cost (including changes) as a percentage of the total cost of
construction of the project?

Percent (%):

Industry wide, do you consider this (circle): small average large

2. Rate the level of performance against the schedule for the design project.

Rating: 1 2 3 4 5 6 7 8 9 10
(poor) (good)
Industry wide, do you consider this (circle): poor average  good

131



2.1. What was the percentage increase (+) or decrease (-) in actual design duration
vs. scheduled design duration for the project?

Percent (%)._____ Increase (1 Decrease O
Industry wide, do you consider this (circle): small average large

2.2. What percentage of design document release deadlines were missed during the
project?
Percent (%):

Industry wide, do you consider this (circle): small average large

3. Rate the level of accuracy of design documents issued throughout the project.

Rating: 1 2 3 4 5 6 7 8 9 10
(low) (high)

Industry wide, do you consider this (circle): low average  high

3.1. How many approved changes were made during construction?
Number:

Industry wide, do you consider this (circle): small average large

3.2. What was the total cost of approved changes made during construction?

Cost (3):
Industry wide, do you consider this (circle): small average large
3.3. What percentage of the total value of the construction contract was due to
changes?
Percent (%):
Industry wide, do you consider this (circle): small average large

3.4. What was the total number of design rework manhours during construction?
Manhours:

Industry wide, do you consider this (circle): small average large

3.5. What was the total number of problems that occurred during construction due to
errors, incompleteness, or lack of clarity in the design documents?

Number:

Industry wide, do you consider this (circle): small average large

Thank you for your participation!



Appendix 2: Respondent Results from the Survey

The questionnaire developed for the survey began with a section on general company
information that gathered general data from the respondents. The next two sections in the
questionnaire focused on the details of a specific project selected by the respondent and
information on the selected project. The section following listed the fourteen input
factors that impact design performance. Respondents were asked to rate and describe the
impact of each factor during the project. The questionnaire ended with a similar section
requiring respondents to rate and describe the impact of the three output indicators of

design performance. The results of the survey are presented in this section.

1.1. General Information

Title of Respondent

All respondents to the survey occupied a position in their respective companies that
allowed them to have a detailed and complete knowledge of the project on which they
reported. The majority were in managerial positions and oversaw multiple projects.
Thirty-three percent (33%) of respondents were project managers and eleven percent
(11%) worked in the estimating department. The percent of total respondents with each
job description is shown in Figure 2.

Titles of Respondents
Project Manager _ 3%
President/Vice-President — zsss :
Department Manager — 20% l
Estimator/Cost Analyst _11% | E
0% 10% 20% 0% 40%
Figure 2. Titles of Respondents to Survey
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1.2. Project Details

Location of Project

The projects that were chosen by the responding companies were mainly located in
Alberta or British Columbia. Citing confidentiality, some companies withheld the
location of their project. A graph comparing project locations is presented in Figure 3.

g-Amm @ British Coumbia 0 Other 0 Withheld '

Figure 3. Location of Project Selected

Identity of Owner

Sixty-seven percent (67%) of the projects surveyed were completed in the private sector.

Figure 4 compares the proportion of projects completed in the public and private sectors.

 mPrivate & Public

Figure 4. Identity of Project Owner
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Duration of Design Contract

Of the projects that were reported, most had design contracts that had durations of less
than one year. However, one-third (33%) had contracts that extended longer than cne
year. The shortest design project lasted three months and the longest was thirty-six
months. The range of project durations is displayed in Figure 5.

Durations of Design Contracts
0-6 months RGN 7% i f
7-12 months — 50%

13-18 months —17% |
l
’ {
f

19-24 morths — 1% |

< i I
24+ months I, 6% ! i i

|
‘
i

0% 10% 20% 0% 40% 50% 60%

Figure 5. Durations of Design Contracts

Value of Design Contract

The total value of the design contracts ranged from $60,000 to $240,000,000. This
excellent coverage of a wide variety of sizes of industrial design contracts ensured that
the survey produced resuits that were representative of a large part of the industry. Most
of the projects surveyed had design contract values of less than $1,000,000. The design
contract values of the projects are shown in Figure 6.

Values of Design Contracts

$500,001-$1,000,000 AR, 17% | :
$1,000,001-$5,000,000 _ 2% |
$5000,000 + EENEEENSE11% | :

Wehheid S 6% ° I

0% 10% 20% 0% 40% 50%

Figure 6. Values of Design Contracts
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Role of Designer

Most of the responding design firms were the prime consultant on the project they
selected. In fact, only twenty-two percent (22%) of respondents were sub-consultants on
their project. The proportion of respondents that were prime and sub-consultants is
shown in Figure 7.

78%

| @ Prime Consultant & Sub-consulant
Figure 7. Role of Designer

Duration of Construction Contract

Generally, the construction contracts of the projects selected had durations of less than
one year. However, the range of durations spanned from three months to two years. For
firms that reported a project that was design only, this section may not be applicable or
may be unknown by the respondent. The durations of the projects are listed in Figure 8.

Durations of Construction Contracts
06 ronths IR 17% | |

i
-

i

13-18 months _11% | |
19-24 months —11% ! |

t ' .

Withheid or VA [ENEENNNN 11% | ? 5 i

0% 10% 20% 30% 40% 50% 60%
Figure 8. Durations of Design Contracts
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Value of Construction Contract

Forty-four percent (44%) of the surveyed construction contracts had values in the one to
ten million-dollar range. In addition, several construction contracts exceeded ten million
dollars and a few had values less than one million dollars. Once again, if the scope of the
project selected was design only, this section may not be applicable or may be unknown

by the respondent. The range of construction contract values is shown in Figure 9.

Values of Construction Contracts

0-$1,000,000 _ms | ; |
$1,000,001-$10,000,000 —44%
$10,000,001-$50,000,000 —17%
$50,000,000 + _11% i

Withheld or N/A _11%

t

0% 10% 20% 0% 40% 50%

Figure 9. Values of Construction Contracts
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1.3. Project Information
Type of Project

A list of seven different areas of industrial activity was included in the survey. Some
projects fell into these predefined categories, but many respondents filled in a project
type that was not already specified on the questionnaire. The questionnaire was only
intended to survey design projects in the industrial sector; therefore, each new category
provided by a responding company was reviewed to ensure the project fit within the
target population. Ifit did fall into the industrial sector, the new category was then added
to the list of project types. A complete list of types of projects that were chosen is shown
in Table 2.

Table 2. Types of Projects Chosen by Companies Surveyed

Chemica Processing or Extraction Plant

Other: Offices and Warehouse

Other: Port/Marine Terminal

Other: Vehicle Maintenance Facility, Shop and Office
Other: Water Supply Line, Wells, Pumps, Reservoir

2
Mining 2
Qil and Gas - Pipeline 1
Qil and Gas - Refinery or Compressor Station 2
Water/Waste Water Treatment Plant 3
Other: Bulk materials handling/transportation 1
Other: Highway 1
Other: Landfill 1
Other: Manufacturing 1
1
1
1
1
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Type of Design Contract

The types of design contracts used for the projects selected by the respondents included
virtually all the common types used in the construction industry today. The most
common among them was a cost plus arrangement, which was the contract type for
thirty-nine percent (39%) of the projects reported. The next most common type was a
lump sum design contract, used on twenty-eight percent (28%) of the projects. The
various types of design contract types are shown in Figure 10.

Types of Design Contracts
Cost Plus — 8% :
Lump Sum — 28% | |
Guaranteed Maximum Price — 17%

Unit Price | '

o | |
Target Cost (Risk/Reward) 8% | | l | |
o;s 10% 20% 0% 40% 50%
Figure 10. Types of Design Contracts

Scope of Design Contract

Respondents to the survey mainly chose projects that had a design only scope or a scope
of design contract that included design and management. Several of the design contracts
included field services or procurement services as well. A comparison of the different

scopes of design contracts is shown in Figure 11.

Scope of Design Contracts
Design Only _44% '

Design and Manage — 2% _
Design and Field Services — 17% : E

Desigr/Procure — 11%
Oesign/Manage/Procure - 6% !

0% 10% 20% 30% 40% 50%
Figure 11, Scope of Design Contracts
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Type of Construction Contract

Thirty-nine percent (39%) of the construction contracts were lump sum contracts,
however unit price, guaranteed maximum price and cost plus contracts were also each
selected on over ten percent of the projects. Some design companies that had design only
contracts found this section not applicable to their selected project. A complete list of
construction contracts is shown in Figure 12.

Type of Construction Contract
Lurp Sum I, 391
UL Ty ——
Guaranteed Maximum Price 1_ 11%
Cost Pus 1_ 1%
Negotisted NN 6%
Target Cost (Risk/Rew ard) 1 6% ‘
NA IR 11% ;
0% 10% 20% 30% 40% 50%
Figure 12. Types of Construction Contracts

Scope of Construction Contract

The majority (61%) of survey responses indicated a construct only contract for
construction. Other contract types, in smaller numbers, were also reported. Al of the

construction contract scopes are listed in Figure 13.

Scope of Construction Contract

Construct Only — 61%
Construction or Froject Managemant — 17% |
Design and Buid - 6% | |

l 1

Field Engineering and inspection Services - 6%.
NA — 1%
0% 10% 20% 30% 40% 50% 60% 70%
Figure 13. Scope of Construction Contracts
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Method of Tendering for Construction

Of the responses given, fifty percent (50%) of conmstruction contracts were open
competitive tenders. The next most common method of tendering was prequalification of

bidders (28%). The breakdown of the methods of tendering is shown in Figure 14.

Method of Tenderin

i : ; |

Frequaified SRR 2<% |
+ ! H

nvited *_ 1% | ' |

Sole Sowrce [N 6% | | | [

i ' i

|

h |
NA [N 6% | : i
0% 10% 20% 30% 40% 50% 60%

Figure 14. Methods of Tendering for the Construction Contracts

Project Priorities

In this section of the survey, respondents were asked to rank the relative importance of a
list of eight priorities with one (1) being the highest ranking and eight (8) the ranking of
the lowest priority. Table 3 gives each priority an overall ranking by averaging the sum

of the rankings of each priority over the total number of responses. In Table 4, a method

of ranking weighted priorities by calculating an importance factor uses the formula:

I =X (9-w)-(/N)-(100/8)

where:

I = the importance factor

W = a constant expressing the weighting given to each response. The weighting ranges
from 1 to 8, where 1 is the highest importance and 8 is the least importance.

n = the frequency of response, for each weighting

N = the total number of responses = the total sample size for the question

(100/8) = a factor to convert the weighting into a percentage

Both of the two methods of determining the importance of the project priorities result in

identical overall rankings of each individual priority, with cost being the most important.
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Table 3. Ranking of Project Priorities

1
lQ:uality 52 16 325 2
Safety 56 16 3.50 3
(Schedule ] 16 381 4|
{Constructability 67 16 4.19 5
Environmental impact 78 18 4.88 8
Assthetics 108 16 8.75 7
Future Development 113 16 7.06 8
Table 4. Importance Factor for Each Project Priority
Cost 16 8 4 2 1 [+] 1 0 0 87.5% 1
Quality 16 0 4 6 5 0 1 0 0 71.9% 2
Safety 16 4 1 2 5 1 2 1 0 68.8% 3
Schedule 16 2 4 2 1 3 2 2 0 64.8% 4
[Constructability i8 1 2 3 3 2 4 1 0 60.2% S
Environmental impact 16 2 1 0 1 8 3 2 1 51.6% [}
Aesthetics 16 0 0 1 0 3 1 4 7 28.1% 7
Future Development 16 0 0 0 0 2 2 5 7 24.2% 8
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Appendix 3: Data Processing Results (Trial 1)

Input #1 - Size of Firm

oSmall A Average otarge |
?
8
§° Ay
i.
§ 3
L §
?———Q~ A & Q
0
] 2 3 4 11 1 7 [ ] 10
Rating
Input #1.1 - People Employed. Variable 'Small’
3 |
252
€ § 47 13 20 100
g6
g8 1 7RV <<
W
0 . . , v
0 20 40 60 80 100 120
People Employed ‘
Input #1.1 - People Employed, Variable 'Average’
2 i
6 1 ‘
S 10 [
>5 |12 4 145 LU
FRR AYA Ay &—
g 5 [
e ! |
0 : : , - L
0 100 200 300 400 500 600 700 |
People Employed .
Input #1.1 - People Employed, Variable 'Large’ E
2 i
o
- i
-] i
g i
E |
g P
& |
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People Emsployed
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Input #1.2 - Annual Work, Variable 'Small’
3
$3,000,000
s o
z§
$750,000 v
§ 3 $2,000,000 $10,000,000 $15,000,000
5 < Q
S $1,0008
0 - - v v r
$0 $3,000,000 $6,000,000 $9,000,000 $12,000,000  $15,000,000  $18,000,000
Average Annual Volume of Work
input #1.2 - Annual Work, Variable 'Average’
3
- $2,000,000
° 13
>e2
g3 $15,000,000 $350,000,000
g3 $20,000,000
gar A
L ,000,000
0+ , — . r
$0 $75.000,000 $150,000,000 $225,000,000 $300,000,000 $375,000,000
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Input #1.2 - Annual Work, Variable 'Large’
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g3
“ 0 : : . : .
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H

input #1.3 - Projects Currently Held, Variable 'Average’

w

Frequency of
Selection
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Input #2 - Level of Competition

| oLow A Average oHigh |
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Input #2.2 - Current Projects Available, Variable 'Small’

Number of Projects
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Frequency of Selection

input #3 - Overall Quality of Firm’s Profile
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Input #3.2 - Number of Designers on Project. Variable ‘Average’
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Input #3.4 - Skill of Design Team
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Input #3.6 - Leadership of Supervisor
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Input #3.8 - Designer Personnel Changes, Variable 'Smalil’

8
71
5 _6
3 i
T4
3
§'§ 2 1 3 10
[ 1S
1 — @ 14
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of Changes
Input #3.8 - Designer Personnel Changes, Variable 'Average’
3
°
z8 zx
§% 1 4 6
2 A A
g4 A’y A e——
('S
0 . v r — T T — " : T T T y
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of Changes
Input #3.8 - Designer Personnel Changes, Variabie 'Large’
2
b
58 | o
$e11Q
g3
'S
[4] r r —- - T v v v v v
0 10 20 30 40 50 60 70 80 90 100 110

Number of Changes

Input #3.9 - Design Team Familiarity With CAD

| oLow A Average O High |

5

4 I'a
§ ?
g
g3 >—9
S
™
[2]
g2 Ay A
g i

1 <> A—4A Q Ay

0 T T e

1 2 3 4 5 6 7 8 9 10




Input #4 - Overall Size of Contract
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Input #4.2 - Duration of Design, Variable 'Short’
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Frequency of

Input #4.3 - Manhours Expended on Design, Variable 'Large’
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Input #5 - Continuity of Manhour Commitment
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Input #5.2 - Design Team Hr. Variable 'Small’
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input #6 - Level of Scope Definition
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input #6.3 - % of Data Available Prior to Design, Variable 'Small’
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Input #7 - Complexity of Function of the Project
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Input #7.2 - Unique Design Features, Variable 'Small’
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input #7.3 - Upgrades to Existing, Variable 'Large’
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Input #7.5 - Special Building Envelope, Variable 'Average’
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Frequency of Selection
w

Input #8 - Complexity of the Design Process
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Input #8.2 - Locations Project Engineered, Variable 'Small’

5 1
T 4 °
§%.
gs?
c 1
0 ; — . . , . . . .
0 1 2 3 4 5 6 7 8 9 10
Number of Locations
Input #8.2 - Locations Project Engineered, Variable 'Average’
6
5 S
» £ 4
) g 3 '1
g3 " = 2
g =
w 1 i !
0 — v r r r - ' v r .
() 1 2 3 4 5 6 7 8 9 10
Number of Locations
Input #8.2 - Locations Project Engineered, Variable 'Large’
3
- 4
252 Q
$3 6 8
gal Q Q .
= o
0 . — . . . v . J @
0 1 2 3 4 5 6 7 8 9 10 |
Number of Locations i
L , |
Input #8.3 - Number of Stakeholders, Variable 'Smail
3
°
g8 |
$8 1
ga 1 <& ‘ !
u 0 ? i
0 1 2 3 4 5 6 7 8 9 10
Number of Stakeholders |
input #8.3 - Number of Stakeholders, Variable 'Average’
8
7
5 _°T7
55T
§g¢
2383
g3
—44A a
0 = ;
0 5 10 15 20 25 30 35
Number of Stakeholders

165



Input #8.3 - Number of Stakeholders, Variable ‘Large’
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input #9 - Complexity of Project Conditions
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Frequency of Selection

input #9.1 - Insufficient Working Area - Rating
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Input #9.2 - Restricted Access to Site - Rating
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Input #9.3 - In Situ Soil Conditions - Rating
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Frequency of Selection
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Input #9.5 - Precipitation, Variable 'Small’
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Input #9.6 - Lack of Services to Site, Variable 'Small’
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input #9.7 - Land Use Zoning, Variable 'Small’
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Input #9.8 - Disposal of Contaminated Material, Variable 'Small’
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Input #10 - Overall Quality of Owner
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Input #10.2 - Owner Changed Mind, Variable 'Small’
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Input #10.3 - Owner Changed Personnel, Variable 'Large’
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Input #10.5 - Owner's Attitude Toward Risk
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Input #11 - Quality of Vendors Profiles
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Input #11.2 - Completeness of Certified Info, Variable 'Small’
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Input #12 - Complexity of Construction Tender
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Input #12.2 - Non-Standard Forms, Variable 'Small’
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input #13 - Overall Complexity of the Construction Process
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Input #13.2 - Phases of Construction, Variable 'Small’
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Input #13.3 - Number of Prime Contractors, Variable ‘Large’
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Input #13.5 - Frequency of Site Visits, Variable 'Average’
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Input #13.7 - Early Occupancy Required, Variable 'Small’
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Output #1 - Cost Performance
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Output #1.2 - Manhours Due to Owner Changes, Variable 'Small’
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Output #1.3 - Manhours Due to Rework, Variable ‘Large’
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Output #1.5 - Design Cost Due to Owner Changes, Variable 'Average’
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Output #2 - Schedule Performance
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Output #2.2 - Document Deadlines Missed. Variable 'Small’
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Output #3 - Overall Accuracy of Design
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Output #3.2 - Cost of Approved Changes, Variable 'Smalil’
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Output #3.3 - Proportion of Changes in Total Cost, Variable 'Large’
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Output #3.5 - Problems Due to Design Errors, Variable 'Average’
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Appendix 3: Data Processing Results (Trial 2)
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Input #1.2 - Annual Work. Variable 'Small’
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Input #1.3 - Projects Currently Held, Variable 'Average’
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Input #2 - Level of Competition
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Input #2.2 - Current Projects Available, Variable 'Small’
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Input #3 - Overall Quality of Firm’s Profile
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input #3.2 - Number of Designers on Project, Variable 'Average’
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Input #3.5 - Experience of Design Team, Variable 'Large’
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Input #4.2 - Duration of Design, Variable 'Short’
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Input #7.2 - Unique Design Features, Variable 'Smail’
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Input #7.3 - Upgrades to Existing, Variable 'Large’
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input #8 - Complexity of the Design Process
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Input #8.2 - Locations Project Engineered, Variable 'Small’
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Input #8.3 - Number of Stakeholders. Variable 'Large’
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Input #9 - Complexity of Project Conditions
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Input #9.2 - Restricted Access to Site - Rating
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Input #9.3 - In Situ Soil Conditions - Rating
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input #9.5 - Precipitation, Variable 'Smalil’
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Input #9.6 - Lack of Services to Site, Variable 'Small’
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Input #9.7 - Land Use Zoning, Variable 'Smail’
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Input #10 - Overall Quality of Owner
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input #10.2 - Owner Changed Mind, Variable 'Small’
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Input #11.2 - Completeness of Certified info, Variable 'Small’
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input #12.2 - Non-Standard Forms, Variable 'Small’

i
6 : f
° _5 ;
B2 .
3 ' i
S & fo < o
“ o | . . . . , . . . . i
0 10 20 30 40 50 60 70 80 80 100 |
Percent (%) of Total Forms that were Non-Standard
Input #12.2 - Non-Standard Forms, Variable ’Average’ |
4 !
z5°1 4
e ; i
33 2 o v j
5’3 A s
g ol !
A & i
0 10 20 30 40 50 60 70 80 90 100 ;
Percent (%) of Total Forms that were Non-Standard f
input #12.2 - Non-Standard Forms, Variable 'Large’
_ 2
25 0.
§ 31 ' Q !
oo | ‘
2o |
'S
0+ S :
0 10 20 30 40 50 60 70 80 80 100

Percent (%) of Total Forms that were Non-Standard

246



Input #13 - Overall Complexity of the Construction Process
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Input #13.2 - Phases of Construction, Variable 'Small’
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Input #13.5 - Frequency of Site Visits, Variable ‘Average’
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Input #13.7 - Early Occupancy Required, Variable 'Small’
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Output #1 - Cost Performance
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Output #1.2 - Manhours Due to Owner Changes, Variable 'Small’
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Output #1.3 - Manhours Due to Rework. Variable 'Large’
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Output #1.5 - Design Cost Due to Owner Changes, Variable 'Average’
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Output #2 - Schedule Performance
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Output #2.2 - Document Deadlines Missed, Variable 'Small’
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Output #3.2 - Cost of Approved Changes, Variable 'Small’
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Output #3.3 - Proportion of Changes in Total Cost, Variable 'Large’
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Output #3.5 - Problems Due to Design Errors. Variable ‘Average’
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Appendix 4: Parameters for the Derived Membership Functions

(Trial 1)
No. Name Parameters
Input | Small-average 0,0,5, 10)
Large (7, 8, 10, 10)
Input 1.1 Small-average (0, 0, 40, 80)
Large (30, 90, 900, 900)
Input 1.2 Small-average (0.0, 3, 28.37)
Large (7.845, 23.54, 235.35, 235.35)
Input 1.3 Small- average 0,0, 5, 131.7)
Large (33.68, 101.025, 1010.2, 1010.2)
Input 2 Low 0,0, 3, 6)
Average-high (3.8, 8, 10, 10)
Input 2.1 Small (0,0,2,4)
Average-large (1.833, 10, 100, 100)
Input 2.2 Small-average (0, 0, 10. 130)
Large (35, 105, 1050, 1050)
Input 3 Poor 0,0, 4, 8)
Average (1,5, 11)
Good (6.5.8, 10, 10)
Input 3.1 Small (0, 0, 5.33, 10.66)
Average-large (6, 10, 10)
Input 3.2 Small 0,0,2,4)
Average-large (1.166, 6, 120, 120)
Input 3.3 Small- average (0, 0, 50, 99.25)
Large (13.3, 40, 400, 400)
Input 3.4 Poor (0.0,4.17, 8.34)
Average-good (4.5, 8, 10, 10)
Input 3.5 Smali-average (0, 0, 10, 40)
Large (5, 15, 150, 150)
Input 3.6 poor (0, 0, 3.67, 7.33)
Average-good (4.67, 8, 10, 10)
Input 3.7 Small 0,0, 10.2, 20.4)
Average-large (5.6, 25, 250, 250)
Input 3.8 Small- average (0,0, 11.66)
Large (1,3, 30, 30)
Input 3.9 Low (0,0,2,4)
Average-high 4, 10, 10)
Input 4 Small (0, 0, 3.33, 6.67)
Average (3,7, 8.33)
Large (6, 8, 10, 10)
Input 4.1 Small 0,0,25,5)
Average-large (-30.8, 32, 320, 320)
Input 4.2 Short-average 0,0, 12, 24)
Long (12, 36, 360, 360)




Input 4.3

Small-average

0,0, 3.5, 116.5)

Large (2, 6, 600, 600)
Input 5 Small (0, 0, 4.083, 8.167)
Average-large (4.25, 8, 10, 10)
Input 5.1 Small (0, 0, 10, 20)
Average - large (10.15, 40, 400, 400)
Input 5.2 Small (0, 0, 10, 20)
Average- large (2.22, 40, 400, 400)
Input 6 Low 0,0,2,5
Average (-1,7,15)
High (6.5, 8, 10, 10)
Input 6.1 Low 0,0,2,8)
Average - high (3.55, 8, 10, 10)
Input 6.2 Low (0, 0, 2, 6)
Average-high (3.2, 8, 10, 10)
Input 6.3 Small (0, 0, 10, 20)
Average (-6.71, 50, 94.77)
Large (35, 70, 100, 100)
Input 6.4 Small (0,0,4,8)
Average-large (-7, 8, 10, 10)
INPUT 7 Low 0,0,4.8)
Average (4.8, 6, 10)
High (4, 8, 10, 10)
Input 7.1 Small (0, 0, 25, 50)
Average-large (15.07, 30, 300, 300)
Input 7.2 Small (0, 0, 20, 40)
Average (0, 20, 140)
Large (10, 20, 200, 200)
Input 7.3 Small-average (0, 0, 20, 100)
Large (50, 70, 100, 100)
Input 7.4 Small (0, 0, 20, 40)
Average (15.07, 30, 90)
Large (20, 40, 100, 100)
Input 7.5 Small-average (0, 0, 30, 60)
Large (30, 60, 100, 100)
Input 8 Low 0,0, 3,5)
Average-high 4.5,7, 10, 10)
Input 8.1 Small-average (0,0, 1, 3.5)
Large (0.5, 4, 50. 50)
Input 8.2 Small-average (0,0, 1, 2.67)
Large (2, 4, 40, 40)
Input 8.3 Small-average 0,0, 1,5.8)
Large (1.5, 3, 300, 300)
Input 8.4 Small 0,0,1,3)
Average -1.,3,7)
Large (3, 5, 50, 50)
Input 8.5 Small 0,0,2,4)




Average

(-10, 14, 46)

Large (37.5, 75, 750, 750)
Input 8.6 Small- average 0,0, 1, 3.5)

Large (0.5, 1, 100, 100)
Input 10 Poor ©,0,4,8)

Average (1.03,7, 12.97)

Good (5.33, 8, 10, 10)
Input 10.1 Short 0,0, 1, 6)

Average-large (2.5, 5, 30, 50)
Input 10.2 Small 0,0,2,8)

Average 4,6, 8)

Large (10, 20, 200, 200)
Input 10.3 Small (0, 0, 3)

Average (-2,2,6)

Large (1.5, 3, 10, 10)
Input 10.4 Small 0, 0, 6)

Average (7.54, 15, 37.38)

Large (10, 30, 300, 300)
Input 10.5 Risk ave (0, 0, 5.33)

Average 0,5.9)

Risk pro (5,9, 10, 10)
Input 11 Poor (0, 0,5, 10)

Average (3.5,5,9.5)

Good (6.46, 8, 10, 10)
Input 1.1 Short (0, 0. 3.33, 6.67)

Average (-10, 20, 60)

Long (-10. 90, 900, 900)
Input 11.2 Small (0, 0, 50, 70)

Average-large (40, 80, 100, 100)
Input 11.3 Small-average (0, 0, 20, 40)

Large (20, 40, 400, 400)
Input 12 Low 0,0,2,4)

Average 0.5,9

High (3.5.7, 10,10)
Input 12.1 Small-average (0.0, 10, 30)

Large (4, 8, 80. 80)
Input 12.2 Small-average (0, 0, 24)

Large (30, 60, 100, 100)
Input 13 Low (0,0, 2,4)

Average (1,5, 6, 8.67)

High (6.66, 8, 10, 10)
Input 13.1 Small (0, 0, 80, 120)

Average-large (0, 50, 100)
Input 13.2 Small-average (0,0,2,7)

Large (3, 6, 10, 10)
Input 3.3 Small-average 0,0, 1, 6.25)

Large

(1.5, 3, 10, 10)




Input 13.4 Small 0,0,3,6)
Average (2,4,6,39
Large (15, 30, 100, 100)
Input 13.5 Small 0,0,1,2)
Average-large (-11.8, 30, 45)
Input 13.6 Small (0, 0, 20)
Average (-25, 5, 35)
Large (15, 30, 100, 100)
Input 13.7 Small (0, 0, 45)
Average (0, 45, 90)
Large (45, 90, 900, 900)
Input 14 Unfavor (0, 0, 3, 6)
Average (1,59
Favor (4.4, 8, 10, 10)
Output 1 Poor 0,0,3,6)
Average (3.6,8,11)
Good (5,9, 10, 10)
Output 1.1 Small (0, 0, 25, 50)
Average (2.5, 5, 10, 40)
Large (5, 10, 100, 100)
Qutput 1.2 Small-average (0,0, 10, 30)
Large (12.5, 25, 100, 100)
Output 1.3 Small-average ,0,5,57.5)
Large (20.83, 41.67, 100, 100)
Output 1.4 Small (0,0, 5, 10)
Average (2.54, 10, 32.4)
Large (10, 20, 100, 100)
Output 1.5 Small-average (0, 0, 5, 34.85)
Large (12.5, 25, 100, 100)
Output 1.6 Small 0,0,5.7)
Average (-1, 5, 10, 40)
Large (12.5, 25, 100, 100)
Output 2 Poor
Average 4,7, 8.5
_good 4.52,9, 10, 10)
Output 2.1 (+) | Small-average (0,0, 10, 70)
Large (26.67, 54, 100, 100)
Output 2.1 (-)
Output 2.2 Small i (0,0, 12.5)
Average (4.17, 20, 35.83)
Large (26, 30, 100, 100)
QOutput 3 Low (0,0, 7, 14)
Average-high (4.57, 8, 10, 10)
Qutput 3.1 Small (0,0, 10, 20)
Average (-16, 20, 30)
Large (10, 40, 100, 100)
Output 3.2 Small (0,0, 2, 18)
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Average-large

(-20, 40, 400, 400)

Output 3.3 Small (0,0,1,9)

Average (-24.85, 5, 34.85)

Large (20, 40, 100, 100)
Output 3.4 Small (0, 0, 200, 350)

Average-large (40, 80, 2000, 2000)
Output 3.5 Small-average 0,0, 5, 15)

Large (0, 20, 100, 100)
Input 9 Low (0, 0, 3, 445)

Average (1.03,7, 10)

High (6,9, 10, 10)
Input 9.1 Small (0,0, 0.3,0.6)

Average-large (0.3, 0.6, 100, 100)
Input 9.2 Small (0,0, 6)

Average (1.25,25,5,6.29)

Large (4, 8, 100, 100)
Input 9.3 Small (0, 0, 0,3, 0.6)

Average (1.2,2.4, 3.6)

Large (5, 10, 100, 100)
Input 9.4 Small-average (0, 0, 6)

Large (3, 6, 60, 60)
Input 9.5 Small-average (0, 0, 0.53)

Large (5, 10, 100, 100)
Input 9.6 Small (0.0,04,0.8)

Average-large (4, 8, 80, 80)
Input 9.7 Small (0,0.0.5. 1)

Average-large (3.6,7.2.72.72)
Input 9.8 Small-average (0, 0,0.457)

Large

(0.2285, 0.457. 50, 50)

267




Appendix 4: Parameters for the Derived Membership Functions

(Trial 2)
No. Name Parameter ajParameter b |Parameter ¢ |Parameter d
Input 1 small 0 0 3 6
average 4 5 5 7
large 4 8 10 10
Input 1.1 small 0 0 100 200
av-large 150 650 6500 6500
Input 1.2 small 0 0 3 17
av-large -96 100 1000 1000
Input 1.3 small 0 0 4 16
average -88 100 100 288
large 100 288 2880 2880
Input 2 low 0 0 4 8
average -2.5 5 5 12.5
high 4 8 10 10
Input 2.1 small 0 0 2 4
av-large 1.05 10 100 100;
Input 2.2 small 0 0 10 90
average 10 20 200 210
large 200 210 2100 2100
Input 3 poor 0 0 3 6
average 4 5 5 1.67
good 4.67 8 10 10
Input 3.1 low 0 0 2 4
average 1 5 6 10:
high 4 18 10 10!
Input 3.2 small 0 0 10 20
av-large -5 15 150 150!
Input 3.3 small-av 0 0 50 95i
large 20 40 100 100
Input 3.4 poor 0 0 233 4.67
average -1 8 8 17
good 7 9 10 10}
Input 3.5 small 0 0 5 10;
av-large 5 10 100 100:
Input 3.6 poor 0 1 1 3
average -1 5 5 11
good 6 9 10 10
Input 3.7 small 0 0 14.33 25!
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av-large 14.33 25 100 100
Input 3.8 small-av 0 0 0 1.5
large 1 2 100 100
Input 3.9 small 0 0 2 1.5
av-large 5 10 10 10
Input 4 small-av 0 0 4 13
large 4 8 10 10
Input 4.1 small 0 0 2 4
av-large -2.5 1.5 100 100
Input 4.2 short-av 0 0 12 15
long 4.5 9 100 100
Input 4.3 small 0 0 3.6 7.2
av-large -4 10 2000 2000
Input 5 small 0 0 1.33 2.67
average -1 5 5 11
large 4 8 10 10
Input 5.1 small 0 0 10 20
average -20.6 40 40 70.3
large 15 30 300 300
Input 5.2 small-av 0 0 400 800
large 10 20 2000 2000
Input 6 low 0 0 2 4
average -1 3 3 7
high 2 8 10 10
Input 6.1 low 0 0 2 6
av-high 0.54 8 10 10
Input 6.2 low 0 0 2 4
av-high 2 8 10 10
Input 6.3 small-av 0 0 20 120
large 65 75 100 100/
Input 6.4 small 0 0 3 7
av-large 2 8 I0 10
Input 7 low 0 0 2 8
average 4 6 6 8.67
high 5.67 9 10 10
Input 7.1 small-av 0 0 10 63.33
large 13.33 60 100 100
Input 7.2 small 0 0 10 20|
av-large 5 10 100 100
Input 7.3 small-av 0 0 0 120
large 0 100 100 100
Input 7.4 small | 0 0 10 25




average 10 20] 30 40
large 20 40 100 100
Input 7.5 small 0 0 10 40
average 10 40 40 70
large 25 50 100 100
Input 8 low 0 of 3 6
average 4 5 5 14
high 4 8 10 10
Input 8.1 small-av 0 0 1 4
large 0 5 100 100
Input 8.2 small-av 0 0 1 3
large 4 8 100 100
Input 8.3 small-av 0 0 1 37.25
large 3 6 160 100
Input 8.4 small-av 0 0 2 5.75
large 275 5 50 50
Input 8.5 short-av 0 0 30 60
long 1.5 15 1000 1000
Input 8.6 small-av 0 0 0 1.5
large 0.5 1 20 20
Input 10 poor 0 0 I 9
average 3 7 7 9
good 7 9 10 10
Input 10.1 short 0 0 1 37
average -0.3 5 5 23
long 5 10 1000 1000
Input 10.2 small 0 0 0 9
average 3 6 10 13
large -7 100 1000 1000
Input 10.3 small 0 0 0 24
average 0 24 24 438
large 1.5 3 10 10
Input 10.4 small 0 0 3 20
average 1.5 15 20 35
large 25 30 100 100
Input 10.5 risk-ave 0 0 3 6i
average 4 5 5 6
risk-pro 3 8 10 10
Input 11 poor-av 0 0 5 9
good 4 10 10 10
Input 11.1 short 0 0 333 6.67
average -30 40 40 50
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long 10 20 2000 2000
Input 11.2 small 0 0 50 100
av-large 40 70 100 100
Input 11.3 small 0 0 0 1.5
average 25 5 15 17.5
large 10.83 21.67 100 100
Input 12 low 0 0 2 6
average 3 5 5 7
high 3 9 10 10
Input 12.1 small-av 0 0 3 28
large 15 16 100 100
Input 12.2 small-av 0 0 0 30
large -10 100 100 100
Input 13 low 0 0 0.5 5
average 0.52 5 5 8
high 5 8 10 10
Input 13.1 small 0 0 100 100
av-large 28 95 100 100
Input 13.2 small-av 0 0 2 8
large 2 8 10 10
Input 13.3 small 0 0 I 23
av-large -5.1 4 50 50
Input 13.4 small 0 0 2! 4
average 2 4 20 22
large 12 30 100 100
Input 13.5 small 0 0 2 4
average 2 4 4 56
large 4 8 100 100
Input 13.6 small-av 0 0 0 15
large -35 50 100 100
Input 13.7 small 0 0 0 45
average 225 45 45 67.5
large 45 90 100 100
Input 14 unfavora 0 0 3 5
ble
average 3 5 7 9
favorable 4 8 10 10
Output 1 poor 0 1 1 7
average 3 5 6 8
good 6 8 10 10
Output [.1 small 0 0 25 50
av-large 5 10 100 100
Output 1.2 |small 0 0 10| 20
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av-large 0 10 100 100
Output 1.3 small 0 0 10 20
av-large 25 5 100 100
Output 1.4 small-av 0 0 10 35
large 10 20 100 100
Output 1.5 small-av 0 0 5 118
large 23 100 100 100
Output 1.6 small-av 0 0 16 32
large 23 25 100 100
Output 2 poor-av 0 0 4 10
good 6 8 10 10
Output 2.1 (+) |small-av 0 0 0 75
large 0 75 100 100
Output 2.1 (-) |small -5 0 0 0
average -10 -5 -5 0
large -100 -100 -10 -5
Output 2.2 small 0 0 0 20
average 0 20 20 40
large 20 40 100 100
Output 3 low 0 0 2 4
average 1 5 6 10
high 4 8 10 10
Output 3.1 small 0 0 10 20
av-large 10 20 100 100
Output 3.2 small 0 0 10 55
large-av 25 50 500 500
Output 3.3 small-av 0 0 5 15
large -50 70 100 100
Output 3.4 small 0 0 200 400
average -400 1000 1000 2400
large 1000 2400 24000 24000
Output 3.5 small-av 0 0 5 15
large 5 15 100 100
Input 9 low 0 0 2 5
average 2 5 5 11
high 4 8 10 10
Input 9.1 small 0 0 0 0.9
average 0 45 45 90
large 45 90 900 900
Input 9.2 small-av 0 0 0 1.33
large 0 40 400 400
Input 9.3 small-av 0 0 0 4.8
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large 0.5 100 100
Input 9.4 small-av 0 0 6.67
large 0 667 667
Input 9.5 small-av 0 0 8
large 0 800 800
Input 9.6 small 0 0 0.8
average 0 0.8 1.6
large 0.8 160 160
Input 9.7 small 0 0 0.15
average 0 84 15.6
large 84 156 156
Input 9.8 small-av 0 0 0.8
large 0.2 600 600




Appendix 5: Visual Basic Program for Parameter Calculation
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Appendix 6: Membership Functions Testing Results (Trial 1)

Input 1
Testing value O(x)
Real numberjLinguistic term |small{averagghigh HighestiMatch Y/N | Total accuracy (%)
Case 1 3|Small 1 0 1Y 100
Case 2 5|Average 1 0 1Y
Case 3 8|Large 0.4 1 1Y
Case 4 3|Small 1 0 1Y
Case § 9|Large 0.2 1 1Y
Input 1.1
Testing value O(x)
Real number|Linguistic term |small{averagg high Highest{Match Y/N | Total accuracy (%)
Case 1 2|Small 1 0 1Y 100
Case 2 900} Average 0 1 1Y
Case 3 60iLarge 0.5 0.5 0.5|Y
Case 4 12|Smalt 1 0 11Y
Case 5 1000|Large 0 1 1]Y
Input 1.2
Testing value J(x)
Real number|Linguistic term {small{averagg high HighestiMatch Y/N [Total accuracy (%)
Case 1 0.3{Small 1 0 11Y 75
Case 2 100{Average 0 1 1IN
Case 3 100|Large 0 1 1Y
Case 4 1.1|Small 1 0 1Y
Case 5 |[N/A N/A N/A N/A O|N/A
Input 1.3
Testing value J(x)
Real number|Linguistic term |small; averagdhigh Highest{Match Y/N {Total accuracy (%)
Case 1 4|Small 1 0 1Y 80
Case 2 10|Small 0.96 0.039] 0.961{Y
Case 3 5{Small 1 0 1Y
Case 4 4|Small 1 0 1Y
Case 5 100} Average 0.25 0.75] 0.75|N
Input 2
Testing value C(x)
Real numberjLinguistic term |low |averagg average-largg HighestiMatch Y/N | Total accuracy (%)
Case 1 8lhigh 0 1 1y 80
Case 2 8|high 0 1 1Y
Case 3 10|Average 0 1 1Y
Case 4 4llow 0.67 0.05| 0.67}Y
Case 5 S|Average 0.33 0.29] 0.33|N
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Input 2.1

Testing value J(x)

Real number|Linguistic term |small]average average-large HighestiMatch Y/N | Total accuracy (%)
Case 1 20|Average 0 1 1Y 100
Case 2 5|Average 0 0.388] 0.388]Y
Case 3 4llarge 0 0.27] 0.27]Y
Case 4 10|Average 0 1 1Y
Case 5 10{Average 0 1 1Y
input 2.2
Testing value 0(x) |
Real number]Linguistic term |small{averagelarge Highest|Match Y/N | Total accuracy (%)
Case 1 50|small 0.7 0.2 0.71Y 80
Case 2 20|Average 0.92 0l 0.917}Y
Case 3 20|small 0.92 0] 0.92|Y
Case 4 50|Average 0.67 0.21] 0.67]Y
Case S 200{Average 0 1 1]N
input 3
Testing value O(x)
Real number|Linguistic term [Poor |Avera dGood Highest|Match Y/N |Total accuracy (%)
Case 1 5|Average 0.8 1 0 1Y 100
Case 2 7|Average 0.25| 0.667 0.333| 0.667|Y
Case 3 5/Average 0.75 1 0 1]Y
Case 4 9|good 0] 0.33 1 1Y
Case 5 3{poor 1 0.5 0 1Y
input 3.1
Testing value J(x)
Real number|Linguistic term |small|averagd average-largg HighestiMatch Y/N [Total accuracy (%)
Case 1 5|Average 1 0 1IN 40
Case 2 8|Average 0.5 0.5 0.5]Y
Case 3 8|large 0.5 0.5 0.5]Y
Case 4 5{Average 1 0 1IN
Case 5 6{Average 1 0 1IN
Input3.2
Testing value J(x)
Real number|Linguistic term |smalljaverage average-large HighestiMatch Y/N | Total accuracy (%)
Case 1 2|Small 1 0.2 1Y 75
Case 2 10|Small 0 1 1N
Case 3 15|Average 0 1 1Y
Case 4 5|Average 0 0.79] 0.79]Y
Case5 |N/A N/A N/A N/A
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input 3.3

Testing value 0O(x)
Real number]Linguistic term |smalljaveragd Large HighestiMatch Y/N {Total accuracy (%)
Case 1 50|Small 1 1 11y 100
Case 2 16.7|Average 1 0.127 1Y note: cannot
Case 3 50]Average 1 1 1Y distinguish these two
Case 4 80|Average 0.39 1 1[n
Case 5 SOjLarge 1 1 1Y
input 3.4
Testing value O(x) [
Real numberjLinguistic term |Poor |averagd average-good Highest{Match Y/N [Total accuracy (%)
Case 1 5|poor 0.8 0.1 08|y 100
Case 2 8|Average 0.08 1 1Y
Case 3 9/good 0 1 11Y
Case 4 9|good 0 1 1Y
Case 5 8|Average 0.08 1 1Y
Input 3.5
Testing value O(x)
Real number]Linguistic term |smalljaverage large Highest{Match Y/N |Tetal accuracy (%)
Case 1 20f{Average 0.7 1 1|N 60
Case 2 20|Large 0.7 1 11Y
Case 3 10| Average 1 0.5 1Y
Case 4 24|Large 0.53 1 1Y
Case 5 20|Average 0.67 1 1iN
Input 3.6
Testing value T(x)
Real number|Linguistic term |poor |averageaverage-goodHighestiMatch Y/N |Total accuracy (%)
Case 1 5{average 0.9 0.1 0.9|n 60
Case 2 S{average 0.9 0.1 0.9|n
Case 3 9igood 0 1 1y
Case 4 9/good 0 1 1ly
Case 5 1|poor 1 0 1ly
Input 3.7
Testing value S(x)
Real number]Linguistic term |small| averagd average-larggHighes{Match Y/N [Total accuracy (%)
Case 1 25\large 0 1 1Y 100
Case 2 28jlarge 0 1 1Y
Case 3 30jlarge 0 1 11Y
Case 4 25|large 0 1 1|Y
Case 5 30]Average 0 1 1]Y




Input 3.8

Testing value 0(x)

Real number]Linguistic term [small{averageiarge Highest|Match Y/N |Total accuracy (%)
Case 1 O}small 1 0 1Y 80
Case 2 1{small 1 0 11Y
Case 3 2|large 1 0.33 1jn
Case 4 Ofsmall 1 0 1Y
Case 5 100jlarge 0 1 1Y
Input 3.9
Testing value 0(x)
Real number]Linguistic term [low _|average/average-high|HighestMatch Y/N |Total accuracy (%
Case 1 8|Average 0 0.7 0.7|Y 100
Case 2 10| high 0 1 1Y
Case 3 10{Average 0 1 1Y
Case 4 9|Average 0 0.83] 0.83]Y
Case 5 2|low 1 0 1
Input 4
Testing value T(x)
Real number|Linguistic term [small{Averagdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 4|small 0.8 0.3 0 0.8|Y 80
Case 2 2|small 1 0 0 11Y
Case 3 8|large 0 0.25 1 1Y
Case 4 4|Average 0.75] 0.25 0] 0.75|n
Case 5 8llarge 0 025 1 1Y
Input 4.1
Testing value Z(x)
Real number]Linguistic term |small|avera ave@ge-larg_d_ﬂghest Match Y/N | Total accuracy (%)
Case 1 0.6{Average 1 0.5 1|N 80
Case 2 2|small 1 0.522 1Y
Case 3 14|large 0 0.71] 0.71]Y
Case 4 75|Average 0 1 1ly
Case 5 80|Average 0 1 1)y
Input4.2
Testing value 2(x)
Real numberLinguistic term |short |averaggaverage-long |HighestiMatch Y/N | Total accuracy (%)
Case 1 6|Average 1 1 1Y 100
Case 2 3{short 1 0 1ly
Case 3 12|long 1 1 1ly
Case 4 12|Average 1 1 1Y
Case 5 24{long 0 1 1




input 4.3

Testing value O(x)
Real number|Linguistic term |smalljaveragdlarge Highest{Match Y/N | Total accuracy (%)
Case 1 0.9|Small 1 0 1Y 60
Case 2 3.6/Small 1 0.2 1Y
Case 3 25|Average 0.81 1 1N
Case 4 10|Average 0.94 1 1IN
Case 5 100jLarge 0.15 1 1Y
Input 5
Testing value O(x)
Real numberjLinguistic term |small|averaggaverage-larggHighesMatch Y/N | Total accuracy (%)
Case 1 7|Average 0.3 0.7 0.7lY 40
Case 2 5|Average 0.8 0.2 0.8|n
Case 3 8|Average 0] 1 1Y
Case 4 5|Average 0.8 0.2 0.8in
Case S 6]Average 0.53 0.47] 0.53|n
Input 5.1
Testing value O(x)
Real number]Linguistic term |smail|average average-largeHighestiMatch Y/N | Total accuracy (%)
Case 1 30iAverage 0.3 0.7 0.7y 80
Case 2 40jAverage 0.01 1 1Y
Case 3 45|Average 0 1 1Y
Case 4 20l Average 0.67 0.33| 0.67|N
Case § 45|Average 0 1 1Y
input 5.2
Testing value J(x) |
Real number]Linguistic term |smalljaverage average-largg HighesttMatch Y/N | Total accuracy (%)
Case 1 35|Average 0 0.9 0.9|Y 75
Case 2 300{Small 0 1 1IN
Case3 [N/A N/A 0 0 OiN/A
Case 4 190|Average 0] 1 1Y
Case 5 1750|Average 0 1 11Y
input 6
Testing value Z(x)
Real numberjLinguistic term |low |averagghigh HighestiMatch Y/N | Total accuracy (%)
Case 1 S{Average 0 0.8 0 0.8y 40
Case 2 3|Average 0.67 05 0} 0.667|n
Case 3 3|low 0.67 0.5 0| 0.67)Y
Case 4 8|Average 0| 0.88 1 1|n
Case 5 3|Average 0.67 0.5 0l 0.67[N
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Input 6.1

Testing value 0O(x)
Real number]Linguistic term |low |averagdaverage-high |HighestiMatch Y/N | Total accuracy (%)
Case 1 5|Average 0.5 0.3 0.5|n 60
Case 2 7|Average 0.17 0.775] 0.775]Y
Case 3 4]low 0.67 0.1} 0.67]Y
Case 4 9]high 0 1 ilY
Case 5 3|Average 0.83 0] 0.83in
input 6.2
Testing value 0(x)
Real number]Linguistic term [low _|average average-high |HighestiMatch Y/N | Total accuracy (%
Case 1 5|Average 0.3 0.4 0.41Y 100
Case 2 8{Average 0 1 1Y
Case 3 8|Average 0 1 1ly
Case 4 7|Average 0 0.79] 0.79}y
Case 5 5|Average 0.25 0.38] 0.38]y
Input 6.3
Testing value O(x)
Real number|Linguistic term smali{Averagdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 70}Average 0 0.6 1 1|N 80
Case2 [N/A N/A O|N/A
Case 3 20{Small 0.57| 047 0l o0.57Y
Case 4 50|Average 0 1 0.43 1Y
Case 5 5|Small 1] 0.21 0 1Y
input 6.4
Testing value 0(x)
Real number]Linguistic term |small|average average-large HighesiMatch Y/N | Total accuracy (%)
Case 1 6{Average 0.5 0.9 0.9}y 100
Case 2 5|Average 0.75 0.8 0.8|Y
Case 3 3|small 1 0.67 1Y
Case 4 5|Average 0.75 0.8 0.8ly
Case 5 8|Average 0 1 1ly
Input 7
Testing value [(x)
Real numberjLinguistic term |low |averagehigh HighestiMatch Y/N | Total accuracy (%)
Case 1 6]Average 0.3 1 0.5 1Y 60
Case 2 5|Average 0.64| 0.167 0.25] 0.643|N
Case 3 9lhigh 0} 025 1 11Y
Case 4 5|Average 0.64 0.17 0.25] 0.64|n
Case 5 2}llow 1 0 0 1ly
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input 7.1

Testing value O(x)
Real number]Linguistic term {small averagdaverage-la Highest{Match Y/N | Total accuracy (%)
Case 1 50|Average 0 1 1Y 50
Case 2 10|Average 1 0 1in
Case 3 10|Average 1 0 1in
Case 4 20|Small 1 0.33 1Y
Case5 |N/A
Input 7.2
Testing value 0(x)
Real numberjLinguistic term |small|averagd large HighestiMatch Y/N | Total accuracy (%)
Case 1 10{Small 1 0.5 0 1Y 80
Case 2 10{Average 1 0.5 0 1|n
Case 3 60|Large 0| 0.67 1 1Y
Case 4 70|Large 0] 0.58 1 1Y
Case 5 0|Small 1 0 0 11Y
Input 7.3
Testing value O(x)
Real numberjLinguistic term |small{averagéd large HighestiMatch Y/N | Total accuracy (%)
Case 1 10|Small 1 0 1Y 80
Case 2 100|Large 0 1 1ly
Case 3 0|Small 1 o] 1Y
Case 4 50|Large 0.63 0} 0.63|n
Case 5 OfAverage 1 0 1]y
Input 7.4
Testing value 0(x)
Real number]Linguistic term {small|averagdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 20{Small 1 0.3 0 1Y 80
Case 2 10iSmall 1 0 0 iy
Case 3 10|Small 1 0 0] 1Y
Case 4 25|average 0.75| 0.67 0.25| 0.75|n
Case 5 0|Small 1 0 0 1ly
Input 7.5
Testing value O(x)
Real numberiLinguistic term |small averagdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 10jsmall 1 0 1Y 100
Case 2 10|small 1 0 1Y
Case 3 10|smali 1 0 1Y
Case 4 50|large 0.33 0.67] 0.67]Y
Case S5 |N/A




Input 8

Testing value O(x)

Real numberjLinguistic term |low |averagdaverage-high [Highest{Match Y/N | Total accuracy (%)
Case 1 5|Average 0 0.2 0.2]Y 100
Case 2 5|Average 0 0.2 0.2}Y
Case 3 8|Average 0 1 1Y
Case4 |N/A
Case 5 2}iow 1 0 1Y
Input 8.1
Testing value O(x)
Real numberjLinguistic term [smalljaveragdlarge HighestiMatch Y/N |Total accuracy (%)
Case 1 3|small 0.2 0.7 0.7|n 60
Case 2 1}small 1 0.143 1|Y
Case 3 1]Average 1 0.143 1|n
Case 4 1|small 1 0.143 1Y
Case 5 S}large 0 1 1y
input 8.2
Testing value O(x)
Real number| Linguistic term |smalljaveragdlarge HighestiMatch Y/N |Total accuracy (%)
Case 1 2|small 0.4 0 0.4|Y 100
Case 2 1|Average 1 0 11Y
Case 3 1|Average 1 0 1Y .
Case 4 2|small 0.4 0 0.4|Y
Case5 [n/a
Input 8.3
Testing value G(x)
Real numberjLinguistic term {smalljavera d large Highest{Match Y/N | Total accuracy (%)
Case 1 1|Average 1 0 11y 75
Case 2 1|small 1 0 1Y
Case 3 1}|Average 1 0 1Y
Case 4 8|Average 0 1 1IN
CaseS |n/a
Input 8.4
Testing value O(x)
Real number]Linguistic term |small averag_é_la_rge HighestMatch Y/N | Total accuracy (%)
Case 1 2|Average 0.5 0.8 0 0.8]Y 80
Case 2 2|Average 0.5 0.8 0 0.8y
Case 3 2|Average 0.5 0.8 0 0.8|Y
Case 4 2|Average 0.5 0.8 0 0.8Y
Case 5 2|Small 0.5 0.8 0 0.8|n
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Input 8.5

Testing value 00(x)
Real numberLinguistic term |small|averagelarge Highest{Match Y/N | Total accuracy (%)
Case 1 20|Small 0.6 0.8 0 0.8|n 80
Case 2 14|Average 1 1 0 1Y
Case 3 10{Small 11 0.83 0 1Y
Case 4 30|Average 0 0.5 0 0.5]Y
Case 5 30{Average 0 0.5 0 _05]y
Input 8.6
Testing value 0O(x)
Real numberLinguistic term |smalljaverage large HighestiMatch Y/N | Total accuracy (%)
Case 1 3|Small 0.2 1 1in 50
Case 2 3|Average 0.2 1 1in
Case 3 0jAverage 1 0] 11Y
Case 4 1{Small 1 1 1Y
Case5 [n/a
Input 10
Testing value O(x)
Real number]Linguistic term |poor [averagd good HighestiMatch Y/N | Total accuracy (%)
Case 1 5]Average 0.8 0.7 0 0.8|n 60
Case 2 8|Average 0| 0.832 1 1IN
Case 3 9|good 0] 0.66 1 1Y
Case 4 9{good 0] 0.66 1 1Y
Case 5 1]poor 1 0 0 1ly
Input 10.1
Testing value 0(x) I
Real numberjLinguistic term |short |average average-largg HighestiMatch Y/N | Total accuracy (%)
Case 1 5laverage 0.2 1 1Y 100
Case 2 14javerage 0 1 1Y
Case 3 1|short 1 0 1Y
Case 4 10javerage 0 1 1Y
Case 5 365]|large 0 1 1ly
Input 10.2
Testing value O(x)
Real number]Linguistic term |small|averagdlarge Highest|Match Y/N |Total accuracy (%)
Case 1 10|Average 0 0 0.3 0.3{n 75
Case 2 6|Average 0.33 1 0] 0.33|Y
Case3 |n/a
Case 4 10|Average 0 0 0.3 0.3y
Case 5 100]large 0 0 1 iy
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input 10.3

Testing value O(x)

Real numberjLinguistic term [smalljaverage large Highesf{Match Y/N | Total accuracy (%)
Case 1 Ofsmall 1 0.5 0 1Y 80
Case 2 O|small 1 0.5 0 1Y
Case 3 O|small 1 0.5 0 1lY
Case 4 1{small 0.67] 0.75 0] 0.75|n
Case 5 O|small 1 0.5 0 1Y
input 10.4
Testing value 0O(x)
Real numberjLinguistic term [small|averagd iarge HighestiMatch Y/N [Total accuracy (%)
Case 1 20|Average 0 0.8 0.5 0.8]Y 100
Case 2 20|Average 0 0.8 0.5 0.8]Y
Case 3 30}large 0] 0.33 1 1]Y
Case 4 15{Average 0 1 0.25 1Y
Case 5 20{Average 0] __0.78 0.5 0.78]y
input 10.5
Testing value 0O(x)
Real number]Linguistic term |risk ajAveragqrisk pro HighestiMatch Y/N [Total accuracy (%)
Case 1 S{Average 0.1 1 0 1Y 100
Case 2 5{Average 0.1 1 0 1Y
Case 3 8|R/P 0l 0.25 0.75] 0.75(Y
Case 4 2|R/A 0.62 0.4 0] 0.62]Y
Case 5 5|Average 0.1 1 0 1}Y
Input 11
Testing value 0O(x)
Real number]Linguistic term {poor- ave@g_d igood Highest{Match Y/N |Total accuracy (%)
Case 1 3|poor 1 0 1ly 100
Case 2 5|Average 1 0 1Y
Case 3 6{poor 0.75 0] 0.75Y
Case 4 5|Average 1 0 1ly
Case S 6]Average 0.7 0} 0.75ly
input 11.1
Testing value O(x)
Real number|Linguistic term |short |averagelong HighestiMatch Y/N | Total accuracy (%)
Case 1 40|Average 0 0.5 0.5 0.5]Y 60
Case 2 21|Average 0] 0.975 0.31] 0.975]y
Case 3 20|long 0 1 0.3 1|n
Case 4 45| Average 0] 0.38 0.55f 0.55|n
Case S 38}long 0 0 1 1y




Input 11.2

Testing value 0O(x) |
Rea! number]Linguistic term |small|averaged average-larggHighest{Match Y/N | Total accuracy (%)
Case 1 70|Average 0 0.8 0.8|Y 100
Case 2 70|Average 0 0.75| 0.75|Y
Case 3 20{Small 1 0 1Y
Case 4 85|Average 0 1 1Y
Case 5 80jAverage 0 1 1Y
input 11.3
Testing value O(x)
Real number|Linguistic term {small{averagdlarge Highest{Match Y/N |Total accuracy (%)
Case 1 15|Average 1 0 1Y 100
Case 2 0|Small 1 0 1Y
Case3 |n/a
Case 4 5|Average 1 0 1Y
Case$5 |n/a
Input 12
Testing value 0O(x)
Real number]Linguistic term |low [averagdhigh HighestiMatch Y/N | Total accuracy (%)
Case 1 5laverage 0 0.4 1Y 100
Case2 |[n/a 0
Case 3 5laverage 0 0.4 1Y
Cased |n/a 0
Case 5 9|high 0 1 1ly
input 12.1
Testing value O(x)
Real number]Linguistic term [smaltjaverage large Highest{Match Y/N |Total accuracy (%)
Case 1 3|Small 1 0] 1Y 100
Case2 |n/a
Case 3 3|average 1 0 1Y
Case 4 1{Small 1 0 1Y
Case 5 16jlarge 07 1 1y
Input 12.2
Testing value J(x)
Real numberiLinguistic term jsmall; averagelarge lHighest Match Y/N | Total accuracy (%)
Case 1 10{small 0.6 0 0.6|Y 100
Case2 |n/a
Case 3 20|Average 0.17 o] 0.17|Y
Case 4 10|small 0.58 0| 0.58]Y
Case5 |n/a




Input 13

Testing value 0O(x) |
Real number|Linguistic term |low !averagghigh HighestiMatch Y/N | Total accuracy (%)
Case 1 5|Average 0 1 0 ily 33
Case2 |n/a 0
Case 3 8|Average 0f 0.25 1 1jn
Case4 |n/a 0
Case 5 2|Average 1] 0.25 0 1n
Input 13.1
Testing value O(x)
Real numberjLinguistic term [small|average average-larggl‘_i_-l_ighest Match Y/N | Total accuracy (%)
Case 1 90|Average 0.8 1 1Y 100
Case2 |[n/a
Case 3 95(large 0.63 1 1Y
Case 4 100}iarge 0.5 1 1Y
Case 5 95|Average 0.63 1 1ly
input 13.2
Testing value 0(x)
Real numberLinguistic term [small{Averagdlarge HighestiMatch Y/N |Total accuracy (%)
Case 1 3|small 0.8 0 0.8|Y 100
Case2 [n/a
Case 3 3|Average 0.8 0 0.8]Y
Case 4 1|small 1 0 11Y
Case 5 1|Average 1 0 1Y
Input 13.3
Testing value S(x)
Real numberjLinguistic term |small; Ave@gdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 1|small 1 0 1ly 75
Case2 |[n/a
Case 3 3|Average 0.62 1 1|Y
Case 4 1{small 1 1ly
Case 5 4|Average 0.43 1 1N
Input 13.4
Testing value O(x)
Real number]Linguistic term |small|averagdlarge _ Highest|Match Y/N | Total accuracy (%)
Case 1 4|Average 0.7 1 0 1Y 100
Case2 |n/a
Case 3 30jlarge 0f 0.14 1 1Y
Case 4 4|Average 0.67 1 1|Y
Case5 |N/A N/A N/A N/A




input 13.5

Testing value C(x) |
Real numberLinguistic term |small|averagegaverage-largg Highest{Match Y/N | Total accuracy (%)
Case 1 2|Small 0 03 0.3|n 75
Case2 |n/a
Case 3 8{Large 0 0.47| 047|Y
Case 4 16|Average 0 0.67} 0.67|Y
Case S 4|Average 0 0.38] 0.38]Y
Input 13.6
Testing value 0(x)
Real number|Linguistic term |smalli|averageg large Highest|Match Y/N | Total accuracy (%)
Case 1 10|Small 0.5 0.8 0 0.8|n 75
Case2 |n/a
Case 3 0|Small 1| 0.83 0 1Y
Case 4 50|Large 0 0 1 1Y
Case 5 0|Small 1} 0.83 0 1Y
Input 13.7
Testing value O(x)
Real numberjLinguistic term [small averagd large HighestiMatch Y/N [Total accuracy (%)
Case 1 0|Small 1 0 0 1Y 100
Case2 |n/a
Case3 |n/a
Case 4 0|Small 1 0 0 1Y
Case 5 |[N/A N/A N/A N/A OIN/A
Input 14
Testing value T(x)
Real number|Linguistic term |unfav averagd favor HighestiMatch Y/N | Total accuracy (%)
Case 1 5|Average 0.3 1 0.2 1Y 60
Case 2 8|Average 0 025 1 1|n
Case 3 8|favor 0} 025 1 1Y
Case 4 7]Average 0 0.5 0.72] 0.72|n
Case S 6{Average 0ol 075 0.44] 0.75]y
Output 1
Testing value 2(x)
Real number|Linguistic term |poor |average good HighestiMatch Y/N | Total accuracy (%)
Case 1 5laverage 0.3 0.7 0 0.7|Y 80
Case 2 Slaverage 0.33| 0.667 0l 0.667|Y
Case 3 9|good 0] 067 1 1Y
Case 4 8|good 0 1 0.75 i|n
Case 5 1|poor 1 0 0 1ly




Output 1.1

Testing value 0(x)
Real number] Linguistic term |small|averagdlarge Highest{Match Y/N | Total accuracy (%)
Case 1 15|Average 1 1 1ln 40
Case 2 30{Average 0.8 1 1n
Case 3 20|large 1 1 1Y
Case 4 20|large 1 1 1Y
Case 5 20|Average 1 1 i]n
Output 1.2
Testing value O(x) [
Real number]Linguistic term |smalljavera dlargi HighestiMatch Y/N | Total accuracy (%)
Case 1 10|small 1 0.9 1Y 20
Case 2 90]Average 0 1 1in
Case 3 10{large 1 0 ijn
Case 4 20|Average 0.5 0.6 0.6{n
Case 5 70{Average 0 1 1in
Qutput 1.3
Testing value T(x)
Real number|Linguistic term |smalljaveragdlarge Highest|Match Y/N | Total accuracy (%)
Case 1 10{small 0.9 0 0.9Y 80
Case 2 10|small 0.9 0 0.9|Y
Case 3 10{large 0.9 0 0.9in
Case 4 10|small 0.9 0 0.9]Y
Case 5 20jAverage 0.71 I NAT
Output 1.4
Testing value 0(x)
Real number] Linguistic term |small{averagelarge HighestiMatch Y/N |Total accuracy (%)
Case 1 10|small 0 1 0 1IN 50
Case 2 30|Average 0l 0.107 1 1|n
Case 3 10|Average 0 1 0 1Y
Case 4 20tlarge 0] 055 1 1ly
Case5 |n/a
Qutput 1.5
Testing value T(x)
Real number|Linguistic term |smalljaveragelarge Highest|Match Y/N | Total accuracy (%)
Case 1 10|Small 0.8 0 0.8{Y 25
Case 2 90|Average 0 1 1N
Case 3 5|Average 1 0 1Y
Case 4 20]|Average 0.5 0.6 0.6{n
Case5 |N/A N/A N/A N/A




Qutput 1.6

Testing value 0O(x) |
Real numberLinguistic term |small|averagdlarge Highest|Match Y/N | Total accuracy (%)
Case 1 15|Average 0 0.8 0.2 0.8|Y 100
Case2 |n/a
Case 3 16|Average 0 0.8 0.28 0.8jY
Case4 |n/a
Case 5 3.5|Small 1f 075 0 1}Y
Qutput 2
Testing value J(x) |
Real number]Linguistic term |poor |averagqgood Highest{Match Y/N | Total accuracy (%)
Case 1 4ipoor 0.9 0 0 0.9y 80
Case 2 4|Average 0.91 0 0l 0.91in
Case 3 7|Average 0.09 1 0.55 1Y
Case 4 8|good 0] 0.33 0.78] 0.78{Y
Case 5 1|poor 1 0 0 1Y
Output 2.1
Testing value O(x)
Real number]Linguistic term {small{avera dlarge Highest|Match Y/N | Total accuracy (%)
Case 1 20|Average 0.8 0] 0.8|Y 100
Case 2 15|Average 0.92 0| 0.917)y
Case 3 O|Average 1 0 1Y
Case 4 0|Small 1 0 1Y
Case 5 100{Large 0 1 1y
Qutput 2.2
Testing value 0(x)
Real number]Linguistic term |small|averagdlarge Highest{Match Y/N | Total accuracy (%)
Case 1 5|Small 0.6 0.1 0 0.6]Y 100
Case 2 20|average 0 1 0 1Y
Case 3 0|Small 1 0 0 1Y
Case 4 0{Small 1 0 ]| 1Y
Case 5 100|large 0 0 1 1ly
Qutput 3
Testing value J(x) 1
Real numberjLinguistic term |low |averaggaverage-high|Highest|Match Y/N Total accuracy (%)
Case 1 6laverage 1 0.4 1in 60
Case 2 5|average 1 0.125 1n
Case3 8{high 0.71 1 1y
Case 4 9(high 0.71 1 1Y
Case 5 2liow 1 0 1ly
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Output 3.1

Testing value O(x)

Rea! number]Linguistic term [small|averagdlarge Highest|Match Y/N |Total accuracy (%)
Case 1 6|Average 1 0.6 0 i]n 33
Case2 [n/a
Case 3 100{large 0 0 1 1Y
Case 4 10}Average 1 0.72 0 1in
Case5 |n/a
Output 3.2
Testing value O(x)
Real number|Linguistic term {small|averagdaverage-largg HighestiMatch Y/N [Total accuracy (%)
Case 1 5|small 0.8 0.4 0.8]Y 33
Case2 |n/a
Case 3 50|small 0 1 1ln
Case 4 6]Average 0.75 0.43] 0.75|n
Case5 |n/a
Output 3.3
Testing value 0(x) |
Real numberjLinguistic term [small|Averagdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 5|small 0.5 1 0 1jn 33
Case2 |n/a
Case 3 5|small 0.5 1 0 i|n
Case 4 1{small 1] 0.83 0 1]Y
Case5 in/a
Output 3.4
Testing value O(x)
Real number|Linguistic term |small|averagd average-large Highest|Match Y/N [Total accuracy (%)
Case 1 40{small 1 0 1ly 100
Case2 |[n/a
Case3 |[n/a
Case 4 50{small 1 0.25 1}y
Case5 |n/a
Qutput 3.5
Testing value 0(x) |
Real numberjLinguistic term [smali{averagdlarge HighestMatch Y/N | Total accuracy (%)
Case 1 4|Small 1 0.2 1}Y 100
Case2 |[n/a
Case3 |[n/a
Case 4 2{Average 1 0.1 1Y
CaseS [N/A N/A N/A N/A




Input 9

Testing value 0(x)

Real numberjLinguistic term |low |averagghigh HighestiMatch Y/N | Total accuracy (%)
Case 1 5|Average 0 0.7 0 0.7y 75
Case 2 5|Average 0 0.7 0 0.7y
Case 3 6|Average 0| 0.83 0] 0.83lY
Case4 |n/a
Case 5 3|Average 1] 0.33] 1|n
Input 9.1
Testing value O(x)
Real number|Linguistic term |smalllaverage average-largg Highest|Match Y/N | Total accuracy (%)
Case 1 0.3|Small 1 0] 1Y 100
Case 2 0|Small 1 0 1Y
Case 3 0|Small 1 0] 1Y
Case 4 90|Large 0 1 1Y
Case 5 0|Small 1 0 11Y
input 9.2
Testing value O(x)
Real numberjLinguistic term {small averagdlarge HighesiMatch Y/N | Total accuracy (%)
Case 1 0.2|Small 1 0 0 1Y 40
Case 2 0|Small 1 0 0 1IN
Case 3 Olaverage 1 0 0] 1n
Case 4 40|large 0 0 1 1Y
Case S 1laverage 0.83 0 0] 0.83|n
Input 9.3
Testing value Z(x)
Real number|Linguistic term |smail averagdlarge HighestiMatch Y/N jTotal accuracy (%)
Case 1 0.6/Small 0.9 0 0 0.9)y 50
Case 2 0|Small 1 0 0 1Y
Case 3 1llarge 0.67 0 0| 0.67|n
Case 4 0.8|average 0.8 0 0 0.8in
Case5 n/a
Input 9.4
Testing value J(x)
Real number]Linguistic term |smalljaveragdlarge HighestMatch Y/N | Total accuracy (%)
Case 1 1.5|Average 0.8 o 0.8|Y 75
Case 2 0|small 1 0 1Y
Case 3 Ofsmall 1 0 1Y
Case 4 5|Average 0.17 .67] 0.67|n
Case5 [n/a
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Input 9.5

Testing value O(x)
Real numberjLinguistic term |small{averagdiarge Highest{Match Y/N | Total accuracy (%)
Case 1 2.5|average 0.8 0 0.8|y 100
Case 2 O|small 1 0 1]Y
Case 3 Ofsmall 1 0 1Y
Case 4 4laverage 0.6 0 0.6]y
Case5 |n/a
Input 9.6
Testing value O(x)
Real numberjLinguistic term |smalljaveraggaverage-larggHighestMatch Y/N [Total accuracy (%)
Case 1 0.2|small 1 0 1Y 100
Case 2 O|small 1 0 11Y
Case 3 O|small 1 0 1Y
Case 4 O|smalil 1 0 11Y
Case5 |n/a
Input 9.7
Testing value 0(x)
Real number|Linguistic term |small| Averagd average-largel HighestiMatch Y/N [Total accuracy (%)
Case 1 0.1|small 1 0 1Y 100
Case 2 O}small 1 0 1Y
Case 3 O|small 1 0 11Y
Case 4 1|small 0.9 0 0.9y
CaseS5 (n/a
Input 9.8
Testing value J(x)
Real number]Linguistic term |smalljaveragdlarge HighestiMatch Y/N | Total accuracy (%)
Case 1 0.1|small 0.8 0 0.8ly 100
Case 2 O|smaii 1 0 1Y
Case 3 0.6|large 0 1 1Y
Case 4 40|large 0 1 1]y
Case$5 |n/a
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Appendix 6-2: Membership Function Testing Results (Trial 2)

No. Name test 1 |f (test1)jactual term |match (y/n) test 2 f(tes@)[ﬂual term |match (y/n)

input1 |small 5| 0.3333{average y
average 5 1
large 5| 0.25

Input 1.1 |small 12 i[small-av |y 14.5 1|average n
av-large 12 0 145 0

Input 1.2 [small 17.5 Olaverage y
av-large 17.5] 0.5791

Input 1.3 {small 7| 0.75|average n 5] 0.9167|average n
average 7| 0.5053 5} 0.4947
large 7 0 5 0

input2 [low 3 1|low y 8 0]high y
average 3| 0.7333 8 0.6
high 3 0 8 1

Input 2.1 |small 10 Ojaverage y 10 Ojaverage y
av-large 10 1 10 1

Input 2.2 |small 20| 0.875|average y
average 20 1
large 20 0

Input3 |poor 8 Ojaverage-goqy 7.5 0|good y
average 8 0 7.5{ 0.0637
good 8 1 7.5] 0.8498

Input 3.1 |small 8.5 Oltarge n
average 8.5| 0.375
large 8.5/ 0.3214

Input 3.2 |small 6 1laverage n 25 Olaverage y
av-large 6] 0.55 25 1

Input 3.3 |small-av 83} 0.2667|average n 67| 0.6222}small n
large 83 1 67 1

Input 3.4 |poor 8 0|average-good 8.5 O|good n
average 8 1 y 8.5]| 0.9444
goed 8 0.5 85f 0.75

Input 3.5 |smali 25 O|small-av |y 15 O|iarge y
av-large 25 1 15 1

Input 3.6 |poor 7 O|average 6 Olaverage y
average 7] 0.6667 y 6] 0.8333
good 71 0.3333 6 4]

Input 3.7 |small 30 Ojaverage y 20} 0.4686}large y
av-large 30 1 201 0.5314

Input 3.8 |smail-av 0 1laverage |y 10 Ofsmall n
large 0 0 10 1

input 3.9 |low 71 0.0909|average 7.5 Othigh y
av-high 7 0.4 n 7.5 0.5

Input4 |small-av 5| 0.8889{average y 6.5] 0.7222|average y
large 5| 025 6.5{ 0.625

Input 4.1 |small 45 Olaverage y
av-large 45 1
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Input 4.2
Input 4.3

Input 5

input 5.1

Input 5.2

Input 6

input 6.1
Input 6.2
input 6.3
input 6.4

Input 7

Input 7.1
Input 7.2
Input 7.3

Input 7.4

Input 7.5

Input 8

Input 8.1
Input 8.2
Input 8.3
Input 8.4

Input 8.5

short-av
long
small
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small
average
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small
average
large
small-av
large
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average
high
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input 8.6 |small-av 0 1laverage 11 0.8667|small
large 0] 0 1 1

Input 10 [poor 8| 0.125|good 6.5| 0.3125{average-god
average 8 0.5 6.5| 0.875
good 8 0.5 6.5 0

Input 10.1|short 1 1|average 15 O|average
average 1} 0.2453 15| 0.4444
long 1 0 15 1

Input 10.2(small 0 1laverage
average 0 0
large 0 0.435

Input 10.3|small 0 i}average 4 Ollarge
average 0 0 4| 0.3333

- large 0 0 4 1

Input 10.4[{smali 30 O|large 20 Ollarge
average 30] 0.3333 20 1
large 30 1 20 0

Input 10.5]risk-ave 7 Olaverage 5.5 0.1667|average
average 7 0 5.5 0.5
risk-pro 7 0.8 5.5 0.5

Input 11 |poor-av 7 0.5|average 5.5| 0.875|average
good 7 0.5 55 025

Input 11.1|short 30 O|average
average 30| 0.8571
long 30 1

Input 11.2[small 1 1|average 50 1|small
av-large 1 0 50| 0.3333

Input 11.3|small 1| 0.8667|average
average 1 0
large 1 0

Input 12 [low 1 1laverage 7.5 Ojaverage-hi
average 1 0 7.5 0
high 1 0 7.5 0.75

Input 12.1}small-av 1 1|average 10| 0.72]average
large 1 0 10 0]

Input 12.2|small-av 0 1|average 60 Oflarge
large 0] 0.4118 60| 0.7647

Input 13 |low 7 Olaverage 5.5 Olaverage
average 7| 0.3333 5.5/ 0.8333
high 7| 0.6667 5.5] 0.1667

Input 13.1|small 100 1javerage
av-large 100 1

input 13.2}small-av 1 1|average 2 1|average
large 1 0 2 0

Input 13.3{small 1 1|average 4 Olaverage
av-large 1| 0.6703 4 1

Input 13.4{small 6 Olaverage
average 6 1
large 6 0

Input 13.5|small 2 1|average 4 O|average
average 2 0 4 1
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large 2 0 4 0

Input 13.6|small-av 5| 0.6667|average 20 Olaverage n
large 5| 0.4706 20} 0.6471

Input 13.7small
average
large

input 14 |unfavorab 5 Olaverage 25 1|unfavorable |y
average 5 1 25 0
favorable 5| 025 25 0

Output 1 |poor 7 O|average 8.5 Olgood y
average 7 0.5 8.5 0
good 7 0.5 8.5 1

Output 1.1}small 5 1|average 5 1|average n
av-large 5 0 5 0

Output 1.2small 98 Olaverage y
av-large 98 1

Output 1.3small 5 1|average 2 1|small y
av-large 5 1 2 0

Output 1.4small-av 5 1|average
large 5 0

Output 1.4small-av 98{ 0.177|average n
large 98| 0.974

Output 1.6 small-av 10 1laverage 5 1|small-av y
large 10 0 5 0

Output 2 |poor-av 7 0.5|average 6.5| 0.5833|average-gody
good 7 0.5 6.5 0.25

Output 2.1|small-av 5} 0.9333|small-averagy
large 5] 0.0667

Output 2.1|small
average
large

Output 2.3small 5f 0.75(small y
average 5] 025
large 5 0

Output 3 |low 7 Olaverage 8.5 O}high y
average 71 075 8.5} 0.375
high 71 0.75 8.5 1

Output 3.1ismall 20 O|average 80 Ollarge y
av-large 20 1 80 1

Output 3.2small 10 1|average
large-av 10 0

Output 3.3small-av 25 Ojaverage 5 1|small-av |y
large 25| 0.625 5] 0.4583

Output SAF small 500 Olaverage 250 0.75|small y
average 500} 0.6429 250} 0.4643
large 500} 0 250 0

Output 3.§small-av 5 1|smail y
large 5 0

input9 flow 3.5 0.5}low-averageiy
average 3.5 0.5
high 3.5 0
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Input 9.1

Input 9.2
Input 9.3
Input 9.4
Input 9.5

Input 9.6

Input 9.7

Input 9.8

small
average
large
small-av
large
small-av
large
small-av
large
small-av
large
small
average
large
small
average
large
small-av
large

0.15
0.15
0.15
0.2
0.2

0.8333
0.0033

0.8496
0.005

o -

small

small

average

0.25
0.25
0.25
0.175
0.175

2.75
2.75

03

03
0.35
0.35
0.35
0.45
0.45
0.45

0.7222|
0.0056
0
0.8684
0.0044
1
0
0.5877
0.4123
0.9625
0.0375
0.5625
0.4375
0
0
0.0625
0
1
0

small

small-av

small

average

small

small

small

small
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No. Name test 3 |f (test3)lactual term match (y/n) test 4 If (test4)|actual term |match

Input1  |small 5] 0.3333|small n 1 1|small y
average 5 1 1 0
large 5| 025 1 0

Input 1.1 |small 40 1|average n
av-large 40 0

Input 1.2 |small 15| 0.1429|small n
av-large 15| 0.5663

Input 1.3 |smalil 10 0.5{small y 25 O{small n
average 10| 0.5213 25| 0.6011
large 10 0 25 0

Input2 |low 7| 0.25|average y 8 0jav-high y
average 7| 0.7333 8 0.6
high 71 075 8 1

Input 2.1 [small 10 Olaverage y 9 Ojaverage y
av-large 10 1 9| 0.8883

Input 2.2 |small 100 Olaverage y
average 100 1
large 100 0

input3 |poor 3 1i{poor y 8.5 0jqood y
average 3 0 8.5 0
good 3 0 8.5 1

input 3.1 |small 10 Otlarge n 10 Ollarge n
average 10 0 10 0
large 10| 0.4286 10| 0.4286

Input 3.2 |small 4 1javerage n 2 1ismall y
av-large 4 045 2] 035

Input 3.3 |small-av 50 1|average y
large 50 1

input 3.4 |poor 7 Olaverage y 9.5 0|good y
average 7| 0.8889 9.5( 0.8333
good 7 0 9.5 1

Input 3.5 |small 8 0.4|average y 20 Ollarge y
av-large 8 0.6 20 1

Input 3.6 |poor 7 O|average y 8 0}good y
average 71 0.6667 8 0.5
good 7] 0.3333 8| 0.6667

Input 3.7 |small 12 1|average n 30 Ojlarge y
av-large 12 0 30 1

Input 3.8 |small-av 1| 0.8667|small y 0 1|small y
large 1 0 0 0

Input 3.9 |low 10 0|high y 5| 0.4545{averagae |n
av-high 10 1 S 0

Input4 |small-av 9| 0.4444|large y 7| 0.6667|av-large y
large 9 1 77 0.75

Input 4.1 |smalt 22 Ojaverage y 0.65 1|average n
av-large 22 1 0.65| 0.315




input 4.2
Input 4.3

Input 5

Input 5.1

Input 5.2

Input 6

input 6.1
Input 6.2
Input 6.3
Input 6.4

input 7

Input 7.1
Input 7.2
Input 7.3

input 7.4

input 7.5

Input 8
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Input 8.2
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long
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average

ave-high
average
average
small

average

average
large
average

small

ave-high

small
large
average

large
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input 8.6 [small-av 1| 0.8667|smali 1| 0.8667|average
large 1 1 1 1

input 10 {poor 41 0.625{poor-av 6| 0.375|average
average 4] 0.25 6] 0.75
good 4 0] 6 0

Input 10.1{short 1 1ishort 5 O|short
average 1] 0.2453 5 1
long 1 0 S 0

Input 10.2fsmal! 20 Ollarge 2| 0.7778|small
average 20 0 2 0
large 20| 0.548 2| 0.4463

input 10.3fsmall 2| 0.1667|average 0 1|smail
average 2| 0.8333 0 0
large 2| 0.3333 0 0

Input 10.4|small 20 O|average 0 1{small
average 20 1 0 0
large 20 0 0 0

input 10.5|risk-ave 1 1|risk-ave 1 1{risk-ave
average 1 0 1 0
risk-pro 1 0 1 0

Input 11 |poor-av 8] 0.25|average 5 1|average
good 8{ 0.6667 5! 0.1667

input 11.1|short 20 Olaverage 20 O|average
average 20} 0.7143 20| 0.7143
long 20 1 20 1

input 11.2{small 80 0.4{average 100 O|large
av-large 80 1 100 1

Input 11.3jsmall 5| 0.3333laverage
average 5 1
large 5 0

Input 12 {low 6 Olaverage 5 0.25|average
average 6 0.5 5 1
high 6 0.5 5| 0.3333

Input 12.1|small-av 2 1}average 8 0.8|ave-large
large 2 0 8 0

Input 12.2|small-av 10§ 0.6667|small 0 1|small-ave
large 10| 0.4706 0| 0.4118

Input 13 |low 8 O|av-high 5.5 O|average
average 8 0 5.5] 0.8333
high 8 1 5.5] 0.1667

Input 13.1|small 80 1|small-av 95 1jave-large
av-large 80] 0.7761 95 1

Input 13.2|small-av 1 1]average
large 1 0

Input 13.3|smalil 2| 0.2308|average 1 1|average
av-large 2| 0.7802 1| 0.6703

Input 13.4{small 3 0.5|average 4 Olaverage
average 3 05 4 1
large 3 0 4 0

Input 13.5|small 40 Ojlarge 24 Oflarge
average 40| 0.3077 24} 0.6154
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large 40 1 24 1

Input 13.6{small-av 10| 0.3333|small-av 30 Ollarge
large 10| 0.5294 30} 0.7647

Input 13.7|small
average
large

Input 14 |unfavorable 8 O|favorable 8 Olfavorable
average 8 0.5 8 0.5
favorable 8 1 8 1

OQutput 1 |poor 10 0|good 9 0|good
average 10 0 9 0
good 10 1 9 1

Output 1.1jsmall 25 1}|large 30 0.8}large
av-large 25 1 30 1

Output 1.2small 95 Ollarge 25 O|large
av-large 95 1 25 1

Output 1.3small 5 1|average 5 1laverage
av-large 5 1 5 1

Output 1.4small-av 60 Ollarge
large 60 1

Output 1.4small-av 95| 0.2035|large 25| 0.823|large
large 95{ 0.9351 25| 0.026

Output 1.¢small-av 11 1javerage 1 1|smail
large 11 0 1 0

Output 2 {poor-av 10 0|good 10 Olgood
good 10 1 10 1

Output 2.1 small-av 10| 0.8667|average
large 10| 0.1333

Output 2.1jsmall
average
large

Output 2.2small 30 Ollarge 0 1|small
average 30 0.5 0 0
large 30 0.5 0 0

Output 3 |low 7 O|low-av 8 0|ave-high
average 71 0.75 8 0.5
high 7| 075 8 1

Output 3.1|small 40 Ollarge 10 1|average
av-large 40 1 10 0

Output 3.2small 40| 0.3333|large 50| 0.1111{large
large-av 40 0.6 50 1

Output 3.3 small-av 40 Ojlarge 5 1|average
large 40| 0.75 5| 0.4583

Output 3.4small 300 0.5|average 80 ilaverage
average 300 0.5 80} 0.3429
large 300 0 80 0

Output 3.4small-av 20 Ojlarge 0 1|small
large 20 1 0 0

input9 {low 9 Ojhigh
average 9| 0.3333
high 9 1
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Input 9.1

Input 9.2
Input 9.3
Input 9.4
Input 9.5

input 9.6

input 9.7

input 9.8

small
average
large
small-av
large
small-av
large
small-av
large
small-av
large
small
average
large
small
average
large
small-av
large

0.4
0.4
10
10
0.6

[®]
[o2]

D000 O

small

0.6992|small
Oflarge
0.91|small
small

small

small

small

O~ 00 ~+~00 -0 —~

3.5
3.5
0.3
0.3

10

iy
OO0 0000O0O0

smali

O 0O —

small
0.0875
0.9375|small

0.4003|average
0.5997
average

small

small

smalt

Q200 —~+~00 = —~0
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No. Name test 5 |f (test5)|actual term {match (y/n) test 6 |f (test6) |actual term |match (y/n)

Input 1 small 3 1{small y 3 1laverage |n
average 3 0 3 0
large 3 0 3 0]

Input 1.1 |small 20 1|small y 6 i|laverage |n
av-large 20 0 6 0

Input 1.2 |smali 2 1|average n
av-large 2 0.5

Input 1.3 |small 5] 0.9167]|average n 5] 0.9167|small y
average 5| 0.4947 5| 0.4947
large 5 0 5 0

input2 jlow 8 0O|high y 8 Olhigh y
average 8 0.6 8 0.6
high 8 1 8 1

Input 2.1 |smail 10 Ollarge y 4 Olaverage |n
av-large 10 1 4| 0.3296

Input 2.2 |small 10 1|average n
average 10 0
large 10 0

input3 |poor 9 O|good y 7 O{ave-good |y
average 9 0 7] 0.2509
good 9 1 7| 0.6997

Input 3.1 |small 9 Olaverage n 8 Olaverage |y
average 9] 025 8 0.5
large 9{ 0.3571 8| 0.2857

Input 3.2 |small 7 1javerage n 5 1|average |n
av-large 7 0.6 5 0.5

Input 3.3 |small-av 0.33 1|laverage y 80| 0.3333jlarge y
large 0.33 0 80 1

Input 3.4 |poor 8 0|good n 8 Olaverage |y
average 8 1 8 1
good 8 0.5 8 0.5

Input 3.5 |small 12 Olaverage y 10 Olaverage |y
av-large 12 1 10 1

input 3.6 |poor 9 0|good y 8 Olaverage |n
average g| 0.3333 8 0.5
good 9 1 8| 0.6667

Input 3.7 |small 20| 0.4686|large y 25 Ojlarge y
av-large 20} 0.5314 25 1

Input 3.8 |small-av 1| 0.8667|small y 0 1laverage |y
large 1 0 0 0

input 3.9 |low 9 0l high y 8 Ojaverage |y
av-high 9 0.8 8 0.6

Input4  |small-av 6} 0.7778|average y 8| 0.5556|ave-large |y
large 6 0.5 8 1

Input 4.1 |small 1.1 1laverage n 25 0.75|small y
av-large 1.1] 036 2.5 0.5
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input 4.2 |short-av 4 1|average 10 1|average
long 4 0 10 1

Input 4.3 [small 2 1|average 3.5 1{small-ave
av-large 2| 0.4286 3.5 0.5357

Input§ |small 9 Ollarge 8 O|ave-large
average 9] 0.3333 8 0.5
large 9 1 8 1

Input 5.1 |small 40 O|average 40 O|ave-large
average 40 1 40 1
large 40 1 40 1

Input 5.2 [small-av 200 1javerage 150 1|average
large 200 1 150 1

Input6 |iow 6 Olaverage 3 0.5|low-ave
average 6] 025 3 1
high 6] 0.6667 3| 0.1667

input 6.1 |low 8 Ofhigh 4 0.5}low-ave
av-high 8 1 4| 0.4638

Input 6.2 {low 8 0O}high 4 Oflow-ave
av-high 8 1 4| 0.3333

Input 6.3 {small-av 70 0.5llarge 55 0.65|average
large 70 0.5 55 0

input 6.4 {small 7 Ollarge 5 0.5|ave-large
av-large 7] 0.8333 5 0.5

Input7 llow 6] 0.3333|average 5 0.5|average
average 6 1 5 0.5
high 6| 0.0991 5 0

Input 7.1 |small-av 30| 0.625javerage 25| 0.7187|average
large 30} 0.3572 25| 0.2501

Input 7.2 |small 20 Ofsmall 65 Olave-large
av-large 20 1 65 1

Input 7.3 |small-av 70} 0.4167|large 65| 0.4583|average
large 70 0.7 65 0.65

Input 7.4 {small 50 Olaverage 65 Olave-large
average 50 0 65 0
large 50 1 65 1

Input 7.5 [small 10 1[smalil 30| 0.3333{small
average 10 0 30| 0.6667
large 10 ‘] 30 0.2

input8 [low 5] 0.3333|average 8 O|ave-high
average 5 1 8| 0.6667
high 5| 025 8 1

Input 8.1 |smail-av 1 1{small 9 Ojlarge
large 1 0.2 9 1

Input 8.2 |{small-av 1 1|small 6 O|large
large 1} 0.4167 6] 0.8333

Input 8.3 |small-av 1 1|small 3| 0.9448|large
large 1 0 3 0

Input 8.4 |small-av 1 1}small 2 1laverage
large 1 0 2 0

input 8.5 |short-av 2 1|short
long 2 0
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Input 8.6 |small-av 1} 0.8667|small
large 1 1

input 10 |poor 10 0|good 8] 0.125(good
average 10 0 8 0.5
good 10 1 8 0.5

Input 10.1|short 6 Ojaverage 2.51 0.4444|short
average 6] 0.9444 2.5| 0.5283
long 6 0.2 2.5 0

Input 10.2|small 5| 0.4444|small 2.5] 0.7222{small
average 5{ 0.6667 25 0
large 5/ 0.4633 2.5| 0.4492

Input 10.3|small 3 Ollarge 2| 0.1667}average
average 3] 075 2| 0.8333
large 3 1 2| 0.3333

Input 10.4|small 15| 0.2941|average
average 15 1
large 15 0

Input 10.5}risk-ave 1 1|risk-ave 4| 0.6667|risk-ave
average 1 0 4 0
risk-pro 1 0 4 0.2

input 11 |poor-av 8| 0.25{good 4 1ipoor-ave
good 8| 0.6667 4 0

input 11.1]short 4.5] 0.6497|long
average 4.5| 0.4929
long 45 0

Input 11.2{small 75 0.5|ave-large
av-large 75 1

Input 11.3|small 15 O[smali-ave
average 15 1
large 15| 0.3847

Input 12 |low 2 1llow 7 0Ojave-high
average 2 0] 7 0
high 2 0 7| 0.6667

Input 12.1]small-av 3 1|small 1 1|javerage
large 3 0 1 0

Input 12.2]small-av 10| 0.6667|small 20| 0.3333]average
large 10§ 0.4706 20| 0.5294

Input 13 |low 2| 0.6667|low 6 O|average
average 2| 0.3304 6| 0.6667
high 2 0 6| 0.3333

Input 13.1|small 100 1llarge 50 1|small-ave
av-large 100 1 50| 0.3284

Input 13.2|small-av 2 1{small 2 1laverage
large 2 0] 2 0

Input 13.3|small 1 1|smalil 1 1|average
av-large 1| 0.6703 1} 0.6703

input 13.4|small 3 0.5|small 8.5 Olaverage
average 3 0.5 8.5 1
large 3 0 8.5 0

Input 13.5|small 1 1|small 0.5 1]|small
average 1 0 0.5 0
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large 1 0 0.5 0

Input 13.6|small-av 90 O|large 65 O|ave-large
large 90 1 65 1

Input 13.7|small
average
large

Input 14 |unfavorabl 5 O|favorable 7 O|favorable
average 5 1 7 1
favorable 5] 0.25 7 0.75

Output 1 |poor 9 0|good 7 0lave-good
average 9 0 7 0.5
good 9 1 7 0.5

Output 1.1|small 25 1}average 12 1laverage
av-large 25 1 12 1

Output 1.34small 90 Ojlarge 15 0.5{small-ave
av-large 80 1 15 1

Output 1.3small 10 1lsmall 1 1|small
av-large 10 1 1 0

Output 1.4small-av 25 0.4|large
large 25 1

Output 1.84small-av 25| 0.823|smail 20| 0.8673|average
large 25| 0.026 20 0

Output 1.6small-av 25| 0.4375|average 5.5 1|{small
large 25 1 5.5 0

Output 2 |poor-av 9| 0.1667{good 8{ 0.3333|ave-good
good 9 1 8 1

Output 2.1|small-av 10| 0.8667|small 0 1|average
large 10| 0.1333 0 0

Output 2.1ismall
average
large

Output 2.4small 1l  0.95|small 0 1|small
average 11 0.05 0 0
large 1 0 0 0

Output 3 |low 9 0|high 8 0|high
average 91 0.25 8 0.5
high 9 1 8 1

Output 3.1{small 7 1|average 22.5 O|average
av-large 7 0 22.5 1

Output 3.34small 40| 0.3333|average
large-av 40 0.6

Output 3.3small-av 10 0.5|average
large 10 0.5

Qutput 3.4small 150 1|small
average 1501 0.3929
large 150 0

Output 3.5J small-av 7.5 0.75{small
large 7.5 0.25

Input9 |low 3| 0.6667|low 6 Olaverage
average 3} 0.3333 6| 0.8333
high 3 0 6 0.5
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Input 9.1

Input 9.2
Input 9.3
Input 9.4
Input 9.5

Input 9.6

Input 9.7

Input 9.8

small
average
large
small-av
large
small-av
large
smail-av
large
small-av
large
small
average
large
small
average
large
small-av
large

0.1
0.1
0.1

0.3333
0.0139

small

small-ave

average

smalt

average

small

small

small

small

y

y

y
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No. test 7 |f (test7)]actual term match (y/n)
input 1 5| 0.3333|average }y
5 1
5] 025
Input 1.1 10 1laverage |n
10 0

Input 1.2

input 1.3 5] 0.9167|average |n
5] 0.4947
5 0

Input 2 8 Olaverage |n
8 0.6
8 1

Input 2.1 10 Olaverage |y
10 1

Input 2.2 10 1{small y
10 0
10 0

input 3 4| 0.6667|poor y
4 0
4 0

input 3.1 10 Olaverage |n
10 0
10} 0.4286

Input 3.2 3 1|laverage |n
3 0.4

input 3.3 50 1{small y
50 1

Input 3.4 9 Ofgood y
9| 0.8889
9 1

input 3.5 15 Oflarge y
15 1

Input 3.6 9 0|good y
9] 0.3333
9 1

Input 3.7 15| 0.9372laverage |n
15| 0.0628

Input 3.8 0 1{small y
0 0]

Input 3.9 9 0lhigh y
9 0.8

Input 4 8| 0.5556(large y
8 1

input4.1 | 1.87 1{large n
1.87| 0.437
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Input 4.2
Input 4.3

Input 5

Input 5.1

Input 5.2

Input 6

Input 6.1
Input 6.2
input 6.3
Input 6.4

Input 7

input 7.1
Input 7.2
Input 7.3

Input 7.4

Input 7.5

Input 8

Input 8.1
Input 8.2
Input 8.3
Input 8.4

Input 8.5

d omb
AN~NGO R DD NN R R DD 0 D

G)O)O)\l\la

aammmmmmmmuwﬂ

0.3333

0.3929

long
average

average

average

average

low

low
average
large
average

average

average
average
small

average

average

average
average
average
large

long
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Input 8.6 2| 0.7333javerage |n
2 1

Input 10 3| 0.75|average |n
3 0]
3 0

Input 10.1 1 i}short y
1} 0.2453
1 0

Input 10.2 0 1jsmall y
0 0
0] 0.435

Input 10.3 3 Oflarge y
3| 0.75
3 1

Input 10.4 0 1|small y
0 0
0 0

Input 10.5 5| 0.3333|average |y
5 1
5 0.4

Input 11 8| 0.25|good y
8| 0.6667

Input 11.1 90 Ollong y
90 0
90 1

input 11.2 25 1|small y
25 0

Input 11.3 3 0.6|average |n
3 0.2
3 0

input 12 5| 0.25javerage |y
5 1
5! 0.3333

Input 12.1 1 1|small y
1 0

Input 12.2 10| 0.6667{small y
10{ 0.4706

Input 13 7 Olaverage {n
7| 0.3333
7| 0.6667

Input 13.1] 100 1laverage |y
100 1

Input 13.2 1 1|small y
0

Input 13.3 1 1ismall y
1| 0.6703

Input 13.4 4 Olaverage |y
4 1
4 0

Input 13.5 28 Olaverage |n
28} 0.5385
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Input 13.6

input 13.7
input 14
Output 1

Output 1.1|
Output 1.2
Output 1.3
Output 1.

Output 1.j
Output 1.9

Output 2

Output 2.1

OQutput 2.1 (-)
Output 2.2
Output 3

Output 3.1
Output 3.2
Output 3.3

Output 3’4T

Output 3.5

Input 9

0 O®OWDOOOO OO ®

12

7
20
20

nn
[e =]

N
NNN =2 000 ~NNOOO®OOO

1
1|small
0.4118
1|small

favorable

good

0

0

0

0

1

0

0

1

1jlarge

1
Oflarge
1
0.5|average

1
0.6|large
1
1|small
0
1

average
0
0.5|average
0.5
0.7333javerage
0.2667

average
O}high
5

1
1lsmall
0
1ismall
0
1ismall

1jsmall

1|small

Olaverage
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Input 9.1

Input 9.2
Input 9.3
Input 9.4
Input 9.5

Input 9.6

Input 9.7

input 9.8
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average
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Appendix 7: Membership Function Testilig Comparisons

Case 1(%) Case 2 (%
input 1 100 1 67 1
Input 1.1 100 1 33 0
Input 1.2 75 1 33 0
input 1.3 80 1 28.57 0
Input 2 80 1 85.7 1
input 2.1 60 1 85.7 1
input 2.2 80 1 75 1
input 3 100 1 100 1
input3.1 | 40 0 0 0
Input 3.2 75 1 40 0
input 3.3 80 1 50 0
Input 3.4 100 1 71.42 1
Input 3.5 60 1 85.7 1
Input 3.6 60 1 85.70 1
Input 3.7 100 1 71.42 1
Input 3.8 80 1 85.7 1
Input 3.9 100 1 71.42 1
Input 4 80 1 100 1
Input 4.1 80 1 50 0
Input 4.2 100 1 57.14 0
Input 4.3 60 1 67 1
Input 5 40 0 71.42 1
Input 5.1 80 1 85.7 1
input 5.2 75 1 100 1
Input 6 40 0 42.86 0
Input 6.1 60 1 85.71 1
Input 6.2 60 1 85.71 1
Input 6.3 80 1 100 1
Input 6.4 100 1 100 1
Input 7 60 1 85.71 1
Input 7.1 50 0 28.57 0
Input 7.2 80 1 71.42 1
Input 7.3 80 1 85.71 1
Input 7.4 80 1 33 0
Input 7.5 100 1 80 1
Input 8 50 0 100 1
input 8.1 60 1 100 1
input 8.2 50 0 100 1
Input 8.3 75 1 85.71 1
Input 8.4 80 1 100 1
Input 8.5 80 1 100 1
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Input8.6 | 50 . 0. 33 0
Input 10 60 1 71.42 1
Input 10.1 100 1 42.85 0
Input 10.2 50 0 67 1
Input 10.3 80 1 85.71 1
Input 10.4 100 1 83.33 1
Input 10.5 100 1 85.71 1
Input 11 100 1 85.71 1
input 11.1 60 1 33 0
input 11.2 100 1 83.33 1
Input 11.3 100 1 25 0
Input 12 100 1 85.71 1
Input 12.1 100 1 85.71 1
Input 12.2 67 1 85.71 1
Input 13 33 0 71.42 1
Input 13.1 100 1 100 1
Input 13.2 100 1 100 1
Input 13.3 75 1 57.14 0
Input 13.4 100 1 100 1
Input 13.5 25 0 71.42 1
Input 13.6 75 1 71.43 1
Input 13.7 100 1 100 1
input 14 60 1 71.43 1
Output 1 80 1 100 1
Output 1.1 80 1 71.43 1
Qutput 1.2 20 0 83.33 1
Output 1.3 80 1 100 1
Qutput 1.4 50 0 100 1
Output 1.5 25 0 67 1
Qutput 1.6 100 1 85.71 1
Output 2 80 1 100 1
Qutput 2.1 100 1 100 1
Output2.2] 100 1 100 1
Qutput 3 60 1 85.71 1
Output 3.1 33 9] 71.43 1
Output 3.2 33 0 67 1
Output 3.3 33 0 83.33 1
Output 3.4 100 1 83.33 1
Output 3.5 100 1 100 1
Input 9 75 1 80 1
Input 9.1 100 1 100 1
input 9.2 40 0 50 0
Input 9.3 75 1 100 1
Input 9.4 75 1 80 1
Input 9.5 100 1 80 1
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input 9.6 100 1 100 1
Input 8.7 100 1 67 1
Input 9.8 100 1 100 1
total = 89 72 72
80.89888 80.89888
Note: 1 means successful
0 means failure
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Appendix 8: Correlation Analysis Results

1. sub-input factors to input factors

1) input 1

Sub-factor | Sig (2 tailed) Keep (Y/N)

11 0.005 Y

12 0.035 Y

13 0.128 N

2) input 2

Sub-factor | Sig (2 tailed) | Keep (Y/N)

21 0.236 N

22 0.023 Y

3) input 3

Sub-factor Sig (2 tailed) | Keep (Y/N)

31 .720 N

32 481 N 1

33 .256 N |
1

36 REN! N

39 .638 N

4) input 4

Sub-factor | Sig (2 tailed) Keep (Y/N)

41 0.637 N

42 0.048 Y

43 0.992 N
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5) input 5

Sub-factor Sig (2 tailed) | Keep (Y/N)
51 0.092 Y

52 0.311 N

6) input 6

Sub-factor Sig (2 tailed) | Keep (Y/N)
61 0.011 Y

62 0.082 Y

63 0.263 N

64 0.238 N

7) input 7

Sub-factor | Sig (2 tailed) | Keep (Y/N)
71 0.978 N

72 0.259 N

73 0.462 N

74 0.813 N

75 0.452 N

Ignore this model.

8) input 8

Sub-factor Sig (2 tailed) | Keep (Y/N)
81 0.485 N

82 0.110 Y

83 0.688 N

84 0.005 Y

85 0.172 N

86 0.787 N
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9) input9

Sub-factor | Sig (2 tailed) | Keep (Y/N)
91 0.646 N

92 0.953 N

93 0.060 Y

94 0.539 N

95 0.420 N

96 0.767 N

97 0.330 N

98 0.544 N

10) input 10

Sub-factor Sig (2 tailed) | Keep (Y/N)
101 0.006 Y

102 0.019 Y

103 0.967 N

104 0.496 N

105 0.877 N

I1)input 11

Sub-factor Sig (2 tailed) | Keep (Y/N)
Il 0.977 N

112 0.676 N

113 0.132 N

Ignore this model.

12) input 12

Sub-factor Sig (2 tailed) | Keep (Y/N)
121 0.039 Y

122 0.011 Y
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13)input 13

Sub-factor Sig (2 tailed) | Keep (Y/N)
131 0.732 N
132 0.973 N
133 0.539 N
134 0.358 N
135 0.274 N
136 0.241 N
137 0.891 N

Ignore this model.

2. sub-output factors to output factors
1) output 1

Sub-factor Sig (2 tailed) | Keep (Y/N)
11 0.480 N

12 0.780 N

13 0.112 N

14 0.826 N

15 0.790 N

16 0.648 N

2) output 2

Sub-factor Sig (2 tailed) | Keep (Y/N)
21 0.791 N

22 0.840 N

Ignore this model.

3) output 3

Sub-factor Sig (2 tailed) | Keep (Y/N)
31 0.536 N

32 0.637 N

33 0.086 Y

34 0.909 N

35 0.988 N
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3. input factors to each sub-output factor
1) sub-output 11

Factor

Sig (2 tailed)

Keep (Y/N)

0.165

0.539

0.157

0.175

0.989

0.219

0.660

0477

\O |00 |~ [ON | [ |W O |

0.764

—
o

0.258

-y
[y

0.076

[\8)

1.000

—
w

0.298

N

0.497

Z|Z|Z2|RZ|Z2|Z|Z2|Z2|Z2 |2 |Z2|Z |2

2) sub-output 12

Factor

Sig (2 tailed)

Keep (Y/N)

0.600

0.831

0.364

0.774

0.782

0.347

0.074

0.140

O |00 |~ Oy | [ W [ |-

0.050

)

0.638

—t
—

0.852

~N

0.112

—
(98]

0.118

=

0.557

ZZ|Z|Z2|Z2|=|Z2|<|(Z|Z|Z2 |2 |2 |2
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3) sub-output 13

Factor Sig (2 tailed)

Keep (Y/N)

0.736

0.204

0.959

0.310

0.350

0.127

0.199

0.630

O |00 | |\ i |[H |W N

0.829

1S

0.999

[y
il

0.024

—
N

0.282

—
w

0.446

N

0.355

Z|Z|Z2|R|Z|Z|Z|Z|Z2|Z |2 |2 |2 |Z

4) sub-output 14

Factor Sig (2 tailed)

Keep (Y/N)

0.144

0.759

0.386

0.534

0.596

0.053

0.585

0.085

(Yo T- B S I U N LV T B AV I | S B R

0.787

)

0.590

—
—

0.381

N

0.287

—
w

0.589

o
£

0.066

2 |Z|Z|Z|Z2|Z|=<[Z|<|Z|Z2|Z |4 |Z
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5) sub-output 15

Factor Sig (2 tailed) | Keep (Y/N)
1 0.764 N
2 0.998 N
3 0.436 N
4 0.837 N
5 0.391 N
6 0.216 N
7 0.182 N
8 0.788 N
9 0.272 N
10 0.826 N
11 0.470 N
12 0.029 Y
13 0.955 N
14 0.689 N
6) sub-output 16

Factor Sig (2 tailed) | Keep (Y/N)
1 0.753 N
2 0.847 N
3 0.625 N
4 0.992 N
S 0.035 Y
6 0.622 N
7 0.057 Y
8 0.697 N
9 0.735 N
10 0.160 N
11 0.015 Y
12 0.006 Y
13 0.783 N
14 0.892 N

N




7) sub-output 21

Factor Sig (2 tailed) | Keep (Y/N)
1 0.106 Y
2 0.837 N
3 0.341 N
4 0.995 N
5 0.335 N
6 0.735 N
7 0.976 N
8 0.476 N
9 0.592 N
10 0.952 N
11 0.081 Y
12 0317 N
13 0.949 N
14 0.742 N
8) sub-output 22

Factor Sig (2 tailed) | Keep (Y/N)
| 0.546 N
2 0.396 N
3 0.070 Y
4 0.794 N
5 0.869 N
6 0.158 N
7 0.830 N
8 0.565 N
9 0.253 N
10 0.054 Y
11 0.314 N
12 0.683 N
13 0.214 N
14 0.233 N
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9) sub-output 31

Factor Sig (2 tailed) | Keep (Y/N)

0.140

0.144

0.858

0.029

0.330

0.958

0.253

0.513

O |00 i |Oh (W & [W N |—

0.876

—
o

0.781

—
—

0.889

—
({8 ]

0.259

[
w

0.075

ZRI1Z|Z|1Z2|Z2 |2 |Z|Z2|Z2 < |ZZ|<Z

p—
S

0.881

10) sub-output 32

Factor Sig (2 tailed) | Keep (Y/N)

0.901

0.483

0.931

0.080

0.908

0.909

0.549

0.291

O |00 || |V (e [W N | —

0.956

=

0.384

—
—

0.182

p—
~

0.069

—
w

0.489

ZiZzR|Z|Z|Z2|Z2|Z2|Z2|Z2|<(Z |2 |2

et
+

0.182
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11) sub-output 33

Factor Sig (2 tailed) | Keep (Y/N)

0.544

0.405

0.171

0.596

0.249

0.231

0.856

0.253

O oo | O\ [Wn | (W [N |

0.706

)

0.825

—
—

0.278

o

0.166

—
w

0.880

ZZ|Z|Z|Z|Z2|Z2|Z|Z|Zz |2 |Z |2 |Z

N

0.656

12) sub-output 34

Factor Sig (2 tailed) | Keep (Y/N)

0.562

0.504

0.363

0.159

0.734

0.359

0.353

0.448

O |00 | |oy jbh | W | j—

0.597

S

0.715

—
—

0.920

I~

0.925

—
w

0.618

zizl|z|z|Z|Z2|z|z|z |z |z |2 (2 |z

N

0.709
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13) sub-output 35

Factor

Sig (2 tailed)

Keep (Y/N)

0.005

0.530

0.506

0.618

0.615

0.540

0.962

0.157

O |00 | |ON (L [ |[W [N jm

0.734

)

0.715

—
—

0.917

—
N

0.900

—
w

0.470

rN

0.433

ZlZ|Z|Z|Z|Z|Z (2|2 |2 |z |2 |2 |<
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Appendix 9: Complete Rulebase

Model 1

input 1.1 Input 1.2 Input 1
Small Small Small
Small Average-large [Average
Average-large |Small Average
Average-large |Average-large |Average
Model 2

Input 2.2 Input 2

Small High

Average Low

Large Average

Model 3

input 3.8 input 3

Small-Average | Good

Large Average

Model 4

Input 4.2 input 4

Short-Average |Small-Average

Long Large

Model 5

Input 5.1 input 5

Small Average

Average Average

Large Large

Model 6

input 6.1 input 6.2 input 6
Low Low Low
Low Average-High |Low
Average-high |Low Low
Average-high jAverage-High |Average
Model 7

Input 8.4 input 8

Small-Average |Average

Large High

Model 8

Input 9.3 Input 9

Small-Average [Average

Large High
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Model 9

Good

Average-Large|

Input 10.1 Input 10

Short Good

Average Average

Long Poor

Model 10

input 12.1 Input 12.2 Input 12
Small-Average | Smali-Average |Average
Small-Average |Large Average
Large Small-Average | Average
jLarge Large High

Model 11

input 6 Ouput 1.1

Low Average-Large

Average Average-Large

[High Small

Model 12

input 7 Input 9 Qutput 1.2
Low Low Average-Large
Low Average Average-Large
Low High Average-Large
Average Low Average-Large
Average Average Average-Large
Average High Average-Large
High Low Average-Large
High Average Average-Large
[High High Small

Model 13

Input 11 Qutput 1.3

Poor-Average [Small
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Model 14

Input 6 Input 8 Input 14 Qutput 1.4

Low Low unfavorable |Small-Average

Low Low average Small-Average

Low Low favorable Large

Low Average unfavorable |Small-Average

Low Average average Small-Average

Low Average favorable Smali-Average

Low High unfavorable |Small-Average

Low High average Small-Average

Low High favorable Large

Average Low unfavorable |Small-Average

Average Low average Small-Average

Average Low favorable Smali-Average

Average Average unfavorable |Small-Average

Average Average average Smail-Average

Average Average favorable Small-Average

Average High unfavorable [Small-Average

Average High average Small-Average

Average High tavorable Small-Average

High Low unfavorable |Large

High Low average Small-Average

High Low favorable Small-Average

High Average unfavorable [Small-Average

High Average average Small-Average

High Average favorable Small-Average

High High unfavorable |[Small-Average

High High average Smali-Average

[High High favorable Large

Model 15

input 12 Output 1.5

Low Small-Average

Average Small-Average

[High Large

Model 16

Input 5 Input 7 Input 11 input 12 QOutput 1.6
Small Low Poor-Average [High Small-Average
Small Low Poor-Average |Average Small-Average
Small Low Poor-Average iLow Small-Average
Small Low Good High Small-Average
Small Low Good Average Small-Average
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Small Low Good Low Large
Small Average Poor-Average |High Small-Average
Small Average Poor-Average |Average Small-Average
Small Average Poor-Average [Low Smalil-Average
Small Average Good High Smail-Average
Small Average Good Average Small-Average
Small Average Good Low Large
Small High Poor-Average |High Small-Average
Smail High Poor-Average |Average Small-Average
Small High Poor-Average |Low Large
Small High Good High Large
Small High Good Average Large
Small High Good Low Large
Average Low Poor-Average |High Small-Average
Average Low Poor-Average jAverage Small-Average
Average Low Poor-Average |Low Small-Average
Average Low Good High Small-Average
Average Low Good Average Small-Average
Average Low Good Low Large
Average Average Poor-Average |High Small-Average
Average Average Poor-Average |Average Smalil-Average
Average Average Poor-Average |Low Smail-Average
Average Average Good High Smail-Average
Average Average Good Average Smali-Average
Average Average Good Low Small-Average
Average High Poor-Average |High Smali-Average
Average High Poor-Average |Average Small-Average
Average High Poor-Average |Low Large
Average High Good High Large
Average High Good Average Large
Average High Good Low Large
Large Low Poor-Average |High Small-Average
Large Low Poor-Average |Average Small-Average
Large Low Poor-Average |Low Large
Large Low Good High Large
Large Low Good Average Large
Large Low Good Low Large
Large Average Poor-Average |High Small-Average
Large Average Poor-Average |Average Small-Average
Large Average Poor-Average [Low Large
Large Average Good High Large
Large Average Good Average Large
Large Average Good Low Large
Large High Poor-Average |High Large
Large High Poor-Average jAverage Large
Large High Poor-Average |Low Large
Large High Good High Large
Large High Good Average Large
Large High Good Low Large
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Model 17

Input 1 Input 11 Qutput 2.1
Small Poor-Average |Large

Small Good Small-Average
Average Poor-Average |Large
Average Good Small-Average
Large Poor-Average |Small-Average
Large Good Small-Average|
Model 18

input 3 Input 10 Qutput 2.2
Poor Poor Large

Poor Average Large

Poor Good Average
Average Poor Large
Average Average Average
Average Good Smail

Good Poor Average
Good Average Small

Good Good Small

Model 19

Input 4 Input 13 Qutput 3.1
Small-Average {Low Small
Small-Average |Average Small
Smali-Average |High Average-Large
Large Low Average-Large|
Large Average Average-Large
[Large High Average-Large
Model 20

Input 4 Input 12 Qutput 3.2
Smali-Average |Low Small
Small-Average |Average Small
Small-Average |High Average-Large
Large Low Average-Large
Large Average Average-Large
jLarge High Average-Large
Model 21

Input 1 Qutput 3.5

Small Small-Average

Average Small-Average

lLarge Large

331



62vL°'LS u poob loodi6eyi LS u 0Si ot 1 L1s8}
A poob| poof-afeiane u 1682y [0l L 9158}
A poob poob A LLLLL oL 6 g iso}
A poob poob A 9Ll oL S8 ¥ 150}
u poob Jood u €e'eec |0l £ € 1s9)
u obeione poob A €eeee |G gL 2 1se)
A poob| pooB-abelane A Ge oL 8 L 1se}
o, yoyew | (u/k) yoyew |wiey peyizznjep|  wuay [lemoe| o uyorew (usk) yoyew | 9% 1oi1a]anjea dsuolenjea indino £ induy ¢ |epow
02 u ybiy abeione|og K Ge ol 8 1198}
'ju e/u e/u 9 1s9}
A uby uyby A G2 oL 8 G 1s8}
e/ e/ e/ v 1se}
u Mo| abeione u 1582 |v L g 1s9l
u Mo| ybiy u 0S 12 8 2 1s9)
B/u e/u e/ | 1598}
o, yorew|(u/A) yojew juiiey payizznjep|  wiej [enioe| % yorew] (u/k) yojew | <, 10118 anjea dsud|enjea indino 2 windur 2 |jepow
S/ u jlews obelene|gz u ot [ S / 1598}
e e/ e/ 91s9)
A lews jjews A 0 € € G1s9)
e/ e/u eu ¥ 1s9}
A obeione|obeiane-|jews A 9l 8'S [ € 1so)
A obelene abelsane A 9l 8'S S c 159}
B/u e/ e/ L 1se}
o, yorew|(u/k) yoyew [wis) peyizzniep|  wiay [enyoe| %, ydjew| (u/k) ysjew | % louss]anfea dsud|anjea indino | Indu}] | |epow

syns3y 3unsat, WO'T :01 xipuaddy

332



6ev1°LS u abesone mojj/S82' VL A Sl 9y 14 2189}

u ybiy| obesone-mo) u 29998 {9°G € 9159}

A obeione obesane u 0S € 9 G 159}

A obesane abeione u LLS'8Y {9°€ L ¥ 1se}

u obelone MO| u 0S € A £ 159)

A abeione| ybiy-oebesone u 9 ee G/l 2 1s9}

A ofielone abelone u G29 |€ 8 L 1s9}
o5, yorew|{u/A) yoyewjue) payizznjep|  wiaj |enjoe| % yolew (u/Ay yorew |2 10118] anjeA dsuojanjea indino oinduy 9 |epow
evLL'S8 A abuej abelene(gy1L'G8 A Ge ot 8 £156)

A ob.e|| abej-abeione A G2 ol 8 9 1s9}

A ab.ej obue A LLL'LL |O) 6 G 1se)

A obeione| ebie|-abesone u Gl |S 8 ¥ 1s9)

u ofiie abeione A G2 ol 8 € 1s9}

A ab.ie|| absej-abesone A £Eee°ee {01 S'. 2 1se)

A ebelone obelane A Gl 69 9 {159}
% yarew|{u/k) yojew juue) payizznjep| I8 [enjoe| % yojew (usR)y yorews | < JousajenjeA dsudjenjea indino cinduy G jepow
98ey’ 1L u ane-jlews ebJe|{6cl | LS u 0S 14 8 119}

A abue|| obiej-abeione A Ge 18 8 9 1se)

A oAe-jjews ebelone A ceC'ee |V 9 G 1s9)

A obie)| obiej-abelone u /s8'ep [0} L  1se)

A ab.e obuej A LLLLL |oL 6 € 1s9)

u obaie| obesone u op8'es |0l S'9 2 1s9)

A oAe-jlews obelone A (174 14 S I isol
o, yoyew | (U/A) yorewjuue) payizznjep|  wie) jenide| % yojew (u/R) yorew | <, 10119 onjeA dsuojanjea ndino yinduj ¢ |epow

333



1258°2Y u poob obeleAe[62P 1 LS u eeeeze [o1 € L1s9)
A poob poob A gzt |62 8 9 1s8)
u abelone poob A 62 (WA ol G )se}
A ebelone abesane A 19991 {L 9 ¥ 1s9)
u poof|{ ebeieae-i00d u 051 ot 14 € 1s9)
u Jood| pooB-abesane u ciov8e |1 G'9 21s9)
A poob poob A Ge oL 8 L 1se}
% yorew{(u/A) yorew [wise} payizznjep wia) fenjoel o, yorew| (uyA) yoyew |9, 101191 anjea dsuo]enjeA Indino oLinduy 6 |9pow
08 A obelone obeieAe|09 A 62v’Le |GG J2 L1598}
A obeione obelone A £EEE'8 |S'S 9 91s9)
u obeione MO| u ceeeg |s'S € G 1s9)
e/ e/u e/ e ¥ 1se}
A uby uyby A LLLLL {OL 6 € 1sel
A abeione! obeiane-mo| u ev1°2G |S°S G'e 2159l
e/ e/ e/ e/u L 1se)
% yorew(u/A) yorew fwiis) peyizzniap wie) enioe| % yorew| (u/h) yorew | %, Jouafenjea dsudjaen|ea nano gindu; g (epowt
ev'iL u ubiy ebeioAe|62yL LS u 15872y |0l 2 1150}
A obesane| ybiy-abesene u g6 |s 8 01s9)
A obreioae obesone A 0 S S G ise}
A ybiy| ybiy-ebesane A Se 4]} 8 t 1s9}
A ybiyf ybiy-abelene A LELCLE |OL 6 € 1se)
u obesone MO| u LS8'¢ch |S Gt 2 1s9)
A ybiy| ybiy-ebesone A Sz 'L 8 I 1se)
% yorew|(u/A) yojew jwue) payjizznjep}  wusj fenjoe o, yorew| (usk) yojew | 9% Jous|enjeA dsud|enjea ndjno gindui 2 jepow

334



00l K oble|-ane abie|[oy u 00E |00l ge £1s9)
A obiej-ane|abelane-|jews u 29996 1001 Gl 9 1s9}
A ab.ie|-ane obie A LLLLL JOOL 06 G 1s9}
obue| e/ e/ e/ { 189}
A obie|-ane ab.iej u 91€98 |El G6 € 1S9}
A obiel-one ab.e| A 80¥0°2 |00} 86 2 1se)
e/ e/ e/ e/ L 1sel
% yorew|(u/A) yojew juuey payizznjop|  wuej |enjoe| % yojew {u7Ay yoretu [ % Joiia]anjea dsud|anjea yndino| gt indino 21 jepow
00t K obiel-ane abie||v125°82 u ooy |oot 0c L1s8}
A obie|-ane abeione u £e'ees 001 rAl 9 159)
A obie|-ane abeione A AN €e ot G 1s8)
A obie|-ane-|lews obue| A ceeee |62 o€ 156}
A obiej-one obie| u 00€ 001t G2 £ 159}
A abiej-ane-||lews abesone u ovvy lc S ¢ 1s9)
A obiej-ane-|jews abelene u 00t Ge S I 1se)
% yorew|{u/A) yorew jwis) payizznjep|  wua} [enjoe| % Yyojew (u/Ry yorew | <, 10118| @njea dsuo|anjea indinof 1°L indino L1 jepow
VR A “ybiy-abeiane obelane|oget 1L K 02 9 S £1s9)
A obeione| ybiy-sbelane A vL2°GL |6'G L 9 1s9})
u ybiy-ebesone MO} u 002 9 rA G 1s9}
A obelone obeione A 9 €S S ¥ ise)
A ybiy-ebesene obeione A 0 9 9 € 1s8}
A obesone| ybiy-abesone A 19992 |5'S Sl 21s9)
A abeione abrione u (110)4 S ! L 1s8}
% yorew|{u/A) yojew juue) paiyizznjep|  wiej [enjoe| % yojew (u/Ry yorew | o, 10113 anjeA dspo|anjeA indino| 21 indut 0L |spows

335



0S A oAe-jjews llewsieéey 1 LS A S 0 4188}
u obiej abeione u oov 0ot (114 9 159}
A aAe-|lews rews u 08 S G2 G Ise}
u oAe-|jews ob.e) u 08 S s2 ¥ 150}
A abue| abue| A 2e9e's |oot S6 € 1s8)
u ofie) obelone A 80v0°2 {001 86 2 1s9)
aAe-jjews e/ A S 0 L 1s8}
%, yoyew{(uyA) yojew [uug) paijizznjep una) jenpe] o, ystew! (u/A) yorew | o4 sos1af anjea dsio]enjea indino| G'| Indino gL |epow
7] A abie| abuej|0 u ooy |oOt 02 £156}
u aAe-|jews obie| u 09 (1] Ge 9 1s9)
ebue| e/ u 8t €l G2 g ise)
ebue| e/u u €€'eee (001 o€ v 1s9)
A ob.e) obuej u 29999 [001 09 € 150}
e/ B/U i e/u c 1s9}
A aAe-jjews obeione u 00l ol S L1s9)
% yaorew |j(u/A) yorew |wie) payizzniep|  wua) jenjoe| o, yayew| (u/h) yoyew [, Jo11af anjea dspojanjea Indino} ¢* | indino ¢4 jspow
epLL 'S8 A ebie|-ene obeleAe|o u £9°996G |001 Sl L1598}
A llews lfews u 006 |OL 1 9 1se}
u ebiej-one lfews u 006 oot ot G 1s9)
A obiej-ane-||ews obeione u 00l ol S 156}
A obiel-ane obeione u 0061 |oOt S £ 1s9)
A ob1ej-ane-|lews jlews u oSy L 2 2 1s8)
A obsej-ane ebelone u 0061 |oOL S 1 1se}
% Yyojew [(u/A) yoyew|wia) payizzniop]  wuie) jenjoe| o, yojew| (u/A) yojew |4, Joie]anfea dsud|enjeA indinoj €' INAINO €1 |apow

336



£eee’es u eb.ej ebesanefogey 1/ u ooy |00l 02 L1s8}
A oAe-||ews jews A ol 0 9 1se}
A jlews ews A 0 0 0 G Ise}
A lews lews A S 0 ¥ 1sel
A ob.ey ab.e) u €€°€EC 001 (1] € 1s8}
A lews jrews A oy € S 2 1s9)
oebeione e/u A oL 0 L i1se}
o, yojew|(usA) yoyew [wie) payizznjop wia) fenoe| o, yoyewr| (u/Ay yoyew | <, J0118]onjea dsuo|enjea ynaino| g'e ndyno g1 |apowl
09 K oAe-|jews ebeiane|0z A G2 se 0 / 1s9)
u ebie| ofeione 001l 0 9 1s6)
A aAe-|lews ews u oSt G2 ot G 159]
e/ e/uioot e ¥ 1s9)
A oAE-jjews obeiane u 0S1 Ge oL € 1s9)
u ob1e|| abesone-|lews u oot |oolL S 2 1se)
obeiane e/u e/l e/u | 159}
o, yoyew[(u7A) yoyew jwus) peyizznjep|  wue) jenjoe| 9, ydyew| (u/A) yojew | % Jossa|anjea dsuo|enjeA Jndino| 1°g indino L| |epow
L.68'ey u abuey ebelene|o u €E'EEL |001 ct 1159}
A oAe-|lews lews u 9€'9¢€¢ |ve S'S 9 1se}
u obie) ebeione u oot 00!l Gc G 1s9)
A oAe-||ews llews u 00sL |9t L v 1s8}
u obie) abeione u 60°608 |001 Lt £ 1s9)
A oaAe-||ews|abesone-jlews u 00€ oc S 2 1s9)
u ebie) oberione u 006 001l ol 1 1s9)
o, yojew |(U/A) yorew [wie) peyizznjep|  wiia) femoe| % yarew| (u/A) yojew | % Jous]enjeA dsuajanfea indino| 9'1 ndino g jepow

337



256080 ohies eb1LLS0 ones
A 0G=<junod FA! 06 =< JUnod
08 A oAe-|lews rews|o9 u oov S I 1158}
A eAe-||BwsS jlews A E€EE'EE |G S'L 9 1s9}
oAE-||lews e/ e/ig e/ G 1s9)
A aAe-jjlews llews A S 0 p 1se}
u oAe-jlews abie| u S. S 02 € 1s9)
A ane-jlews llews A 0 ] S 2 1s9}
rews e/ e e/ 1 1s8)
% yoyew|(u/A) yojewjwiey payizzngep|  wua} jenjoe] o, yoyew| (u/k) yorew |, 10118|anjea dsudjenjea jndinoj G'e INAINO |2 (apow
49'99 u ebiej-ane llewsio u 006t |00t 4 L1589}
A obiej)-ane obeione u oSt 00!} oy 91s9)
llews e/u 0c e/u G 1s9)
A obiel-one obie) u 001 001t 0S ¥ 159}
A abiej-ane eb.e| u oSt 00!t o £ 1s8)
A obiej-ane abeione 00l e/u 2 1se)
u jlews obeione u 0s gt ot | 1s8)
% yorew|(usA) yojew jwiey peyizznjep]  wia) jenjoe| o, yorew| (u/A) yorew | o, 10118]anjea dsuo|enjea Indinof g INdino 0z (apow
16821 u eb.e| llewsjo u 0061 OOt S 1159}
u obue| abesony u v pre |001L G'ge g 1se}
u llews obesony u vL2's8 et . G ise)
u obae| abeiony u 006 00l ol ¥ 158}
A obe| obie| u 0oS1 001 oy € 159}
u llews obue| u G8 4} 08 2 1s9)
u obie| obeiany u oov 001 0c L 1s9)
% yorew|(u/A) yorew jutte) payizzniep]  uuaj jenjoef o, yoyew| (usk) yorews [ o, 10118] enjea dsuofanjea indino| |'gindino 64 |apow

338



Appendix 11: Linguistic Term Analysis Results for Base Case

actual

predicted
(actual) (predicted)

model 1

small average |large 1 case
samll 2 1 small-ave small
average 1
large
model 2

low average |high
low 1
average 1
high 1 1
model 3

poor average jgood two cases
poor ave-good good
average 1
|good 2 4
model 4

small average |large two cases
samil-ave 4 2|ave-large small-ave
large 1
model 5

small average |large 3 cases
samll ave-large average
average 6 1
large
model 6

low average lhigh 2 cases
low ave-high average
average 2 5 low-ave average
[high
model 7

low average |high 3 cases
low ave-high high
average 1 2 1 case
thigh 1 3|ave-high average
mode! 8

low average |high | case
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Appendix 11: Linguistic Term Analysis Results for LOM Method
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