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Abstract

The expected explosive data traffic and scarcity of available spectrum in wireless network-

s place higher demands on spectrum utilization. As one of the advanced techniques for

improving spectral efficiency, non-orthogonal multiple access (NOMA) has raised consid-

erable attention recently. Although many works have been conducted to demonstrate the

advantages of NOMA in various communication scenarios, there are still some open prob-

lems. Our research attempts to fill some research gaps by investigating protocol design,

resource allocation, and performance analysis for the applications of power-domain NOMA

in cooperative networks, cognitive radio networks, and wireless powered networks.

We first investigate how to enjoy the benefits of cooperative technique for NOMA-based

systems while addressing the possible loss of spectral efficiency caused by the fixed relaying.

Due to the constraint of half-duplex, the relay needs to occupy half of the transmission

block to forward information. Therefore, cooperative NOMA networks may suffer a loss of

spectral efficiency if the relay always participates in the cooperation. To solve this concern,

we propose an incremental cooperative NOMA protocol in which the relay is invoked for

cooperation in a more reasonable way.

We next study an overlay cognitive NOMA network which can be treated as a type of

NOMA networks with user priority difference. In this type of networks, how to improve the

performance of the lower-priority user while ensuring the quality-of-service requirements

of the higher-priority user becomes an appropriate research target, which is quite different

from the conventional NOMA networks where sum rate or user fairness is more concerned.

This observation motivates us to study the joint optimal design of power allocation and

decoding order suitable for overlay cognitive NOMA networks. Specifically, we propose

two joint optimal strategies based on the availability of channel state information at the

transmitter.

We then solve two optimization problems in a cooperative NOMA network with simul-

taneous wireless information and power transfer. Different from current works where the

solely power-splitting (PS) or the solely time-splitting (TS) scheme is employed to harvest
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energy, we assume that the energy-constrained relay employs the hybrid PS and TS scheme

to harvest energy since the hybrid PS and TS scheme is expected to outperform the PS and

the TS schemes by exploiting both the degree-of-freedom in the time and power domains.

Depending on the availability of channel state information at the transmitter, we success-

fully address two optimization problems which realize maximization of energy efficiency and

minimization of system outage probability, respectively.

Finally, we address a fair resource allocation problem involved in a power beacon-assisted

downlink NOMA network. In this network, the energy-constrained source first collects en-

ergy from the power beacon and then uses it to communicate with a pair of users. By

designing an alternating optimization algorithm based on the statistical channel state infor-

mation, we successfully obtain the joint optimal time allocation and power allocation ratios

that can maximize the worse throughput of the paired users.
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Chapter 1

Introduction

1.1 Spectrally Efficient Communications

With the rapid development of wireless communication technology, future wireless

networks are envisioned to support a diversity of usage scenarios, such as the Internet

of Things (IoT), augmented virtual reality, and the tactile internet, which certainly

poses an extremely high demand on data rates. As shown in Fig. 1.1, the recent report

by Cisco Visual Networking Index [1] forecasts that mobile data and Internet traffic

will be 77.5 exabytes/month in 2022, which means a sevenfold increase from 2017

to 2022. To accommodate such explosive data traffic, we can explore new spectrum

(millimeter wave frequencies, 30-300 GHz) or apply some advanced techniques to

further improve spectral efficiency.
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Figure 1.1: Mobile data and Internet traffic from 2017 to 2022 [1].
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In the past few years, several emerging techniques, such as full-duplex [2], massive

multiple-input multiple-output (MIMO) [3], and non-orthogonal multiple access (NO-

MA) [4], have been proposed to improve spectral efficiency from different perspectives.

In particular, full-duplex improves spectral efficiency by allowing simultaneous trans-

mission and reception at transceivers. Massive MIMO, which deploys a large-scale

antenna at the base station, utilizes a huge degree-of-freedom in the spatial domain to

generate receive and transmit diversity gain to enhance spectral efficiency. Compared

to the orthogonal multiple access (OMA) techniques, such as frequency-division mul-

tiple access, time-division multiple access, and orthogonal frequency-division multiple

access, NOMA promises to improve spectral efficiency by allowing more than one us-

er to access the same orthogonal resource block (e.g., time, frequency and so on)

via power or code domain multiplexing [5–8]. A schematic of the difference between

NOMA and OMA is shown in Fig. 1.2.

Compared to power-domain NOMA, code-domain NOMA can introduce addition-

al spreading gain and shaping gain at the expense of higher implementation complex-

ity and wider signal bandwidth [4, 9]. Considering that the base station can afford

more complex computation unit, more code-domain NOMA schemes are proposed for

uplink transmissions. This thesis focuses on the implementation of the power-domain

NOMA on the downlink transmissions, and unless otherwise stated, we hereafter refer

to power-domain NOMA as NOMA. Next, we will introduce the NOMA technique in

detail.

Power

Time/Frequency

Power

User 1 User 2

User 1

User 4

User 3

Time/Frequency

User 2

User 5

OMA NOMA

Figure 1.2: Illustration of OMA and NOMA.
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1.2 NOMA Scheme

1.2.1 Key Technologies of NOMA

The two key techniques in NOMA transmission systems are the superposition cod-

ing at the transmitter side and the successive interference cancellation (SIC) at the

receiver side.

• Superposition coding, first proposed in [10], is a technique that allows the trans-

mitter to transmit multiple users’ information by one block. It is well known that

superposition coding can achieve the capacity on a Gaussian scalar broadcast

channel [11].

• SIC and parallel interference cancellation are two major categories of inter-

ference cancellation for multi-user systems. Compared to parallel interference

cancellation, SIC has lower complexity and performs in an iterative manner [12].

Specifically, receivers with SIC first decode the signal with the largest power and

then subtract it from the received composite signal; the same procedure will be

performed several times until the signal with the smallest power can be detect-

ed without interference [13]. It has been shown in [14] that SIC can achieve

the boundaries of Shannon capacity region for both the uplink and downlink

multi-user channels.

1.2.2 An Example of NOMA

Base station

Power

Time/frequency

U2

U1

Signal detection

of U1

Subtract U1's

signal

Signal

detection of U2

User 1 (U1)

User 2

(U2)

Signal detection

of U1with

interference

Signal detection

of U1with

interference

Signal detection

of U2without

interference
SIC

Figure 1.3: A two-user downlink NOMA network.
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To facilitate the understanding of NOMA, we here take a two-user downlink NO-

MA network as an example, as shown in Fig. 1.3. In this network, the base station

intends to communicate with two users, U1 and U2. The base station first gener-

ates a superimposed message
∑2

n=1

√
αnPbxn, where xn is the message for user n,

Pb denotes the transmit power of the base station, and αn is the power allocation

coefficient. Assume that users are ordered by their channel conditions and user 1 has

a weaker connection to the base station, i.e., |h2|2 > |h1|2. To ensure that user 1

can directly detect x1 by treating x2 as interference, the base station allocates more

power to user 1, i.e., α1 > 0.5 [15]. After receiving the superimposed signal, user 1

directly decodes x1 and treats x2 as noise, then its achievable rate for x1 is given by1

R1→1 = log2

(
1 +

α1Pb|h1|2

α2Pb|h1|2 +N0

)
, (1.1)

where |hn|2 is the channel gain of user n and N0 denotes the power of the additive

white Gaussian noise (AWGN) at user n, n = 1, 2.

Since x1 is allocated with more power, user 2 also first decodes x1 and treats x2

as noise, then its achievable rate for x1 can be written as

R2→1 = log2

(
1 +

α1Pb|h2|2

α2Pb|h2|2 +N0

)
. (1.2)

Let R̃1 denote the targeted data rate of user 1. If user 2 correctly decodes x1, i.e.,

R2→1 ≥ R̃1, the component of x1 can be subtracted from the received signal by apply-

ing SIC. Then x2 can be decoded without inter-user interference, and its achievable

rate at user 2 is given by

R2→2 = log2

(
1 +

α2Pb|h2|2

N0

)
. (1.3)

1.2.3 Two Key Problems in NOMA-Based Systems

In the previous subsection, we have introduced that user 2 needs to decode x1 before

decoding itself information. To ensure that user 2 can correctly decode x1 and suc-

cessfully perform SIC with a non-zero probability, i.e, Pr
{
R2→1 ≥ R̃1

}
> 0, we have

1Note that (1.1)-(1.3) are derived based on the assumptions that channel codes with arbitrarily long
codewords are applied, and both the input and noise are Gaussian distributed. All the analysis throughout
this thesis is performed based on these two assumptions.
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the following constraint

lim
Pb|h2|2→∞

R2→1 = log2

(
1 +

α1

α2

)
> R̃1. (1.4)

From (1.4), a constraint regarding the power allocation factor α1 can be derived as

α1 >
2R̃1−1

2R̃1
. This observation demonstrates that the importance of the right choice for

the power allocation factors under a given user ordering. Therefore, power allocation

and user ordering are two key issues for NOMA-based systems. Since the decoding

order at receiver sides relies on user ordering, we use the two terms of decoding order

and user ordering interchangeably throughout this thesis.

1.2.4 Main Advantages of NOMA

To show the advantages of NOMA, we here briefly study the achievable rate of each

user in a two-user downlink OMA network. If the base station communicates with

the two users with the OMA technique, the achievable rate of user n (n = 1, 2) is

given by

Rn = βnlog2

(
1 +

Pb|hn|2

N0

)
, (1.5)

where βn denotes the proportion of the resource block allocated to user n (n = 1, 2)

with 0 < βn < 1 and β1 + β2 = 1.

Comparing the achievable rates of each user for NOMA and OMA, we can find

that each NOMA user can access the whole resource block at the cost of controllable

interference. In the high signal-to-noise ratio (SNR) regime, i.e., Pb
N0
→ ∞, the sum

rate of the two users for NOMA and OMA can be respectively approximated as

log2

(
1 +

α1Pb|h1|2

α2Pb|h1|2 +N0

)
+ log2

(
1 +

α2Pb|h2|2

N0

)

≈ log2

(
1 +

α1

α2

)
+ log2

(
α2Pb|h2|2

N0

)
= log2

(
Pb|h2|2

N0

)
, (1.6)

and

β1log2

(
1 +

Pb|h1|2

N0

)
+ β2log2

(
1 +

Pb|h2|2

N0

)
≈ β1log2

(
Pb|h1|2

N0

)
+ β2log2

(
Pb|h2|2

N0

)
.

(1.7)

Since |h2|2 > |h1|2, it is easy to check that the sum rate of NOMA is higher than that

of OMA. In addition to this sum-rate comparison in the high SNR regime, D. Tse et
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al. have shown that in a two-user uplink or downlink AWGN channel, NOMA is not

only superior to OMA in terms of sum rate, but also superior to OMA in terms of

fair rate2 [16].

In addition to the superiority in terms of spectral efficiency (sum throughput of

users) and user fairness, NOMA also shows its advantages in the following aspects:

• Latency and massive connectivity: Since NOMA can serve multiple users simul-

taneously, it is clear that massive connectivity is possible to realize and users

can experience low latency.

• Good compatibility: NOMA is compatible with the current wireless networks

since it takes advantage of the power domain to achieve multiplexing gain and

does not need significant modifications to existing network architectures.

1.3 Applications of NOMA

So far, NOMA has received considerable attention from both academia and indus-

try due to its advantages, and research on it has been extended to various wireless

networks. Next, three important application scenarios of NOMA are introduced.

1.3.1 Cooperative NOMA Networks

Compared to OMA-based transmission, the coverage of NOMA-based transmission is

relatively limited since each NOMA user is allocated only a fraction of total transmit

power. To expand the coverage of NOMA-based transmission, one of the effective

ways is to integrate the cooperative techniques into NOMA networks, generating

the cooperative NOMA networks. Cooperative communication has been a hot re-

search topic for the past two decades since it can increase the coverage probability,

throughput and transmission reliability of the networks by leveraging the spatial di-

versity gain to combat the effect of wireless fading [17]. The key idea of cooperative

communication is to introduce a certain number of intermediate nodes to assist the

communication between the source and destination. By combining copies from dif-

ferent paths, the reception reliability of the destination gets improved owing to the

2Fair rate refers to the lowest data rate among multiple users and is the criterion for evaluating fair
performance in multiuser systems.
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spatial diversity gain. In this subsection, three basic relaying protocols and two types

of cooperative NOMA networks are respectively introduced.

1.3.1.1 Relaying Protocols

Currently, there are three widely adopted relaying protocols: amplify-and-forward

(AF), decode-and-forward (DF), and incremental relaying [17]. The relay in AF

protocol simply amplifies the received signal and forwards the amplified signal to the

destination. The relay in DF protocol first tries to decode the received signal. If the

message is correctly decoded, the relay re-encodes the message and then forwards it;

otherwise, the relay keeps silent in the forwarding phase. It is expected that the DF

protocol outperforms the AF protocol since the AF protocol forwards the received

message as well as the received noise. However, the implementation complexity of

the DF protocol is also higher as the relay needs to decode message and re-encode

message.

The AF and DF protocols can be viewed as fixed relaying protocols as the relay

forwards information all the time regardless of the channel condition between the

source and the destination. Note that fixed relaying underutilizes the degree-of-

freedom of the channel as relaying is unnecessary when the channel condition between

the source and the destination is good enough to support a successful transmission.

Relaying generally occupies half of the transmission block due to the constraint of

half-duplex, which may lower the spectral efficiency of the network. To alleviate this

concern, one can apply the incremental relaying protocol. In this protocol, the relay

is invoked for cooperation only when the channel condition between the source and

the destination is below a predefined threshold. This can be achieved by introducing

additional 1-bit feedback sent by the destination. Compared to the AF and DF

protocols, incremental relaying protocol improves spectral efficiency by sufficiently

use the degree-of-freedom of the channel.

1.3.1.2 Relay-Aided and User-Aided Cooperative NOMA Networks

Depending on the cooperation types, current works on cooperative NOMA networks

can be classified into two categories. As shown in Fig. 1.4(a), the first category relies

on the dedicated relay cooperation, where dedicated relays are deployed to assist the
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(a) Relay-aided cooperative NOMA network.

Strong (near) user

Source
Weak (far) user

(b) User-aided cooperative NOMA networks.

Figure 1.4: Cooperative NOMA networks.

communication between the source and NOMA users [18]. As shown in Fig. 1.4(b),

the second category relies on the user cooperation, where the NOMA users having

strong connections to the source serve as relays to help the NOMA users having weak

connections to the source [19]. The motivation behind this kind of cooperation is that

according to the principle of NOMA, the strong users need to decode the weak users’

information before decoding their desired information. Therefore, when the strong

users successfully detect the weak users’ information, they can be exploited to help

the weak users.

1.3.2 Cognitive NOMA Networks

With the increasing diversity of wireless applications and services, spectrum resources

are becoming more and more scarce since most of the frequency bands are exclusive-

ly allocated to specific services. On the other hand, studies show that most of the

allocated spectrum is far from being fully utilized. Therefore, wireless communica-

tion faces the contradiction between “shortage” and “waste” of spectrum resources,

which is attributed to the fixed exclusive spectrum allocation method. To break this

dilemma, the idea of cognitive radio is proposed, in which the secondary users (i.e.,

unlicensed users) is allowed to opportunistically access the spectrum licensed to the

primary users (i.e., licensed users) under certain conditions [20, 21]. Driven by this

fact, cognitive radio networks have received considerable attention in the past twenty

years. Since cognitive radio and NOMA can improve spectral efficiency from differen-

t perspectives, it is promising to further enhance spectrum utilization by combining

these two techniques [22–24]. In this subsection, we first introduce three basic archi-

tectures of cognitive radio, and then describe a kind of cognitive NOMA networks.
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1.3.2.1 Basic Architectures of Cognitive Radio

According to the access manners of the secondary users, cognitive radio has three basic

operation modes: interweave, underlay, and overlay [25]. To be specific, interweave

cognitive radio does not allow concurrent primary and secondary transmission, and

the secondary users can access the licensed spectrum only when the spectrum is idle.

To implement interweave cognitive radio, spectrum sensing technique needs to be

employed to detect the status of spectrum occupancy. In underlay cognitive radio,

the concurrent transmission is allowed as long as the interference of the secondary

transmission to the primary network is below a regulated threshold. The secondary

users in overlay cognitive radio access the spectrum by using part of its power to assist

(relay) the primary transmission, and the remaining power is used for transmitting

the secondary message.

1.3.2.2 Overlay Cognitive NOMA Networks

Primary

transmitter

Secondary

transmitter

Secondary receivers

Primary receiver

Primary transmission

Superimposed transmission

Figure 1.5: An overlay cognitive NOMA network.

Fig. 1.5 illustrates an overlay cognitive NOMA network where the secondary users

access the licensed spectrum in a cooperation way. Generally, the cooperation takes

place in two phases. In the first phase, the primary transmitter broadcasts a primary

message. In the second phase, the secondary transmitter sends a superimposed sig-

nal consisting of the primary message received in the first phase and the secondary

messages.

1.3.3 Wireless Powered NOMA Networks

The realization of IoT relies on the dense deployment of low-cost devices (sensors)

which are generally energy-constrained due to their limited size. Therefore, IoT
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networks can be viewed as energy-constrained networks in which how to prolong

network lifetime becomes a major concern. To solve this concern, one can periodically

replace the batteries of IoT devices. However, periodical battery replacement may

be uneconomical and even impractical (e.g., sensors embedded in human bodies) and

hazardous (e.g., sensors deployed in a toxic environment) [26, 27]. In this regard,

energy harvesting (EH) becomes an appealing technique as it can harvest energy

from ambient environments. Current research on EH-based networks mainly focus on

two kinds of energy sources: natural renewable energy sources (e.g., tidal, solar, and

wind), and man-made radio frequency signals. Compared to the first kind of energy

sources which is heavily affected by weather, and thus unstable and random, the

second kind of energy sources is controllable and can carry information and energy

simultaneously, and thus more suitable for the networks with quality-of-service (QoS)

requirements.

With the ability to simultaneously increase the lifetime and spectral efficiency for

energy-constrained networks, the integration of wireless power transfer and NOMA

has received considerable attention recently. In this subsection, we first introduce

three basic operation modes of wireless power transfer, and then present two types of

wireless powered NOMA networks.

1.3.3.1 Operation Modes of Wireless Power Transfer

Currently, three canonical operation modes of wireless power transfer are widely s-

tudied [28].

The first one is the hybrid access point (HAP)-assisted networks where users first

extract energy from the energy-bearing signals sent by the HAP in the downlink, and

then send information to the HAP with the harvested energy [29] in the uplink. A

challenging issue in HAP-assisted networks is to design an efficient multiple access

scheme alleviating the doubly near-far effect to optimize user fairness. The doubly

near-far effect comes from the fact that users away from the HAP collect less energy

than users close to the HAP on one hand, and need to consume more energy to achieve

a better fairness on the other hand.

To avoid the doubly near-far effect in HAP-assisted networks, one of the ways is to

separate the co-located energy transmitter and the information receiver at the HAP,
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forming the power beacon (PB)-assisted networks, in which the PB is only responsible

for charging the energy-constrained nodes [30]. Another advantage of PB-assisted

networks is that PB has low cost and is applicable to large-scale deployment since

PB does not need backhaul links or complex computation unit to process data.

In simultaneous wireless information and power transfer (SWIPT) networks, the

energy-constrained receivers can simultaneously extract energy and information from

the received information-bearing signals [26]. Zhou et al. first propose two practical

SWIPT schemes, i.e., the power-splitting (PS) and time-splitting (TS) schemes [31].

In particular, these two schemes split the received signal into two parts in the power

domain and time domain, respectively, where one part is used for EH and the other

is for information processing. Based on these two basic SWIPT schemes, Atapattu et

al. propose a hybrid SWIPT (H-SWIPT) scheme in which the EH-based nodes are

allowed to split the received signal in both the power and time domains for EH [32].

Note that by dynamically adjusting the TS and PS ratios, the H-SWIPT scheme gets

reduced to the PS or TS scheme in some special cases. More importantly, the H-

SWIPT scheme is expected to outperform the TS and PS schemes since it can exploit

both the degree-of-freedom in time and power domains.

1.3.3.2 PB-Assisted and SWIPT-Assisted NOMA Networks

Information transfer

Power transfer

User 1

User k

User K
PB Destination

(a) PB-assisted Uplink NOMA networks.

Information transfer

SWIPT

Source Relay

User 1

User k

User K

(b) Cooperative SWIPT NOMA networks.

Figure 1.6: PB-assisted and SWIPT-assisted NOMA networks.

Figs. 1.6(a) and 1.6(b) respectively present a PB-assisted uplink NOMA network

and a cooperative SWIPT NOMA network. Specifically, in the former, the PB first

transfers energy to the energy-constrained users in the downlink, then the users use
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the harvested energy to transmit information to the destination in a NOMA way. In

the latter, the information source communicates with the users under the help of an

energy-constrained relay. Therefore, the relay first extracts energy and information

simultaneously from the received information-bearing signals by applying different

SWIPT schemes, and then uses the harvested energy to forward the information to

the users in a NOMA way.

1.4 Research Problems and Contributions

Although considerable efforts have been made to study the applications of NOMA in

various wireless networks, there are still some open problems that need to be solved. In

this thesis, we focus on the applications of NOMA in cooperative networks, cognitive

networks, and wireless powered networks, and study four different problems.

1.4.1 Application of Incremental Relaying in Cooperative NOMA Net-
works

In conventional user-aided cooperative NOMA networks, the strong user serving as a

relay generally employs the fixed relaying protocol to help the weak user. However,

due to the half-duplex constraint, the strong user needs to occupy half of the trans-

mission block to forward information, which may lead to a loss of spectral efficiency.

This observation motivates us to study how to enjoy the benefits of the cooperative

technique in NOMA-based systems while avoiding the possible loss of spectral effi-

ciency caused by the fixed relaying. Recall that in conventional cooperative networks,

incremental relaying can achieve higher spectral efficiency than the fixed relaying since

it can avoid unnecessary cooperation by checking the channel condition between the

source and the destination. Inspired by this fact, we introduce the idea of incremental

relaying into cooperative NOMA networks and propose an incremental cooperative

NOMA protocol in Chapter 2. Specifically, the proposed protocol is new and practi-

cal, which only introduces an additional 1-bit feedback compared to the conventional

cooperative NOMA protocol. For the proposed protocol, we derive exact or tightly

approximated closed-form expressions of the outage probability of each user and the

overall system. We prove that the proposed protocol outperforms the conventional

one in terms of each user’s outage probability and the system outage probability. In
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addition, asymptotic outage behavior of the proposed protocol is studied to derive the

diversity order of each user and the optimal power allocation strategy that minimizes

the system outage probability.

1.4.2 Channel-Aware Power Allocation and Decoding Order in Overlay
Cognitive NOMA Networks

In overlay cognitive NOMA networks, the primary and secondary users are grouped

together to perform NOMA transmission. Note that the primary users have a higher

priority to be served since they are the licensed users of the spectrum, thus the use of

the spectrum by the secondary users (unlicensed users) should improve or at least not

compromise the performance of the primary users. In this context, how to optimize

the performance of the secondary users while ensuring different QoS requirements

of the primary users becomes a problem worth studying. This research target is

quite different from the conventional NOMA networks without user priority difference

where sum rate or fair rate is more concerned. As we mentioned in Section 1.2.3,

user ordering and power allocation are two key problems in NOMA-based systems

since they jointly decide the achievable rate of each user. Therefore, although the

issue of joint optimal user ordering and power allocation has been sufficiently studied

in conventional NOMA networks, it is necessary to reconsider this issue in overlay

cognitive NOMA networks because these two types of NOMA networks have quite

different research targets.

For NOMA networks with user priority difference, several works have been done

and some heuristic designs of user ordering and power allocation have been proposed.

However, all of them fail to optimize the performance of the secondary users while

strictly satisfying the QoS requirements of the primary users. To fill this research

gap, in Chapter 3, we study the joint optimal design of user ordering and power

allocation for an overlay cognitive NOMA network. Specifically, depending on the

availability of channel state information at the transmitter (CSIT), we study two

different optimization problems and propose two different strategies. When full CSIT

is available, we intend to minimize the outage probability of the secondary user while

achieving the target data rate of the primary user. The joint optimal user ordering

and power allocation in this case is obtained in closed form. When only partial CSIT
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is available, we intend to minimize the outage probability of the secondary user while

ensuring that the outage probability of the primary user is less than a predetermined

threshold. In this case, the joint optimal solution of user ordering and power allocation

is obtained in semi-closed form. Moreover, closed-form outage probability expressions

of the primary user and secondary user for the proposed strategies are derived.

1.4.3 Optimal Designs for Relay-Assisted NOMA Networks with Hybrid
SWIPT Scheme

In Section 1.3.1, we have introduced that the application of cooperative technique can

efficiently extend the coverage of NOMA-based communication. However, it should

be noticed that this advantage is realized at the cost of additional energy consumption

at the relay, which may hinder intermediate nodes participating in cooperation, espe-

cially for those energy-constrained nodes. To alleviate this concern, SWIPT technique

that enables the receivers to simultaneously extract energy and information from the

received signal can be integrated at energy-constrained relays.

As we have introduced in Section 1.3.3.1, there are three SWIPT schemes, i.e.,

the PS, the TS, and the H-SWIPT schemes. So far, relay-assisted NOMA networks

with the PS or the TS scheme have been widely studied. However, there has been

no reported literature investigating the relay-assisted NOMA networks with the H-

SWIPT scheme. The H-SWIPT scheme is superior to the PS and TS schemes since

it can exploit both the degree-of-freedom in the time and power domains. In view

of this fact, we introduce the H-SWIPT scheme into relay-assisted NOMA networks

and study two different resource allocation problems in Chapter 4.

We aim to realize different targets under different availability of CSIT by jointly

optimizing the transmit power of the source, the PS and TS ratios, the power alloca-

tion ratios at the source and the relay, and the user ordering. In particular, when full

CSIT is available, we intend to realize a successful transmission with the minimum

energy consumption at the source. When only partial CSIT is available, we aim to

minimize the system outage probability. Although the first optimization problem is

non-convex, we successfully find the joint optimal solution using the efficient bisec-

tion method. For the second optimization problem, the joint optimal solution can be

obtained with a 1-D search.
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1.4.4 Fair Resource Allocation in PB-Assisted NOMA Networks

In downlink NOMA networks, power allocation plays an important role in determin-

ing user fairness. Take a two-user downlink as an example, more power should be

allocated to the weak user from a fairness standpoint. In addition to power alloca-

tion, in PB-assisted downlink NOMA networks, time allocation is another key factor

affecting the performance of user fairness. This is because in PB-assisted NOMA

networks, the energy-constrained source first collects energy from the PB, and then

sends information to the information receivers. Given one resource block, if the source

spends too much time on harvesting energy, then there left less time for information

transmission. On the other hand, if the EH time is too short, the harvested energy

may be too little to support long-term information transmission. Therefore, to opti-

mize the fairness performance of the PB-assisted networks, there exists a balance in

the time allocation of energy transmission and information transmission.

Based on the aforementioned observations, in Chapter 5, we study a fair resource

allocation problem in a PB-assisted downlink NOMA network by jointly optimizing

the time allocation and power allocation ratios. Although the formulated optimization

problem is non-convex, we design an alternating optimization algorithm to approxi-

mate the joint optimal solution.

1.5 Thesis Outline

The thesis is organized as follows. Chapter 2 introduces the incremental relaying

protocol into a user-aided cooperative NOMA network and studies the optimal power

allocation strategy. In Chapter 3, the joint optimal design of user ordering and power

allocation for an overlay cognitive NOMA network is discussed. Chapters 4 and 5 solve

different resource allocation problems involved with the cooperative SWIPT NOMA

networks and PB-assisted NOMA networks. Chapter 6 concludes our research results

and proposes some possible future research directions.
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Chapter 2

Cooperative NOMA with
Incremental Relaying:
Performance Analysis and
Optimization

In conventional cooperative NOMA networks, loss of spectral efficiency may occur due

to the half-duplex constraint. To address this issue, we propose an incremental coop-

erative NOMA (ICN) protocol for a two-user downlink network. In particular, this

protocol allows the source to adaptively switch between a direct NOMA transmission

mode and a cooperative NOMA transmission mode according to a 1-bit feedback from

the far user. We analytically prove that the proposed ICN protocol outperforms the

conventional cooperative NOMA protocol. In addition, an optimal power allocation

strategy at the source is studied to minimize the asymptotic system outage probabil-

ity. Finally, numerical results validate our theoretical analysis, present insights, and

quantify the enhancement achieved over the benchmark scheme.

2.1 Introduction

In conventional user-aided cooperative NOMA networks, the strong user adopts the

fixed relaying protocol to forward the weak user’s information. Although the cooper-

ation is expected to improve the weak user’s performance by increasing the diversity

gain, the spectral efficiency of the networks may suffer a loss. This is because the

strong user in the conventional cooperative NOMA (CCN) protocol [19] needs half

of its time to forward information due to the constraint of half-duplex. Note that
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the major drawback of the CCN protocol is that the relay always participates in the

cooperation regardless of the channel condition between the source and the weak user,

which fails to make efficient use of the degree-of-freedom of the channel. To efficiently

exploit the degree-of-freedom of the channel in a two-user downlink NOMA network,

the work in [33] proposes a new cooperative protocol, termed as relaying with NOMA

backhaul. In this protocol, the source can adaptively adjust the time durations of

NOMA transmission and relay transmission based on global instantaneous channel

state information (CSI). However, global instantaneous CSI at the source may be dif-

ficult or costly to obtain in practice. This observation motivates us to propose a new

and practically viable cooperative protocol for a two-user downlink NOMA network

to improve spectral efficiency of the CCN protocol.

Recall that in conventional cooperative networks, the incremental relaying proto-

col [17] is widely adopted since it can achieve higher spectral efficiency by introducing

a negligible 1-bit feedback overhead to avoid unnecessary cooperation. Specifical-

ly, the incremental relaying protocol invokes a relay for cooperation only when the

source-to-destination channel gain is below a predetermined threshold. Inspired by

this feature, in this chapter we propose an ICN protocol for a two-user downlink

NOMA network with only statistical CSI at the source. In this protocol, the strong

user works as a half-duplex relay only when the weak user broadcasts a 1-bit negative

feedback.

The main contributions of this chapter can be summarized as follows. 1) We pro-

pose a new and practical cooperative protocol for two-user downlink NOMA networks.

To the best of our knowledge, the proposed ICN is the first time that the incremental

relaying protocol is introduced into NOMA networks. 2) For the proposed ICN pro-

tocol, we derive exact or tightly approximated closed-form expressions of the outage

probability of each user and the overall system. We prove that the ICN protocol out-

performs the CCN protocol in terms of each user’s outage probability and the system

outage probability. 3) Asymptotic outage behavior of the ICN protocol is studied

to derive the diversity order of each user and an optimal power allocation strategy

that minimizes the system outage probability. 4) Valuable insights regarding the ICN

protocol are provided through detailed theoretical analysis and numerical results.
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Table 2.1: Description of symbols used for key parameters in Chapter 2.

Symbol Meaning
hi, i = 1, 2 Channel coefficient from the source to user i

h3 Channel coefficient from user 1 (the near user) to user 2 (the far user)
xi, i = 1, 2 Message for user i

Ps Transmit power of the source
Pr Transmit power of user 1

αi, i = 1, 2 Power allocation factor at the source
γ1,2 Received SINR at user 1 to detect the message of user 2
γ1,1 Received SNR at user 1 to detect the message of user 1

γ2,2
Received SINR at user 2 to detect the message of user 2

in the direct NOMA transmission mode

γMRC
2,2

Received SINR at user 2 to detect the message of user 2
in the cooperative NOMA transmission mode

γth Decoding threshold in the direct NOMA transmission mode
γ′th Decoding threshold in the cooperative NOMA transmission mode

P ICN
i , i = 1, 2 Exact outage probability of user i in the proposed ICN protocol

P ICN
1&2 Exact overall system outage probability in the proposed ICN protocol

P ICN
i,asy, i = 1, 2 Asymptotic outage probability of user i in the proposed ICN protocol

2.2 System Model

We consider a two-user downlink NOMA scenario with a source (S) and two users:

user 1 (U1) is the near user while user 2 (U2) is the far user. Similar to [34, 35],

the two users are ordered according to their distance to S. Thus, U1 and U2 are

treated as the strong user and the weak user, respectively. All the channels suffer

Rayleigh fading. Let h1, h2 and h3 denote the channel coefficients from S to U1, S

to U2, and U1 to U2, respectively, where hi ∼ CN (0,Ωi) (i = 1, 2, 3). We assume

that channel coefficients remain unchanged during one transmission block, but may

vary from one transmission block to another. Next we introduce the proposed ICN

protocol in details.

h2

h3

U1 : near (strong) user

S: source

h1

Direct NOMA transmission

Cooperative NOMA transmission

U2 : far (weak) user

Figure 2.1: System model.
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2.2.1 Incremental Cooperative NOMA Protocol

At the beginning of each transmission block, S broadcasts a pilot signal to U1 and U2.

Based on the received pilot signal, U2 performs channel estimation of h2 and compares

it with a predefined threshold. If U2 judges that it can correctly decode its desired

message through direct transmission, it feedbacks a 1-bit positive acknowledgement

to S and U1. After receiving the positive acknowledgement feedback, S adopts a

direct NOMA transmission mode, i.e., it sends the superimposed signal to U1 and U2

within the whole transmission block. If U2 finds that it is unable to decode its desired

message without U1’s cooperation, it feedbacks a 1-bit negative acknowledgement to S

and U1. Upon hearing the negative acknowledgement feedback, S adopts a cooperative

NOMA transmission mode, i.e., it broadcasts the superimposed signal in the first half

of the transmission block, and then U1 decodes U2’s message and forwards it in the

second half of the transmission block.

To identify the difference between our proposed ICN and the CCN protocols, here

we briefly review the CCN protocol [19]. In the CCN protocol, the transmission block

is divided into two phases with equal duration. During the first phase, S sends the

superimposed signal to U1 and U2, and U1 decodes U2’s message and forwards it

in the second phase. Compared to the CCN protocol, our proposed ICN protocol

is essentially an adaptive protocol which can adaptively switch between the direct

NOMA transmission mode and the cooperative NOMA transmission mode based on

a 1-bit indicator.1

2.2.2 Signal Model

1) Direct NOMA transmission mode: S sends a superimposed signal to U1 and U2,

which occupies the whole transmission block. The resulted signal at Un is defined by

yn =
√
α1Pshnx1 +

√
α2Pshnx2 + wn, n = 1, 2, (2.1)

where Ps is the transmit power of S, xn denotes the message for Un, αn is the power

allocation factor for xn with α1 +α2 = 1, and wn is the AWGN at Un with zero mean

1In the CCN protocol, both S and U1 need to send pilot signals, for channel estimation at the receiver
side(s). In the ICN protocol, only S sends a pilot signal in the direct NOMA transmission mode, while both
S and U1 send pilot signals in the cooperative NOMA transmission mode. Thus, the signaling overhead of
the two protocols are comparable to each other.
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and variance σ2.

According to the NOMA principle, Un first decodes x2 upon observing yn. Denote

γn,2 as the received signal-to-interference-pulse-noise ratio (SINR) at Un to decode

x2, and then γn,2 is given by γn,2 = α2ρs|hn|2
α1ρs|hn|2+1

, where ρs = Ps/σ
2 denotes the transmit

signal-to-noise ratio (SNR) of S. After U1 successfully decodes x2 and performs SIC,

the received SNR to detect x1 at U1, denoted by γ1,1, is γ1,1 = α1ρs|h1|2.

2) Cooperative NOMA transmission mode: Here the entire transmission block

consists of two phases with equal duration. In the first phase, the received signal at

Un is the same as defined in (2.1), and the received SINR at Un for message x2 is

also given as γn,2 defined in the direct NOMA transmission mode. If U1 successfully

decodes x2 and performs SIC in the first phase, its received SNR to detect x1 is given

as γ1,1 defined in the direct NOMA transmission mode. Then, in the second phase,

U1 forwards the re-encoded x2 to U2. The corresponding received signal at U2 in

the second phase can be expressed as y′2 =
√
Prh3x2 + w2, where Pr is the transmit

power of U1. Finally, U2 combines the observed signals y2 and y′2 using the maximal

ratio combining (MRC), and thus, the received SINR at U2 to decode x2 after MRC

is given by γMRC
2,2 = α2ρs|h2|2

α1ρs|h2|2+1
+ ρr|h3|2, where ρr = Pr/σ

2 is U1’s transmit SNR.

2.3 Outage Performance Analysis and Optimization

For each user, an outage event happens when the received SINR (or SNR) is below a

pre-determined decoding threshold. Note that the decoding thresholds of the direct

NOMA transmission and the cooperative NOMA transmission modes are different.

In the direct NOMA transmission mode, the decoding threshold is γth = 2R − 1 with

R being the target rate of x1 and x2. In the cooperative NOMA transmission mode,

the threshold is γ′th = 22R − 1.

2.3.1 Outage Probability Analysis

2.3.1.1 Near User

According to the ICN protocol, the outage probability of U1 can be expressed as

P ICN
1 = 1− Pr {γ2,2 ≥ γth, γ1,2 ≥ γth, γ1,1 ≥ γth}

− Pr {γ2,2 < γth, γ1,2 ≥ γ′th, γ1,1 ≥ γ′th} , (2.2)
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where γ2,2 ≥ γth indicates that the system works in the direct NOMA transmission

mode, and γ2,2 < γth indicates that the system works in the cooperative NOMA

transmission mode. As γ2,2 is independent from γ1,2 and γ1,1, (2.2) can be rewritten

as

P ICN
1 = 1− Pr{γ2,2≥γth}︸ ︷︷ ︸

Q1

Pr{γ1,2 ≥ γth, γ1,1≥γth}︸ ︷︷ ︸
Q2

− Pr {γ2,2<γth}︸ ︷︷ ︸
Q̄1

Pr {γ1,2 ≥ γ′th, γ1,1 ≥ γ′th}︸ ︷︷ ︸
Q3

, (2.3)

where Q̄1 = 1−Q1. It is easy to verify that Q1 =Q2 =0 for 1
1+γth

≤α1<1, and Q3 =0

for 1
1+γ′th

≤ α1 < 1. Thus, P ICN
1 = 1 for 1

1+γth
≤ α1 < 1. When 0 < α1 <

1
1+γth

, Q2 is

given by

Q2 = Pr

{
|h1|2≥

γth

ρs (α2−γthα1)
, |h1|2≥

γth

α1ρs

}
=Pr

{
|h1|2 ≥

γth

ρsΘ

}
=e
− γth
ρsΩ1Θ , (2.4)

where Θ , min{θ, α1} and θ , α2 − γthα1. Q2 is derived using the fact that |hi|2

(i = 1, 2, 3) follows exponential distribution with mean Ωi. Following similar steps,

we have Q1 = e
− γth
ρsΩ2θ for 0 < α1 <

1
1+γth

, and Q3 = e
− γ′th
ρsΩ1Θ′ for 0 < α1 <

1
1+γ′th

,

where Θ′ , min{θ′, α1} and θ′ , α2 − γ′thα1. Substituting the results of Q1, Q2 and

Q3 into (2.3), a closed-form expression of U1’s outage probability is given by

P ICN
1 =


1− e−

γth
ρs

(
1

Ω1Θ
+ 1

Ω2θ

)
− e−

γ′th
ρsΩ1Θ′ + e

− γth
ρsΩ2θ e

− γ′th
ρsΩ1Θ′ , 0<α1<

1
1+γ′th

,

1− e−
γth
ρs

(
1

Ω1Θ
+ 1

Ω2θ

)
, 1

1+γ′th
≤ α1<

1
1+γth

,

1, 1
1+γth

≤α1<1.

(2.5)

2.3.1.2 Far User

The outage probability of U2 with the ICN protocol is given by

P ICN
2 = Pr {γ2,2 < γth, γ1,2 < γ′th}+ Pr

{
γ2,2 < γth, γ1,2 ≥ γ′th, γ

MRC
2,2 < γ′th

}
(2.6)

= Pr {γ2,2 < γth}︸ ︷︷ ︸
Q̄1

Pr {γ1,2 < γ′th}︸ ︷︷ ︸
Q4

+ Pr {γ1,2 ≥ γ′th}︸ ︷︷ ︸
Q̄4

Pr
{
γ2,2 < γth, γ

MRC
2,2 < γ′th

}︸ ︷︷ ︸
Q5

,

where Q̄4 = 1−Q4. Similar to U1’s outage probability, the outage probability of U2

is also segmented regarding α1 as follows.

When 1
1+γth

≤ α1 < 1, we have P ICN
2 = 1 since Q̄1 = Q4 = 1. When 1

1+γ′th
≤

α1 < 1
1+γth

, we have Q4 = 1 and thus, P ICN
2 = Q̄1 = 1 − e

− γth
ρsΩ2θ , which is an
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increasing function of α1. Now we derive P ICN
2 over the region α1 ∈

(
0, 1

1+γ′th

)
, where

Q4 = 1− e−
γ′th

ρsΩ1θ
′ and Q5 can be derived as

Q5 =Pr

{
α2ρs|h2|2

α1ρs|h2|2+1
<γth, ρr|h3|2+

α2ρs|h2|2

α1ρs|h2|2+1
<γ′th

}

=

∫ γth
ρsθ

0

F|h3|2

(
γ′th
ρr
− α2ρsx

ρr (α1ρsx+1)

)
f|h2|2(x) dx (2.7)

= 1−e−
γth
ρsΩ2θ−

∫ γth
ρsθ

0

e
− 1
ρrΩ3

(
γ′th−

α2ρsx
α1ρsx+1

)
1

Ω2

e
− x

Ω2 dx︸ ︷︷ ︸
Q6

.

Though it is difficult to derive a closed-form expression for Q6, we can obtain an

approximation for it. By replacing the variable x = γth

2ρsθ
(t+ 1) in Q6 and using

Gaussian-Chebyshev quadrature [36, Eq. 25.4.38], we have

Q6 =
γth

2ρsΩ2θ

∫ 1

−1

e
− g(t)
ρrΩ3 e

− γth(t+1)

2ρsΩ2θ dt ≈ γth

2ρsΩ2θ

π

K

K∑
k=1

√
1− ξ2

ke
− g(ξk)
ρrΩ3 e

− γth(ξk+1)
2ρsΩ2θ , (2.8)

where K is a parameter to balance accuracy and complexity, ξk = cos
(

2k−1
2K

π
)
, and

g (x) = γ′th −
γth(x+1)α2

γth(x+1)α1+2θ
. Substituting (2.8) into (2.7), we can obtain an approxi-

mation of Q5.

Combining the results for Q1, Q4 and Q5, and after some algebraic manipulations,

a closed-form expression of approximated P ICN
2 over the region α1 ∈

(
0, 1

1+γ′th

)
is given

by

P ICN
2 ≈ 1− e−

γth
ρsΩ2θ − e−

γ′th
ρsΩ1θ

′Q6, (2.9)

where Q6 is given by (2.8).

From the above derivations, we know that P ICN
1 and P ICN

2 are both equal to 1

when 1
1+γth

≤ α1 < 1. Thus, in the sequel we only focus on the remaining region, i.e.,

0 < α1 <
1

1+γth
.

2.3.1.3 Overall System

Similar to [19], the system outage is defined as the event when one user or both

users in the system are in outage. Thus, the system outage probability with the ICN
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protocol can be expressed as

P ICN
1&2 = 1− Pr {γ2,2 ≥ γth, γ1,2 ≥ γth, γ1,1 ≥ γth} (2.10)

− Pr
{
γ2,2<γth,γ1,2≥γ′th,γ1,1≥γ′th,γMRC

2,2 ≥γ′th
}
.

Following similar procedures to those in the derivations of P ICN
1 and P ICN

2 , a closed-

form approximation of the system outage probability can be given as

P ICN
1&2 =

1− e−
γth
ρs

(
1

Ω1Θ
+ 1

Ω2θ

)
−Q6e

− γ′th
ρsΩ1Θ′ , 0 < α1 <

1
1+γ′th

,

1− e−
γth
ρs

(
1

Ω1Θ
+ 1

Ω2θ

)
, 1

1+γ′th
≤ α1 <

1
1+γth

,
(2.11)

where Q6 is given by (2.8). Comparing the expressions of P ICN
1 and P ICN

1&2 given in

(2.5) and (2.11), respectively, we find that the outage probability of U1 is identical

to the system outage probability when α1 ∈
[

1
1+γ′th

, 1
1+γth

)
. In other words, when the

overall system is in outage, it also means that U1 is in outage. This is due to the

following two facts: 1) The system works in the direct NOMA transmission mode

only when U2 can correctly decode its desired information (which means that U2 has

no outage). In this case, U1 in outage also leads to an outage of the overall system.

2) When U2 requests cooperation (which indicates that the target rate of U2 cannot

be achieved in the direct NOMA transmission mode), if α1 ∈
[

1
1+γ′th

, 1
1+γth

)
, we have

γ1,2 < γ′th, i.e., U1 fails to decode x2, which results in an outage at both U1 and U2.

2.3.2 Outage Performance Comparison with the CCN protocol

We denote the outage probability of U1, U2, and the overall system in the CCN

protocol by PCCN
1 , PCCN

2 and PCCN
1&2 , respectively. Following the CCN protocol details

from [19] along with the expressions of P ICN
1 , P ICN

2 and P ICN
1&2 given in (2.2), (2.6) and

(2.10), respectively, we have

P ICN
1 < 1− Pr {γ2,2 ≥ γth, γ1,2 ≥ γ′th, γ1,1 ≥ γ′th} − Pr {γ2,2 < γth, γ1,2 ≥ γ′th, γ1,1 ≥ γ′th}

= 1− Pr {γ1,2 ≥ γ′th, γ1,1 ≥ γ′th} = PCCN
1 , (2.12)

P ICN
2 < Pr {γ2,2 < γ′th, γ1,2 < γ′th}+ Pr

{
γ1,2 ≥ γ′th, γ

MRC
2,2 < γ′th

}
= PCCN

2 , (2.13)
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and

P ICN
1&2 < 1− Pr

{
γ2,2≥γth,γ1,2≥γ′th,γ1,1≥γ′th,γMRC

2,2 ≥γ′th
}

− Pr
{
γ2,2<γth,γ1,2≥γ′th,γ1,1≥γ′th,γMRC

2,2 ≥γ′th
}

(2.14)

= 1− Pr
{
γ1,2≥γ′th,γ1,1≥γ′th,γMRC

2,2 ≥ γ′th
}

=PCCN
1&2 .

Therefore, it can be concluded that the ICN protocol outperforms the CCN pro-

tocol in terms of each user’s outage probability and the system outage probability.

2.3.3 System Outage Probability Minimization and Diversity Order Anal-
ysis

In this subsection, we first investigate the asymptotic outage performance of the ICN

protocol when ρs → ∞ and ρr = λρs with 0 < λ ≤ 1. Based on the asymptotic

analysis, an optimal power allocation strategy that minimizes the system outage

probability is developed, and the diversity order of each user is derived as well.

2.3.3.1 System Outage Probability Minimization

As ρs →∞, we have γMRC
2,2 → α2

α1
+ ρr|h3|2 > γ′th for 0 < α1 <

1
1+γ′th

, which indicates

that Pr
{
γMRC

2,2 > γ′th
}
→ 1, and thus, P ICN

1&2 converges to P ICN
1 based on (2.2) and

(2.10). Together with the fact that U1’s outage probability is identical to the system

outage probability when α1 ∈
[

1
1+γ′th

, 1
1+γth

)
, it can be concluded that the system

outage probability converges to U1’s outage probability as ρs →∞. Noting this key

observation, in the following we focus on the minimization of U1’s outage probability.

When ρs → ∞, applying e−x
x→0' 1−x into (2.5), we can derive the asymptotic

outage probability of U1 as

P ICN
1,asy '


γth

ρsΩ1Θ
+

γthγ
′
th

ρ2
sΩ1Ω2θΘ′

, 0 < α1 <
1

1+γ′th
,

γth

ρs

(
1

Ω1Θ
+ 1

Ω2θ

)
, 1

1+γ′th
≤ α1 <

1
1+γth

.
(2.15)

Substituting the expressions of θ, Θ, and Θ′ into (2.15), P ICN
1,asy can be further expressed
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as

P ICN
1,asy '



γth

ρsΩ1
f1(α1) , 0 < α1 <

1
2+γ′th

,

γth

ρsΩ1
f2 (α1) , 1

2+γ′th
≤ α1 < min

{
1

2+γth
, 1

1+γ′th

}
,

γth

ρsΩ1
f3 (α1),min

{
1

2+γth
, 1

1+γ′th

}
≤ α1 <

1
1+γ′th

,

γth

ρs
f4 (α1) , 1

1+γ′th
≤ α1 < max

{
1

2+γth
, 1

1+γ′th

}
,

γth

ρs
f5 (α1) ,max

{
1

2+γth
, 1

1+γ′th

}
≤ α1 <

1
1+γth

,

(2.16)

in which we have

f1 (α1) =
1

α1

+
γ′th

ρsΩ2 (1− α1 (1 + γth))α1

, (2.17)

f2 (α1)=
1

α1

+
γ′th

ρsΩ2(1−α1 (1+γth))(1−α1 (1+γ′th))
, (2.18)

f3 (α1)=
1

1−α1(1+γth)

[
1+

γ′th
ρsΩ2(1−α1(1+γ′th))

]
, (2.19)

f4 (α1) =
1

Ω1α1

+
1

Ω2 (1− α1 (1 + γth))
, (2.20)

f5 (α1) =
1

1− α1 (1 + γth)

(
1

Ω1

+
1

Ω2

)
. (2.21)

For f1 (α1): It can be shown that 1
α1(1−α1(1+γth))

monotonically decreases with

α1 ∈
(

0, 1
2+2γth

)
. Thus, f1 (α1) is a decreasing function over α1 ∈

(
0, 1

2+γ′th

)
since

1
2+γ′th

≤ 1
2+2γth

.

For f2 (α1): f2 (α1) is a convex function of α1 due to the facts that 1
α1

, 1
1−α1(1+γth)

and 1

1−α1(1+γ′th)
are convex functions of α1 and that the sum of convex functions is

still a convex function. The first-order derivative of f2 (α1) is given by

df2 (α1)

dα1

= − 1

α2
1

+
a (b (1− cα1) + c (1− bα1))

((1− bα1) (1− cα1))2 , (2.22)

where a =
γ′th
ρsΩ2

, b = 1 + γth and c = 1 + γ′th. From (2.22), we can easily verify

that df2(α1)
dα1
|α1→0 < 0 and df2(α1)

dα1
|α1→ 1

1+γ′
th

> 0. Since f2 (α1) is a convex function, the

critical point of f2 (α1), denoted as δ, must lie in the interval
(

0, 1
1+γ′th

)
, and is the

root of df2(α1)
dα1

= 0 that falls in
(

0, 1
1+γ′th

)
.2 Thus, for 1

2+γ′th
≤ α1 < min

{
1

2+γth
, 1

1+γ′th

}
,

the minimal point of P ICN
1,asy is at α1 = β1 with β1 , max

{
1

2+γ′th
,min

{
δ, 1

2+γth

}}
.

2Note that df2(α1)
dα1

can be transformed to a quartic function of α1, and the procedures in [37] can be used

to find closed-form roots of df2(α1)
dα1

= 0.
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For f3 (α1): f3 (α1) is an increasing function of α1.

For f4 (α1): Like f2 (α1), f4 (α1) is also a convex function of α1, whose criti-

cal point can be obtained as α1 = 1
1+ψ+γth

, where ψ =
√

Ω1(1+γth)
Ω2

. Thus, for

1
1+γ′th

≤ α1 < max
{

1
2+γth

, 1
1+γ′th

}
, the minimal point of P ICN

1,asy is at α1 = β2 with

β2 , max
{

1
1+ψ+γth

, 1
1+γ′th

}
.

For f5 (α1): f5 (α1) is an increasing function of α1.

Combing all above observations, we conclude that P ICN
1,asy achieves its global mini-

mum value at α1 = β1 if γth

ρsΩ1
f2(β1) < γth

ρs
f4(β2), or at α1 = β2 otherwise.

2.3.3.2 Diversity Order of Each User

From (2.15), we can observe that the diversity order of U1 is 1, which is the full

diversity order for U1.

As ρs → ∞, the asymptotic outage probability of U2 over the region α1 ∈[
1

1+γ′th
, 1

1+γth

)
can be easily derived as P ICN

2,asy = Q̄1 ' γth

ρsΩ2θ
, which illustrates that

the diversity order of U2 in this region is 1. The reason for the diversity loss is that

in this region of α1, U1 cannot work in the cooperative mode since γ1,2 < γ′th, and

thus, it fails to provide assistance to U2.

Now we focus on the derivation of P ICN
2,asy when 0 < α1 <

1
1+γ′th

. As ρs →∞, Q6 in

(2.7) can be approximated as

Q6

(i)
'
∫ γth

ρsθ

0

(
1− 1

ρrΩ3

(
γ′th−

α2ρsx

(α1ρsx+1)

))
1

Ω2

e
− x

Ω2 dx

(ii)
'
(

1− e−
γth
ρsΩ2θ

)(
1− γ′th

ρrΩ3

)
+

γth

2ρsρrΩ2Ω3θ

π

K

×
K∑
k=1

√
1− ξ2

k

α2γth (ξk + 1)

α1γth (ξk + 1) + 2θ
e
− γth(ξk+1)

2ρsΩ2θ , (2.23)

where step (i) is obtained by using e−x
x→0' 1−x, and step (ii) is achieved by applying

the Gaussian-Chebyshev quadrature. Now substituting (2.23) into (2.7) and applying

e−x
x→0' 1− x again, we have Q5 ' γthΞ

λρ2
sΩ2Ω3θ

, where Ξ is given by

Ξ = γ′th −
π

2K

K∑
k=1

√
1− ξ2

k

α2γth (ξk + 1)

α1γth (ξk + 1) + 2θ
. (2.24)

In addition, an approximation of Q̄1Q4 in (2.6) can be easily obtained as Q̄1Q4 '
γthγ

′
th

ρ2
sΩ1Ω2θθ′

. To this end, by combining the approximate results for Q̄1Q4 and Q5, the
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asymptotic outage probability of U2 over the region α1 ∈
(

0, 1
1+γ′th

)
is given by

P ICN
2,asy '

1

ρ2
s

(
γthγ

′
th

Ω1Ω2θθ′
+

γthΞ

λΩ2Ω3θ

)
. (2.25)

According to (2.25), it is clear that in region α1 ∈
(

0, 1
1+γ′th

)
, U2 achieves its full

diversity order of two.

2.4 Numerical Results

Now numerical investigation is carried out to verify the analytical results and present

some non-trivial design insights. Unless otherwise specified, the following parameters

are used: Ω1 = Ω3 = 0.1, Ω2 = 0.01, ρs = ρr, and K = 10.
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Figure 2.2: Outage performance of the ICN and CCN protocols.

Fig. 2.2 compares outage performance of the proposed ICN protocol against the

CCN protocol.3 A close match between the analytical and simulation results in

Fig. 2.2 verifies the accuracy of our analysis. Fig. 2.2 also shows that both the

ICN and CCN protocols achieve a full diversity order for each user. Further, we can

observe that the proposed ICN protocol is superior to the CCN protocol in terms of

each user’s outage probability and the system outage probability, which is consistent

with our analysis in Section 2.3.2.

3Here we compare our ICN protocol with the CCN protocol as only statistical CSI is needed at the source
in both protocols, whereas for the optimal cooperative NOMA transmission protocol proposed in [33], the
source requires global instantaneous CSI.
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Figure 2.3: Outage performance improvement of ICN over CCN.

Fig. 2.3 shows the outage performance gain of the ICN protocol relative to the

CCN protocol, and we define performance gain of the ICN protocol relative to the

CCN protocol as G (%) = 100 ×
(

1− P ICN
∆

PCCN
∆

)
, where ∆ ∈ {1, 2, 1&2}. It is obvious

that U2 has the highest performance gain, while the performance gains of U1 and the

system are almost the same. Note that this observation is also verified by Fig. 2.2.

All the performance gains shrink as Ω2 decreases, because S in the ICN protocol tends

to transmit information in the cooperative NOMA transmission mode as the channel

from S to U2 deteriorates.
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Figure 2.4: Outage performance of the ICN protocol for varying α1 (ρs = 40dB).

Fig. 2.4 investigates the impact of power allocation factor α1 on the outage perfor-
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mance of the network. It can be observed that the outage probability of U2 increases

with α1, while the outage probability of U1 first decreases and then increases with α1.

The reasons are as follows. With a higher α1, α2 is lower, and thus, the chance that

U2 can successfully decode its information in the direct NOMA transmission mode is

lower. Further, in the cooperative NOMA transmission mode, a lower α2 means the

chance that U1 correctly decodes U2’s message is lower, and thus, the chance that U1

can help U2 to achieve U2’s target rate is lower. Therefore, the outage probability

of U2 increases with α1. The outage probability of U1 is affected by two factors as

follows. Factor 1: A higher α1 means more power for U1’s signal, which tends to de-

crease its outage probability. Factor 2: As aforementioned, a higher α1 also means the

chance that U1 correctly decodes U2’s message is lower, or in other words, the chance

that U1 performs SIC is lower, which tends to increase U1’s outage probability. When

α1 is low, Factor 1 dominates, and thus, U1’s outage probability decreases with α1.

When α1 increases beyond a point, Factor 2 dominates, and thus, U1’s outage proba-

bility increases with α1. From Fig. 2.4, we can see that the analytical approximation

of the optimal α1 (which minimizes P ICN
1,asy) is close to the actual optimal value (which

is the point of α1 that minimizes the system outage probability). It is worth noticing

that when R = 3bps/Hz, the optimal α1 lies in the region
[

1
1+γ′th

, 1
1+γth

)
, which indi-

cates that to minimize system outage probability, the system should stay in the direct

NOMA transmission mode in this case. When R = 1bps/Hz and R = 1.5bps/Hz,

the optimal α1 is smaller than 1
1+γ′th

, and thus, the best system outage performance

is achieved by adaptively switching its transmission mode according to the quality of

direct link to U2.

2.5 Summary

In this chapter, we have proposed a novel and practical cooperative protocol for

two-user downlink NOMA networks. We have analytically proved that the proposed

ICN protocol outperforms the CCN protocol in terms each user’s outage probability

and the system outage probability. In addition, we have discussed the optimal power

allocation strategy to optimize the system outage performance in the high SNR region.

Numerical results have validated our analysis and demonstrated valuable insights.
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Chapter 3

Channel-Aware Power Allocation
and Decoding Order in Overlay
Cognitive NOMA Networks

To further improve spectral efficiency, this chapter considers an overlay cognitive NO-

MA network consisting of a pair of primary users and a pair of secondary users. In

this network, communication between the pair of primary users is achieved with the

help of the secondary transmitter. In return, the secondary transmitter can com-

municate with the secondary receiver by sending a superimposed signal consisting

of its own message and the received primary message. We intend to minimize the

outage probability of the secondary system under different QoS constraints of the

primary system by jointly optimizing the power allocation factor at the secondary

transmitter and the decoding order at the receivers. When full CSI is available at the

secondary transmitter, we derive the optimal power allocation factor and decoding

order in closed form, which can minimize the outage probability of the secondary

system while guaranteeing the target rate of the primary system. When only sta-

tistical CSI is available at the secondary transmitter, we derive the optimal power

allocation factor and decoding order in semi-closed form, which minimizes the outage

probability of the secondary system while guaranteeing that the outage probability

of the primary system is not more than a predetermined threshold. For the proposed

strategies, outage probability expressions of the primary and secondary systems are

derived in closed forms. Numerical results are shown to verify the analytical results

and demonstrate the superiority of the proposed strategies in different CSI-availability

scenarios.
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3.1 Introduction

3.1.1 Background and Motivation

It can be noticed that in overlay cognitive NOMA networks, the primary receiver

should be given higher priority while the secondary receiver should be given lower

priority to perform NOMA transmission. Therefore, overlay cognitive NOMA net-

works can be viewed as multiuser networks with user priority difference. For this

kind of multiuser networks, an appropriate research target, referred to as priority

target, is to get the best performance of the lower priority user while satisfying the

QoS requirements of the higher priority user. The priority target is quite different

from conventional target for conventional multiuser networks without user priority

difference, in which sum rate or fair rate is more concerned.

It is worth mentioning that in NOMA transmissions to multiple users, the achiev-

able rate of the desired information at each user (receiver) is highly affected by the

power allocation factor at the transmitter and the decoding order at the receiver s-

ince NOMA is implemented by employing superposition coding at the transmitter

and SIC at receivers. However, the power allocation and decoding order strategy for

conventional NOMA networks does not work in multiuser networks with user priority

difference due to the aforementioned priority target.

• The power allocation strategy may not work: In conventional NOMA networks,

it is not possible for the source to allocate all the power to one user to guarantee

its service, while this may be allowed in NOMA networks with user priority

difference to satisfy the higher priority user’s QoS requirement.

• The decoding order may not work: Conventional NOMA networks suggest that

users should be ordered by their channel conditions and the decoding order at the

receiver sides should be from the weakest user’s message to the strongest user’s

message [15]. However, in multiuser networks with user priority difference, when

the higher priority user has a better connection from the source (compared with

the lower priority user) but its channel condition is not good enough to support

the higher priority user in decoding both higher priority and lower priority users’

messages, the higher priority user should decode its desired message first in order
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to achieve its QoS target.

In NOMA networks with user priority difference, a typical setting is to use a fixed

power allocation and fixed decoding order (FP-FD) strategy in which the power al-

located to the higher priority user is fixed and always larger than that allocated to

the lower priority user, and the decoding order is also fixed and always from the

higher priority user’s message to the lower priority user’s message [38–41]. These

FP-FD strategies do not guarantee the QoS of the higher priority user, and do not

provide the optimal performance for the lower priority user. There are limited works

in the literature considering dynamic power allocation and/or decoding order. Dy-

namic power allocation and fixed decoding order (DP-FD) strategies are employed

in [42–44] where the decoding order is fixed as in [38–41], but the power allocation

factor can be dynamically adjusted to best serve the lower priority user while satis-

fying the QoS requirement of the higher priority user. Although these strategies can

strictly satisfy the QoS requirement of the higher priority user, they do not provide

the optimal performance for the lower priority user since the degree-of-freedom in

decoding order is lost. To further improve the performance of the lower priority user,

the authors in [45,46] propose dynamic power allocation and dynamic decoding order

(DP-DD) strategies in which the decoding order can be dynamically adjusted as in

conventional NOMA networks without user priority difference [15] (i.e., the decoding

order is from the weaker user’s message to the stronger user’s message). The DP-DD

strategies in [45, 46] improve the performance of the lower priority user by loosening

the constraint of decoding order, but they do not strictly guarantee the QoS require-

ment of the higher priority user. As a summary, the above strategies do not satisfy

our aforementioned priority target, i.e., to get the best performance of the lower pri-

ority user while strictly ensuring the QoS demands of the higher priority user. To fill

this gap, we study the joint optimization of decoding order and power allocation for

NOMA networks with user priority difference, to satisfy our priority target.

3.1.2 Key Contributions and Organization

We consider an overlay cognitive NOMA network consisting of a pair of primary users

and a pair of the secondary users. We have a target information rate for the primary

system as well as a target information rate for the secondary system. We study

32



the joint optimal design of power allocatin (at the secondary transmitter side) and

decoding order (at the primary receiver and the secondary receiver sides), to meet

our priority target.

In a full CSI case, i.e., when the secondary transmitter has the instantaneous CSI

of links from the secondary transmitter to the primary receiver and the secondary

transmitter to the secondary receiver), we guarantee the primary system’s target rate

while minimizing the outage probability of the secondary system. On the other hand,

due to some reasons such as reducing the signalling overhead [47–49], the secondary

transmitter may only have the statistical CSI of links from the secondary transmitter

to the primary receiver and the secondary transmitter to the secondary receiver,

referred to as the partial CSI case, and thus, it is impossible to guarantee the primary

system’s target rate. Accordingly, we guarantee a target outage performance of the

primary system, while minimizing the outage probability of the secondary system.

The key contributions of this work can be summarized as follows:

• Novel system setting: Different from existing works, we guarantee the QoS re-

quirement of the primary system and get the best performance of the secondary

system.

• Closed-form (or semi-closed-form) optimal solution: For the full CSI case, we

derive the optimal power allocation factor and decoding order in closed form.

For the partial CSI case, we derive the optimal power allocation factor and

decoding order in semi-closed form.

• Closed-form performance analysis: We derive closed-form outage probability

expressions of the primary and secondary systems for the proposed strategies.

Numerical results are provided to verify the analytical results and show the

superiority of the proposed strategies over the existing strategies.

The rest of this chapter is organized as follows. Section 3.2 illustrates the system

model and the transmission protocol. Sections 3.3 and 3.4 introduce the proposed

optimal power allocation and decoding order strategies for the full CSI and partial

CSI cases, respectively, and analyze their outage performance. Numerical results are

provided in Section 3.5 to verify the analytical results.
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Table 3.1: Description of symbols used for key parameters in Chapter 3.

Symbol Meaning
h1 Channel coefficient from the primary transmitter to the secondary transmitter
h2 Channel coefficient from the secondary transmitter to the primary receiver
h3 Channel coefficient from the secondary transmitter to the secondary receiver
Pt Transmit power at the primary and secondary transmitters
xp Message for the primary receiver
xs Message for the secondary receiver
α Power allocation factor

α̂i, i = 1, 2
Optimal power allocation factor under

the i-th decoding order in the full CSIT case

α̌i, i = 1, 2
Optimal power allocation factor under

the i-th decoding order in the partial CSIT case

R1
2,xp

(α)
Achievable rate of the primary message at

the primary receiver under the first decoding order

R1
3,xp

(α)
Achievable rate of the primary message at

the secondary receiver under the first decoding order

R1
3,xs

(α)
Achievable rate of the secondary message at

the secondary receiver under the first decoding order

R2
2,xs

(α)
Achievable rate of the secondary message at

the primary receiver under the second decoding order

R2
3,xs

(α)
Achievable rate of the secondary message

at the secondary receiver under the second decoding order

R2
2,xp

(α)
Achievable rate of the primary message at

the secondary receiver under the second decoding order

R̃p Target rate of the primary system

R̃s Target rate of the secondary system

αF Power allocation factor in the proposed F-PA-DO strategy

δF Decoding order in the proposed F-PA-DO strategy

αP Power allocation factor in the proposed P-PA-DO strategy

δP Decoding order in the proposed P-PA-DO strategy

RF
2,xp

Achievable rate of the primary message at
the primary receiver with the proposed F-PA-DO strategy

RF
3,xs

Achievable rate of the secondary message at
the secondary receiver with the proposed F-PA-DO strategy

PF
p Outage probability of the primary system with the proposed F-PA-DO strategy

PF
s Outage probability of the secondary system with the proposed F-PA-DO strategy

P i
p (α) , i = 1, 2

Outage probability of the primary system with
the power allocation factor α and the i-th decoding order

P i
s (α) , i = 1, 2

Outage probability of the secondary system with
the power allocation factor α and the i-th decoding order

PP
p Outage probability of the primary system with the proposed P-PA-DO strategy

PP
s Outage probability of the secondary system with the proposed P-PA-DO strategy
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3.2 System Model and Transmission Protocol

1h

First phase transmission
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Primary
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Figure 3.1: System model and NOMA-based transmission protocol.

3.2.1 Network Architecture and Channel Model

As depicted in Fig. 3.1, we consider an overlay cognitive NOMA network consisting

of a pair of primary users (the primary transmitter and the primary receiver) and a

pair of secondary users (the secondary transmitter and the secondary receiver). Due

to a heavy shadowing effect, the direct link between the primary transmitter and the

primary receiver is not available [40]. Thus, the primary transmitter has to seek the

help from the secondary transmitter to communicate with the primary receiver. In

return, the secondary transmitter is allowed to access the licensed spectrum to send its

own message to the secondary receiver by using NOMA. All nodes have one antenna

and work in the half-duplex mode. Specifically, the secondary transmitter employs

the DF protocol to process the signal sent by the primary transmitter. Let h1, h2

and h3 denote the channel coefficients of the primary transmitter to the secondary

transmitter, the secondary transmitter to the primary receiver, and the secondary

transmitter to the secondary receiver, respectively. We assume that all the channels

experience Nakagami-m fading, i.e., hi ∼ Nakagami (mi,Ωi)
1, ∀i ∈ {1, 2, 3}, and

all the channel coefficients remain unchanged within one block time. However, they

may change independently from one block to the next. Moreover, all the receivers

can perfectly access local instantaneous CSI [48,49] and are corrupted by the AWGN

with an identical variance σ2.
1X ∼ Nakagami (a, b) denotes that a random variable X follows Nakagami-m distribution with fading

severity parameter a and average fading power b.
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3.2.2 Overlay Cognitive NOMA Transmission Protocol

The whole transmission block is equally divided into two phases. In the first phase,

the primary transmitter broadcasts a primary message xp with a transmit power Pt

and E
[
|xp|2

]
= 1. Then, the received signal at the secondary transmitter can be

expressed as

y1 =
√
Pth1xp + n1, (3.1)

where n1 is the AWGN at the secondary transmitter. According to (3.1), the achiev-

able rate of xp at the secondary transmitter is given by R1 = 1
2
log2

(
1 + ρt|h1|2

)
,

where the factor “1
2
” accounts for the fact that the first phase transmission occupies

half transmission block, and ρt
∆
= Pt

σ2 is the transmit SNR.

Letting R̃p denote the target rate of the primary system, then the condition for

the secondary transmitter to correctly decode xp can be expressed as R1 ≥ R̃p. If

the secondary transmitter correctly decodes xp, it uses transmit power Pt to send a

superimposed signal consisting of the primary message xp and the secondary message

xs in the second phase, and the observed signals at the primary receiver and the

secondary receiver are respectively given by

y2 =
√
αPth2xp +

√
(1− α)Pth2xs + n2, (3.2)

and

y3 =
√
αPth3xp +

√
(1− α)Pth3xs + n3, (3.3)

where α ∈ (0, 1] denotes the power allocation factor of xp at the secondary transmitter,

and n2 and n3 are the AWGN at the primary receiver and the secondary receiver,

respectively. Depending on the decoding order at the primary and secondary receivers,

we have different achievable rates of xp and xs.

1) First decoding order, xp→xs: In the first decoding order, the primary receiver

and the secondary receiver decode xp first while treating xs as noise. The achievable

rate of xp at the primary receiver and the secondary receiver are respectively given

by

R1
2,xp

(α) =
1

2
log2

(
1 +

αρt|h2|2

(1− α) ρt|h2|2 + 1

)
, (3.4)
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and

R1
3,xp

(α) =
1

2
log2

(
1 +

αρt|h3|2

(1− α) ρt|h3|2 + 1

)
, (3.5)

where the superscript “1” is the indicator for the first decoding order.

Provided that R1
3,xp

(α) ≥ R̃p, i.e., the secondary receiver correctly decodes xp and

successfully performs SIC, the achievable rate of xs at the secondary receiver is given

by

R1
3,xs

(α) =
1

2
log2

(
1 + (1− α) ρt|h3|2

)
. (3.6)

2) Second decoding order, xs→xp: In the second decoding order, the primary

receiver and the secondary receiver decode xs first while treating xp as noise. The

achievable rate of xs at the primary receiver and the secondary receiver for the second

decoding order are respectively given by

R2
2,xs

(α) =
1

2
log2

(
1 +

(1− α) ρt|h2|2

αρt|h2|2 + 1

)
, (3.7)

and

R2
3,xs

(α) =
1

2
log2

(
1 +

(1− α) ρt|h3|2

αρt|h3|2 + 1

)
, (3.8)

where the superscript “2” is the indicator for the second decoding order.

Let R̃s denote the target rate of the secondary system. Conditioned on R2
2,xs

(α) ≥

R̃s, i.e., the primary receiver correctly decodes xs and successfully performs SIC, the

achievable rate of xp at the primary receiver is given by

R2
2,xp

(α) =
1

2
log2

(
1 + αρt|h2|2

)
. (3.9)

3.3 Joint Optimal Design of Power Allocation and Decoding
Order in Full CSI Case

For the full CSI case, the secondary transmitter knows the instantaneous CSI of

the links from the secondary transmitter to the primary receiver and the secondary

transmitter to the secondary receiver. In this case, we intend to guarantee the target

rate of the primary system2 and minimize the outage probability of the secondary

2Ensuring the target rate of the primary system can be also interpreted as the primary receiver correctly
decodes xp.
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system, by jointly optimizing the power allocation factor and the decoding order.

Note that an outage event is defined as an event when the achievable rate of the

desired message is less than the target rate [39, 40, 44, 46]. Therefore, in the full

CSI case, minimizing the outage probability of the secondary system is equivalent to

maximizing the achievable rate of xs in the secondary system. In this section, we

first present a novel full-CSI power allocation and decoding order strategy, denoted

as F-PA-DO strategy. In the strategy, we derive the joint optimal power allocation

factor and decoding order, which maximizes the achievable rate of xs in the secondary

system while satisfying the target rate requirement of the primary system.3 Then, the

outage performance of the primary and secondary systems for the proposed strategy

are analyzed.

3.3.1 Proposed F-PA-DO Strategy

To find the joint optimal power allocation factor and decoding factor, we first derive

the optimal power allocation factors for two different decoding orders, and then pick

up the optimal decoding order with larger achievable rate of xs in the secondary

system, as well as the corresponding power allocation factor.

The optimal power allocation factor for the first decoding order has been studied

in [42–44]. According to [44, Eq. (20)], the optimal power allocation factor of xp at

the secondary transmitter for the first decoding order is given by4

α̂1 = 1−

[
ρth̃− γp

th

ρth̃ (1 + γp
th)

]+

, (3.10)

where h̃ , min
{
|h2|2, |h3|2

}
and γp

th , 22R̃p − 1.

We can find from (3.10) that α̂1 = 1 when h̃ ≤ γp
th

ρt
, which indicates that the

secondary transmitter allocates all its available power to serve the primary system

when the target rate of the primary system cannot be satisfied or the secondary

receiver fails to perform SIC in the first decoding order.

3At a transmission block, if it is impossible to satisfy the target rate requirement of the primary sys-
tem, then the the secondary transmitter assigns all its transmit power for the primary message xp in the
transmission block.

4It has been shown in [42–44] that for the first decoding order, the power allocation factor given in (3.10)
can maximize the achievable rate of the secondary system under the QoS constraint of the primary system.
Readers may refer to [43,44] for detailed process.
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Next, we try to find the optimal power allocation factor for the second decoding

order, which has not been studied in the literature.

Lemma 1. In the second decoding order, the target rate of the primary system can

be satisfied only when |h2|2 ≥ γth
ρt

, where γth , γpth + γsth + γpthγ
s
th and γsth , 22R̃s − 1.

When this constraint holds, the optimal power allocation factor of xp at the secondary

transmitter for the second decoding order is given by

α̂2 =
γpth

ρt|h2|2
. (3.11)

Proof. First, to achieve the target rate of the primary system in the second decoding

order, the following two conditions should be satisfied

R2
2,xs

(α) ≥ R̃s, R2
2,xp

(α) ≥ R̃p, (3.12)

where the first constraint ensures that the primary receiver successfully performs SIC

by decoding xs, and the second constraint ensures that the primary receiver correctly

decodes xp after the interference of xs is removed. Now substituting (3.7) and (3.9)

into (3.12), we can derive a constraint regarding the power allocation factor α, which

is given by

γp
th

ρt|h2|2
≤ α ≤ ρt|h2|2 − γs

th

ρt|h2|2 (1 + γs
th)
. (3.13)

A valid α can be found from (3.13) only when
ρt|h2|2−γs

th

ρt|h2|2(1+γs
th)
≥ γp

th

ρt|h2|2
, which can be

simplified as |h2|2 ≥ γth

ρt
. Here completes the proof of the first part in Lemma 1.

In addition, we can tell from (3.8) that the achievable rate of xs at the secondary

receiver in the second decoding order R2
3,xs

(α) is a strict decreasing function of α.

Combining this observation with the constraint given in (3.13), we know that R2
3,xs

(α)

achieves its maximum at α =
γp

th

ρt|h2|2
, which completes the proof of the second part in

Lemma 1.

After presenting Lemma 1, we are ready to introduce the proposed F-PA-DO

strategy which outlines the optimal design of power allocation and decoding order

design to maximize the achievable rate of xs in the secondary system under the target

rate constraint of the primary system.
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Proposition 1. When the secondary transmitter has full CSI, the joint optimal power

allocation factor and decoding order, denoted as
(
αF, δF

)
, is given by

(
αF, δF

)
=

{
(α̂2,2), if |h2|2≥max

{
γth
ρt
, |h3|2

}
,

(α̂1,1), else,
(3.14)

where the superscript “F” refers to the proposed F-PA-DO strategy, and α̂1 and α̂2

have been given in (3.10) and (3.11), respectively.

Proof. According to Lemma 1, we know that the target rate of the primary system

can be satisfied under the second decoding order only when |h2|2 ≥ γth

ρt
. If |h2|2 ≥ γth

ρt
,

the maximal achievable rate of xs in the secondary system under the second decoding

order is R2
3,xs

(α̂2). By comparing R2
3,xs

(α̂2) with R1
3,xs

(α̂1) which is the maximal

achievable rate of xs in the secondary system under the first decoding order, we can

find that R1
3,xs

(α̂1) ≤ R2
3,xs

(α̂2) when |h2|2 ≥ |h3|2. Therefore, the second decoding

order is preferred only when |h2|2≥max
{
γth

ρt
, |h3|2

}
.

Remark 1. Proposition 1 illustrates that in NOMA networks with user priority d-

ifference, to get the best performance of the lower priority user while achieving the

QoS requirement of the higher priority user, the decoding order should be decided by

the relative channel conditions of the higher priority and lower priority users and the

absolute channel condition of the higher priority user.

With the proposed F-PA-DO strategy, the achievable rate of xp and xs at the

primary and secondary receivers are respectively given by

RF
2,xp

=

{
R̃p, if |h2|2≥

γp
th

ρt
,

1
2
log2

(
1 + ρt|h2|2

)
, else,

(3.15)

and

RF
3,xs

=

{
1
2
log2(1+Λ1), if |h2|2≥max

{
γth

ρt
,|h3|2

}
,

1
2
log2(1+Λ2), else,

(3.16)

where Λ1 ,
|h3|2(ρt|h2|2−γp

th)
|h2|2+γp

th|h3|2
and Λ2 ,

[
|h3|2(ρth̃−γp

th)
h̃(1+γp

th)

]+

.

To this end, we have finished the joint optimal design of power allocation and

decoding order for the full CSI case. Next, we will analyze the system performance

with the proposed F-PA-DO strategy.
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3.3.2 Outage Performance Analysis

3.3.2.1 Primary system

According to the transmission protocol, an outage event for the primary system hap-

pens when either the secondary transmitter or the primary receiver fails to decode

xp, i.e., the achievable rate of xp at the secondary transmitter or the primary receiver

is less than R̃p.

Corollary 1. The outage probability of the primary system for the proposed F-PA-DO

strategy is given by

PF
p = 1−Ψ

(
m1,

γpth
ρtΩ1

)
Ψ

(
m2,

γpth
ρtΩ2

)
, (3.17)

where Ψ (x, y) , Γ(x,y)
Γ(x)

denotes the regularized gamma function.

Proof. Please see section 3.7.1.

3.3.2.2 Secondary system

An outage event of the secondary system happens when the secondary transmitter

fails to decode xp or the secondary receiver fails to decode xs, i.e., the achievable rate

of xp at the secondary transmitter is less than R̃p or the achievable rate of xs at the

secondary receiver is less than R̃s.

Corollary 2. The outage probability of the secondary system for the proposed strategy

can be approximated as

PF
s ≈ 1−Ψ

(
m1,

γpth
ρtΩ1

)
(3.18)

×

(
Υ (m2,Ω2,m3,Ω3, γ

s
th) + Υ (m3,Ω3,m2,Ω2, γ

p
th)−

3∏
l3=2

Ψ

(
ml3 ,

γth
ρtΩl3

))
,

where function Υ (a, b, c, d, e) is defined as

Υ(a, b, c, d, e) , e
− (γth−e)a

ρtb
− ec
ρtd

(
a

ρtb

)b
1

Γ (a)

c−1∑
l1=0

a−1+l1∑
l2=0

1

l1!

(
ec

ρtd

)l1(a− 1 + l1
l2

)
× (γth − e)a−1+l1−l2

[
Φ

(
ce(γth−e)

ρtd
,

a

ρtb
, l2−l1

)
−

N∑
n=1

eπ

2N

√
1−(θn)2

(
e
θn+1

2

)l2−l1
e
− (θn+1)ae

2ρtb
− 2(γth−e)c

ρtd(θn+1)

]
. (3.19)
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In (3.19), Φ (a, b, c) , 2
(

a
b

) c+1
2 Kc+1

(√
4ab
)

, θn,cos
(

(2n−1)π
2N

)
, and N is a complexity-

accuracy tradeoff parameter.

Proof. See section 3.7.2.

Remark 2. By checking the first-order partial derivative of PF
s with respect to (w.r.t.)

Ωj (j = 1, 2) and R̃p, we can find that PF
s is a decreasing function and an increasing

function of Ωj and R̃p, respectively. This can be explained by the fact that larger Ωj or

smaller R̃p can make the target rate of the primary system easier to be satisfied. As a

result, the secondary transmitter can allocate more power to the secondary message,

which consequently improves the outage performance of the secondary system.

3.4 Joint Optimal Design of Power Allocation and Decoding
Order with Partial CSI

For the partial CSI case, the secondary transmitter knows only the statistical CSI

of links from the secondary transmitter to the primary receiver and the secondary

transmitter to the secondary receiver. We intend to minimize the outage probability

of the secondary system while guaranteeing that the outage probability of the primary

system is not more than a predefined threshold [50] denoted as ς.5 To achieve this

target, we first analyze the outage performance of the primary and secondary systems

with the given power allocation factor and decoding order. Then, based on the derived

closed-form expressions of the outage probabilities, we present a novel partial-CSI

power allocation and decoding order strategy, denoted as P-PA-DO strategy, which

derives the optimal power allocation factor and decoding order.

3.4.1 Outage Performance with the Given Power Allocation Factor and
Decoding Order

Lemma 2. Given the power allocation factor α and the first decoding order, the

outage probability of the primary and secondary systems are respectively given by

P 1
p (α)=

{
1−Ψ

(
m2,

ξ
ρtΩ2

)
Θ, if

γpth
1+γpth

<α≤1,

1, else,
(3.20)

5If it is impossible to guarantee that the outage probability of the primary system is not more than ς,
then the secondary transmitter assigns all its transmit power for the primary message.
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and

P 1
s (α)=

{
1−Ψ

(
m3,

ξ′

ρtΩ3

)
Θ, if

γpth
1+γpth

<α<1,

1, else,
(3.21)

where ξ, γpth
α(1+γpth)−γ

p
th

, ξ′ , max
{
ξ,

γsth
1−α

}
, and Θ,Ψ

(
m1,

γpth
ρtΩ1

)
.

Under the second decoding order with the power allocation factor α, the outage

probability of the primary and secondary systems are respectively given by

P 2
p (α)=

{
1−Ψ

(
m2,

ζ′

ρtΩ2

)
Θ, if 0<α< 1

1+γsth
,

1, else,
(3.22)

and

P 2
s (α)=

{
1−Ψ

(
m3,

ζ
ρtΩ3

)
Θ, if 0<α< 1

1+γsth
,

1, else,
(3.23)

where ζ , γsth
1−α(1+γsth)

and ζ ′ , max
{
ζ,

γpth
α

}
.

Proof. See section 3.7.3.

3.4.2 Proposed P-PA-DO Strategy

Based on the analytical results derived in the previous subsection, we are ready to

introduce the novel P-PA-DO strategy. To obtain the joint optimal power allocation

factor and decoding order, we first try to find the optimal power allocation factors for

the two different decoding orders. Then, the joint optimal solution of power allocation

factor and decoding order can be decided by comparing the outage probability of the

secondary system under different optimal power allocation factors for the two different

decoding orders.

Lemma 3. In the first decoding order, the outage constraint of the primary system

can be satisfied when P 1
p (1) ≤ ς, and the optimal power allocation factor is α̌1 =

max
{
ε, 1− γsth

γth

}
, where ς denotes the outage probability constraint of the primary

system, and ε denotes the unique solution of P 1
p (α) = ς that lies in the interval(

γpth
γpth+1

, 1
]
. In the second decoding order, the outage constraint of the primary system

can be satisfied when P 2
p

(
γpth
γth

)
≤ ς, and the optimal power allocation factor is α̌2 = ϑ,

where ϑ is the unique solution of P 2
p (α) = ς that lies in the interval of

(
0,

γpth
γth

]
.
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Proof. In the first decoding order, it is easy to verify that the outage probability of

the primary system P 1
p (α) (given in (3.20)) is a decreasing function of α due to the

following two facts: Γ (x, y) is a decreasing function of y according to its definition,

and ξ is a decreasing function of α. Therefore, we know that the outage constraint

of the primary system can be satisfied as long as P 1
p (1) ≤ ς and the optimal power

allocation factor for the first decoding order lies in the interval [ε, 1]. In addition, we

can tell that the outage probability of the secondary system for the first decoding

order P 1
s (α) (given in (3.21)) attains its minimum at α = 1− γs

th

γth
since P 1

s (α) is an

increasing function of ξ′, and ξ′ decreases and increases as α increases within regions(
γp

th

γp
th+1

, 1− γs
th

γth

]
and

(
1− γs

th

γth
, 1
)

, respectively. Combining these two observations, the

desired optimal power allocatin factor for the first decoding order can be derived.

In the second decoding order, the outage probability of the primary system P 2
p (α)

(given in (3.22)) attains its minimum at α =
γp

th

γth
since P 2

p (α) is an increasing func-

tion of ζ ′, and ζ ′ decreases and increases as α increases within regions
(

0,
γp

th

γth

]
and(

γp
th

γth
, 1

1+γs
th

)
, respectively. Based on this result, we can tell that the outage constraint

of the primary system can be satisfied when P 2
p

(
γp

th

γth

)
≤ ς, and the optimal power

allocation factor for the second decoding order lies in the interval [ϑ, %], where ϑ and

% are the two solutions of P 2
p (α) = ς located in intervals of

(
0,

γp
th

γth

]
and

[
γp

th

γth
, 1

1+γs
th

)
,

respectively. Combing this observation with another fact that the outage probability

of the secondary system for the second decoding order P 2
s (α) (given in (3.23)) is an

increasing function of α since ζ enlarges as α increases, we can derive the optimal

power allocation factor for the second decoding order.

Based on Lemma 3, we can decide the joint optimal power allocation factor and

decoding order, denoted as
(
αP, δP

)
, where the superscript “P” refers to the P-PA-DO

strategy.

Proposition 2. When only partial CSI is available at the secondary transmitter, the

joint optimal power allocation factor and decoding order that minimizes the outage

probability of the secondary system under the outage constraint of the primary system
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is given by

(
α̌P, δP

)
=


(α̌2,2), if P 2

p

(
γpth
γth

)
≤ ς,

(α̌1,1), if P 1
p (1)≤ ς <P 2

p

(
γpth
γth

)
,

(1,1) , if P 1
p (1) > ς,

(3.24)

where α̌1 and α̌2 have been given in Lemma 3.

Proof. When the second decoding order meets the QoS requirement of the primary

system, i.e., P 2
p

(
γp

th

γth

)
≤ ς, the first decoding order also does. In this case, the joint

optimal power allocation factor and decoding order can be decided by comparing the

minimum outage probability of the secondary system for different decoding orders.

It is easy to check that

P 2
s

(
α2
)
≤P 2

s

(
γp

th

γth

)
=P 1

s

(
1− γ

s
th

γth

)
≤P 1

s

(
α1
)
. (3.25)

Therefore, when P 2
p

(
γp

th

γth

)
≤ ς, it is optimal to use the second decoding order with

the power allocation factor as α2.

When P 1
p (1) ≤ ς < P 2

p

(
γp

th

γth

)
, the first decoding order can guarantee the outage

constraint of the primary system while the second decoding order cannot. Thus, it is

optimal to use the first decoding order with the power allocation factor as α1.

When P 1
p (1) > ς, i.e., neither the first decoding order nor the second decoding

order can guarantee the outage constraint of the primary system, it is intuitive that

the secondary transmitter should allocate all its available power to serve the primary

system.

Remark 3. Proposition 2 indicates that when partial CSI is available at the sec-

ondary transmitter, to minimize the outage probability of the secondary system and

guarantee the QoS requirement of the primary system, it is preferable to first decode

the secondary message when P 2
p

(
γpth
γth

)
≤ ς.

Remark 4. The optimal power allocation factor αP given in Proposition 2 is a semi-

closed form solution since it involves ε and ϑ which are the solutions of P 1
p (α) = ς

and P 2
p (α) = ς, respectively. Generally, closed-form expressions of ε and ϑ are very

difficult to obtain, but they can be found in the following two special cases.
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• m2 = 1: When the link between the secondary transmitter and the primary

receiver experiences Rayleigh fading, we have

ε =
γpth

1+γpth

(
1+

1

ρtΩ2 ln Θ
1−ς

)
, ϑ =

γpth
ρtΩ2 ln Θ

1−ς
. (3.26)

• m2 = 2: We have

ε =
γpth

1 + γpth

(
1 +

2

ρtΩ2ψ

)
, ϑ =

2γpth
ρtΩ2ψ

, (3.27)

where ψ = −W
(
ς−1
eΘ

)
− 1 and W (·) is the Lambert W function.

When the link between the secondary transmitter and the primary receiver expe-

riences other general Nakagami-m fading, i.e., m2 /∈ {1, 2}, obtaining closed-form

expressions of ε and ϑ is very challenging. However, since P 1
p (α) and P 2

p (α) are

increasing and decreasing functions of α for α ∈
(

γpth
γpth+1

, 1
]

and α ∈
(

0,
γpth
γth

]
, respec-

tively, numerical results of ε and ϑ can be easily found using the bisection method.

To this end, we have finished the joint optimal design of power allocation and

decoding order when only partial CSI is available at the secondary transmitter. The

outage probability of the primary and secondary systems for the proposed P-PA-

DO strategy, denoted as PP
p and PP

s , are respectively given by PP
p = P δP

p

(
αP
)

and

PP
s = P δP

s

(
αP
)
. Regarding PP

s , we have the following observation.

Remark 5. Similar to the full CSI case, the outage performance of the secondary

system in the case of partial CSI is also affected by the parameters of the primary

system. It can be easily shown that PP
s is a non-increasing function of Ω1, Ω2 and ς.

3.5 Numerical Results

This section provides numerical results to verify the analytical results presented in the

previous sections, and highlights some nontrivial insights on the proposed strategies.

Specifically, subsections 3.5.1 and 3.5.2 respectively evaluate the proposed F-PA-DO

and P-PA-DO strategies. We assume that the average fading power of each channel

is characterized by the path loss model, i.e., Ωi = (di)
−$, i = 1, 2, 3, where $ is the

path loss exponent, d1, d2 and d3 are the distance from the primary transmitter to

the secondary transmitter, the secondary transmitter to the primary receiver, and
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the secondary transmitter to the secondary receiver, respectively. Unless otherwise

stated, the system parameters are set as follows: Nakagami-m fading parameters

m1 = m2 = m3 = 2, path loss exponent $ = 3, target data rate of the primary

and secondary systems R̃p = R̃s = 1bps/Hz, outage constraint of the primary system

ς = 0.01, and Gaussian-Chebyshev approximation term N = 20.

3.5.1 Performance Evaluation of F-PA-DO
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Figure 3.2: Outage performance of the proposed F-PA-DO for different values of fading parameters
(d1 = d2 = d3 = 2).

Fig. 3.2 verifies the analytically derived outage probability expressions (3.17) and

(3.18) of the primary and secondary systems, respectively, for the proposed F-PA-DO

strategy. It can be readily observed that our analytical results well coincide with the

simulation results, which corroborates the accuracy of the theoretical analysis.

Since our analytical results have been verified, we will only present analytical

results in the remaining part of this subsection.

Fig. 3.3 studies the impact of d1 (distance between the primary transmitter and

the secondary transmitter), d2 (distance between the secondary transmitter and the

primary receiver), and R̃p (target rate of the primary system), on the outage perfor-

mance of the secondary system. It is obvious that as d1 or d2 enlarges, i.e., Ω1 or Ω2

decreases, the outage performance of the secondary system deteriorates. Moreover,

increasing the target rate of the primary system R̃p significantly undermines the out-

age performance of the secondary system. These observations verify the conclusions

47



1 1.5 2 2.5 3
10
−3

10
−2

10
−1

d2

O
u
ta
g
e
p
ro
b
a
b
il
it
y

 

 

d1 = 3
d1 = 2
d1 = 1

R̃p = 1bps/Hz

R̃p = 0.5bps/Hz

Figure 3.3: Impact of d1, d2, and R̃p on the outage probability PF
s of the secondary system (ρt =

30dB, d3 = 2).
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Figure 3.4: Outage probability of the primary and secondary systems in the F-PA-DO and bench-
mark strategies.

In Figs. 3.4(a) and 3.4(b), we make a comparison between our proposed F-PA-

DO strategy and two benchmark strategies, i.e., DP-FD in [42–44] and DP-DD in

[45, 46]. It can be seen from these two figures that the F-PA-DO strategy and the

DP-FD strategy have the same outage performance for the primary system since

they all promise to do their best effort to satisfy the QoS requirement of the primary

system. Compared to the F-FA-DO and the DP-FD strategies, the DP-DD strategy

has worse primary outage performance. For the secondary system, the F-PA-DO

strategy and the DP-DD strategy have the same outage performance and are superior
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to the DP-FD strategy. However, the performance gap between them is relatively

small when d2 > d3. This is because when d2 > d3, the primary receiver is expected

to have a weaker connection to the secondary transmitter. In this case, there is a

high probability that these three strategies use the same power allocation factor and

decoding order.

3.5.2 Performance Evaluation of P-PA-DO
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Figure 3.5: Outage performance of the proposed P-PA-DO strategy for different values of fading
parameters (d1 = d2 = 1, d3 = 1.5).

Fig. 3.5 verifies the analytically derived outage probability expressions of the pri-

mary and secondary systems in the proposed P-PA-DO strategy. It can be observed

that our analytical results well match the simulation results. In addition, we can note

that when the transmit SNR ρt increases, the outage probability of the secondary sys-

tem remains at 1 until the QoS requirement of the primary system is satisfied (i.e.,

the outage probability of the primary system is not more than ς). This is because

our proposed P-PA-DO strategy allows the secondary transmitter to allocate all the

transmit power to the primary message when the outage probability of the primary

system is larger than ς.

Since our analytical results have been verified, we will only present analytical

results in the following part of this subsection.

Fig. 3.6 studies the impact of d1, d2, and ς on the outage performance of the

secondary system. It is easy to tell that the outage performance of the secondary
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Figure 3.6: Impact of d1, d2, and ς on the outage performance of the secondary system (ρt = 30dB,
d3 = 2).

system deteriorates with the increase of d1 or d2 or the decrease of ς. This can be

explained by the fact that in order to satisfy the outage constraint of the primary

system, a larger d1 or d2 or a smaller ς requires the secondary transmitter to allocate

more power to the primary message and thereby, leave less power for its own signal

transmission. In addition, in Fig. 3.6, we can also notice that there is a turning point

for each curve except for the curve with d1 = 3 and ς = 0.01. The appearance of

the turning point can be explained by the fact that as d2 enlarges (i.e., the channel

condition between the secondary transmitter and the primary receiver gets worse), the

optimal decoding order changes from the second decoding order to the first decoding

order.

Fig. 3.7 compares the outage performance of the proposed P-PA-DO strategy and

two benchmark strategies. As existing DP-FD and DD-DP strategies in the literature

need full CSI, here we compare with FP-FD strategies for the partial CSI case, as

follows.

• FP-FD-1 Strategy: This is the FP-FD strategy adopted in [38–41], in which the

power allocation factor for the primary message xp is larger than that for the

secondary message xs, and the decoding order is from the primary message to

the secondary message. In the simulation, the FP-FD-1 strategy takes the power

allocation factor for the primary message as 0.8. Under this fixed decoding order
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Figure 3.7: Outage performance of the P-PA-DO, FP-FD-1, and FP-FD-2 strategies (d1 = d2 = 1,
d3 = 1.5).

and power allocation factor, the outage probability of the primary and secondary

systems can be easily derived as P 1
p (0.8) and P 1

s (0.8), where P 1
p (α) and P 1

s (α)

have been given in (3.20) and (3.21), respectively.

• FP-FD-2: this is the FP-FD strategy adopted in [48, 51], in which the power

allocation factor for the far user is larger than that for the near user, and the

decoding order is from the far user’s message to the near user’s message. In

the simulation, the secondary receiver is far user and the primary receiver is

near user. So the FP-FD-2 strategy takes the second decoding order, and the

power allocation factor for the primary message is set to be 0.15. Under this

fixed decoding order and power allocation factor, the outage probability of the

primary and secondary systems can be easily derived as P 2
p (0.15) and P 2

s (0.15),

where P 2
p (α) and P 2

s (α) have been given in (3.22) and (3.23), respectively.

From Fig. 3.7, we have the following observations. When ρt < 18 dB, none of the

three strategies can guarantee the outage constraint of the primary system (i.e., guar-

antee that outage probability of the primary system is not more than ς = 0.01). But

our proposed P-PA-DO strategy achieves the best outage performance of the prima-

ry system. When ρt is between 18 dB and 24 dB, the proposed P-PA-DO strategy

can guarantee the outage constraint of the primary system, while the two benchmark

strategies cannot. When ρt is above 25 dB, all three strategies can guarantee the out-
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age constraint of the primary system. But our proposed P-PA-DO strategy achieves

the best outage performance for the secondary system.

3.6 Summary

This chapter has investigated the joint optimization of power allocation and decod-

ing order in an overlay cognitive NOMA network to enhance the performance of the

secondary system under different QoS demands of the primary system. When the

secondary transmitter has full CSI, a novel F-PA-DO strategy is proposed, which can

minimize the outage probability of the secondary system while guaranteeing the tar-

get rate of the primary system. When the secondary transmitter only has partial CSI,

a novel P-PA-DO strategy is proposed, which is able to minimize the outage prob-

ability of the secondary system under the outage constraint of the primary system.

Our analytical results have shown that in order to enhance the performance of the

secondary system while satisfying the QoS requirement of the primary system, it is

better to treat the secondary receiver as the “weak user” and let the primary receiver

perform SIC when the channel condition between the secondary transmitter and the

primary receiver exceeds a certain level. This observation is quite different from most

of the current works on NOMA networks with user priority difference, in which the

higher priority user is always treated as the “weak user” and the lower priority user

performs SIC. Furthermore, simulation results have validated our analytical results

and demonstrated the superiority of our proposed strategies, while shedding light on

the interplay between key system parameters and the optimized outage performance.

3.7 Appendix

3.7.1 Proof of Corollary 1

We first give some useful properties which will be frequently invoked later. When

the fading severity parameter, i.e., mi, is an integer, the PDF and CCDF of |hi|2,

i = 1, 2, 3, are respectively given by

f|hi|2 (x) =

(
mi

Ωi

)mi xmi−1

Γ (mi)
e
−xmi

Ωi , x > 0, (3.28)
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and

F̄|hi|2 (x)=Ψ

(
mi,

x

Ωi

)
=e
−xmi

Ωi

mi−1∑
t=0

1

t!

(
xmi

Ωi

)t
. (3.29)

Now we proceed to the derivation of PF
p . According to the outage definition for

the primary system, the outage probability of the primary system can be evaluated

as

PF
p =1− Pr

{
R1 ≥ R̃p

}
Pr
{
RF

2,xp
≥ R̃p

}
=1− Pr

{
|h1|2 ≥

γp
th

ρt

}
Pr

{
|h2|2 ≥

γp
th

ρt

}
=1− F̄|h1|2

(
γp

th

ρt

)
F̄|h2|2

(
γp

th

ρt

)
=1−Ψ

(
m1,

γp
th

ρtΩ1

)
Ψ

(
m2,

γp
th

ρtΩ2

)
. (3.30)

3.7.2 Proof of Corollary 2

According to the outage definition for the secondary system, the outage probability

of the secondary system for the proposed F-PA-DO strategy can be evaluated as

PF
s =1− Pr

{
R1 ≥ R̃p

}
Pr
{
RF

3,xs
≥ R̃s

}
= 1−Ψ

(
m1,

γp
th

ρtΩ1

)
Q1, (3.31)
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where Q1 = Pr
{
RF

3,xs
≥R̃s

}
. According to the expression of RF

3,xs
given in (3.16), Q1

can be calculated as follows

Q1 = Pr

{
|h2|2≥max

(
γth

ρt

, |h3|2
)
,Λ1≥γs

th

}
+ Pr

{
|h2|2 < max

(
γth

ρt

, |h3|2
)
,Λ2 ≥ γs

th

}
= Pr

{
|h2|2≥

γth

ρt

, |h2|2 ≥ |h3|2≥
γs

th|h2|2

ρt|h2|2 − γss
th

}

+ Pr

{
|h3|2≥

γth

ρt

, |h3|2 ≥ |h2|2 ≥
γp

th|h3|2

ρt|h3|2−γpp
th

}

= Pr

{
|h2|2≥

γth

ρt

, |h2|2 ≥ |h3|2≥
γs

th|h2|2

ρt|h2|2 − γss
th

}
(3.32a)

+Pr

{
|h2|2≥

γth

ρt

, |h3|2≥|h2|2≥
γs

th|h2|2

ρt|h2|2−γss
th

}
(3.32b)

+Pr

{
|h3|2≥

γth

ρt

, |h3|2≥|h2|2≥
γp

th|h3|2

ρt|h3|2−γpp
th

}
(3.32c)

+Pr

{
|h3|2≥

γth

ρt

, |h2|2≥|h3|2≥
γp

th|h3|2

ρt|h3|2−γpp
th

}
(3.32d)

−Pr

{
|h2|2≥

γth

ρt

, |h3|2≥|h2|2≥
γs

th|h2|2

ρt|h2|2−γss
th

}
(3.32e)

−Pr

{
|h3|2≥

γth

ρt

, |h2|2≥|h3|2≥
γp

th|h3|2

ρt|h3|2−γpp
th

}
(3.32f)

= Pr

{
|h2|2≥

γth

ρt

, |h3|2≥
γs

th|h2|2

ρt|h2|2 − γss
th

}
︸ ︷︷ ︸

I1

(3.32g)

+ Pr

{
|h3|2≥

γth

ρt

, |h2|2 ≥
γp

th|h3|2

ρt|h3|2−γpp
th

}
︸ ︷︷ ︸

I2

(3.32h)

− Pr

{
|h2|2 ≥

γth

ρt

, |h3|2 ≥
γth

ρt

}
︸ ︷︷ ︸

I3

, (3.32i)

where γss
th , γth − γs

th, γpp
th , γth − γp

th, (3.32g) is obtained by combining (3.32a) and

(3.32b), (3.32h) is obtained by combining (3.32c) and (3.32d), and (3.32i) is obtained

by combining (3.32e) and (3.32f). By applying the CCDF of |h2|2 and |h3|2, we can

54



straightforwardly obtain

I3 = Ψ

(
m2,

γth

ρtΩ2

)
Ψ

(
m3,

γth

ρtΩ3

)
. (3.33)

Now we proceed to the derivation of I1, which can be expressed as

I1 =

∫ ∞
γth
ρt

F̄|h3|2

(
γs

thx

ρtx− γss
th

)
f|h2|2 (x) dx

(i)
=

∫ ∞
0

F̄|h3|2

(
γs

th(u+γss
th)

uρt

)
f|h2|2

(
u+γss

th

ρt

)
du

ρt︸ ︷︷ ︸
I11

(3.34a)

−
∫ γs

th

0

F̄|h3|2

(
γs

th(u+γss
th)

uρt

)
f|h2|2

(
u+γss

th

ρt

)
du

ρt︸ ︷︷ ︸
I12

, (3.34b)

where step (i) follows from a variable substitution u = ρtx− γss
th. By substituting the

PDF of |h2|2 and CCDF of |h3|2 into (3.34a), we can solve the integral in I11 with the

help of binomial expansion and [52, Eq. (3.471.9)]. The result of I11 is given by

I11 =

m3−1∑
l1=0

m2−1+l1∑
l2=0

ε1Φ

(
γs

thγ
ss
thm3

ρtΩ3

,
m2

ρtΩ2

, l2 − l1
)
, (3.35)

where the definition of Φ (·, ·, ·) has been given in Corollary 2, and

ε1 =e
− γ

ss
thm2
ρtΩ2

− γ
s
thm3
ρtΩ3

(
m2

ρtΩ2

)m2 1

Γ (m2)

1

l1!
(3.36)

×
(
γs

thm3

ρtΩ3

)l1(m2 − 1 + l1
l2

)
(γss

th)m2−1+l1−l2 .

It is difficult to obtain an accurate closed-form expression of I12 given in (3.34b).

However, we can resort to the Gaussian-Chebyshev quadrature method to find an

approximation for I12 as follows

I12

(ii)
=
γs

th

2ρt

∫ 1

−1

F̄|h3|2

(
(v + 1) γs

th + 2γss
th

(v + 1) ρt

)
× f|h2|2

(
(v + 1) γs

th + 2γss
th

2ρt

)
dv

(iii)
≈ γs

thπ

2N

m3−1∑
l1=0

m2−1+l1∑
l2=0

N∑
n=0

√
1− (θn)2ε1 (3.37)

×
(
γs

th

θn + 1

2

)l2−l1
e
− (θn+1)m2γ

s
th

2ρtΩ2
− 2γss

thm3
ρtΩ3(θn+1) ,
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where step (ii) follows from a variable substitution u =
γs

th+1

2
v, and Gaussian-Chebyshev

quadrature [36, Eq. (25.4.38)] is employed in step (iii).

Combining (3.35) with (3.37), we can obtain an approximation for I1 in (3.32g),

which is denoted as Υ (m2,Ω2,m3,Ω3, γ
s
th). Following similar steps, we can also find an

approximation for I2 in (3.32h), which is denoted as Υ (m3,Ω3,m2,Ω2, γ
p
th). Combing

(3.33) with the two approximation results for I1 and I2, an approximation for Q1 can

be derived. Applying the result of Q1 into (3.31), we can obtain PF
s given in (3.18).

3.7.3 Proof of Lemma 2

Here we only present the details regarding the derivation of P 1
p (α). The derivation

details of P 1
s (α), P 2

p (α) and P 2
s (α) are omitted since they can be obtained by following

the similar procedures in the derivation of P 1
p (α).

Under the first decoding order with the given power allocation factor α, the outage

probability of the primary system can be evaluated as

P 1
p (α) = 1− Pr

{
R1≥R̃p

}
Pr
{
R1

2,xp
(α)≥R̃p

}
= 1− Pr

{
|h1|2 ≥

γp
th

ρt

}
Pr

{
ρt|h2|2

ξ
≥ 1

}
(iv)
= 1−Ψ

(
m1,

γp
th

ρtΩ1

)
Ψ

(
m2,

ξ

ρtΩ2

)
, (3.38)

where step (iv) proceeds on the condition that ξ =
γp

th

α(1+γp
th)−γ

p
th

> 0, i.e.,
γp

th

1+γp
th
<α≤1.
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Chapter 4

Optimal Designs for Relay-Assisted
NOMA Networks with Hybrid
SWIPT Scheme

A relay-assisted NOMA network consisting of a source (S), an energy-constrained

relay (R), and two users is studied in this chapter. Specifically, R adopts the more

general and more powerful SWIPT scheme, i.e., the H-SWIPT scheme, to harvest

energy. We provide optimal system designs for such network for both the scenario

with full CSIT and the scenario with partial CSIT. In particular, when full CSIT

is available, we intend to minimize the energy consumption at S while guaranteing

the successful transmission (both users correctly receive the desired information) by

jointly optimizing the transmit power of S, the TS and PS ratios, the power allocation

ratios at S and R, and the user ordering for two users. When only partial CSIT is

available, we aim at minimizing the system outage probability by jointly optimizing

the TS and PS ratios, the power allocation ratios, and the user ordering. We solve

the two problems with a bisection method and a one-dimension search, respectively.

Analytical results demonstrate that users in the first scenario should be ordered by

their instantaneous channel conditions, while in the second scenario, the optimal user

ordering is jointly decided by the average channel gains and the decoding thresholds

of two users. Finally, numerical results are provided to validate the analytical results

and show the performance advantage of the H-SWIPT scheme with the proposed

optimal designs.
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4.1 Introduction

It is well known that relay-assisted networks have a wider coverage and thus making

the long-distance NOMA transmission more reliable [53–57]. However, the advantage

of relay-assisted networks brings at the cost of energy consumption at the relay nodes,

which may hinder more devices from becoming relay candidates, especially for those

energy-constrained devices. With the arrival of IoT era, a large number of sensor

nodes that potentially can serve as relay nodes will be deployed everywhere. However,

owing to the size limit, most of the sensor nodes carry small batteries, thus they may

be reluctant to support other users’ communication at their own energy expense.

To alleviate this concern, SWIPT, one of the EH techniques enabling receivers to

simultaneously extract energy and information from the received information-bearing

signals, can be integrated into cooperative NOMA networks.

Up to now, relay-assisted NOMA networks with the PS or the TS scheme have

been widely studied in [58–64]. However, to the best of our knowledge, there are

no reported works involving the relay-assisted NOMA networks with the H-SWIPT

scheme. Note that the H-SWIPT scheme is expected to outperform the TS and PS

schemes since it can exploit both the degree-of-freedom in time and power domains.

In view of this fact, we study a relay-assisted NOMA network with the H-SWIPT

scheme, in which a source (S) communicates with two users (U1 and U2) under the

help of an EH-based relay (R). Depending on the availability of the CSITs, we study

two different resource allocation problems. Specifically, when S and R have full CSIT,

i.e., instantaneous CSI of all the three links (we assume that there are no direct

links between S and U1/U2), we aim at realizing a successful transmission with the

minimum energy consumption at S by jointly optimizing the transmit power of S,

TS and PS ratios, power allocation ratios at S and R, and user ordering for U1

and U2. Here, a successful transmission refers to the event that both U1 and U2

correctly decode the desired information. Since the acquisition of full CSIT involves

considerable overhead, we also study a more practical scenario where transmitters are

assumed to have only partial CSIT, i.e., the statistical CSI of all the three links. In

this case, we aim at minimizing the system outage probability by jointly optimizing

the TS and PS ratios, the power allocation ratios at S and R, and the user ordering.
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Here, system outage refers to the event that either U1 or U2 fails to decode the desired

information.

It is worth mentioning that although the optimal design for relay-assisted networks

with the H-SWIPT scheme has been studied in [32], its results cannot be applied in

our considered networks due to the following reasons. The work in [32] studies a

relay-assisted single-user network with full CSIT and maximizes the throughput by

jointly optimizing the TS and PS ratios. However, we consider a two-user downlink

NOMA network with full CSIT and study an energy-efficiency maximization problem

which involves more than just optimization of the TS and PS ratios. In addition, for

the scenario with partial CSIT (which is not considered in [32]), a reliability optimal

design is proposed in this work. Another thing needs to mention is that user ordering

plays an important role in NOMA-based systems because it determines the SIC de-

coding order at receivers and thus affects the achievable rate of each user. However,

in most of relay-assisted NOMA works, users are ordered by different predefined cri-

teria which are not proved to be optimal [18,38,44,48,58,59,62,65–67]. In this work,

we drop the assumption of predefined user ordering criteria and analytically find the

optimal user ordering by solving the optimization problems. The major contributions

and results are summarized as follows:

• We introduce the more generalized and more powerful SWIPT scheme, i.e., the

H-SWIPT scheme, into relay-assisted NOMA networks, and study two novel

joint optimization problems.

• When full CSIT is available, we first obtain the closed-form expressions of the

joint optimal solution when the transmit power of S and the TS ratio are fixed.

Then, the optimal transmit power of S and the optimal TS ratio are found using

a bisection method. Our analytical results demonstrate that when full CSIT is

available, two users should be ordered according to the instantaneous channel

conditions between them and R, which follows the user ordering criterion widely

used in current NOMA works.

• When only partial CSIT is available, we successfully obtain the closed-form ex-

pressions of the joint optimal solution for a given TS ratio, and its corresponding

system outage probability. Based on the closed-form expression of the system
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outage probability, the optimal TS ratio is derived with a one-dimension (1-D)

search. Analytical results reveal that to minimize the system outage probabili-

ty, the optimal user ordering should be jointly decided by the average channel

gains and the decoding thresholds of two users, which is a novel user ordering

criterion.

• To provide benchmarks for the consider network with the H-SWIPT scheme, we

also briefly discuss the optimal designs for the considered network with the PS

and TS schemes under different CSIT-availability scenarios.

The rest of this chapter is organized as follows. Section 4.2 introduces the system

model and the transmission protocol. Section 4.3 and 4.4 formulate the optimization

problem and present the joint optimal solution for the full CSIT and the partial

CSIT cases, respectively. In Section 4.5, numerical results are provided to verify the

analytical results.

4.2 System Model

We consider a downlink network with a source (S), an EH-based relay (R), and

two users (U1, U2), where each node has one antenna and works in a half-duplex

mode. The direct link between S and Uj (j = 1, 2) does not exist due to physical

obstacles or heavy shadowing, and thus the communication between S and two users

is processed under the assistance of R [58, 59, 62–64]. In particular, R, which is

energy-constrained, adopts the H-SWIPT scheme to simultaneously harvest energy

and process information. Let h0, h1 and h2 denote the channel coefficients of links

S→R, R→U1 and R→U2, respectively. We consider a quasi-static channel model, and

all the channel coefficients remain unchanged within each block of a time length of T

and vary independently from one block to the next with hi ∼ CN (0,Ωi), i = 0, 1, 2,

where Ωi denotes the average channel gain. Without loss of generality, we hereafter

assume that the block time T is normalized to 1. We further assume that all the

receivers can perfectly access local CSI, i.e., R and Uj have instantaneous CSI of the

links S→R and R→Uj, respectively. Now proceed to the description of the proposed

hybrid SWIPT-based cooperative NOMA (HSCN) transmission protocol.
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Table 4.1: Description of symbols used for key parameters in Chapter 4.

Symbol Meaning
h0 Channel coefficient from the source to the relay

hj , j = 1, 2 Channel coefficient from the relay to user j
xj , j = 1, 2 Message for user j
αj , j = 1, 2 Power allocation factor at the source
βj , j = 1, 2 Power allocation factor at the relay

h̃i, i = 0, 1, 2 Channel power gain
η Energy conversion efficiency
τ Time-splitting ratio for energy harvesting
θ Power-splitting ratio for energy harvesting
PS Actual transmit power of the source
Pm Maximum transmit power of the source
PR Transmit power of the relay
ς User ordering indicator

Uς and Uς̄ Weak user and strong user
RR,xς Achievable rate of the weak user’s message at the relay
RR,xς̄ Achievable rate of the strong user’s message at the relay

RUj ,xς , j = 1, 2 Achievable rate of the weak user’s message at user j
RUς̄ ,xς̄ , j = 1, 2 Achievable rate of the strong user’s message at the strong user

R̃j , j = 1, 2 Target rate of user j
(α∗ς∗ , θ

∗, β∗ς∗ , ς
∗, τ∗, P ∗S ) Joint optimal solution in the full CSIT case

α◦ς
Optimal power allocation factor at the source

in the full CSIT case with other parameters fixed

θ◦
Optimal power-splitting ratio

in the full CSIT case with other parameters fixed

ς◦
Optimal user ordering

in the full CSIT case with fixed PS and τ

β◦ς◦
Optimal power allocation factor at the relay

in the full CSIT case with fixed PS and τ

PP
1

System outage probability of the optimal PCN protocol
in the full CSIT case

(α?ς? , θ
?, ς?, β?ς? , τ

?) Joint optimal solution in the partial CSIT case

α•ς
Optimal power allocation factor at the source

in the partial CSIT case with other parameters fixed

θ•
Optimal power-splitting ratio

in the partial CSIT case with other parameters fixed
ς• Optimal user ordering in the partial CSIT case with fixed PS and τ

β•ς•
Optimal power allocation factor at the relay
in the partial CSIT case with fixed PS and τ

PH
2 (τ)

System outage probability of the optimal HSCN protocol
with a given τ in the partial CSIT case

PT
2 (τ)

System outage probability of the optimal TCN protocol
with a given τ in the partial CSIT case

PP
2

System outage probability of the optimal PCN protocol
in the partial CSIT case

One transmission block T (T=1)

2nd phase 3rd phase

Information decoding at

U1 and U2

Information

decoding at R

1st phase

EH at R

EH at R
1 q-

t ( )1 2t- ( )1 2t-

q

S to R R to U1/U2

Figure 4.1: Hybrid SWIPT-based cooperative NOMA (HSCN) transmission protocol.
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As depicted in Fig. 4.1, the HSCN transmission protocol consists of three phases.

The first phase is dedicated for EH at R with a duration τ , where 0 ≤ τ < 1 is the

TS ratio for the first phase. Letting PS denote the transmit power of S, then the

harvested energy during the first phase is given by E1 = ητPSh̃0, where 0 < η < 1 is

the energy conversion efficiency and h̃i , |hi|2, i = 0, 1, 2.

After the first phase, the remaining time is equally divided into two phases, each

with a duration time given by 1−τ
2

.1 In the second phase, S sends a superimposed

signal consisting of x1 and x2, where xj is the message intended for Uj, j = 1, 2. The

received signal at R can be expressed as

yR =
√
α1PSh0x1 +

√
α2PSh0x2 + nR, (4.1)

where αj is the power allocation factor for xj with α1 + α2 = 1 and nR ∼ CN (0, σ2)

is the AWGN at R. After receiving yR, R splits it into two parts, where θ (0 ≤ θ < 1)

portion of the signal is used for EH and the remaining part is used for information

processing.

Given θyR, the harvested energy at R during the second phase can be expressed

as E2 = ηPSh̃0θ
1−τ

2
. Therefore, the total harvested energy during the first two phases

is given by

Et = E1 + E2 = ηPSh̃0

(
τ +

1− τ
2

θ

)
. (4.2)

R employs the DF scheme to tackle the remaining part (1− θ) yR. Assume that U1

and U2 is ordered as (Uς ,Uς̄), where ς denotes the user ordering indicator, Uς and Uς̄

represent the weak and strong users, respectively, (ς, ς̄) ∈ {(1, 2) , (2, 1)}. According

to the SIC decoding principle [15], R first decodes xς and treats xς̄ as noise, then the

achievable rate of xς at R is given by

RR,xς =
1−τ

2
log2

(
1+

αςρSh̃0(1−θ)
ας̄ρSh̃0(1−θ)+1

)
, (4.3)

where ρS = PS

σ2 denotes the transmit SNR of S. Let R̃j denote the targeted data rate

of Uj, j = 1, 2. Conditioned on R successfully decodes xς (i.e., RR,xς ≥ R̃ς) and

1To reduce implementation complexity, we here assume that the last two phases, i.e., information transfer
from S to R and R to users, have an equal length so that S and R can use the same transmission rate. Note
that this assumption is widely adopted in relay-assisted networks [38,44,48,58,62,66–68].
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performs SIC, the achievable rate of xς̄ at R is given by

RR,xς̄ =
1− τ

2
log2

(
1 + ας̄ρSh̃0 (1− θ)

)
. (4.4)

If R successfully decodes x1 and x2, it will re-superimpose x1 and x2 and forward

the new superimposed signal to U1 and U2 in the third phase, then the received signal

at Uj (j = 1, 2) can be written as

yUj =
√
β1PRhjx1+

√
β2PRhjx2+nUj , (4.5)

where βj is the power allocation factor for message xj with β1 + β2 = 1, nUj ∼

CN (0, σ2) is the AWGN at Uj, and PR is the transmit power of R. According to

(4.2), PR can be expressed as

PR =
Et

(1− τ) /2
=ηPSh̃0

(
2τ

1−τ
+θ

)
. (4.6)

Upon receiving yUj , Uj first decodes xς while treating xς̄ as noise, then the achiev-

able rate of xς at Uj is given by

RUj ,xς =
1−τ

2
log2

(
1+

βςρRh̃j

βς̄ρRh̃j+1

)
, (4.7)

where ρR = PR

σ2 denotes the transmit SNR of R. Provided that Uς̄ successfully decodes

xς (i.e., RUς̄ ,xς ≥ R̃ς) and performs SIC, the achievable rate of xς̄ at Uς̄ is given by

RUς̄ ,xς̄ =
1− τ

2
log2

(
1+βς̄ρRh̃ς̄

)
. (4.8)

To this end, we have introduced the HSCN transmission protocol. Now let’s

focus on the optimal resource allocation policies under two different CSIT-availability

scenarios.

4.3 Optimal Transmission Design with Full CSIT

In this section, we study the optimal resource allocation policy for the considered

network with full CSIT. We first formulate the optimization problem, and then discuss

the optimal design for the HSCN protocol. Finally, the optimal designs for the PS-

based and TS-based transmission protocols are briefly discussed.
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4.3.1 Problem Formulation

Note that when full CSIT is available at S, the transmit power of S can be adapted

according to the instantaneous CSI under a peak transmit power constraint Pm. In

such a scenario, we aim at minimizing the energy consumption at S while achieving

successful transmission within each fading block. Here, successful transmission means

that U1 and U2 correctly decode x1 and x2, respectively. According to our proposed

HSCN transmission protocol, S works in the first two phases with a transmit power

PS, thus the total energy consumption at S within one fading block can be expressed

as PS

(
τ + 1−τ

2

)
= PS

1+τ
2

. Accordingly, the transmit energy minimization problem

can be formulated as

P1 : min
ας ,θ,βς ,ς,τ,PS

PS
1 + τ

2
(4.9a)

s.t. RR,xς ≥ R̃ς , RR,xς̄ ≥ R̃ς̄ , (4.9b)

RUς ,xς ≥ R̃ς , RUς̄ ,xς ≥ R̃ς , RUς̄ ,xς̄ ≥ R̃ς̄ , (4.9c)

PS ≤ Pm, ς ∈ {1, 2} , 0 ≤ τ < 1, 0 ≤ θ < 1, (4.9d)

γς (τ)

1 + γς (τ)
< ας < 1,

γς (τ)

1 + γς (τ)
< βς < 1, (4.9e)

where γj (τ) , 2
2R̃j
1−τ − 1, j = 1, 2. In P1, constraints in (4.9b)-(4.9c) ensure that

a successful transmission is realized. In particular, constraints in (4.9b) guarantee

that R successfully decodes x1 and x2, and constraints in (4.9c) guarantee that U1

and U2 successfully detect the desired information from the forwarded signal. The

constraints regarding the power allocation factors ας and βς given in (4.9e) are derived

from the fact that to realize a non-zero probability SIC at R and Uς̄ , the upper

bounds of RR,xς and RUς̄ ,xς should be larger than the targeted data rate R̃ς , i.e.,

lim
ρS→∞

RR,xς = log2

(
1 + ας

ας̄

)
> R̃ς and lim

ρR→∞
RUς̄ ,xς = log2

(
1 + βς

βς̄

)
> R̃ς .

Next, we obtain the joint optimal solution to P1, which is denoted by(
α∗ς∗ , θ

∗, β∗ς∗ , ς
∗, τ ∗, P ∗S

)
.

4.3.2 Joint Optimal Solution of the HSCN Protocol

Note that P1 is non-convex and not easy to be solved by standard optimization

solvers since the optimization variables are coupled in the objective function and the

constraints (4.9b)-(4.9c). To efficiently address P1, we decompose it into several
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subproblems and solve them one by one. We first derive the optimal power allocation

ratio at S and the optimal PS ratio when other variables are fixed. Then, given the

fixed TS ratio and the transmit power of S, we conduct the study of the optimal power

allocation ratio at R and the optimal user ordering. Finally, the optimal transmit

power of S and the optimal TS ratio are obtained based on the results of two previous

steps.

4.3.2.1 Step 1 (Optimization of ας and θ)

Note that for DF-based relay networks, information transfer from R to users happens

only when R correctly decodes the desired information and has available transmit

power. In addition, it is easy to tell from (4.7) and (4.8) that the achievable rates

of x1 and x2 at U1 and U2 monotonically increase as the transmit power of R grows.

Based on these two observations, we first try to maximize the transmit power of R (PR)

while ensuring R correctly detects x1 and x2 by jointly optimizing the power allocation

ratio at S ας and the PS ratio θ when other parameters are given. Accordingly, this

problem can be formulated as

P1.1 : max
θ,ας

PR (4.10a)

s.t. RR,xς ≥ R̃ς , RR,xς̄ ≥ R̃ς̄ , (4.10b)

0 ≤ θ < 1,
γς (τ)

1 + γς (τ)
< ας < 1. (4.10c)

Proposition 3. P1.1 is feasible when ρS ≥ γ(τ)

h̃0
, and the optimal solutions to P1.1,

denoted by α◦ς and θ◦, are given by

α◦ς = 1− γς̄ (τ)

γ (τ)
, θ◦=1− γ(τ)

ρSh̃0

, (4.11)

where γ (τ) = 2
2(R̃1+R̃2)

1−τ − 1.

Proof. Applying (4.3) and (4.4) into (4.10b), the two constraints in (4.10b) can be

equivalently transformed as θ ≤ 1 − g(ας)

ρSh̃0
, where g (ας) = max

{
γς(τ)

ας−ας̄γς(τ)
, γς̄(τ)

ας̄

}
.

From (4.6), we can tell that PR is an increasing function of θ, so PR can be maximized

by minimizing g (ας). Note that γς(τ)
ας−ας̄γς(τ)

and γς̄(τ)
ας̄

are respectively decreasing and

increasing functions of ας . In addition, we have lim
ας→ γς (τ)

γς (τ)+1

γς(τ)
ας−ας̄γς(τ)

=∞ > γς̄(τ)
ας̄

and
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lim
ας→1

γς̄(τ)
ας̄

= ∞ > γς(τ)
ας−ας̄γς(τ)

. Combining these two observations, we know that g (ας)

achieves its minimum when γς(τ)
ας−ας̄γς(τ)

= γς̄(τ)
ας̄

, from which we can derive the optimal

power allocation factor at S α◦ς . After obtaining α◦ς , the minimum value of g (ας) can

be calculated as γ (τ). Therefore, the optimal PS ratio is θ◦ = 1− γ(τ)

ρSh̃0
. Note that

0 ≤ θ < 1, thus θ◦ exists only when ρS ≥ γ(τ)

h̃0
.

4.3.2.2 Step 2 (Optimization of βς and ς)

Provided that information transfer from S to R is successful, we now focus on the

conditions required for the successful information transmission from R to users, which

are given in (4.9c). First, by applying (4.7) and (4.8) to tackle the constraints in

(4.9c), the three constraints can be equivalently converted into ρR − ϕς (βς) ≥ 0,

where ϕς (βς) , max
{
ϑς
h̃ς
, ψς
h̃ς̄

}
, ϑς ,

γς(τ)
βς(1+γς(τ))−γς(τ)

, and ψς , max
{
ϑς ,

γς̄(τ)
1−βς

}
. Then,

substituting the optimal PS ratio given in (4.11) into (4.6), the transmit SNR of

R can be expressed as ρR = ηρSh̃0
1+τ
1−τ − ηγ(τ). With all these results, P1 can be

equivalently transformed as

P1.2 : min
ς,βς ,τ,PS

PS
1 + τ

2
(4.12a)

s.t. ηρSh̃0
1 + τ

1− τ
−ηγ(τ)− ϕς (βς) ≥ 0, (4.12b)

γ (τ)

h̃0

≤ ρS ≤ ρm, 0 ≤ τ ≤ τ1, (4.12c)

ς ∈ {1, 2} , γς (τ)

1 + γς (τ)
< βς < 1, (4.12d)

where ρm = Pm
σ2 and τ1 = 1 − 2(R̃1+R̃2)

log2(ρmh̃0+1)
. Specifically, the constraint τ ≤ τ1 is given

to ensure that γ(τ)

h̃0
≤ ρm.

With a careful check for P1.2, we can find that the values of the power allocation

ratio at R βς and the user ordering ς do not affect the objective function in P1.2,

and they only affect the feasible region by deciding the value of ϕς (βς). It is straight-

forward to tell from (4.12b) that the feasible region of P1.2 can be maximized by

minimizing ϕς (βς). Therefore, given PS and τ , the joint optimal ς and βς (denoted

by ς◦ and β◦ς◦) can be found by minimizing ϕς (βς).

Proposition 4. The optimal user ordering and the optimal power allocation ratio at
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R minimizing ϕς (βς) are respectively given by

(ς◦, ς̄◦) =

{
(1, 2) , if h̃1 < h̃2,

(2, 1) , else,
(4.13)

and

β◦ς◦ =
h̃ς◦γ1 (τ) γ2 (τ) + h̃ς̄◦γς◦ (τ)

h̃ς◦γ (τ) +
(
h̃ς̄◦ − h̃ς◦

)
γς◦ (τ)

. (4.14)

Proof. See Section 4.7.1.

Remark 6. Proposition 4 indicates that both ς◦ and β◦ς◦ are independent of the trans-

mit power of R. In particular, β◦ς◦ is jointly decided by the decoding thresholds of two

users and the instantaneous channel gains between R and two users, while ς◦ only

depends on the instantaneous channel gains between R and two users, thus we have

ς∗ = ς◦.

4.3.2.3 Step 3 (Optimization of τ and PS)

With Proposition 4, the value of ϕς (βς) is given by γ(τ)

h̃ς̄◦
+

h̃ς̄◦−h̃ς◦
h̃1h̃2

γς◦ (τ). Substituting

this result into (4.12b) and after some simplifications, P1.2 can be reformulated as

P1.3 : min
τ,PS

PS
1 + τ

2
(4.15a)

s.t. V̂1 (τ) ≤ ρS ≤ ρm, 0 ≤ τ ≤ τ1, (4.15b)

where V̂1 (τ) = max
{
V1 (τ) , γ(τ)

h̃0

}
with V1 (τ) =

(
γ (τ)

ηh̃ς̄◦+1

ηh̃0h̃ς̄◦
+γς◦ (τ)

h̃ς̄◦−h̃ς◦
ηh̃0h̃1h̃2

)
1−τ
1+τ

.

It is obvious that the objective function in P1.3 increases as PS grows, thus the op-

timal transmit power minimizing PS
1+τ

2
is PS = V̂1 (τ)σ2. Based on this observation,

P1.3 reduces to a 1-D optimization problem, which can be expressed as

P1.4 : min
0≤τ≤τ1

V̂1 (τ)
1 + τ

2
(4.16a)

s.t. V̂1 (τ) = ρS ≤ ρm. (4.16b)

Before solving P1.4, the feasible conditions of P1.4 are first given.
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Proposition 5. The feasible conditions of P1.4 are ρmh̃0 > γ (0) and V2 (τ2) ≥ 0,

where

τ2 =

{
0, if V3 (0) ≤ 0,

min {τ1, τ3} , else,
(4.17)

V2 (τ) =ηρmh̃0
1+τ

1−τ
−ηh̃ς̄

◦+1

h̃ς̄◦
γ(τ)− h̃ς̄

◦−h̃ς◦
h̃1h̃2

γς◦(τ) , (4.18)

V3 (τ) = ρm − 2
2(R̃1+R̃2)

1−τ
ηh̃ς̄◦ + 1

ηh̃0h̃ς̄◦
ln 2R̃1+R̃2 − 2

2R̃ς◦
1−τ

h̃ς̄◦ − h̃ς◦
ηh̃0h̃1h̃2

ln 2R̃ς◦ , (4.19)

and τ3 is the unique solution of V3 (τ) = 0 in the interval (0, 1) that can be found

using a bisection method [69].

Proof. P1.4 is feasible as long as a τ satisfying V̂1 (τ) = max
{
V1 (τ) , γ(τ)

h̃0

}
≤ ρm can

be found within the region [0, τ1]. According to the expression of τ1 given in (4.12),

τ1 > 0 requires ρmh̃0 > γ (0). In addition, we have γ(τ)

h̃0
≤ ρm when τ ≤ τ1. Therefore,

a valid τ exists when min
0≤τ≤τ1

V1 (τ) ≤ ρm. After some simplifications, min
0≤τ≤τ1

V1 (τ) ≤ ρm

can be equivalently transformed into max
0≤τ≤τ1

V2 (τ) ≥ 0. Next, the properties of V2 (τ)

will be studied.

The first-order derivative of V2 (τ) with respect to (w.r.t.) τ is given by dV2(τ)
dτ

=

2ηh̃0

(1−τ)2V3 (τ). It is easy to tell that V3 (τ) is a decreasing function of τ within the

region τ ∈ [0, 1) and lim
τ→1−

V3 (τ) < 0. Therefore, V2 (τ) is a monotonically decreasing

function of τ if V3 (0) ≤ 0; otherwise, V2 (τ) first increases and then decreases as

τ grows. Based on this observation, we know that the maximum value of V2 (τ)

within the region τ ∈ [0, τ1] is achieved at τ = τ2, and thus P1.4 is feasible when

ρmh̃0 > γ (0) and V2 (τ2) ≥ 0.

When the feasible conditions given in Proposition 5 are satisfied, the optimal

solution to P1.4 can be found via a 1-D search over the region [0, τ1]. Although the

complexity for a 1-D search is acceptable, it is still time-consuming since we need

to search the optimal solution in each transmission block. Next we present a more

efficient way to find the optimal solution. To proceed, an important proposition is

first introduced.

Proposition 6. The optimal solution to P1.4 must be achieved when V1 (τ) ≥ γ(τ)

h̃0

and lies in the region τ ∈ [τl,min {τr, τ ′r}], where τl = 0 if V2 (0) ≥ 0, otherwise τl is
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the root of V2 (τ) = 0 in the interval (0, τ3), τr is the root of V2 (τ) = 0 in the interval

(τl, 1), and τ ′r = τ1 if V1 (τ) ≥ γ(τ)

h̃0
∀τ ∈ [0, τ1], otherwise τ ′r = τe and τe is the smallest

root of V1 (τ) = γ(τ)

h̃0
in the interval [0, τ1].

Proof. We first try to find the feasible range of τ according to the constraint V̂1 (τ) ≤

ρm. First, γ(τ)

h̃0
≤ ρm requires τ ∈ [0, τ1]. The constraint V1 (τ) ≤ ρm can be equiv-

alently transformed into V2 (τ) ≥ 0. In the proof process of Proposition 5, we have

shown that V2 (τ) either monotonically decreases or first increases and then decreas-

es. Combining this result with another fact that lim
τ→1−

V2 (τ) = −∞ (this is because

lim
τ→1−

γ (τ) (1− τ) = ∞), we know that V2 (τ) ≥ 0 when τ ∈ [τl, τr]. To this end, we

know that V̂1 (τ) ≤ ρm when τ ∈ [τl,min {τr, τ1}]. Next we will discuss the optimal

solution to P1.4.

It is easy to tell that the optimal τ minimizing V̂1 (τ) 1+τ
2

must be in the [τl,min {τr, τ1}]

interval if V1 (τ) ≥ γ(τ)

h̃0
∀τ ∈ [0, τ1]; otherwise, the optimal τ must be less than

or equal to τe due to the following three facts: 1) V1 (0) > γ(0)

h̃0
, 2) V̂1 (τ) > γ(τe)

h̃0

∀τ ∈ (τe, τ1) (this is because V̂1 (τ) = max
{
V1 (τ) , γ(τ)

h̃0

}
and γ(τ)

h̃0
is an increasing

function of τ), and 3) 1+τ
2

is an increasing function of τ . It is worth to notice that

τe is larger than τl. This can be proved by contradiction as follows. If τe ≤ τl, we

have γ(τe)

h̃0
= V1 (τe) > ρm and τe > τ1, which is contradictory to the prerequisite that

τe ≤ τ1. Combining all these observations, we know that the optimal solution must

lies in τ ∈ [τl,min {τr, τ ′r}], in which we have V1 (τ) ≥ γ(τ)

h̃0
.

Based on Proposition 6, the optimal solution to P1.4 can be presented as follows.

Proposition 7. The optimal solution to P1.4 is τ ∗ = τ2 if V2 (τ2) = 0. When

V2 (τ2) > 0, the optimal solution is given by

τ ∗ =



0, if V4 (0) ≥ 0 and V1 (0) ≤ ρm,

> 0



τm, if V4 (0) < 0 and γ(τm)

h̃0
≤ V1 (τm) ≤ ρm,

τ ′r, if V1 (τm) ≤ ρm and V1 (τm) < γ(τm)

h̃0
,

τl, if V1 (τm) > ρm and τm < τl,

min {τr, τ1} , if V1 (τm) > ρm, τm > τr and V1 (τm) ≥ γ(τm)

h̃0
,

min {τr, τ ′r} , if V1 (τm) > ρm, τm > τr and V1 (τm) < γ(τm)

h̃0
,

(4.20)
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where τm is the unique root of V4 (τ) = 0 lying in (0, 1) and

V4 (τ) =
ηh̃ς̄◦ + 1

2ηh̃0h̃ς̄◦

(
2

2(R1+R2)
1−τ

ln 4R1+R2

1− τ
− γ (τ)

)
+
h̃ς̄◦ − h̃ς◦
2ηh̃0h̃1h̃2

(
2

2Rς◦
1−τ

ln 4Rς◦

1− τ
− γς◦ (τ)

)
.

(4.21)

Proof. See Section 4.7.2.

Remark 7. It is worth mentioning that the optimal TS ratio τ ∗ given in (4.20) is

a semi-analytical solution. Although closed-form expressions of τl, τr, τ
′
r, and τm are

difficult to obtain in general, the numerical results can be efficiently found using the

bisection method.

Remark 8. Note that τ ∗ = 0 suggests that to realize a successful transmission with

the minimum energy consumption at S, it is preferred to reduce the H-SWIPT scheme

to the PS scheme. We have shown that τ ∗ = 0 when V4 (0) ≥ 0 and V1 (0) ≤ ρm.

This may happen when two users have higher targeted data rates and the maximum

allowable transmit power is large.

To this end, we have found the optimal TS ratio τ ∗. After deriving τ ∗, the optimal

transmit power of S is given by P ∗S = V1(τ ∗)σ2. By substituting τ ∗ and P ∗S into (4.11),

(4.13), and (4.14), we can obtain α∗ς∗ , θ
∗, ς∗ and β∗ς∗ accordingly.

4.3.3 Optimal Designs for the TS-based and PS-based Transmission Pro-
tocols

Information decoding at

R

One transmission block T (T=1)

2nd phase 3rd phase

Information decoding at

U1 and U2

1st phase

EH at R

t ( )1 2t- ( )1 2t-

S to R R to U1/U2

(a) TS-based transmission.

One transmission block T (T=1)

1st phase (1/2) 2nd phase (1/2)

Information decoding at U1
and U2

Information

decoding at R

EH at R

1 q-

q

S to R R to U1/U2 

(b) TS-based transmission.

Figure 4.2: TS-based and PS-based cooperative NOMA transmission protocols.

The TS-based cooperative NOMA (TCN) and PS-based cooperative NOMA (PC-

N) transmission protocols are illustrated in Fig. 4.2(a) and Fig. 4.2(b), respectively.

Specifically, the optimal design for the TCN protocol involves the setting of the power

allocation ratios at S and R, the TS ratio, the user ordering, and the transmit power
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of S. The optimal design for the PCN protocol involves the setting of the power allo-

cation ratios at S and R, the PS ratio, the user ordering, and the transmit power of

S.

It is worth mentioning that the optimal power allocation ratio at S for the HSCN

protocol (given in (4.11)) can still be applied in the TCN and PCN protocols to

ensure that R can successfully decode both messages. In addition, the optimal PS

ratio for the HSCN protocol (given in (4.11)) can be applied in the PCN protocol

to maximize the harvested energy at R. Although different SWIPT schemes result

different transmit power of R, we have shown in Proposition 4 that the optimal power

allocation ratio at R and the optimal user ordering are independent of the transmit

power of R. Therefore, the results for the HSCN protocol given in Proposition 4 can

also be applied in the TCN and PCN protocols. Based on these observations, for

the TCN protocol, we only need to care about the design of the transmit power of S

and the TS ratio, and for the PCN protocol, only the transmit power of S need to be

optimized.

4.3.3.1 TCN Protocol

By following the analysis in the HSCN protocol, we can obtain the feasible conditions

for the TCN protocol realizing a successful transmission as ρmh̃0 > γ (0) and V̄2 (τ̄2) ≥

0, where V̄2 (τ) = 2τηρmh̃0

1−τ − γ(τ)

h̃ς̄◦
− h̃ς̄◦−h̃ς◦

h̃1h̃2
γς◦(τ),

τ̄2 =

{
0, if V̄3 (0) ≤ 0,

min {τ1, τ̄3} , else,
(4.22)

V̄3 (τ) = ρm − 2
2(R̃1+R̃2)

1−τ
ln 2R̃1+R̃2

ηh̃0h̃ς̄◦
− 2

2R̃ς◦
1−τ

h̃ς̄◦ − h̃ς◦
ηh̃0h̃1h̃2

ln 2R̃ς◦ , (4.23)

and τ̄3 is the unique solution of V̄3 (τ) = 0 in the interval (0, 1) that can be found

using a bisection method.

For a given τ , the optimal transmit SNR of S is max
{
V̄1 (τ) , γ(τ)

h̃0

}
if max

{
V̄1 (τ) , γ(τ)

h̃0

}
≤ ρm, where V̄1 (τ) =

(
γ(τ)

ηh̃0h̃ς̄◦
+ γς◦ (τ)

h̃ς̄◦−h̃ς◦
ηh̃0h̃1h̃2

)
1−τ
2τ

; otherwise, the given τ cannot sat-

isfy the feasible conditions. After this, with a 1-D search over the region τ ∈ (0, τ1],

we can obtain the optimal TS ratio of the TCN protocol minimizing PS
1+τ

2
.
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4.3.3.2 PCN Protocol

Following the analysis for the HSCN protocol, the feasible condition for the PCN

protocol can be easily derived as V1 (0) ≤ ρm. When this condition is satisfied, the

optimal transmit power of S is V1 (0)σ2, where V1 (0) has been given in (4.15).

4.3.4 System Outage Probability of the Optimal HSCN, TCN and PCN
Protocols

For all these three protocols, outage events happen when the feasible condition(s)

cannot be satisfied. Since the feasible conditions for the HSCN and TCN protocols

are semi-analytical, it is difficult to get closed-form expressions of the system outage

probability for those two protocols. However, the system outage probability of the

PCN protocol can be derived because its feasible condition has been explicitly given.

Corollary 3. When full CSIT is available, the system outage probability of the opti-

mal PCN protocol is given by

PP
1 ≈ 1−e−

γ(0)
ρmΩ0

π

Ω1Ω2

2∑
j=1

Nj∑
nj=0

√
1−δ2

nj

Nj

Φ1

(
γj (0) , δnj

)
Φ2

(
Ωj,Ωj̄, δnj

)
×K2

(
2
√

Φ1

(
γj (0) , δnj

)
Φ2

(
Ωj,Ωj̄, δnj

))
, (4.24)

where Φ1 (x, y) , γ(0)−x
ηρmΩ0

+ 2x
ηρmΩ0(y+1)

, Φ2 (x, y, z) , z+1
2x

+ 1
y
, δnj , cos

(
(2nj−1)π

2Nj

)
,

(j, j̄) ∈ {(1, 2) , (2, 1)} and Nj is a complexity-accuracy tradeoff parameter.

Proof. See Section 4.7.3.

4.4 Optimal Transmission Design with Partial CSIT

In this section, we consider a more practical scenario where only the statistical CSI

is available at the transmitters. We first formulate the optimization problem for the

HSCN protocol, and then derive the joint optimal solution when the TS ratio is given,

based on which, a closed-form expression of the system outage probability is obtained.

With the derived closed-form expression of the system outage probability, the optimal

TS ratio can be found via a 1-D search. In addition, the optimal designs for the TCN

and PCN protocols in the partial CSIT case are analyzed to provide benchmarks.
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4.4.1 Problem Formulation

Since only statistical CSI is available at the transmitters, our target in this case is to

minimize the system outage probability. It is intuitive that the larger the transmit

power of S, the smaller the system outage probability. Hence, the transmit power of

S is set to be Pm, and our remaining task is to jointly optimize the power allocation

ratios at S and R, the TS and PS ratios, and the user ordering. In fact, the minimiza-

tion of the system outage probability is equivalent to maximizing the probability of

successful transmission. Let S1 and S2 denote the events that successful transmission

from S to R and R to U1/U2, respectively. Accordingly, the optimization problem in

the partial CSIT case can be formulated as

P2 : max
ας ,θ,ς,βς ,τ

Pr {S1S2} (4.25a)

s.t. ς ∈ {1, 2} , 0 ≤ τ < 1, 0 ≤ θ < 1,
γς (τ)

1 + γς (τ)
< ας < 1,

γς (τ)

1 + γς (τ)
< βς < 1,

(4.25b)

Particularly, the probability of S1 and S2 are respectively given by

Pr {S1} = Pr
{
RR,xς ≥ R̃ς , RR,xς̄ ≥ R̃ς̄ , PS = Pm

}
(i)
= Pr

{
θ ≤ 1− 1

ρmh̃0

max

{
γς (τ)

ας − ας̄γς (τ)
,
γς̄ (τ)

ας̄

}}
, (4.26)

and

Pr {S2} = Pr
{
RUς ,xς ≥ R̃ς , RUς̄ ,xς ≥ R̃ς , RUς̄ ,xς̄ ≥ R̃ς̄ , PS = Pm

}
(ii)
= Pr

{
ηρm|h0|2

(
2τ

1−τ
+θ

)
− ϕς (βς) ≥ 0

}
, (4.27)

where step (i) involves the results given in (4.3)-(4.4), step (ii) involves the re-

sults given in (4.6)-(4.8), ϕς (βς) , max
{
ϑς
h̃ς
, ψς
h̃ς̄

}
, ϑς , γς(τ)

βς(1+γς(τ))−γς(τ)
, and ψς ,

max
{
ϑς ,

γς̄(τ)
1−βς

}
. We next seek to find the joint optimal solution to P2, which is

denoted by
(
α?ς? , θ

?, ς?, β?ς? , τ
?
)
.

4.4.2 Joint Optimal Solution of the HSCN Protocol

Similar to the full CSIT case, we also first determine the optimal power allocation

ratio at S and the optimal PS ratio when the remaining variables are given, which

are respectively denoted by α•ς and θ•. In P1.1, we have discussed how to maximize
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the transmit power of R while guaranteeing the successful transmission from S to R,

and presented the joint optimal solution
(
α◦ς , θ

◦) in (4.11). We can find that when

PS, τ and ς are fixed, α◦ς is also fixed and the setting of θ◦ only requires R to have

the instantaneous CSI of the link S→R. This observation indicates that α◦ς and θ◦ are

still applicable in the partial CSIT case, thus we have

α•ς = α◦ς = 1− γς̄ (τ)

γ(τ)
, θ• = θ◦|ρS=ρm

= 1− γ(τ)

ρmh̃0

. (4.28)

Substituting (4.28) into (4.26) and (4.27), the probability of S1 and S2 can be re-

spectively re-expressed as Pr {S1} = Pr
{
ρmh̃0 ≥ γ (τ)

}
and Pr {S2} = Pr {ρ?R ≥ ϕς (βς)},

where ρ?R = ηρmh̃0
1+τ
1−τ − ηγ (τ). Then, P2 can be equivalently transformed as

P2.1 : max
ς,τ,βς

Pr {S1S2} = Pr
{
ρmh̃0 ≥ γ (τ) , ρ?R ≥ ϕς (βς)

}
(4.29a)

s.t. ς ∈ {1, 2} , 0 ≤ τ < 1,
γς (τ)

1 + γς (τ)
< βς < 1, (4.29b)

To solve P2.1, we first try to find the optimal user ordering and the optimal power

allocation ratio at R for a given τ , which are denoted by ς• and β•ς• , respectively.

Proposition 8. For a given τ , the optimal user ordering and the optimal power

allocation ratio at R minimizing the system outage probability are respectively given

by

(ς•, ς̄•)=

{
(1, 2) , if

√
Ω1

Ω2
≤ Ψ,

(2, 1) , else,
(4.30)

and

β•ς•=

√
Ως̄• + ξς•

√
Ως•

ζς•
√

Ως• +
√

Ως̄•
, (4.31)

where Ψ =
−λ2+
√
λ2

2+4λ2
1

2λ1
, λ1 = γ2 (τ) ξ1 (ζ2 − ξ2), λ2 = 2 (ξ2 − ξ1), ξj ,

√
γ1(τ)γ2(τ)
1+γj(τ)

,

ζj ,
√

γj̄(τ)(1+γj(τ))

γj(τ)
, and (j, j̄) ∈ {(1, 2) , (2, 1)}.

Proof. See Section 4.7.4.

Remark 9. Proposition 8 suggests that in the partial CSIT case, the optimal user

ordering minimizing the system outage probability is jointly decided by the average

channel gains and the decoding thresholds of U1 and U2. Furthermore, we can find that
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the optimal user ordering and the optimal power allocation factor at R are independent

of the transmit power of R. Therefore, our proposed user ordering and power allocation

strategies can be directly applied in any two-user downlink NOMA networks that aim

at minimizing the system outage probability in a Rayleigh fading environment with

partial CSIT.

Remark 10. Based on (4.30), the optimal user ordering for the following two special

cases are studied to provide more valuable insights.

1) Ω1 = Ω2, two users have an identical average channel gain: It is easy to check

that λ2 ≤ 0,Ψ ≥ 1 when R̃1 ≤ R̃2 and λ2 > 0,Ψ < 1 when R̃1 > R̃2. Therefore, when

Ω1 = Ω2, the optimal user ordering is (1, 2) if R̃1 ≤ R̃2; otherwise, the optimal user

ordering is (2, 1). This user ordering criterion suggests that when Ω1 = Ω2, user with

a smaller decoding threshold should be treated as a weaker user. This is understandable

since this operation is helpful for performing SIC. Note that the distance-based user

ordering criterion adopted in [40, 47, 48, 51, 70] is invalid when Ω1 = Ω2. Hence,

our proposed user ordering criterion can be more generally applied in partial CSIT

scenarios.

2) Ω1 < (>) Ω2 and R̃1 ≤ (≥) R̃2, the average channel gain and targeted data rate

of U1 are smaller (larger) than that of U2: When Ω1 < Ω2 and R̃1 ≤ R̃2, we have√
Ω1

Ω2
< 1 and Ψ ≥ 1, thus the optimal user ordering is (1, 2). Similarly, we can show

that the optimal user ordering is (2, 1) when Ω1 > Ω2 and R̃1 ≥ R̃2. Therefore, in

these two cases, our proposed user ordering criterion follows the distance-based user

ordering criterion adopted in [40, 47, 48, 51, 70].

With the derived α•ς , θ
•, ς• and β•ς• , the system outage probability of the optimal

HSCN protocol for a given TS ratio τ can be derived in a closed-form.

Corollary 4. The system outage probability of the optimal HSCN protocol for a given

τ , denoted by PH
2 (τ), is given by

PH
2 (τ) = 1−Υ1 + Υ2, (4.32)
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where

Υ1 = e
− (1−τ)ηγ(τ)
ηρmΩ0(1+τ)

√
4υς• (1− τ)

ηρmΩ0 (1 + τ)
K1

(√
4υς• (1− τ)

ηρmΩ0 (1 + τ)

)
, (4.33)

Υ2 ≈
1− τ

ηρmΩ0 (1 + τ)
e
− (1−τ)ηγ(τ)
ηρmΩ0(1+τ)

π$

2N3

N3∑
n3=1

√
1− δ2

n3
e
−

2υς•
(δn3+1)$ e

− (1−τ)(δn3+1)$
2ηρmΩ0(1+τ) , (4.34)

υj ,
ζj
√

Ωj +
√

Ωj̄√
Ω1Ω2

(
γj (τ)√

Ωj

+
γj̄ (τ)√

Ωj̄ (ζj − ξj)

)
, (j, j̄) ∈ {(1, 2) , (2, 1)} , (4.35)

$ = ηγ(τ)2τ
1−τ , δn3 ,cos

(
(2n3−1)π

2N3

)
and N3 is a complexity-accuracy tradeoff parameter.

Proof. See Section 4.7.5.

After deriving PH
2 (τ), the optimal TS ratio τ ? can be obtained via a 1-D search

over the region τ ∈ [0, 1). Subsequently, α?ς? , θ
?, ς? and β?ς? can be obtained by

substituting τ ? into (4.28), (4.30) and (4.31).

Remark 11. Compared to the full CSIT case, 1-D search in the partial CSIT case

is more acceptable since the search only needs to be performed once as long as the

statistical CSI of the network remains unchanged.

4.4.3 Optimal Designs for the TCN and PCN Protocols

4.4.3.1 TCN Protocol

For a given TS ratio τ , the derived optimal user ordering and the optimal power

allocation ratios for the HSCN protocol can be directly applied in the TCN protocol.

Therefore, we here only need to find the optimal TS ratio for the TCN protocol.

Following the analysis in the HSCN protocol, the system outage probability of the

optimal TCN protocol for a given τ is given by

PT
2 (τ) = 1−Υ′1 + Υ′2, 0 < τ < 1, (4.36)

where Υ′1 =
√

2υς• (1−τ)

ηρmΩ0τ
K1

(√
2υς• (1−τ)

ηρmΩ0τ

)
,

Υ′2 ≈
1− τ

2ηρmΩ0τ

π$

2N4

N4∑
n4=1

√
1− δ2

n4
e
−

2υς•
(δn4+1)$ e

− (1−τ)(δn4+1)$
4ηρmΩ0τ , (4.37)

δn4 ,cos
(

(2n4−1)π
2N4

)
and N4 is a complexity-accuracy tradeoff parameter.
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Based on (4.36), the optimal TS ratio for the TCN protocol can be found via a

1-D search over the region τ ∈ (0, 1). Subsequently, by substituting the derived TS

ratio into (4.28), (4.30) and (4.31), we can derive all the optimal parameters for the

TCN protocol.

4.4.3.2 PCN Protocol

The joint optimal solution of the PCN protocol can be easily derived by substituting

τ = 0 into (4.28), (4.30) and (4.31). Furthermore, the system outage probability of

the optimal PCN protocol is given by PP
2 = PH

2 (0).

4.5 Numerical Results

In this section, we provide simulation results to validate our analytical model. We

assume that the average channel gain is characterized by a path-loss model Ωi = %d−ωi

[29], i = 0, 1, 2, where % refers to the signal attenuation corresponding to a distance

of 1 meter, d0 is the distance from S to R, and dj is the distance from R to Uj,

j = 1, 2. Without otherwise specified, the system parameters are set as follows: the

path loss exponent is ω = 2.7, signal attenuation is % = 10−3, energy conversion

efficiency is η = 0.5, noise power is σ2 = −100dBm, distance from S to R is d0 = 5m,

distance from R to Uj is dj = 10m, and two users have the same targeted data rate

R̃1 = R̃2 = R̃t.

4.5.1 Results with Full CSIT

We start with Fig. 4.3 to depict the system outage probability of different optimal

transmission protocols with full CSIT. It can be easily seen that the HSCN protocol

outperforms the PCN and TCN protocols. In addition, we can observe that the

analytical results for the PCN protocol given in (4.24) well match with the simulation

results. Comparing the TCN and PCN protocols, we can find that the TCN protocol

is better than the PCN protocol when R̃t = 0.1bps/Hz. However, when R̃t is higher,

the PCN protocol shows its superiority over the TCN protocol, and it even has the

same system outage performance as the HSCN protocol when R̃t = 1bps/Hz. This

observation confirms our conclusion in Remark 8 that the H-SWIPT scheme reduces

to the PS scheme when the two users have higher targeted data rates.
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Figure 4.3: System outage probability of different optimal transmission protocols with full CSIT.
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Figure 4.4: Average energy consumption of different optimal transmission protocols.
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In Fig. 4.4, we compares the average energy consumption of different optimal

transmission protocols. To make a fair comparison, we count the energy consumed of

each protocol when all three protocols can achieve successful transmission. We can

see that the energy consumption of the HSCN and PCN protocols are identical and

less than that of the TCN protocol. This observation suggests that when all these

protocols promise to realize a successful transmission, it is preferable to choose the

HSCN or the PCN protocol as they are more energy efficient.

4.5.2 Results with Partial CSIT
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Figure 4.5: System outage probability of the HSCN and TCN protocols with different TS ratios
(PS = 40dBm).

Fig. 4.5 checks the analytical results ((4.32) and (4.36)) for the optimal HSCN

and TCN protocols in the partial CSIT case. It can be seen that the analytical

results have a good match with the simulation results. We can also notice that the

optimal TS ratios for both protocols decrease as the targeted data rate R̃t increases.

This phenomenon can be explained from the energy-saving perspective. It is intuitive

that the decrease of R̃t makes successful transmission easier to realize and therefore

consumes less energy. Since the total energy consumption in each fading block can be

expressed as PS
1+τ

2
and the transmit power of S in the partial CSIT case is fixed as

Pm, less energy consumption means smaller TS ratio. Furthermore, it can be observed

that the optimal TS ratio for the HSCN protocol is equal to zero when R̃t = 1bps/Hz,

which indicates that the H-SWIPT scheme reduces to the PS scheme in this case.
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Figure 4.6: System outage probability of different optimal transmission protocols with partial CSIT.

Fig. 4.6 plots the system outage probability of different optimal transmission

protocols with partial CSIT. It is obvious that the optimal HSCN protocol always

has a smaller system outage probability than the other two protocols. We can also

find that the PCN protocol is superior to the TCN protocol, and it even has the

same system outage probability as the HSCN protocol when R̃t = 1bps/Hz. This is

expected since in Fig. 4.5 we have shown that the optimal HSCN protocol reduces to

the PCN protocol when R̃t = 1bps/Hz. In addition, we can see that the performance

gap between the PCN and TCN protocols gradually reduces as the targeted data

rates decrease, which also can be observed in the full CSIT case.
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Figure 4.7: Performance comparison of the HSCN protocol under two different user ordering criteria.
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To show the importance of user ordering, Fig. 4.7 compares the performance

of the HSCN protocol under our derived optimal user ordering and the conventional

user ordering. Specifically, the conventional user ordering is widely adopted in current

works in which users are ordered based on their distances to the relay or the source [40,

47,48,51,70]. Given the conventional user ordering, other optimal system parameters

can be easily obtained by following our analysis given in Section 4.4.2. Let P con

denote the system outage probability of the HSCN protocol with the conventional user

ordering. Then, the performance gain can be defined as G (%) = 100×
(
P con−PH

2 (τ?)

P con

)
.

We have shown in Section 4.4.2 that when Ω1 < (>) Ω2 and R̃1 ≤ (≥) R̃2, our

proposed user ordering criterion is identical to the conventional one, and thus there

would be no performance gap. In view of this, here we only study the case d2 ≤

d1 = 10m (i.e., Ω1 ≤ Ω2) and R̃2 < R̃1 = 1bps/Hz. Based on this setting, the

conventional user ordering selects U1 as the weak user and lets U2 perform SIC. From

the figure, we can see that for a given d2, the performance gain gradually reduces

to 0 as R̃2 increases, and for a given R̃2, the performance gain non-decreases as d2

increases. This observation indicates that for a given d2, our proposed user ordering

is different from the conventional one when R̃1− R̃2 exceeds a certain threshold, and

this threshold gradually decreases as d2 increases. We can also notice that the largest

performance gain appears when d1 = d2 = 10m, R̃1 = 1bps/Hz, and R̃2 = 0.1bps/Hz.

Those observations remind us that in the partial CSIT case, a prudent choice for the

user ordering is important when the two users have similar distances to the relay and

a larger difference in targeted data rates.

4.6 Summary

In this chapter, we have introduced the more powerful and more general SWIPT

scheme, i.e., the H-SWIPT scheme, into relay-assisted NOMA networks and provided

two novel resource allocation designs. In particular, for the full CSIT case, we aim

at minimizing the energy consumption while realizing the required transmissions by

jointly optimizing the power allocation ratios at S and R, the TS and PS ratios,

the user ordering, and the transmit power of S. Although the resulting optimization

problem is non-convex, we successfully find the joint optimal solution via the low-
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complexity bisection method. On the other hand, for the case with only partial

CSIT, we intend to minimize the system outage probability by jointly optimizing the

power allocation ratios at S and R, the TS and PS ratios, and the user ordering.

We successfully solve this problem with a 1-D search. Our analytical results show

that the derived optimal user ordering in the full CSIT case follows the user ordering

strategy widely adopted in current works, while the derived optimal user ordering in

the partial CSIT case is different from the one applied in current works and can be

more generally applied.

4.7 Appendix

4.7.1 Proof of Proposition 4

To find the optimal user ordering and the optimal power allocation factor at R, we

first find the optimal power allocation factors minimizing ϕς (βς) = max
{
ϑς
h̃ς
, ψς
h̃ς̄

}
un-

der different user ordering (ς = 1, 2), then the joint optimal solution can be decided by

comparing the minimum values of ϕ1 (β1) and ϕ2 (β2). It is easy to check that when

ς = 1, ϑ1 = γ1(τ)
β1(1+γ1(τ))−γ1(τ)

is a decreasing function of β1 for β1 ∈
(

γ1(τ)
1+γ1(τ)

, 1
)

,

and ψ1 = max
{
ϑ1,

γ2(τ)
1−β1

}
is equal to ϑ1 when β1 ∈

(
γ1(τ)

1+γ1(τ)
, 1− γ2(τ)

γ(τ)

)
. When

β1 ∈
(

1− γ2(τ)
γ(τ)

, 1
)

, ψ1 increases with respect to (w.r.t.) β1. After elaborating the

properties of ϑ1 and ψ1, the minimum value of ϕ1 (β1) can be decided according to

the relationship between h̃1 and h̃2.

1) h̃1 > h̃2: In this case, it is easy to show that ψ1

h̃2
is always larger than ϑ1

h̃1
.

Therefore, the minimum value of ϕ1 (β1) is equal to the minimum value of ψ1

h̃2
, which

is achieved at β1 = 1− γ2(τ)
γ(τ)

and the minimum value is γ(τ)

h̃2
.

2) h̃1 ≤ h̃2: In this case, ψ1

h̃2
= ϑ1

h̃2
is smaller than ϑ1

h̃1
when β1 ∈

(
γ1(τ)

1+γ1(τ)
, 1− γ2(τ)

γ(τ)

)
.

Since ψ1 and ϑ1 respectively increases and decreases w.r.t. β1 when β1 ∈
[
1− γ2(τ)

γ(τ)
, 1
)

,

and lim
β1→1−

ψ1 = ∞ > lim
β1→1−

ϑ1 = γ1 (τ), we know that ϕ1 (β1) attains its minimum

when ϑ1

h̃1
= γ2(τ)

h̃2(1−β1)
. After some simplifications, the minimum value ϕ1 (β1) is given

by γ(τ)

h̃2
+ h̃2−h̃1

h̃1h̃2
γ1 (τ), which can be achieved at β1 = h̃1γ1(τ)γ2(τ)+h̃2γ1(τ)

h̃1γ(τ)+(h̃2−h̃1)γ1(τ)
.

To this end, the minimum value of ϕ1 (β1) can be concluded as

min {ϕ1 (β1)} =

{
γ(τ)

h̃2
, if h̃1 > h̃2,

γ(τ)

h̃2
+ h̃2−h̃1

h̃1h̃2
γ1 (τ) , else.

(4.38)
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Following the similar procedures in the derivation of min {ϕ1 (β1)}, we can also

find the minimum value of ϕ2 (β2), which is given by

min {ϕ2 (β2)} =

{
γ(τ)

h̃1
, if h̃1 ≤ h̃2,

γ(τ)

h̃1
+ h̃1−h̃2

h̃1h̃2
γ2 (τ) , else.

(4.39)

Based on (4.38) and (4.39), we can easily check that min {ϕ1 (β1)} ≤ min {ϕ2 (β2)}

if h̃1 ≤ h̃2; otherwise, min {ϕ1 (β1)} > min {ϕ2 (β2)}. Based on this observation, the

joint optimal user ordering and power allocation factor at R minimizing ϕς (βς) can

be obtained.

4.7.2 Proof of Proposition 7

As we have stated in Proposition 5, P1.4 is feasible when V2 (τ2) ≥ 0. In view of

this, we discuss the optimal solution to P1.4 based on the value of V2 (τ2). First,

V2 (τ2) = 0 indicates that τ2 is the only one feasible point. Therefore, the optimal

solution is τ ∗ = τ2 in this case. Next, we study the optimal solution when V2 (τ2) > 0.

Based on Proposition 6, the optimization problem in P1.4 can be re-formulated as

min
τl≤τ≤min{τr,τ ′r}

V1 (τ) 1+τ
2

. Let τm denote the optimal τ minimizing V1 (τ) 1+τ
2

within the

region [0, 1). The first-order derivative of V1 (τ) 1+τ
2

w.r.t. τ is V4 (τ). By checking

the first-order derivative of V4 (τ) w.r.t. τ , we can find that V4 (τ) is an increasing

function of τ . Combining this result with another fact that lim
τ→1−

V4 (τ) =∞, we can

tell that V1 (τ) 1+τ
2

is an increasing function of τ and τm = 0 if V4 (0) ≥ 0; otherwise,

V1 (τ) 1+τ
2

first decreases and then increases, and its minimum is achieved at τm > 0.

Depending on the value of τm, the optimal τ minimizing V1 (τ) 1+τ
2

within the region

[τl,min {τr, τ ′r}] can be decided in the following six cases.

1) V4 (0) ≥ 0 and V1 (0) ≤ ρm: V4 (0) ≥ 0 indicates that τm = 0, and V1 (0) ≤ ρm

indicates that τl = 0. Therefore, we know that τm ∈ [τl,min {τr, τ ′r}] and the optimal

τ is τ ∗ = τm = 0.

2) V4 (0) < 0 and γ(τm)

h̃0
≤ V1 (τm) ≤ ρm: V4 (0) < 0 suggests that τm > 0, and

γ(τm)

h̃0
≤ V1 (τm) ≤ ρm indicates that τm ∈ [τl,min {τr, τ ′r}]. Therefore, the optimal τ

is τ ∗ = τm > 0.

3) V1 (τm) ≤ ρm and V1 (τm) < γ(τm)

h̃0
: V1 (τm) ≤ ρm indicates that τm ∈ [τl, τr],

and V1 (τm) < γ(τm)

h̃0
suggests that τm > τ ′r. Therefore, we have τ ′r < τm ≤ τr. Since

V1 (τ) 1+τ
2

is a decreasing function w.r.t. τ ∈ [0, τm], we can tell that the optimal τ
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minimizing V1 (τ) 1+τ
2

within the region [τl,min {τr, τ ′r}] is τ ′r and V1 (τ) − γ(τ)

h̃0
is a

decreasing function w.r.t. τ ∈ [0, τm]. Specifically, a bisection method can be applied

to find the root of V1 (τ) = γ(τ)

h̃0
within the region [0, τm], i.e., τe. If τe ≥ τ1, then

τ ′r = τ1; otherwise, τ ′r = τe.

4) V1 (τm) > ρm and τm < τl: Since V1 (τ) 1+τ
2

is an increasing function w.r.t.

τ ∈ [τm, 1) and τm < τl, we know that the optimal τ minimizing V1 (τ) 1+τ
2

within the

region [τl,min {τr, τ ′r}] is τl.

5) V1 (τm) > ρm, τm > τr and V1 (τm) ≥ γ(τm)

h̃0
: Since V1 (τ) − γ(τ)

h̃0
is a decreasing

function w.r.t. τ ∈ [0, τm] and V1 (τm) ≥ γ(τm)

h̃0
, we have V1 (τ) ≥ γ(τ)

h̃0
w.r.t. τ ∈ [0, τm].

Combining this result with another condition that τm > τr, we know that τ ′r > τr if

τ1 > τr; otherwise, τr > τ ′r = τ1. Therefore, the optimal τ minimizing V1 (τ) 1+τ
2

with-

in the region [τl,min {τr, τ ′r}] is min {τr, τ1} since V1 (τ) 1+τ
2

is a decreasing function

w.r.t. τ ∈ [0, τm].

6) V1 (τm) > ρm, τm > τr and V1 (τm) < γ(τm)

h̃0
: V1 (τm) < γ(τm)

h̃0
indicates that

τm > τ ′r. Therefore, we have τm > max {τr, τ ′r}. In this case, the optimal τ mini-

mizing V1 (τ) 1+τ
2

within the region [τl,min {τr, τ ′r}] is min {τr, τ ′r} since V1 (τ) 1+τ
2

is

a decreasing function w.r.t. τ ∈ [0, τm]. Specifically, τ ′r = τ1 if τe ≥ τ1; otherwise,

τ ′r = τe, where τe is the root of V1 (τ) = γ(τ)

h̃0
lying in the region [0, τm] that can be

found with a bisection method.

4.7.3 Proof of Corollary 3

According to the feasible condition given in Section 4.3.3.2, the system outage prob-

ability of the optimal PCN protocol can be evaluated as

PP
1 = 1− Pr{V1 (0) ≤ ρm |ς◦ = 1}︸ ︷︷ ︸

I1

−Pr{V1 (0) ≤ ρm |ς◦ = 2}︸ ︷︷ ︸
I2

. (4.40)

According to the expression of V1 (τ) given in (4.15), I1 can be re-expressed as

I1 = Pr

{
h̃0≥

γ (0)

ρm
+
γ(0)−γ1(0)

ηρmh̃2

+
γ1(0)

ηρmh̃1

, h̃1<h̃2

}
= e

− γ(0)
ρmΩ0

∫ ∞
0

e
− γ(0)−γ1(0)

ηρmΩ0y fh̃2
(y)

∫ y

0

e
− γ1(0)
ηρmΩ0xfh̃1

(x)dx︸ ︷︷ ︸
I11

dy, (4.41)

where the second step is processed by applying the CCDF of h̃0, F̄h̃i (x) = e
− x

Ωi , i =

0, 1, 2. To proceed, we need to calculate I11. It is very difficult to get an exact closed-
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form expression of I11. However, by resorting to Gaussian-Chebyshev quadrature [36,

Eq. 25.4.38], an approximation of I11 can be obtained as follows

I11 =

∫ y

0

1

Ω1

e
− γ1(0)
ηρmΩ0x e

− x
Ω1 dx=

y

2Ω1

∫ 1

−1

e
− 2γ1(0)
ηρmΩ0(t+1)y e

− (t+1)y
2Ω1 dt

≈ πy

2N1Ω1

N1∑
n1=0

√
1−δ2

n1
e
− 2γ1(0)

ηρmΩ0(δn1+1)y e
− (δn1+1)y

2Ω1 , (4.42)

where the second step is processed with variable substitution x = t+1
2
y. Now sub-

stituting (4.42) into (4.41) and then applying [52, Eq. 3.471.9] to solve the integral

regarding y, I1 can be approximated as

I1 ≈e−
γ(0)
ρmΩ0

π

Ω1Ω2

N1∑
n1=0

√
1− δ2

n1

N1

Φ1 (γ1 (0) , δn1)

Φ2 (Ω1,Ω2, δn1)

×K2

(
2
√

Φ1 (γ1 (0) , δn1) Φ2 (Ω1,Ω2, δn1)
)
. (4.43)

An approximation of I2 also can be obtained by following the similar steps in the

derivation of I1. Substituting the approximations of I1 and I2 into (4.40), we can

derive the approximation of PP
1 as shown in (4.24).

4.7.4 Proof of Proposition 8

In P2.1, the successful transmission probability Pr {S1S2} can be calculated as

Pr {S1S2} = Pr

{
ρmh̃0≥γ (τ), ρ?R≥max

{
ϑς

h̃ς
,
ψς

h̃ς̄

}}
= Pr

{
h̃0≥

γ (τ)

ρm
, ρ?R>0, h̃ς≥

ϑς
ρ?R
, h̃ς̄ ≥

ψς
ρ?R

}
= Pr

{
ρ?R > $, h̃ς ≥

ϑς
ρ?R
, h̃ς̄ ≥

ψς
ρ?R

}
=

∫ ∞
$

F̄h̃ς

(
ϑς
x

)
F̄h̃ς̄

(
ψς
x

)
fρ?R (x) dx

=

∫ ∞
$

e−
φς (βς )
x fρ?R (x) dx, (4.44)

where $= ηγ(τ)2τ
1−τ , φς (βς) = ϑς

Ως
+ ψς

Ως̄
, and (4.44) is obtained by applying the CCDF

of h̃ς and h̃ς̄ .

From (4.44), it can be observed that the values of ς and βς only affect φς (βς).

Combining this observation with another fact that e−
φς (βς )
x is a decreasing function of
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φς (βς), we know that the optimal ς and βς maximizing the successful transmission

probability can be found by minimizing φς (βς). To proceed, we first seek to find the

optimal power allocation ratio at R for different user ordering, then the joint optimal

power allocation ratio at R and user ordering can be decided by making a comparison.

When ς = 1, φς (βς) = φ1 (β1) can be expressed as

φ1 (β1) =
1

Ω1

γ1 (τ)

β1 (1 + γ1 (τ))− γ1 (τ)
+

1

Ω2

max

{
γ1 (τ)

β1 (1+γ1(τ))−γ1(τ)
,
γ2 (τ)

1−β1

}
=

{
φ11 (β1) , γ1(τ)

1+γ1(τ)
< β1 ≤ 1− γ2(τ)

γ(τ)
,

φ12 (β1) , 1− γ2(τ)
γ(τ)

< β1 < 1,
(4.45)

where

φ11 (β1) =
γ1 (τ)

β1 (1 + γ1 (τ))− γ1 (τ)

(
1

Ω1

+
1

Ω2

)
, (4.46)

φ12 (β1) =
1

Ω1

γ1 (τ)

β1 (1 + γ1 (τ))− γ1 (τ)
+

1

Ω2

γ2 (τ)

1− β1

. (4.47)

It is easy to tell that φ11 (β1) and φ12 (β1) are decreasing and convex functions of

β1, respectively. In addition, since φ12 (β1) → ∞ when β1 → γ1(τ)
1+γ1(τ)

or β1 → 1, we

know that the critical point of φ12 (β1), i.e., the root of dφ12(β1)
dβ1

= 0, must lies in the

region
(

γ1(τ)
1+γ1(τ)

, 1
)

. After some algebraic manipulations, we can obtain the critical

point of φ12 (β1) as β�1 =
√

Ω2+ξ1
√

Ω1

ζ1
√

Ω1+
√

Ω2
. Combining all these observations, we know that

if β�1 < 1 − γ2(τ)
γ(τ)

, i.e., χ =
√

Ω1

Ω2
> ζ1, φ1 (β1) decreases and increases w.r.t. β1 ∈(

γ1(τ)
1+γ1(τ)

, 1− γ2(τ)
γ(τ)

)
and β1 ∈

(
1− γ2(τ)

γ(τ)
, 1
)

, respectively, and its minimum is achieved

at β1 = 1− γ2(τ)
γ(τ)

; otherwise, φ1 (β1) decreases and increases w.r.t. β1 ∈
(

γ1(τ)
1+γ1(τ)

, β�1

)
and β1 ∈ (β�1 , 1), respectively, and achieves its minimum at β1 = β�1 . After obtaining

the optimal β1, the minimum value of φ1 (β1), denoted as φmin
1 , can be calculated as

φmin
1 =

{
υ1, if χ ≤ ζ1,

γ (τ)
(

1
Ω1

+ 1
Ω2

)
, else,

(4.48)

where υ1 has been given in (4.35). Following the similar procedures, we can also find

the minimum value of φ2 (β2), denoted as φmin
2 , which is given by

φmin
2 =

{
υ2, if χ > (ζ2)−1 ,

γ (τ)
(

1
Ω1

+ 1
Ω2

)
, else,

(4.49)

where υ2 has been given in (4.35).
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Now the optimal user ordering can be decided by comparing φmin
1 and φmin

2 . Specif-

ically, the relationship between φmin
1 and φmin

2 can be decided in the following three

cases.

1) χ ≤ (ζ2)−1 < ζ1: In this case, it is easy to check that φmin
1 =υ1<γ (τ)

(
1

Ω1
+ 1

Ω2

)
=

φmin
2 .

2) χ ≥ ζ1 > (ζ2)−1: In this case, we have φmin
2 = υ2 < γ (τ)

(
1

Ω1
+ 1

Ω2

)
= φmin

1 .

3) (ζ2)−1 < χ < ζ1: In this case, φmin
1 = υ1 and φmin

2 = υ2. After a series

simplifications, υ1 − υ2 can be re-expressed as υ1 − υ2 = λ1χ2+λ2χ−λ1

Ω1Ω2(ζ2−ξ2)(ζ1−ξ1)
, where λ1

and λ2 are given in Proposition 8. Since ζj > ξj (j = 1, 2), the sign of υ1 − υ2 can be

analyzed by discussing λ1χ
2 + λ2χ− λ1, which can be viewed as a function of χ. As

λ1 > 0, there is only one positive root, denoted as Ψ, that makes λ1χ
2 + λ2χ− λ1 = 0.

By resorting to the quadratic formula, Ψ is derived as
−λ2+
√
λ2

2+4λ2
1

2λ1
. To this end, we

know that υ1 − υ2 is negative and positive in the cases of (ζ2)−1 < χ < Ψ and

Ψ ≤ χ < ζ1, respectively.

Combining the results for all these three cases, we can conclude that φmin
1 is smaller

than and larger than φmin
2 in the cases of χ ≤ Ψ and χ > Ψ, respectively. Based on

this result, the optimal power allocation ratio at R and the optimal user ordering can

be decided.

4.7.5 Proof of Corollary 4

With the derived ς• and β•ς• , the minimum value of φς(βς) is υς• as given in (4.35).

Substituting this result into (4.44), the system outage probability of the optimal

HSCN protocol can be calculated as

PH
2 (τ) = 1− Pr {S1S2} = 1−

∫ ∞
$

e−
υς•
x fρ?R (x) dx

= 1−
∫ ∞

0

e−
υς•
x fρ?R (x) dx︸ ︷︷ ︸
Υ1

−
∫ $

0

e−
υς•
x fρ?R (x) dx︸ ︷︷ ︸
Υ2

. (4.50)

To proceed, we need the PDF of fρ?R (x). As ρ?R = ηρmh̃0
1+τ
1−τ − ηγ (τ), the PDF of
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fρ?R (x) can be calculated in the following way

fρ?R(x)=
dFρ?R (x)

dx
=
d

dx
Fh̃0

(
(x+ηγ (τ))(1− τ)

ηρm (1 + τ)

)
=

1− τ
ηρm (1 + τ)

fh̃0

(
(x+ ηγ (τ)) (1− τ)

ηρm (1 + τ)

)
=

1− τ
ηρmΩ0(1+τ)

e
− x(1−τ)
ηρmΩ0(1+τ) e

− (1−τ)ηγ(τ)
ηρmΩ0(1+τ) . (4.51)

By applying (4.51) into (4.50) and resorting [52, Eq. 3.471.9] to solve the integral, Υ1

can be derived as (4.33). It is difficult to obtain an exact closed-form expression of Υ2,

however, we can resort to the Gaussian-Chebyshev quadrature [36, Eq. 25.4.38] to

approximate Υ2. Following the similar steps in the derivation of I11 given in (4.42),

we can obtain an approximation of Υ2 as given in (4.34). Combining the derived

results for Υ1 and Υ2, the closed-form expression of PH
2 (τ) can be derived as shown

in (4.32).

88



Chapter 5

Fair Resource Allocation in
PB-Assisted NOMA Networks

In this chapter, we study a wireless powered network consisting of one PB, one EH-

based source, and multiple users. To improve spectral efficiency of the network as

well as for practical implementation consideration, two users are paired to perform

NOMA transmission. Specifically, the NOMA-based transmission protocol consists

of two phases, where the first phase is dedicated to power transfer from the PB to

the source, and the second phase is dedicated to information transfer from the source

to a pair of users. We derive exact and asymptotic closed-form expressions of the

average throughput for each paired user. Then, the joint optimization problem for

the time and power allocation is investigated to find the optimal fair performance of

the paired users. To provide a benchmark, the optimal resource allocation with an

OMA-based transmission protocol is also derived. Finally, simulation results confirm

the validity of analytical derivations and show that the considered network with the

NOMA transmission is superior to that with the OMA transmission, especially when

the transmit power of the PB is low and the paired users have significant differences

in channel gain.

5.1 Introduction

In the previous chapter, we have introduced a SWIPT-assisted NOMA network. It

should be noticed that SWIPT systems are more suitable for short-distance wireless

power transfer due to the fact that the information decoder and the energy harvester

have a large gap of the operational sensitivity [71]. To solve this concern, we can adopt
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the dedicated energy transmitter, termed as PB, to extend the coverage of wireless

power transfer. As we mentioned earlier, PB-assisted network is one of the three

network architectures in practical wireless powered communication networks. PB has

low cost and is applicable to large-scale deployment since it does not need backhaul

links or complex computation to process data. Therefore, PB-assisted network has

raised wide attention [72–79]. However, all of these works focus on the single-user

scenarios or the OMA-based multi-user scenarios.

To our best knowledge, there are very limited efforts on PB-assisted NOMA net-

works except [80,81]. The work in [80] studies a PB-assisted two-user downlink NO-

MA network and aims to minimize the PB’s transmit power by jointly optimizing the

beamformer at the PB and the EH-based source. By taking the circuit consumption at

the EH-based users into account, the work in [81] studies a PB-assisted multiple-user

uplink network and compares the spectral efficiency of NOMA and OMA.

In this paper, we consider a PB-assisted multiple-user downlink network consisting

of one PB, one EH-based source, and multiple information receivers (users). Specifi-

cally, a NOMA-based transmission (NBT) protocol is proposed, in which the source

first harvests energy from the PB, and then transmits superimposed information to

two selected users, called paired users.1 We intend to maximize the worse throughput

of two paired users by allocating time and power resources based on statistical CSI. To

achieve this, we jointly optimize the time allocation ratio for EH and power allocation

ratio for NOMA transmissions. Since the joint optimization problem is nonconvex, we

decompose it into two subproblems, i.e., to get optimal power allocation for a given

time allocation ratio and to get optimal time allocation for a given power allocation

ratio, respectively. We derive exact closed-form expressions of the throughput of the

two paired users, and based on the derivations, we show that the two subproblems

are two individual generalized-convex problems, and the optimal solutions can be

obtained using a bisection method and a golden-section search method, respectively.

Furthermore, based on the asymptotic closed-form expressions of the throughput, we

present some further insights regarding how the system parameters affect the two

1 The reason for selecting only two users is two-fold: First, it is not realistic to let all the users be served
simultaneously since NOMA network is still an interference-limited system [19, 82]. Second, since users in
NOMA networks have to decode other users’ information to perform SIC, the implementation complexity
at the transmitter and receiver sides increases as the number of users increases.
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optimal solutions. After solving the two subproblems, an alternating optimization al-

gorithm is designed to approximate the joint optimal solution. To provide a rigorous

benchmark, we also design an orthogonal multiple access (OMA)-based transmission

(OBT) protocol and try to find its optimal performance by jointly optimizing two

time allocation ratios. Exact closed-form expression of the throughput of each paired

user with the OBT protocol is provided, based on which, we show that the optimiza-

tion problem for the OBT protocol is also a generalized-convex problem that can be

solved with a golden-section search method. We numerically study the impact of user

pairing on the fair performance gain of NBT over OBT. Results show that the NBT

protocol outperforms the OBT protocol in terms of the worse throughput of the two

paired users, especially when the transmit power of PB is low and the paired users

have large differences in channel gain.

The main contributions of this work can be summarized as follows:

• Low complexity: In our work, the joint optimal time allocation and power al-

location ratios are derived based on only statistical CSI. Thus, for a group of

multiple users, the formulated problem needs to be solved only once. After the

problem is solved, we can apply the found time allocation and power allocation

ratios in every fading block. Thus, in each fading block, no computation is

needed for solving the optimization problem.

• Closed-form expressions of the outage probability of each selected user: Al-

though many works [39, 65, 83, 84] have studied multi-user downlink NOMA

networks without EH and presented the closed-form expressions of the outage

probability for the ordered user under different fading environments, all of them

assume that transmit power of the source/base station is a constant value and

channels between the source and users experience independent and identically

distributed (i.i.d.) fading. However, in our paper, transmit power of the source

in our paper is a random variable that depends on the channel condition of pow-

er transfer and other system parameters. Further, we consider a more general

scenario in which channels between the source and users experience independen-

t but not necessarily identically distributed (i.n.i.d.) fading. These differences

make the derivation of outage probability of the selected users much more chal-
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lenging than those in the literature, as can be observed from our derivations in

Section 5.3.1.

• Insightful asymptotic analysis: asymptotic expressions of the throughput of the

selected users are derived, which reveal that in the NBT protocol, the achievable

diversity order for each selected user is identical to its channel gain order, i.e.,

the user with the n-th worst connection from the source achieves a diversity

order of n.

• The OBT protocol and analysis: The OBT protocol, based on OMA, provides

a rigorous benchmark for the NBT protocol. Further, when it is not feasible

to implement NOMA (for example, due to users’ limitation in signal processing

capability), our analysis provides a guideline for the optimal system setting.

The rest of this chapter is organized as follows. Section 5.2 introduces the system

model and the NBT protocol. In Section 5.3, the average throughput of the NBT

protocol for each selected user is analyzed. Section 5.4 and 5.5 investigate the opti-

mization of user fairness for the NBT and OBT protocols, respectively. In Section 5.6,

numerical results are provided to verify the analytical results.

5.2 System Model

As shown in Fig. 5.1(a), an energy-constrained source S, powered by a PB, commu-

nicates with N users (U1,U2, · · · ,UN , N ≥ 2). To expand the coverage of wireless

power transfer, the PB is equipped with M antennas to perform energy beamforming,

while all the other nodes are equipped with a single antenna. Generally, Rician fading

is used to model the wireless power transfer channel to capture the effect of the line-

of-sight path [85, 86]. In this work, however, we assume that the channels between

the PB and S exhibit Nakagami-m fading which has a tight approximation to the

Rician distribution [87]. More importantly, this assumption facilitates mathematical

analysis, and hence can provide us more insights [73, 74]. The channels between S

and Ui (1 ≤ i ≤ N) experience i.n.i.d. Rayleigh fading with gi ∼ CN (0,Ωi), where gi

denotes the channel coefficient of the link S→ Ui. In addition, all the channel coeffi-

cients are assumed to be unchanged within one block time T , but vary independently

92



Table 5.1: Description of symbols used for key parameters in Chapter 5.

Symbol Meaning
M Number of antennas at the power beacon
N Number of users
h Channel vector between the power beacon and the source

gi, 1 ≤ i ≤ N Channel coefficient from the source to user i
|g̃i|2, 1 ≤ i ≤ N Channel power gain of the i-th weakest user

Pb Transmit power of the power beacon
Pc Circuit power consumption at the source

PN
s Transmit power of the source in the NBT protocol

xn, n = p, q, 1 ≤ p < q ≤ N Message for the n-th weakest user
τ Time allocation ratio for energy harvesting in the NBT protocol
α Power allocation ratio for the q-th user

RN
n,xp , n = p, q

Achievable rate of the p-th user’s message
at the n-th user in the NBT protocol

RN
q,xq

Achievable rate of the q-th user’s message
at the q-th user in the NBT protocol

Rt Target rate of two paired users in the NBT protocol

R̄N
n (τ, α) , n = p, q Average throughput of the n-th user in the NBT protocol

PN
n (τ, α) , n = p, q Outage probability of the n-th user in the NBT protocol

R̄N
n,∞ (τ, α) , n = p, q Asymptotic throughput of the n-th user in the NBT protocol

PN
n,∞ (τ, α) , n = p, q Asymptotic outage probability of the n-th user in the NBT protocol

R̄N
F (τ, α) Worse throughput of two paired users in the NBT protocol

(τ∗, α∗) Joint optimal time allocation and power allocation ratios
α? Optimal power allocation ratio for a given time allocation ratio
τ? Optimal time allocation ratio for a given power allocation ratio
β1 Time allocation ratio for energy harvesting in the OBT protocol
β2 Time allocation ratio during information transfer in the OBT protocol

R̄O
n (β1, β2) , n = p, q Average throughput of the n-th user in the OBT protocol

PO
n (β1) , n = p, q Outage probability of the n-th user in the OBT protocol

R̄O
F (τ, α) Worse throughput of two paired users in the OBT protocol

(β∗1 , β
∗
2 ) Joint optimal time allocation ratios in the OBT protocol

β?2 Optimal time allocation ratio of β2 for a given β1
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from block to block.

Power beacon (PB) Source (S)

p-th user

Power Transfer

Information Transfer

q-th user

( )1user 1 U

( )2user 2 U

( )user U
i

i

( )1user 1 U
i

i ++

( )user U
N

N U

(a) System model.

Power transfer

from PB to S

S transmits information to the p-th user and the

q-th user in the superimposed form

Tt ( )1 Tt-

(b) NOMA-based transmission protocol.

Figure 5.1: System model and transmission protocol.

Let |g̃i|2 (1 ≤ i ≤ N) denote the i-th weakest user’s channel gain, i.e., |g̃1|2 ≤

|g̃2|2 ≤ · · · ≤ |g̃N |2. Hereafter, we use the phrase “the n-th user” to refer to the n-th

weakest user. For practical implementation, we assume that two users are paired

(selected) from the N sorted users for NOMA transmission [19, 82]. Furthermore, to

study the impact of user pairing on the fair performance gain of NOMA over OMA,

we here consider a general case in which the p-th and q-th users are paired with

1 ≤ p < q ≤ N . Next we introduce the NBT protocol in detail, which contains two

phases as shown in Fig. 5.1(b).

5.2.1 Wireless Power Transfer Phase

During the first phase of time period τT (0 < τ < 1), the PB transmits an energy

signal to S using the maximal ratio transmission technique and S extracts energy

from the received signal. Assuming that perfect CSI of the link PB→S is available at

the PB, the harvested energy at S in the first phase can be expressed as [73]

Eh = ηPb‖h‖2τT, (5.1)

where η (0 < η < 1) is the energy conversion efficiency, Pb is the transmit power of

the PB, and h = [h1, h2, · · · , hM ] is the channel vector between the PB and S. In

particular, the entries of h follow i.n.i.d. Nakagami-m fading with fading parameter

m and E
[
|hς |2

]
= Ω0, 1 ≤ ς ≤ M . Letting Pc denote the circuit power consumption

at S, the transmit power of S in the second phase can be written as

PN
s =

[
Eh

(1− τ)T
− Pc

]+

=

[
ηPb‖h‖2τ

1− τ
− Pc

]+

, (5.2)
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where the superscript “N” refers to the NBT protocol.

During the second phase (Information Transmission Phase) with duration (1−τ)T ,

S transmits a superimposed symbol to the paired users with the harvested energy.

The received signal at the n-th (n = p, q) user is given by

yN
n = g̃n

(√
αPN

s xq +
√

(1− α)PN
s xp

)
+ wn, (5.3)

where xn is the message for the n-th user, wn is the AWGN at the n-th user with zero

mean and variance σ2, and α (0 < α < 1) and 1−α are the PA factors for xq and xp,

respectively.

According to the SIC principle [15], after receiving the superimposed signal, the

n-th user first decodes xp and treats xq as interference. As such, the achievable rate

of xp at the n-th user can be expressed as

RN
n,xp = log2

(
1 +

(1− α)PN
s |g̃n|

2

αPN
s |g̃n|

2 + σ2

)
. (5.4)

On the condition that the q-th user successfully decodes xp, the achievable rate of xq

at the q-th user is given by

RN
q,xq = log2

(
1 +

αPN
s |g̃q|

2

σ2

)
. (5.5)

Based on (5.4) and (5.5), we will analyze the average throughput for each paired user

in next section.

5.3 Throughput Analysis of the NBT Protocol

This work focuses on the application scenarios where users have a predetermined tar-

geted data rate and S transmits information at a fixed rate. As such, the average

throughput defined based on the outage probability [73, 88] is used as the perfor-

mance metric. In this section, we first derive exact closed-form expressions of the

outage probability and the average throughput for each selected user. Then, simple

asymptotic expressions in the high SNR regime are obtained to analyze the diversity

order of each selected user and provide some valuable insights.
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5.3.1 Exact Analytical Results

For fairness consideration, we assume that the paired users have the same targeted

data rate Rt [47, 84, 89]. As such, the average throughput of the n-th (n = p, q) user

can be expressed as [73,88]

R̄N
n (τ, α) = Rt (1− τ)

(
1− PN

n (τ, α)
)
, (5.6)

where PN
n (τ, α) is the outage probability of the n-th user. The outage is defined as

the event that the achievable rate of the desired message is less than the targeted

data rate. Note that when the circuit power consumption is taken into consideration,

the outage event can happen in the two following cases. The first case is that the

harvested energy at S cannot support the circuit operation, i.e., Ps = 0, which can be

referred to as an energy outage. The second case is that the harvested energy is larger

than the circuit power consumption, but the achievable rate of the desired message is

less than the targeted data rate, which is referred to as a data transmission outage.

Now, we are ready for calculating PN
n (τ, α).

Proposition 9. An exact closed-form expression of the outage probability of the n-th

(n = p, q) user is given by

PN
n (τ, α) = 1+2

Mm−1∑
µ=0

N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+κ6=0

∑̃(ρc)
Mm−1−µ

Γ (Mm)

(
Mm−1

µ

)
e−

ψρc(1−τ)
τ

×
(
ψ (1− τ)

τ

)Mm−µ+1
2

(θnΦ)
µ+1

2 Kµ+1

(
2

√
θnψΦ (1− τ)

τ

)
, (5.7)

where ρb ,
Pb
σ2 , ρc , Pc

σ2 , ψ , m
ηρbΩ0

, θp ,
γth

1−α(1+γth)
, θq , max{θp, γthα }, γth , 2Rt − 1,

and
(
Mm−1
µ

)
, (Mm−1)!

µ!(Mm−µ−1)!
. The summation Sv in (5.7) extends over all permutations

(j1, · · · , jN) of (1, · · · , N) for which j1 < · · · < jv and jv+1 < · · · < jN ,
∑̃

,

(−1)κ

κ!

v∑
t1=1

· · ·
v∑

tκ=1︸ ︷︷ ︸
t1 6=t2 6=···6=tκ

, and Φ ,
κ∑
ν=1

1
Ωjtν

+
N∑

l=v+1

1
Ωjl

.

Proof. See section 5.8.1.

It is easy to check that PN
n (τ, α) = 1 when α ∈

[
1

1+γth
, 1
)

. Therefore, the following

discussion proceeds under the constraint 0 < α < 1
1+γth

. Substituting (5.7) into (5.6),
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an exact closed-form expression of the average throughput for the n-th user can be

obtained.

5.3.2 Asymptotic Analytical Results

In order to provide some intuitive insights, we now find an approximation of the

average throughput for each selected user in the high SNR regime, i.e., ρb →∞. We

first calculate the asymptotic outage probability of the n-th user.

Corollary 5. As ρb → ∞ and Pb/Pc → ∞, the asymptotic outage probability of the

n-th user is given by

PN
n,∞ (τ, α) '

(
θnφ (1− τ)

τ

)n
ϕn, (5.8)

where φ , m
ηρbΩ0(Mm−1)

and ϕn ,
∑
Sn

n∏
l=1

1
Ωjl

.

Proof. See section 5.8.2.

Remark 12. According to the definition of diversity order [90], one can tell from

(5.8) that when the circuit power at S can be ignored compared to the transmit power

at the PB, the NBT protocol can help the n-th user to achieve a diversity order of n

in the high SNR regime.

Replacing PN
n (τ, α) in (5.6) with PN

n,∞ (τ, α), we can derive an approximated av-

erage throughput in the high SNR range, denoted as R̄N
n,∞ (τ, α).

5.4 User Fairness Maximization for the NBT Protocol

This section intends to optimize the user fairness of the NBT protocol, and the fair

throughput is employed as the metric for evaluating the fair performance. Specifically,

the fair throughput refers to the minimum throughput of the two selected users. In

the NBT protocol, the optimal fair throughput can be found by jointly optimizing

the power allocation and time allocation ratios, i.e., α and τ , and the optimization

problem can be formulated as

P3 : max
τ,α

R̄N
F (τ, α) (5.9)

s.t. 0 < α <
1

1+γth

, 0 < τ < 1, (5.10)
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where R̄N
F (τ, α) , min

n∈{p,q}
R̄N
n (τ, α).

It is difficult to solve problem P3 with standard optimization solvers since it is

nonconvex in general. Thus, we first decouple the joint optimization problem into

two subproblems, then individually optimize α and τ , and finally use an alternating

optimization algorithm to approximate the joint optimal α and τ , denoted by α∗ and

τ ∗, respectively.

5.4.1 Optimal Power Allocation for a Given Time Allocation Ratio

We first try to find the optimal power allocation factor α? for a given time allocation

ratio τ , and the optimization problem can be formulated as

P4 : max
α

R̄N
F (τ, α) (5.11)

s.t. 0 < α <
1

1 + γth

. (5.12)

To tackle problem P4, the following lemma is first introduced.

Lemma 4. R̄N
p (τ, α) is a decreasing function of α for α ∈

(
0, 1

1+γth

)
, and R̄N

q (τ, α)

is an increasing function for α ∈
(

0, 1
γth+2

)
and a decreasing function for α ∈(

1
γth+2

, 1
1+γth

)
, respectively.

Proof. Since FX (x) is an increasing function of x, we can tell from (5.31) that the

outage probability of the n-th user PN
n (τ, α) is an increasing function of θn. Along

with another two facts that θp increases as α grows for α ∈
(

0, 1
1+γth

)
, and θq first

decreases as α grows for α ∈
(

0, 1
γth+2

)
and then increases for α ∈

(
1

γth+2
, 1

1+γth

)
, we

know that PN
p (τ, α) increases as α increases, and PN

q (τ, α) first decreases and then

increases as α increases. Combining this observation with another fact that R̄N
n (τ, α)

increases as PN
n (τ, α) decreases, we can obtain Lemma 4.

With the help of Lemma 4, we can solve problem P4 and obtain the optimal

power allocation factor α?.

Proposition 10. The unique optimal power allocation factor α? lies in
(

0, 1
γth+2

)
and satisfies R̄N

p (τ, α?) = R̄N
q (τ, α?).
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Proof. When α ∈
[

1
γth+2

, 1
1+γth

)
, θp = θq holds, thus, we know that PN

p (τ, α) >

PN
q (τ, α) and R̄N

p (τ, α) < R̄N
q (τ, α) over α ∈

[
1

γth+2
, 1

1+γth

)
due to the fact that

|g̃p|2 < |g̃q|2. In addition, it is easy to check that R̄N
p (τ, 0) > R̄N

q (τ, 0) = 0. Combing

these two observations with Lemma 4, we know that R̄N
F (τ, α) achieves its maximum

when R̄N
p (τ, α) = R̄N

q (τ, α), which gives the optimal power allocation factor τ ?.

Due to the presence of the multiple summation terms and the modified Bessel

function in (5.7), it is impossible to derive α? in an explicit form. However, since

R̄N
p (τ, α) and R̄N

q (τ, α) are monotonically decreasing and increasing functions of α

for α ∈
(

0, 1
γth+2

)
, respectively, the numerical value of α? can be efficiently obtained

by using a bisection method [69].

Next, we seek to find further insights on α? based on the asymptotic average

throughput R̄N
n,∞ (τ, α). When α ∈

(
0, 1

γth+2

)
, let R̄N

p,∞ (τ, α) = R̄N
q,∞ (τ, α), then the

approximated α? can be found by solving the following equation

αq

(1− α (1 + γth))p
= ϑq−p

ϕq
ϕp
, (5.13)

where ϑ , γthφ
1−τ
τ

. Based on (5.13), more valuable insights regarding α? are given.

Remark 13. For q = 2, the equation in (5.13) can be easily solved, and α? is given

by

α?'
−ϑϕ2 (1+γth)+

√
(ϑϕ2 (1+γth))

2+4ϑϕ1ϕ2

2ϕ1

. (5.14)

When q = 3 and q = 4, (5.13) can be re-expressed as a cubic equation and a quartic

equation of α, respectively, and thus the closed-form root can be obtained by following

the procedures in [37]. It is impossible to obtain the closed-form solution of (5.13)

when q ≥ 5, but we can use the standard root-finding algorithms to find a numerical

solution. Another non-trivial observation is that α? decreases as M , m, η, Ω0, Pb

or τ increases. This can be inferred from the following two facts: 1) The left-hand

side of (5.13) increases as α grows, and the right-hand side of (5.13) increases as φ

grows. 2) φ, given in (5.8), decreases as M , m, η, Ω0, Pb or τ grows.

Note that the increase of M , m, η, Ω0, Pb or τ leads to a larger transmit power

of S. Thus, the aforementioned observation indicates that to achieve a better fair
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throughput, power allocation should be more biased towards the weak user, i.e., the

p-th user, as the transmit power of S increases. This conclusion also can be applied in

conventional downlink NOMA networks without EH when we aim to find the optimal

fairness between two paired users.

5.4.2 Optimal Time Allocation for a Given Power Allocation Ratio

In this subsection, we investigate how to find the optimal time allocation factor τ ?

for a given α to maximize the fair throughput, and the optimization problem can be

written as

P5 : max
0<τ<1

R̄N
F (τ, α) . (5.15)

Before solving problem P5, we first introduce two lemmas.

Lemma 5. R̄N
n (τ, α) is pseudoconcave2 with respect to (w.r.t.) τ , and there exists an

unique optimal τ ∗n that maximizes R̄N
n (τ, α).

Proof. See section 5.8.3.

Lemma 6. Consider a constrained maximization problem and let x̄ be a feasible

solution. If the objective function is pseudoconcave at x̄, the constraint functions are

differentiable and quasiconcave3 at x̄, and Karush-Kuhn-Tucker (KKT) conditions

hold true at x̄, then x̄ is the global optimal solution to the maximization problem.

Proof. This lemma can be easily proved according to [92, Theorem 4.3.8].

By invoking Lemma 5 and Lemma 6, we are able to solve problem P5 and obtain

the optimal time allocation factor τ ?.

Proposition 11. The optimal time allocation factor τ ? for problem P5 is given by

τ ? =


τ ∗p , if R̄

N
q

(
τ ∗p , α

)
≥ R̄N

p

(
τ ∗p , α

)
τ ∗q , if R̄

N
p

(
τ ∗q , α

)
≥ R̄N

q

(
τ ∗q , α

)
τ o, else

, (5.16)

2Function f is said to be pseudoconcave when the following conditions are satisfied: 1) f is differentiable;
2) f is defined on an open convex set; 3) for ∀x1, x2 in the open convex set, we have ∇f (x2) (x1 − x2) > 0
if f (x1) > f (x2), with ∇f being the usual gradient of f [91, Definition 3.13]. If f is pseudoconcave, then
g = −f is pseudoconvex.

3Function f is called quasiconcave if the following conditions are satisfied: 1) f is defined on a convex
set C; 2) for any real value δ, function f ’s upper-level sets U (f, δ) = {x : x ∈ C, f (x) ≥ δ} are convex
sets [91, Definition 3.1].
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where τ o is the solution R̄N
p (τ, α) = R̄N

q (τ, α).

Proof. By introducing an auxiliary variable %, problem P5 can be equivalently trans-

formed into a new problem

P6 : max
τ,%

%

s.t. R̄N
p (τ, α)≥%, R̄N

q (τ, α)≥%, 0<τ <1. (5.17)

According to Lemma 2, the constraint function R̄N
n (τ, α)−% in problem P6 is pseudo-

concave in τ and %, and thus quasiconcave in τ and % [91]. In addition, the objective

function in problem P6 is a linear function of %. Following Lemma 6, we know that

the global optimal solution (τ ?, %?) to problem P6 can be obtained using the KKT

conditions. The Lagrangian function associated with problem P6 is first given by

L(τ,%) = %+ λ1

(
R̄N
p (τ, α)−%

)
+λ2

(
R̄N
q (τ, α)−%

)
, (5.18)

where λ1 ≥ 0 and λ2 ≥ 0 are the Lagrange multipliers. As such, the optimal solution

(τ ?, %?) should satisfy the following KKT conditions

∂L(τ,%)
∂τ

= λ1
∂R̄N

p (τ,α)

∂τ
+ λ2

∂R̄N
q (τ,α)

∂τ
= 0

∂L(τ,%)
∂%

= 1− λ1 − λ2 = 0

λ1

(
R̄N
p (τ, α)− %

)
= 0

λ2

(
R̄N
q (τ, α)− %

)
= 0

R̄N
p (τ, α) ≥ %

R̄N
q (τ, α) ≥ %

0 < τ < 1

. (5.19)

According to (5.19), there are three candidate KKT points. Candidate KKT point

1: λ1 = 0, λ2 = 1: In this case, we have τ ? = τ ∗q and R̄N
p

(
τ ∗q , α

)
≥ R̄N

q

(
τ ∗q , α

)
=

%?. Candidate KKT point 2: λ1 = 1, λ2 = 0: In this case, we have τ ? = τ ∗p and

R̄N
q

(
τ ∗p , α

)
≥ R̄N

p

(
τ ∗p , α

)
= %?. Candidate KKT point 3: λ1 > 0, λ2 = 1 − λ1 > 0: In

this case, the optimal % and τ (denoted as τ o) can be derived by solving the following

equation system {
λ1

∂R̄N
p (τ,α)

∂τ
+ (1− λ1)

∂R̄N
q (τ,α)

∂τ
= 0

R̄N
p (τ, α) = R̄N

q (τ, α) = %
. (5.20)

Since the objective function in P5 is pseudoconcave4 and P6 is equivalently trans-

formed from P5, we know that P6 has a unique global solution. Combing this fact
4Minimum of pseudoconcave functions is still pseudoconcave [91].
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with Lemma 6, we know that only one of the three candidate KKT points exists.

Therefore, the optimal time allocation factor τ ? for problem P5 can be derived as

(5.16).

Generally, it is impossible to derive τ ∗n and τ o in an explicit form. However, since

R̄N
n (τ, α) is a pseudoconcave function of τ , we can efficiently find the numerical value

of τ ∗n using a golden-section search method [93]. After obtaining τ ∗n, τ o can be obtained

using the bisection method over the region
(
min

(
τ ∗p , τ

∗
q

)
,max

(
τ ∗p , τ

∗
q

))
.

Now we seek to find further insights on τ ? based on the asymptotic average

throughput R̄N
n,∞ (τ, α).

Corollary 6. In the high SNR regime, τ ? is a decreasing function of M , m, η, Ω0

and Pb.

Proof. According to Proposition 11, to complete the proof of Corollary 6, we need to

show that τ ∗n (n = p, q) and τ o decrease with the increase of M , m, η, Ω0 and Pb. We

first find the approximation of τ ∗n in the high SNR regime.

The first-order and second-order partial derivative of R̄N
n,∞ (τ, α) w.r.t. τ are

respectively expressed as

∂R̄N
n,∞(τ, α)

∂τ
=−Rt

[
1−ϕn

(
φθn (1−τ)

τ

)n(
1+

n

τ

)]
, (5.21)

and

∂2R̄N
n,∞(τ, α)

∂τ 2
=−Rtϕn(φθn)nn(n+1)

(1−τ)n−1

τn+2
<0. (5.22)

According to (5.22), we can tell that R̄N
n,∞ (τ, α) is a concave function of τ . Along

with another fact that
∂R̄N

n,∞(τ,α)

∂τ

∣∣∣
τ→0+

> 0 and
∂R̄N

n,∞(τ,α)

∂τ

∣∣∣
τ=1

< 0, we know that the

optimal τ ∗n maximizing R̄N
n,∞ (τ, α) is the root of

∂R̄N
n,∞(τ,α)

∂τ
= 0, which can be found

by solving the following equation

n
(1− τ)n

τn+1
+

(
1− τ
τ

)n
=

(
1

φθn

)n
1

ϕn
. (5.23)

Note that the left-hand and the right-hand sides of (5.23) decrease with τ and φ,

respectively, which indicates that τ ∗n is an increasing function of φ. Next, we find the

approximation of τ o in the high SNR regime.
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The approximation of τ o can be found by solving R̄N
p,∞ (τ, α) = R̄N

q,∞ (τ, α), which

can be further simplified as (5.13). According to (5.13), we can easily tell that τ o is

an increasing function of φ. To this end, we know that τ ∗n and τ o increase as φ grows.

Since φ, given in (5.8), decreases as M , m, η, Ω0 or Pb increases, we can obtain the

conclusion given in Corollary 6.

5.4.3 Joint Optimization of Time Allocation and Power Allocation Ratios

Based on the solutions to the two sub-optimization problems, an alternating optimiza-

tion algorithm, as described in Algorithm 5.1, is designed to approximate the joint

optimal solution (τ ∗, α∗). Specifically, the proposed algorithm starts by initializing

α as α[0], then we iteratively optimize α and τ by the following sequence: α [1]→

τ [2] →α [2]→· · · → τ [k]→α [k]→· · ·→τ ∗→α∗, k ≥ 1. In each step of the iteration,

we find the optimal τ [k] (α [k]) based on α [k − 1] (τ [k]) which is given in the last

iteration. This algorithm terminates when the improvement of the fair throughput

is under an acceptable tolerance ε. In theory, the proposed alternating optimization

algorithm fast converges to a stationary point of problem P3 [94, Corollary 1].

Algorithm 5.1 Alternating optimization to approximate the joint optimal α∗ and τ∗.

1: Initialization: Set k=1, RN
F (τ [0] , α [0]) = 0, ε > 0, and randomly select a pair of values

τ and α as (τ [1] , α [1]);
2: Calculate R̄N

F (τ [1] , α [1]);
3: while R̄N

F (τ [k] , α [k])−R̄N
F (τ [k−1] , α [k−1])>ε do

4: k = k + 1;
5: Find τ [k] for a given α [k − 1] based on (5.16);
6: Find α [k] for a given τ [k] using a bisection method;
7: Calculate R̄N

F (τ [k] , α [k]);
8: end while
9: Return with α∗ = α [k] , τ∗ = τ [k];

5.5 User Fairness Maximization for the OBT Protocol

In this section, we intend to find the optimal fair throughput of the OBT protocol.

We first analyze the average throughput of the OBT protocol for each selected user.

Then, we discuss how to jointly optimize two time allocation ratios to maximize the

fair throughput.
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5.5.1 Throughput Analysis of the OBT Protocol

Power transfer

from PB to S

S transmits information

to the p-th user

1
Tb ( )2 1

1 Tb b-

S transmits information

to the q-th user

( )( )2 1
1 1 Tb b- -

Figure 5.2: OMA-based transmission protocol.

As shown in Fig. 5.2, the OBT protocol consists of three phases. The first phase

is still dedicated to wireless power transfer with a duration β1T , 0 < β1 < 1. The

information transfer involves two disjoint phases where the transmission for the p-th

user and the q-th user occupy β2 (1− β1)T and (1− β2) (1− β1)T , respectively, 0 <

β2 < 1. Recall that in the NBT protocol, the information transmission rate for each

selected user is Rt, i.e., the total transmission rate at S is 2Rt. For fair comparison,

the transmission rate at S is still assumed to be 2Rt in the OBT protocol [83]. As

such, the average throughput of the p-th user and the q-th user are respectively given

by

R̄O
p (β1, β2)=2Rtβ2 (1−β1)

(
1−PO

p (β1)
)
, (5.24)

R̄O
q (β1, β2)=2Rt (1−β2) (1− β1)

(
1−PO

q (β1)
)
, (5.25)

where the superscript “O” refers to the OBT protocol and PO
n (β1) denotes the outage

probability of the n-th user in the OBT protocol.

Proposition 12. The closed-form expression of PO
n (β1) can be obtained by replacing

τ and θn in (5.7) with β1 and γ′th , 22Rt − 1, respectively.

Proof. See Section 5.8.4.

Next we seek to find the optimal fair throughput of the OBT protocol by jointly

optimizing time allocation ratios β1 and β2.

5.5.2 Joint Optimization of Time Allocation Factors

For the OBT protocol, the optimal fair throughput can be found by jointly optimizing

two time allocation ratios, i.e., β1 and β2. As such, the joint optimization problem
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can be stated as

P7 : max
β1,β2

R̄O
F (β1,β2) (5.26)

s.t. 0<β1<1, 0<β2<1, (5.27)

where R̄O
F (β1, β2) , min

n∈{p,q}
R̄O
n (β1, β2). To obtain the joint optimal solution of prob-

lem P7, denoted as (β∗1 , β
∗
2), we first find the optimal β2 for a given β1.

Proposition 13. For a given β1, the optimal β2, denoted as β?2 , is given by

β?2 =
1− PO

q (β1)

2− PO
p (β1)− PO

q (β1)
. (5.28)

Proof. According to (5.24) and (5.25), it is clear that R̄O
p (β1, β2) and R̄O

q (β1, β2) are

increasing and decreasing functions, respectively, of β2. In addition, it is trivial to

check that R̄O
q (β1, 0) > R̄O

p (β1, 0) = 0 and R̄O
p (β1, 1) > R̄O

q (β1, 1) = 0. Thus, the

optimal fair throughput is attained when R̄O
p (β1, β2) = R̄O

q (β1, β2), from which β?2 is

derived as in (5.28).

Remark 14. Due to the fact that |g̃p|2 < |g̃q|2, it is trivial to verify that PO
q (β1) <

PO
p (β1), thus we know that β?2 > 0.5 according to (5.28). This observation is quite

intuitive since the weak (p-th) user should occupy more information transmission time

than the strong (q-th) user to achieve better fairness.

Now we seek to find more insights regarding β?2 in the high SNR regime.

Corollary 7. In the high SNR range, β?2 is a decreasing function of M , m, η, Ω0,

Pb, 1/γ′th and β1.

Proof. By replacing τ and θn in (5.8) with β1 and γ′th, respectively, the asymptotic

outage probability of the OBT protocol for the n-th user is given by PO
n,∞ ' χnϕn,

where χ , γ′thm(1−β1)

ηρbΩ0(Mm−1)β1
. Substituting the expression of PO

n,∞ into (5.28), we have

β?2 '
1−χqϕq

2−χpϕp−χqϕq in the high SNR regime. Taking the first-order partial derivative of

β?2 w.r.t. χ, we have

∂β?2
∂χ

=
pχp−1ϕp − qχq−1ϕq + χp+q−1ϕpϕq (q − p)

(2− χpϕp − χqϕq)2 . (5.29)
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As χ→ 0 in the high SNR regime and p < q, we have
∂β?2
∂χ

> 0. Thus, we know that

β?2 is an increasing function of χ. Along with another fact that χ decreases as M , m,

η, Ω0, Pb, 1/γ′th or β1 increases, we can derive the conclusion given in Corollary 7.

Remark 15. The growth of M , m, η, Ω0, Pb or β1 leads to an increase of the transmit

power of S. Therefore, Corollary 7 implies that in the high SNR regime, the optimal

time allocation ratio in the information transmission phase, β?2 , gradually approaches

to 0.5 as the transmit power of S increases. Note that this is quite different from

the resource allocation strategy of the NBT protocol in the information transmission

phase. According to Remark 3, we know that in the NBT protocol, as the transmit

power of S increases, power allocation in the information transfer phase should be

more biased towards the weak user in order to achieve better fairness.

With the derived β?2 , the fair throughput of the OBT protocol can be expressed

as

R̄O
F (β1, β

?
2)=2Rt(1−β1)

(
1−PO

p (β1)
)(

1−PO
q (β1)

)
2−PO

p (β1)−PO
q (β1)

. (5.30)

Now the original joint optimization problem in P7 reduces to the optimization of β1.

To obtain the joint optimal β∗1 , the property of R̄O
F (β1, β

?
2) is first given.

Proposition 14. R̄O
F (β1, β

?
2) is a log-concave function of β1.

Proof. See section 5.8.5.

According to Proposition 14, we know that the unique optimal β∗1 maximizing

R̄O
F (β1, β

?
2) can be found by using a golden-section search method. After finding β∗1 ,

the joint optimal β∗2 can be obtained by substituting β∗1 into (5.28).

5.6 Numerical Results

In this section, we first provide numerical results to verify the analytical results,

and then highlight some nontrivial insights on the optimization of user fairness for

both the NBT and OBT protocols. We assume that the variance of each channel is

characterized by a path loss model [95], i.e., Ω0 = ζ (d0)−$, Ωi = ζ(di)
−$, 1 ≤ i ≤ N ,

where ζ denotes the signal attenuation corresponding to a distance of 1 meter, d0 is
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the distance from the PB to S, di is the distance from S to Ui, and $ is the path-

loss exponent. Unless otherwise stated, the system parameters are set as follows.

The Nakagami-m fading parameter is m = 4, which corresponds to a Rician factor

K = 3 +
√

12 [73]. The signal attenuation corresponding to a distance of 1 meter

is ζ = −20dB, and the path-loss exponent is $ = 3 [96]. The number of users is

N = 5,5 and the number of antennas at the PB is M = 10. Due to the relatively

short power transfer distance, the distance between the PB and S is d0 = 4m, and the

energy conversion efficiency is η = 0.5. We assume that users are close to each other

but the distances to the source are slightly different which are set to be d1 = 22m,

d2 = 24m, d3 = 26m, d4 = 28m and d5 = 30m.6 Targeted data rate is Rt = 2bps/Hz.

Circuit power consumption at S is Pc = 0.5mW, and noise power is σ2 = −100dBm.

In addition, the acceptable tolerance for all the algorithms, i.e., bisection, golden-

section and alternating optimization, are set as 10−3.

5.6.1 Verification of Outage Performance Analysis
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Figure 5.3: Outage probability of the NBT protocol for different circuit power consumption Pc

(τ = 0.4, α = 0.2).

5A variety number of users from 2 to 50 have been considered in other works [39,59,65,81,83,84,97,98],
here we consider 5 users since it already provides us enough user pairing options to study the effect of user
pairing on the fair performance gain of NOMA over OMA.

6In conventional downlink networks without EH, users can be away from the source as far as hundred of
meters [95]. In our considered network, however, since the harvested energy at the source is very limited due
to signal attenuation, we here limit the distance from the source to the user to no more than 30m, which
also belongs to an indoor environment.
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Figure 5.4: Outage probability of the OBT protocol for different circuit power consumption Pc

(β1 = 0.4).

In this subsection, we intend to examine the accuracy of the exact outage analysis

and the asymptotic outage analysis. Figs. 5.3 and 5.4 illustrate the outage perfor-

mance of the NBT and OBT protocols, respectively. It can be observed that our

exact analytical results match well with the simulation results, and the asymptotic

analytical results accurately coincide with the exact analytical results in the high

SNR range. In addition, we can see that the circuit power consumption at S has a

major impact on the outage performance in the medium SNR range. However, this

effect gradually diminishes as Pb enlarges, i.e., Pc
Pb
→ 0. As the simulation results

corroborate our theoretical analysis, we will only use the proposed analytical results

in the following subsections for the numerical investigation.

5.6.2 Key Design Insights for the NBT Protocol

Figs. 5.5 and 5.6 present insights on the optimal power allocation ratio α? for a given

time allocation ratio τ . Fig. 5.5 plots the average throughput of each selected user

versus power allocation ratio α. As reported in Lemma 4, R̄N
p (τ, α) decreases as α

increases, and R̄N
q (τ, α) achieves its maximum value at point α = 1

2+γth
= 0.2. It

can be also observed in Fig. 5.5 that the optimal fair throughput is reached when

R̄N
p (τ, α?) = R̄N

q (τ, α?), which confirms Proposition 10. Fig. 5.6 shows the impact of

Pb and τ on α?. It is easy to see that α? decreases as τ or Pb increases, which verifies

Remark 13.
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Figure 5.6: Optimal power allocation ratio α? for different transmit power of PB Pb (p = 2, q = 3).
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Figure 5.7: Throughput of each selected user for different power allocation ratios α (Pb = 15dBm).
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Figure 5.8: Optimal time allocation ratio τ? for different paired users and power allocation ratios α.
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Figs. 5.7 and 5.8 present insights on the optimal time allocation ratio τ ? for a given

power allocation ratio α. Fig. 5.7 depicts the average throughput of each selected

user versus time allocation ratio τ . From Fig. 5.7, we can tell that R̄N
n (τ, α) is a

pseudoconcave funtion of τ , and there exists an unique τ ∗n that maximizes R̄N
n (τ, α),

which confirms Lemma 5. In addition, we can notice from Fig. 5.7 that R̄N
2

(
τ ∗2 ,

1
6

)
<

R̄N
3

(
τ ∗2 ,

1
6

)
and R̄N

2

(
τ ∗2 ,

1
10

)
> R̄N

3

(
τ ∗2 ,

1
10

)
. Thus, according to (5.16), we have τ ? = τ ∗2

when α = 1
6

and τ ? = τ ∗3 when α = 1
10

. Fig. 5.8 illustrates τ ? for different paired

users and different power allocation ratios. It can be seen that for the same two

paired users, different values of α result in different values of τ ?. In addition, it can

be observed that τ ? decreases as Pb increases, which verifies Corollary 6.
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Figure 5.9: Fair throughput of the NBT protocol with different algorithms.

Fig. 5.9 shows the fair throughput obtained by the proposed alternating optimiza-

tion algorithm, i.e., Algorithm 5.1. To examine the effectiveness of Algorithm 5.1,

we also provide the fair throughput obtained by a two-dimension exhaustive search

algorithm which ensures to find the global optimal solution. As shown in Fig. 5.9, in

most cases, the fair throughput achieved by Algorithm 5.1 is very close to the optimal

fair throughput achieved by the exhaustive search.

5.6.3 Key Design Insights for the OBT Protocol

Fig. 5.10 plots optimal time allocation ratio β?2 versus time allocation ratio β1 for

different Pb. It can be seen that β?2 monotonically decreases with the increase of β1
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Figure 5.10: Optimal time allocation ratio β?
2 for different transmit power of PB Pb.

for the same Pb. In addition, for a fixed β1, the larger Pb, the smaller β?2 . These two

observations confirm the insights given in Corollary 7.
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Figure 5.11: Fair throughput R̄O
F (β1, β

?
2) for different transmit power of PB Pb and paired users.

Fig. 5.11 shows the fair throughput R̄O
F (β1, β

?
2) (given in (5.30)) versus time allo-

cation ratio β1 for different transmit power of PB Pb. It is obvious that there exists

an unique optimal β1 that maximizes R̄O
F (β1, β

?
2), and the optimal β1 decreases as Pb

increases.

The fair throughput of the OBT protocol achieved by the golden-section search

method and the two-dimensional search method are plotted in Fig. 5.12. From the

figure, we can tell that the fair throughput with the golden-section search is identical
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Figure 5.12: Fair throughput of the OBT protocol with different algorithms.

to that with the exhaustive search, which illustrates the effectiveness of the golden-

section search method.

5.6.4 Fair Performance Comparison of the NBT and OBT Protocols
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Figure 5.13: Fair performance gain G versus transmit power of PB.

In this subsection, we investigate the fair performance gain of the NBT protocol

relative to the OBT protocol. Specifically, the fair performance gain is defined as

G (%) = 100 ×
(

R̄N
F (τ∗,α∗)

R̄O
F (β∗1 ,β∗2)

− 1

)
. From Fig. 5.13, we can easily tell that the NBT

protocol outperforms the OBT protocol in terms of user fairness. However, the fair

performance gain shrinks as Pb increases. Table 5.2 lists the fair performance gain for
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Table 5.2: Fair performance gain of the NBT over the OBT protocols.

Pb = 10dBm Pb = 30dBm

p

G (%) q
2 3 4 5 2 3 4 5

1 22.46 36.53 46.52 53.96 4.58 5.98 6.45 6.81
2 N/A 12.11 23.04 32.61 N/A 1.74 2.7 3.32
3 N/A N/A 7.75 16.18 N/A N/A 0.73 1.37
4 N/A N/A N/A 5.64 N/A N/A N/A 0.43

different paired users with Pb = 10dBm and Pb = 30dBm. It can be seen that the fair

performance gain enlarges as the channel gain difference between the two selected

users, i.e., q − p, increases. The fair performance gain reaches its maximum value

53.96% when p = 1, q = 5 and Pb = 10dBm. When p = 4, q = 5 and Pb = 30dBm,

the fair performance gain attains its minimum value 0.43%.

5.7 Summary

This chapter has investigated the optimal user fairness of a PB-assisted downlink

multiuser network with the NBT and OBT protocols. Specifically, the optimal user

fairness of the NBT protocol can be found by jointly optimizing the time allocation

and power allocation ratios. Since the joint optimization problem is nonconvex in

general, the initial problem has been decomposed into two subproblems, i.e., optimal

power allocation ratio for a given time allocation ratio and optimal time allocation

ratio for a given power allocation ratio. After solving these two subproblems with

linear search methods, we have applied an alternating optimization algorithm to ap-

proximate the joint optimal solution. The optimal user fairness of the OBT protocol

has been successfully found by using the golden-section search method to find the

joint optimal time allocation ratios. Numerical results have verified our analytical re-

sults and revealed that the NBT protocol outperforms the OBT protocol in terms of

user fairness. In addition, the fair performance gain enlarges as the transmit power of

PB decreases or the channel gain difference between the two selected users increases.
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5.8 Appendix

5.8.1 Proof of Proposition 9

According to the transmission protocol, the outage probability of the n-th (n = p, q)

user can be evaluated as

PN
n (τ, α) = Pr

{
PN
s = 0

}
+Pr

{
Rxn<Rt, P

N
s >0

}
= Pr {X ≤ 0}+ Pr

{
X|g̃n|2 < θn, X > 0

}
= FX (0) +

∫ ∞
0

F|g̃n|2

(
θn
x

)
fX (x) dx, (5.31)

where RN
xp , Rp,xp , R

N
xq , min

{
RN
q,xp , R

N
q,xq

}
, and X , ητρb‖h‖2

1−τ − ρc. Note that

the first part of (5.31) denotes the energy outage probability, and the second part of

(5.31) denotes the data transmission outage probability. To proceed, we need to first

obtain the CDF of ordered channel gain |g̃n|2 and the PDF of X. According to the

order statistics theory [99, Eq. 5.2.1], the CDF of |g̃n|2 is given by

F|g̃n|2(y)=
N∑
v=n

∑
Sv

v∏
l=1

F|gjl |
2(y)

N∏
l=v+1

[
1−F|gjl |

2(y)

]
, (5.32)

where F|gjl |
2 (y) is the CDF of unordered channel gain |gjl |

2. By applying multinomial

expansion theorem,
v∏
l=1

F|gjl |
2 (y) can be expanded as

v∏
l=1

F|gjl |
2(y)=

v∏
l=1

(
1− e

− y
Ωjl

)
=

v∑
κ=0

∑̃
e
−
κ∑
ν=1

y
Ωjtν . (5.33)

In addition, we have

N∏
l=v+1

[
1− F|gjl |

2 (y)

]
=

N∏
l=v+1

e
− y

Ωjl = e
−

N∑
l=v+1

y
Ωjl . (5.34)

Combing (5.33) and (5.34), F|g̃n|2 (y) can be finally expressed as

F|g̃n|2 (y) = 1 +
N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+κ6=0

∑̃
e−Φy. (5.35)

To derive the PDF of X, the PDF of ‖h‖2 is first given by

f‖h‖2 (z) =
(m/Ω0)Mm

Γ (Mm)
zMm−1e

− zm
Ω0 . (5.36)

115



Using the method of transformations, the PDF of X can be derived as

fX(x)=
(x+ρc)

Mm−1

Γ (Mm)

(
ψ(1−τ)

τ

)Mm

e−
ψ(1−τ)

τ
(x+ρc). (5.37)

Substituting (5.35) and (5.37) into (5.31), we solve the integral in (5.31) with the

help of [52, Eq. 3.471.9] and obtain the closed-form expression of PN
n (τ, α) shown in

(5.7).

5.8.2 Proof of Corollary 5

As ρb → ∞ and Pb/Pc → ∞, the asymptotic outage probability of the n-th user is

derived as

PN
n,∞ (τ, α)' 1 +

N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+κ6=0

∑̃e−ψρc
1−τ
τ

Γ (Mm)

(
ψρc

1− τ
τ

)Mm−1

+
Mm−1∑
µ=1

N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+κ6=0

∑̃Γ (µ+ 1)

Γ (Mm)

(
Mm− 1

µ

)

× e−ψρc
1−τ
τ

(
ψρc

1− τ
τ

)Mm−µ−1(
1− θnψΦ (1−τ)

µτ

)
(5.38a)

' 1+
N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+l 6=0

∑̃
e−ψρc

1−τ
τ

[
1−

(
θnψΦ

Mm− 1
− ψρc

)
1− τ
τ

]
(5.38b)

' 1 +
N∑
v=n

∑
Sv

v∑
κ=0︸ ︷︷ ︸

N−v+l 6=0

∑̃
e−

θnψΦ(1−τ)
(Mm−1)τ (5.38c)

=
N∑
v=n

∑
Sv

v∏
l=1

F|gjl |
2

(
θnψ (1− τ)

(Mm− 1) τ

) N∏
l=v+1

[
1− F|gjl |

2

(
θnψ (1− τ)

(Mm− 1) τ

)]
(5.38d)

'
∑
Sn

n∏
l=1

θnψ (1− τ)

(Mm− 1) Ωjlτ
= result in (5.8), (5.38e)

where (5.38a) is obtained by applying the asymptotic expansion of Kω (·) [36, Eq.

9.6.11]

Kω(x)
x→0'

{
x−1, ω = 1,
1
2

(
1
2
x
)−ω[

Γ(ω)−Γ (ω−1) x2

4

]
, ω ≥ 2,

(5.39)
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into (5.7), (5.38b) is obtained by expanding the summation
Mm−1∑
µ=1

and ignoring the

higher order terms, (5.38c) is derived by using the Taylor series 1 − x x→0' e−x, and

(5.38e) is realized by using the Taylor series e−x
x→0' 1− x and ignoring the higher

order terms.

5.8.3 Proof of Lemma 5

Before proving Lemma 5, we first propose Lemma 7 and re-calculates PN
n (τ, α).

Lemma 7. Let f (x, y) be defined on the open convex set C ⊂ R2. If f (x, y) is

a positive differentiable and pseudoconcave (pseudoconvex) function of x, then the

integration on y preserves the pseudoconcavity (pseudoconvexity) of f (x, y) w.r.t. x.

Proof. To prove that
∫
f (x, y) dy is a pseudoconcave function of x, we need to show

that for x1, x2 ∈ C,
∫
f (x1, y) dy >

∫
f (x2, y) dy implies that (x1 − x2)

∫ ∂f(x2,y)
∂x

dy > 0.

Suppose ∀x1, x2 ∈ C such that
∫
f (x1, y) dy >

∫
f (x2, y) dy, which indicates that

f (x1, y) > f (x2, y) since f (x, y) is a positive function. According to the definition of

pseudoconcave function, f (x1, y) > f (x2, y) implies that (x1 − x2) ∂f(x2,y)
∂x

> 0, i.e.,

(x1 − x2)
∫ ∂f(x2,y)

∂x
dy > 0, which completes the proof. Similarly, we can also show

that the integration preserves the pseudoconvexity of f (x, y) w.r.t. x.

From (5.31), the outage probability of the n-th user can be re-expressed as

PN
n (τ, α) = FX (0)+

∫ ∞
0

(
FX

(
θn
y

)
− FX (0)

)
f|g̃n|2 (y) dy

=

∫ ∞
0

FX

(
θn
y

)
f|g̃n|2 (y) dy

=

∫ ∞
0

F‖h‖2

(
ξnΩ0 (1− τ)

mτ

)
f|g̃n|2 (y) dy

=

∫ ∞
0

γ

(
Mm, ξn

1− τ
τ

)
f|g̃n|2 (y)

Γ (Mm)
dy, (5.40)

where ξn =
(
θn
y

+ ρc

)
m

ηρbΩ0
. Note that (5.40) is obtained by invoking [52, Eq. 3.351.1]

to derive the CDF of F‖h‖2
(
ξnΩ0(1−τ)

mτ

)
.

Now we are ready for showing the pseudoconcavity of R̄N
n (τ, α) w.r.t. τ . Based
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on (5.40), the average throughput of the n-th user can be expressed as

R̄N
n (τ, α) = Rt(1−τ)

[
1−
∫ ∞

0

γ

(
Mm, ξn

1−τ
τ

)
f|g̃n|2 (y)

Γ (Mm)
dy

]
= Rt

∫ ∞
0

(1−τ)

[
Γ (Mm)−γ

(
Mm, ξn

1−τ
τ

)]
f|g̃n|2 (y)

Γ (Mm)
dy

= Rt

∫ ∞
0

(1−τ) Γ

(
Mm, ξn

1−τ
τ

)
︸ ︷︷ ︸

fn(τ)

f|g̃n|2 (y)

Γ (Mm)
dy. (5.41)

Taking the second-order derivative of fn (τ) w.r.t. τ and after some basic algebraic

manipulations, we have

f ′′n(τ)=
ξMm
n (1−τ)Mm−1e−ξn

1−τ
τ

τMm+3 [ξn(1−τ)−(Mm+1)τ ]−1 . (5.42)

(5.42) shows that f ′′n (τ) is positive and negative in intervals τ ∈
(

0, ξn
ξn+Mm+1

]
and

τ∈
[

ξn
ξn+Mm+1

, 1
)

, respectively. Combing this observation with the fact that differen-

tiable convex is pseudoconvex and differentiable concave is pseudoconcave [91], we

can infer that fn (τ) is a pseudoconvex function and a pseudoconcave function of τ

for τ ∈
(

0, ξn
ξn+Mm+1

]
and τ ∈

[
ξn

ξn+Mm+1
, 1
)

, respectively. Combining this result

with Lemma 7, we know that there exists a value τ̂n such that R̄N
n (τ, α) is respec-

tively a pseudoconvex function and a pseudoconcave function of τ for τ ∈ (0, τ̂n] and

τ ∈ [τ̂n, 1). Note that R̄N
n (0, α) = 0, which indicates that R̄N

n (τ, α) is both pseudo-

convex and pseudoconcave, i.e., pseudolinear, w.r.t. τ ∈ (0, τ̂n]. Based on the above

discussions, we prove that R̄N
n (τ, α) is a pseudoconcave function of τ . Furthermore,

as R̄N
n (1, α) = 0, it is clear that there exists a critical point denoted by τ ∗n which is

the solution of ∂R̄N
n (τ,α)
∂τ

= 0. According to [91, Theorem 3.39], we know that R̄N
n (τ, α)

can be maximized when τ ∗n = τ̄n.

5.8.4 Proof of Proposition 12

The achievable rate of xn for the OBT protocol is given by RO
xn = log2

(
1 + PO

s |g̃n|
2

σ2

)
,

where PO
s denotes the transmit power of S in the OBT protocol. By replacing τ

in (5.2) with β1, PO
s can be expressed as PO

s =
[
ηPb‖h‖2β1

1−β1
− Pc

]+

. Based on the

expressions of RO
xn and PO

s , the outage probability of the n-th user for the OBT
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protocol can be calculated as

PO
n (β1) = Pr

{
PO
s = 0

}
+Pr

{
RO
xn<2Rt, P

O
s >0

}
= Pr {X ′ ≤ 0}+ Pr

{
X ′|g̃n|2 < γ′th, X

′ > 0
}

= FX′ (0) +

∫ ∞
0

F|g̃n|2

(
γ′th
x

)
fX′ (x) dx, (5.43)

where X ′ , ηβ1ρb‖h‖2
1−β1

− ρc. Note that (5.43) is quite similar to (5.31), and it can be

derived by replacing τ and θn in (5.31) with β1 and γ′th. Therefore, the calculation

of PO
n (β1) can follow the calculation of PN

n (τ, α) shown in Appendix A. Finally, the

closed-form expression of PO
n (β1) can be derived by replacing τ and θn in PN

n (τ, α)

(given in (5.7)) with β1 and γ′th.

5.8.5 Proof of Proposition 14

According to (5.30), R̄O
F (β1, β

?
2) can be re-expressed as

R̄O
F (β1, β

?
2) = 2Rt

1− β1

1
1−PO

p (β1)
+ 1

1−PO
q (β1)

. (5.44)

To show the log-concavity of R̄O
F (β1, β

?
2), we first study the property of 1− PO

n (β1)

(n = p, q) in β1. By replacing τ and θn in (5.40) with β1 and γ′th, 1− PO
n (β1) can be

expressed as

1−PO
n (β1) =

∫ ∞
0

Γ

(
Mm, ξ′

1− β1

β1

)
f|g̃n|2 (y)

Γ (Mm)
dy. (5.45)

where ξ′ =
(
γ′th
y

+ ρc

)
m

ηρbΩ0
.

Two important properties are first given: 1) Γ (a, b) is log-concave w.r.t. b when

a ≥ 1 [100, Theorem 1]. 2) A positive non-increasing log-concave transformation of a

positive convex function is log-concave [101, Lemma 4]. Invoking these two properties

with the following facts that Mm ≥ 1, Γ (a, b) is a decreasing function of b, and ξ′ 1−β1

β1

is a positive and convex function of β1, we can tell that Γ
(
Mm, ξ′ 1−β1

β1

)
is a log-

concave function of β1. Since integration operation preserves the log-concavity [69],

we further know that 1− PO
n (β1) is a log-concave function of β1.

Recall that the inverse of a log-concave (log-convex) function is a log-convex (log-

concave) function [69], and the summation operation preserves the log-convexity, we

can infer that
(

1
1−PO

p (β1)
+ 1

1−PO
q (β1)

)−1

is a log-concave function of β1. In addition, it
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is easy to prove that 1− β1 is a log-concave function of β1. Since the product of two

log-concave functions is a log-concave function [69], we finally arrive the conclusion

that R̄O
F (β1, β

?
2) is a log-concave function of β1.
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Chapter 6

Conclusions and Future Research

6.1 Conclusions

This thesis intends to solve some open problems resulted from the application of

NOMA in cooperative networks, cognitive radio networks, and wireless powered net-

works.

In Chapter 2, to enjoy the benefits brought by the cooperation for NOMA-based

systems while avoiding the possible loss of spectral efficiency caused by the fixed

relaying, we propose an incremental cooperative NOMA protocol. In this protocol, the

weak user sends a 1-bit feedback to indicate the strong user whether the cooperation

is necessary or not. We theoretically prove that the proposed protocol is superior to

the conventional one in terms of each user’s outage probability and the system outage

probability.

Chapter 3 studies the joint optimization problems of power allocation and user

ordering for overlay cognitive NOMA networks. When full CSIT is available, we

derive the joint optimal solution in closed-form, by which the outage probability of

the secondary system is minimized while achieving the target data rate of the primary

system. When partial CSIT is available, the joint optimal solution is obtained in semi-

closed form, by which the outage probability of the secondary system is minimized

while ensuring that the outage probability of the primary system is below or equal to

a predetermined threshold.

To further improve the performance of the cooperative SWIPT NOMA networks,

in Chapter 4, we introduce the more general and more powerful H-SWIPT scheme into

the cooperative NOMA networks and discuss two optimal resource allocation policies.
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When full CSIT is available, we intend to realize a successful transmission with the

minimum energy consumption at the source. Although the formulated problem is non-

convex, we successfully obtain the joint optimal solution with an efficient bisection

method. When only partial CSIT is available, we aim to minimize the system outage

probability. In this case, we show that the joint optimal solution can be found with

a 1-D search.

Chapter 5 studies a fair resource allocation problem in a PB-assisted downlink

NOMA network. Our goal is to use the statistical CSI to jointly optimize the time

allocation and power allocation ratios, finally maximizing the worse throughput of

the two paired users. Since the formulated problem is non-convex, we decompose the

original problem into two subproblems. After solving these two subproblems with lin-

ear search methods, we design an alternating optimization algorithm to approximate

the joint optimal solution.

6.2 Future Research

6.2.1 NOMA Networks with Joint User and Relay Cooperation

Various works including our two works presented in Chapters 2 and 4 have been done

to study the cooperative NOMA networks. However, none of them has investigated

the cooperative NOMA networks where the user cooperation and the dedicated relay

cooperation can be jointly applied to maximize the efficacy of cooperative communi-

cations. It is worth mentioning that the combination of these two types of cooperation

is practical and reasonable, since dedicated relays and direct links between the source

and strong users can exist simultaneously [102–104]. More importantly, the diversity

gain is expected to be increased by combining these two different cooperation mecha-

nisms, which consequently enhances the overall system performance. Based on these

two key observations, it is necessary to study the performance of cooperative NOMA

networks integrating with the user cooperation and the dedicated relay cooperation.

6.2.2 Wireless Powered NOMA Networks with Energy Accumulation

In Chapters 4 and 5, we respectively investigate the performance of SWIPT-assisted

and PB-assisted NOMA networks where the energy-constrained nodes are assumed
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to exhaust the collected energy during the subsequent forwarding phase. Obviously,

this strategy underutilizes the harvested energy. For example, when the channel

conditions of the forwarding links are good, the energy-constrained nodes can use

only part of the harvested energy to achieve successful transmission and save the

remaining harvested energy for future use. Therefore, if the energy-constrained nodes

have the energy storage capability and can adaptively adjust its energy use strategy

according to the channel conditions, system performance is expected to be further

improved. To model the state evolution of the EH-based nodes’ battery, we can

employ a finite-state Markov Chain. Note that there have been some preliminary

results on wireless powered OMA networks with energy accumulation [105–113], but

to our best of knowledge, there have been no reported works on wireless powered

NOMA networks with energy accumulation.

6.2.3 NOMA-Based Systems with Imperfect CSI

All of the works presented in this thesis are processed based on the assumption that

the receiver can perfectly access the CSI. However, in practice, perfect CSI can only

be achieved with a very high system overhead, thus it is very likely that channel

estimation error occurs. In view of this fact, it is necessary to investigate the impact

of imperfect CSI on the NOMA-based systems.
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