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Abstract

This thesis addresses a systematic design and implementation of control sys-

tems of power converters in microgrids to guarantee system level stability and im-

prove performance and efficiency. Due to the high penetration of power converters

in power systems, proper operation of converters in different situations is crucial to

maintain the entire system stable. Therefore, depending on the role of the power

converter in the system, the control system should be designed properly to address

control objectives. With respect to the control objectives and converter configura-

tions, design of the control system faces various challenges. For a single-converter

system, uncertainties and practical issues may affect the system performance and

its stability. For a multiple-converter system, the interaction among power con-

verters along with its impact on the system stability, and also the overall efficiency

optimization introduce other challenges for the control system. In this research, the

proposed systematic control system design for a single- and multiple-converter sys-

tems are investigated, simulated and experimentally verified as summarized below.

First, a robust control system for a single-phase photovoltaic (PV) converter

with an LCL-filter under weak grid operation is proposed. The control system guar-

antees system robustness against weak grid uncertainties such as grid impedance

variations and voltage harmonics. Moreover, the controller compensates the system

delays. The control system minimizes the bus voltage fluctuations caused by vari-

ations of PV system power generation. Furthermore, power decoupling is achieved

by the control system without any auxiliary circuit.
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For converter control systems, a systematic and optimal control design ap-

proach is proposed for control structures which involve multiple cascade, or nested,

loops. The proposed approach relaxes the limiting condition that the internal loops

must be much faster than the external loops. Therefore, faster yet smoother re-

sponses can be achieved using the proposed design approach. As an example, the

method is also used to systematically design a cascade control system, including

voltage and current control loops, for a single-phase standalone inverter.

To further investigate the performance of the individual inverters in a micro-

grid, an approach is proposed for modeling and stability analysis of a single-phase

standalone microgrid containing parallel inverters. Using the approach, interactions

among parallel inverters and the impact of each parameter variations on the sys-

tem are studied in details. Based on this approach, a nonlinear microgrid can be

linearized, and the microgrid behaviors can be assessed using several tools avail-

able for linear systems. As an example, the model and stability of a single-phase

microgrid with two parallel inverters are provided. It is shown that the proposed

model predicts the system responses more accurately than the existing modeling

approaches, especially, for systems with a small stability margin.

Finally, to improve the overall efficiency of the investigated microgrid at light

loads, a communicationless modified droop strategy is introduced. The main idea

is to revise the power sharing among parallel inverters such that the output power

of each inverter is maintained within a proper range with respect to the inverter

efficiency curve and the load demand instead of the proportional power sharing,

realized through the conventional droop control strategy. Moreover, to evaluate the

performance of the proposed method, a system with parallel inverters is simulated

and experimentally tested. It is observed that the proposed strategy can improve

the overall system efficiency by up to 14% at light loads.
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Chapter 1

Introduction
Usage of power converters has been growing up considerably in power systems

and renewable energy applications such as photovoltaic (PV) and wind turbine

(WT) systems [1–6]. A power converter is a piece of equipment with different

applications and dynamics. In each application, the control system of the power

converter plays a crucial role in proper operation of the entire system. Therefore, the

control system should be designed properly to address control objectives. Depending

on the control objectives and converter configurations and its applications, the

design of the control system faces various challenges.

For one converter, power system uncertainties such as grid impedance varia-

tions, load changes, etc. may affect the converter stability and performance. Also,

practical issues such as nonlinear behavior of system elements and delays, which are

due to the micro-processor calculation, measurement, and pulse-width modulation

(PWM), are other challenges of the control system, which should be compensated,

in the one-converter level.

Owing to the high penetration of power converters in power systems, interac-

tions among power converters lead to other challenges such as power system instabil-

ity and system performance degradation in the multi-converter level. Furthermore,

in some cases, integrating multiple power converters with different dynamics into

a power system makes the entire system nonlinear. As there are only few tools to

study nonlinear systems, a linear model of the entire system is required to study

the system dynamics, stability, and etc. by using several tools available for linear

systems.

Another control challenge in the multi-converter level is to determine an effi-

cient power-sharing strategy that optimizes the overall efficiency of the system with
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respect to the load profile. For this purpose, a reliable model of the system is also

required to guarantee the stable operation of the system for the efficiency optimiza-

tion strategy. In this thesis, some of the aforementioned issues are discussed in

detail for single-phase systems, and the control challenges are addressed by using

proposed methods.

1.1 Robust Control of Single-phase Converters in

Weak Grids

Integration of remote renewable energy systems like WT and PV systems into a

grid via long transmission lines may result in a weak grid operation [7]. According to

the IEEE Transmission and Distribution Committee, the short circuit ratio (SCR)

is used to describe the grid strength. A grid is defined as a weak grid if SCR< 3 [8].

As mentioned, weak grid situations happen in remote areas due to the impedance of

transmission and distribution lines. Fig. 1.1 represents a configuration of a single-

phase converter connected to a grid. If the grid is stiff, typically, a dual-loop control

system is used for the system shown in Fig. 1.1. However, in a weak grid situation,

system dynamics become more complicated, and the control system faces various

challenges due to the grid impedance uncertainties. It is desired to use the same

control system for both stiff and weak grids.

As shown in Fig. 1.1, the outer loop is a dc link control loop, designed to

regulate the dc link voltage. The inner loop is a current control loop which should

follow the current reference determined by the dc link controller. This configuration

is normally used as the second converter in two-stage PV systems [1]. Depending on

the application of the power converter and weak grid features, the control system

of the aforementioned system faces several challenges such as grid impedance un-

certainties, grid harmonics rejection, practical issues like delays, damping resonant

oscillations, and power decoupling. Each control loop is responsible to address some

of the aforementioned challenges which are discussed in the following.
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Fig. 1.1: Configuration of a single-phase converter connected to a weak grid.

1.1.1 Current Controller

The current control loop is commonly much faster than the dc link control loop.

Thus, the current control loop tackles to control objectives with faster dynamics.

The current control loop is normally responsible to track the current reference sig-

nal, damping resonant oscillations of high-order filters, compensate grid voltage

deviations, keep the system stability against system uncertainties, and compensate

delays in practical implementations.

Diverse current control strategies have been introduced for grid-connected volt-

age source converters (VSCs) to mitigate issues with grid voltage harmonics, which

are common in weak grids, and resonant oscillations. Predictive control [9] and

linear quadratic gaussian (LQG) control [10] methods are used to design a current

controller for inverter with high-order filter. In [11], a repetitive controller is used

to deal with undesirable harmonics and grid frequency variations. However, delay

uncertainties are not compensated, and the range of inductance variation is not ex-

plicitly indicated. The admittance compensation method is utilized in[12, 13] where

extra capacitor voltage or current feedbacks are used to improve the system stability

and to attenuate resonant oscillations. Whereas, such methods cannot ensure the

system robustness in the presence of system parameter uncertainties.

Using theH∞ method, a robust current controller is designed for grid-connected

VSCs in [14–16]. However, in proposed control methods, an additional damping
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loop must be used to damp the resonant oscillations, so it needs multiple state mea-

surements. Other robust controllers against system uncertainties are proposed in

[17–22]. However, either the range of grid impedance variation is not wide enough

to be suitable for weak grid applications, or delay impacts are not compensated.

Adaptive control is used to design current controller in [23]. However, performance

and robustness analysis techniques used for adaptive systems are not as straight-

forward and standard as those of the linear systems, e.g. root locus, bode plot,

phase/gain margins, system norms, µ-synthesis, H∞, etc. Moreover, in [23], delay

uncertainties are not compensated.

As mentioned earlier, in practical implementation of each control system, there

are some delays owing to the micro-processor calculation, measurement, and PWM.

Also, there are some delay uncertainties caused by aliasing and quantization effects

[24]. The aforementioned issues may lead to steady-state errors or even system

instability [25, 26]. Therefore, the current controller is responsible to compensate

practical delays to avoid impacts of delays on the system. There are several studies

conducted on this issue in the literature [25–32]. Although they have compensated

the effect of delay on the control system performance by using predictive control,

area equalization concept, etc., either they do not compensate the effect of delay

uncertainties, or they are not robust against grid impedance variations which are

expected in a weak grid application.

1.1.2 Voltage Controller

As shown in Fig. 1.1, the dc link controller regulates the dc link voltage by

determining the reference signal for the inner loop. Because dynamics of the dc link

control loop are conventionally much slower than the inner loop, the dc link control

loop addresses control objectives with slower dynamics.

As stated before, control objectives may vary based on the system applications

and specifications. In two-stage PV systems, the dc link reference is usually kept

constant for the second converter. Therefore, for this specification, the dc link
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control of a single-phase grid-connected converter faces two challenges: 1) power

coupling between dc link and ac grid, which leads to double-frequency oscillations

on the dc link [1, 33, 34]; and 2) PV input power variations leading to dc link voltage

fluctuations [34].

Power decoupling is usually achieved by using a large electrolytic capacitor.

However, this solution is not desirable because it makes the system bulky and

expensive, and also reduces the system lifetime. Using auxiliary circuits is another

solution proposed in the literature to supply the double frequency component of the

power. By using auxiliary circuits, the ripple power is supplied by another energy

storage components which can tolerate higher ripples of the current or voltage.

Thus, the dc link capacitance can be reduced [35–39]. However, using auxiliary

circuits needs extra switches and energy storage components, which decrease the

total system efficiency and increase costs.

The aforementioned approaches suffer from either short lifetime and huge sys-

tem volume, or low efficiency and high costs. Another approach to address power

decoupling and double frequency mitigation is based on the control systems. For this

purpose, [1, 33] use a proportional-integral (PI) controller with a modified PWM to

remove double frequency ripples from the injected current into the grid. However,

the robustness of the proposed method is not studied.

Other challenge of the dc link control loop of a single-phase grid-connected

converter is to suppress dc link fluctuations caused by input power variations. If

the dc link voltage deviates considerably from its nominal value, such fluctuations

may damage the dc link capacitor and/or the inverter switches or at minimum will

activate the protection system leading to frequent shutdowns and system efficiency

drop [33, 40, 41]. To suppress the effects of disturbances on the dc link, a nonlinear

control method is proposed in [42] for three-phase systems. However, this method is

not applicable for single-phase systems as the control system should address power

decoupling as well. Typically, simple controllers such as proportional (P) and PI are
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Fig. 1.2: General configuration of a cascade control system.

used as the dc link controller [43, 44]. Different methods for the design of conven-

tional controllers exist such as pole placement, pole-zero cancellation, and criteria

optimization methods [1, 33, 34, 45]. However, these methods cannot guarantees

system robustness against input power variations.

1.2 Cascade Control Systems

Control system approaches to achieve a desired performance and output con-

trol in a power converter include classic transfer function methods, state-feedback,

or other alternative control techniques. Methods such as state-feedback and pole-

placement cannot directly shape and control individual modes of the system. Cas-

cade, or nested-loop, control systems, however, can control individual variables and

have been widely used in various power electronic applications such as renewable

energy converters, motor drives, battery chargers, etc [46–50].

Fig. 1.2 depicts a general structure of a cascade control system. Respecting

the consecutive impacts of system variables on each other, multiple control loops

are placed into one another where each loop provides the reference for its internal

loop. For example, this approach is used in a grid-connected inverter [51–56], where

the inner loop controls and limits the current and maintains its quality, e.g. low

harmonics, while the outer loop controls the dc link voltage.

Considering Fig. 1.2, an advantage of the cascade control approach is to pro-

vide the intermediary variables (yref
1 , yref

2 , ... , yref
n−1) that serve as the references

for the corresponding variables. This allows to closely keep those variables under

control and shape their dynamics. For example, by inserting a limiter function after

6



Chapter 1. Introduction

Fig. 1.3: Control system structures: (a) single-loop transfer function, (b)
state feedback, and (c) conventional cascade structure.

each reference variable, the control system limits those variables in response to un-

expected and/or severe disturbances such as short-circuit grid faults in an inverter.

This advantage cannot be directly achieved using a regular single-loop control or a

state-feedback approach.

1.2.1 Existing Control System Structures

Fig. 1.3 illustrates three common approaches to control the same plant: single-

loop, state-feedback, and cascade control systems. Contrary to the first two, the

cascade control structure, whose only two loops are shown for simplicity, provides

the opportunity to have a direct control on internal variable y1 in addition to con-

trolling the system output y. This approach also breaks down the controller into

simpler ones, i.e. Cont. 1 and Cont. 2 have simpler structures than Cont. TF in

general.
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1.2.2 Conventional Design of Cascade Control Systems

Besides shaping both the individual modes and the system output, another

advantage of cascade control structure is to simplify the control system design by

breaking it down to multiple stages. In this case, the most internal loop is designed

first while all external loops are ignored; then, the other loops are consecutively

designed until the entire system is designed. Each external loop is conventionally

designed to be sufficiently, e.g. 10-20 times, slower than its internal loop. Therefore,

the internal loop dynamics is either ignored or approximated by a low-pass filter

with the cut-off frequency equal to the internal loop bandwidth, while designing

the external loop. This is a widely-used procedure to design the control system in

either the stationary or synchronous rotating frame [7, 48, 57–65]. Despite the clear

advantage of this approach in facilitating the control system design, the required

timescale difference between the loops poses a limitation that can lead to an overall

sluggish performance.

On the other hand, if it is desired to have a fast outer loop at a timescale

close or comparable to that of the internal loop, the internal loop dynamics should

be considered in the design procedure of the external loop controller. In this case,

the design procedure and structure of the external controller would be complicated

because the external controller should handle a high-order system that contains the

internal control loop plus the original plant without having access to its full-state

variables.

To improve the dynamic performance of a cascade control system, reference

feedforward [66–68] and disturbance feedforward techniques [48, 69, 70] have been

proposed. However, the feedforward techniques reportedly are not usually as effec-

tive as a cascade control system with a fast external loop [71]. Moreover, depending

on the application, the disturbance feedforward technique may require more sensors

for the disturbance measurement, and the technique may make the reference noisy

in practice [72].
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The backstepping control techniques have also been used to design nonlinear-

feedback control systems [73–76]. Also, the system stability is verified using the

Lyapunov analysis [77]. However, it needs heavy computational efforts, its imple-

mentation could be complicated in practice, and the load of extra control loops may

negatively affect the dynamic performance of the entire system [78].

1.3 Modeling and Stability Analysis of Single-phase

Microgrid

Parallel power converters are commonly used in power systems to achieve ad-

vantages such as modularity, flexibility, reliability, and power rating enhancement

[47, 79–84]. Parallel system configurations are implemented in different applications

like PV and WT systems, standalone and grid-connected microgrids, and hybrid mi-

crogrids as interlinking converters [81, 83, 85, 86].

As mentioned earlier, depending on the role of each converter in a microgrid

and microgrid configuration, proper control strategy should be selected. A general

categorization of control strategies for converters can be grid-following (GFL) and

grid-forming (GFM) strategies. The GFL strategy is used in grid-connected micro-

grids. In this strategy, the frequency and voltage are forced by the grid at the point

of common coupling (PCC). Therefore, converters inject/consume active and/or re-

active powers with respect to their control objectives [48, 87]. On the other hand,

the GFM strategy is commonly utilized in standalone microgrids. In this strategy,

a converter is responsible to regulate the frequency and voltage of the microgrid at

the PCC. Also, the converter participates in the load sharing to supply microgrid

loads [48, 87].

Due to the aforementioned features of the GFM converters, they are increas-

ingly used in single-phase microgrids such as shown in Fig. 1.4, mostly for remote

areas where there is no access to the main grid or for sensitive applications such as

9
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Fig. 1.4: Single-phase microgrid with parallel inverters.

hospitals [47, 88, 89]. As their level of penetration increases, single-phase GFM con-

verters can significantly affect the voltage, frequency, and stability of single-phase

microgrid.

1.3.1 Implementation of Single-phase Control Systems

A single-phase control system can be implemented in the stationary frame or

the rotating frame. In both frames, output-feedback, such as the proportional-

resonant (PR) in the stationary frame or the PI in the rotating frame, state-

feedback, or more complicated compensators can be used. However, an orthogonal

signal generation (OSG) unit to enable Park’s (αβ → dq) transformation [90] is

required in rotating frame.

Orthogonal signals are generated by phase-shift methods such as time-domain

delay [91], Hilbert transform [92], or second-order generalized integrator (SOGI)

[93]. While the steady-state performance of the phase-shift approaches is acceptable,

these OSG methods add undesirable dynamics leading to slower and oscillatory

responses. Fictive axis emulation (FAE) method [94] generates orthogonal signals

by emulating β-axis circuit in the processor. However, its accuracy depends on

system parameters, and a parameter mismatch may lead to steady-state errors

in the orthogonal signals, which makes the system responses more oscillatory. In
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Fig. 1.5: Comparison of single-phase control systems in stationary and ro-
tating frames.

reference-based OSG (RBOSG) method [95], the orthogonal signal is generated

based on the reference values in the rotating frame. In this method, the reference

value of β − axis is considered as the orthogonal signal of the measured signal,

α − axis component, and used in Park’s transformation. However, this method is

useful only when the reference values are available in the rotating frame.

As the literature indicates, the stability analysis and design of the control

system in the rotating frame are simple, but the OSG units compromise the per-

formance and limit the stability margins. Contrarily, the implementation of the

control system in the stationary frame provides more robust performances with im-

proved stability margins, but the stability analysis and design become challenging

due to mixed ac/dc variables and nonlinear dynamics [96]. Fig. 1.5 briefly compares

advantages and disadvantages of the control systems implemented in the stationary

frame and rotating frame.

1.3.2 Existing Stability Analysis Approaches of Single-phase

Systems

Fig. 1.4 illustrates a single-phase standalone microgrid consisting of parallel

droop-controlled inverters and loads. To achieve a stable operation of parallel in-

verters in a microgrid, not only must each inverter be stable, but also the stability

of the entire system should be investigated because interactions among converters
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may lead to the system instability. The stability analysis of the aforementioned sys-

tem is challenging as the entire system that includes cascade control loops (droop,

voltage, and current control loops), filters, and loads becomes nonlinear. To study

the stability of the system shown in Fig. 1.4, some approaches are proposed in the

literature which are explained in the following.

In [97], the stability analysis is addressed for two uninterruptible power supply

(UPS) systems. However, the nonlinearity caused by the droop terms is not con-

sidered. In [64], load sharing strategies are proposed for droop-controlled inverters

in microgrids. However, the interaction among inverters is not discussed. A small-

signal stability analysis is carried out by using the common rotating frame analysis

for three-phase systems in [6, 98]. However, this analysis and similar three-phase

analysis approaches are not applicable to single-phase systems controlled in the sta-

tionary frame due to the lack of orthogonal ac variables to transform the system

to the rotating frame. In [99], the Nyquist stability criterion is used. However, it

cannot predict how a parameter variation may change the system pole locations.

1.3.3 Existing Modeling Approaches of Single-phase Sys-

tems

Conventionally, the control implementation and modeling are both done either

in the stationary or in the rotating frame. Fig. 1.6 illustrates these two different

perspectives in the implementation and mathematical modeling of a single-phase

droop-controlled standalone inverter. Fig. 1.6(a) shows the approach in the rotating

frame. From the control system perspective, it requires the implementation of OSGs

to generate the quadrature signals and to convert the system to the rotating frame.

From the modeling point of view, OSG dynamics are not (and probably cannot be)

modeled because OSG dynamics is arisen from its state; to convert the OSG state

to the rotating frame, another OSG is needed to generate the required quadrature

state for the Park’s transformation. This makes the system modeling inaccurate

for the control system design. Also, the system stability study based on analyzing
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Fig. 1.6: Control system implementation and existing modeling approaches
for a single-phase droop-controlled inverter: (a) controlled and modeled in
the rotating frame, and (b) controlled and modeled in the stationary frame.

the eigenvalues of the mathematical model, shown in Fig. 1.6(a), would not be fully

reliable, especially, when the system operates close to its stability margins.

The alternative approach is to implement the control system and model it in

the stationary frame as depicted in Fig. 1.6(b). In this approach, no OSGs are

used in the control system. However, as shown in this figure, the system contains

mixed dc and ac state variables. Moreover, due to the power calculation block

and droop characteristics, the system is nonlinear. For the small-signal stability

analysis, the system should be linearized around an operating point. However, due

to the sinusoidal nature of the ac variables, no operating point can be found for the

system. Therefore, the mathematical model, shown in Fig. 1.6(b), is not directly

usable for the stability analysis using common eigenvalue analysis.
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1.4 Parallel-inverter System Efficiency Improve-

ment

As stated before, parallel GFM inverters are widely utilized in power systems.

In some applications, the system may operate at light loads for a period of time

such as portable battery-powered energy storage systems, PV systems, and remote

microgrids where the load profile is below half of the peak value for the majority

of the day [100]. In such light-load applications, the efficiency of the inverter is

normally low. Hence, improving the system efficiency of parallel inverters in the

low-power operating ranges plays a key role in energy savings of such systems.

The droop control method has been conventionally used to share the required

power by the loads among parallel inverters proportional to their power capacity.

However, this method does not guarantee efficient power sharing, especially at light-

load conditions, where the inverters only process a portion of the low output power

forcing them to operate at their low efficiency curve region as shown in Fig. 1.7.

Hence, the power sharing among inverters needs to be revised to reduce the losses

and increase the system efficiency. Control strategies proposed in the literature to

improve the inverter system efficiency can be classified into three categories.

The first category includes optimization algorithms used to minimize the losses

and enhance the system efficiency. An adaptive control method based on an ex-

haustive optimization algorithm is presented in [101] to enhance the reliability and
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efficiency of parallel wind power converters by optimizing the power sharing. A hy-

brid control structure to optimize the system efficiency is proposed in [100], where an

average power control method is utilized to determine the power-sharing ratio that

enhances the efficiency of blocks of interconnected inverters. The loss minimiza-

tion problem of parallel inverters is solved in [102] by particle swarm optimization

algorithm to achieve optimal power sharing among the units. A similar method

is proposed in [103], where the current reference of each inverter is determined

by particle swarm optimization with the purpose of optimizing the overall system

efficiency.

The second category involves efficiency-improvement methods through hierar-

chical control strategies. A forward-backward sweep method based on the tertiary

level of hierarchical control strategy is developed in [104] to determine the opti-

mal power sharing of parallel inverters. Such tertiary-level control can also stabi-

lize the voltage using the hierarchical control framework[105]. The efficiency and

reliability[106] improvements can also be achieved by the secondary control level of

hierarchical control schemes, where finite state machine model is utilized in [107] to

find the optimal number of inverters to share the load power. Although the men-

tioned methods in the first and second categories are beneficial for the efficiency

optimization, their main drawback is the need for communication links among the

units, which could lead to expensive infrastructure especially in remote areas, sys-

tem instability in case of communication disconnection, and reliability mitigation

due to time delays and data dropouts that may cause oscillations and even collapse

of the system [108–111].

The third category is based on the droop control strategy, which has not been

fully investigated in the literature. Optimal conditions to obtain the maximum

system efficiency are derived using Lagrange multiplier method in [112], where the

droop parameters of the inverters are retuned to adjust the power sharing among

the inverters and increase the overall efficiency. A similar adaptive droop strategy is

proposed in [113], where the authors improve the method of [112] by incorporating
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both active and reactive powers and achieving optimal reactive power sharing, using

a dynamic impedance compensation loop. Despite the benefits of the aforemen-

tioned methods, the methods have several drawbacks, such as the optimal system

efficiency dependency on the system component variations, efficiency improvement

for nonidentical converter cases only, and the lack of a clear strategy to optimally

turn on and off the inverters at light loads.

1.5 Thesis Objectives

The main objective of this thesis is to propose robust, optimal, and systematic

control design methods and structures for power converters in microgrids. More-

over, a systematic approach is proposed to model a single-phase microgrid including

several GFM inverters and to analyze its stability. Eventually, a communicationless

unequal power-sharing strategy is proposed to improve the overall efficiency of a

microgrid containing multiple GFM inverters. For each proposed method, an ap-

propriate model, systematic approach, and detailed stability analysis are developed.

Briefly, the thesis’s objectives are:

1. To design a robust dual-loop control system for a single-phase inverter in weak

grid operation while addressing grid impedance variations, delay compensa-

tion, grid harmonic rejection, and power decoupling.

2. To propose and develop a systematic and optimal approach to design a cascade

control system for power converters.

3. To derive an accurate large- and small-signal models for a single-phase micro-

grid including parallel GFM inverters with nonlinear control system in order

to study the stability of the microgrid.

4. To propose and develop a communicationless modified droop strategy, based

on the unequal power sharing, to enhance the overall efficiency of a parallel

inverter system.
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5. To verify the system design and analysis using simulation and experimental

results.

1.6 Thesis Outlines

In Chapter 2, the design procedure of a robust control system for a single-phase

grid-connected inverter under a weak grid operation is proposed. For the current

control loop, the µ-synthesis method is used to design the current controller, which

only relies on the output current feedback. Also, the µ-synthesis current controller

compensates delays arising due to PWM, etc. Furthermore, the current controller

rejects the impacts of the grid voltage harmonics on the injected current to the

grid to meet the IEEE 1547 standard. In addition, the active damping is achieved

without using partial or full state-feedback systems. Then, an H∞ dc link controller

is proposed for the external loop, which guarantees the system robustness against

input power variations. Also, the power decoupling between ac and dc systems is

achieved by the control system without using any auxiliary circuits.

In Chapter 3, an optimal and systematic design method for cascade control

systems is proposed based on the linear quadratic tracker (LQT) method. The

proposed method considers interactions among cascade loops using intra-loop state

feedback, which results in relaxing the limiting condition that the inner loops must

be much faster than the outer loops in conventional approaches. After that, the

proposed approach is used to design a cascade control system, containing current

and voltage control loops, for a single-phase standalone inverter.

In Chapter 4, an approach is proposed to systematically model and perform

stability analysis for a single-phase microgrid consisting of multiple GFM inverters

with stationary-frame controllers. The approach is based on defining a complemen-

tary system that allows transformation to the rotating frame without using OSG

units, introducing time-varying (double-frequency) terms, and altering the stability

properties. The proposed model considers the control system nonlinearities and is

proper for the small-signal stability analysis because it contains only dc variables.
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Also, the stability analysis clearly represents how the closed-loop poles of the entire

system are affected due to the variations of each system parameter.

In Chapter 5, a communicationless modified droop strategy is proposed to

improve the overall efficiency of a single-phase standalone microgrid with parallel

inverters. The main idea is to revise the power sharing among parallel inverters such

that the output power of each inverter is maintained within a proper range with

respect to the inverter efficiency curve. As a result, according to the load demand,

an optimal number of inverters supply the load, and the unnecessary inverters do

not share any power. It is observed that the proposed power-sharing strategy can

enhance the overall system efficiency as much as 14% at light loads compared with

the conventional droop strategy.

Finally, Chapter 6 summarizes the contributions of the thesis and represents

the future work.
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Chapter 2

Investigation of Robust Controllers

for Inverter Applications
In systems with several uncertainties, robust controllers seem a viable option

as disturbances, uncertainties, and stability of the system are considered in the

design procedure. As the ultimate objective of this research is the design and sta-

bility analysis of microgrid systems that include single-phase inverters, this chapter

investigates the robust control approach for this application.

In this chapter, first, robust current and dc link voltage controllers are pro-

posed based on µ-synthesis and H∞ methods, respectively, for a single-phase PV

inverter with an LCL filter under weak grid operation as shown in Fig. 2.1. The

µ-synthesis current controller guarantees system robustness against weak grid un-

certainties such as grid impedance variations and voltage harmonics. Moreover,

the controller compensates the system delays arising from calculation and PWM as

well as delay uncertainties. The current controller only uses the grid current feed-

back which eliminates the requirement for additional loops or state measurements

utilized in partial or full state-feedback systems.

Additionally, the H∞ dc link voltage controller minimizes the bus voltage fluc-

tuations caused by variations of PV system power generation. The controller ensures

system robustness against such power variations, which conventional controllers fail

to perform. In the proposed system, power decoupling is achieved by the control

system without any auxiliary circuit. The stability and robust performance of the

phase-locked loop (PLL) in a weak grid with major impedance changes are also

verified.
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Fig. 2.1: Conventional double-stage inverter structure with control loops for
PV application.

Finally, the feasibility of using robust control systems for single-phase stan-

dalone inverters operating in the microgrid is briefly reviewed and compared with

grid-connected inverters.

2.1 Current Controller Design

In this section, a robust current controller is proposed to address the following

control objectives:

� tracking the reference signal,

� ensuring system robustness against weak grid uncertainties such as grid impedance

variations and voltage harmonics, and delay uncertainties,

� suppressing undesirable resonant oscillations.

According to Fig. 2.1, the following equations represent the current control loop

dynamics

iinv = Giinv(vinv − vc), Giinv
∆
=

1

L1s
,

vc = Gvc(iinv − ig), Gvc
∆
=

1

Cs
,

ig = Gig(vc − vg), Gig
∆
=

1

L2s+R2

,

(2.1)

where L2 and R2 represent the lumped values of filter and grid inductance and

resistance, respectively, i.e. L2 = L2f + Lg and R2 = R2f +Rg.
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The objective is to design a robust controller with respect to the grid impedance

variations and delay uncertainties by applying the µ-synthesis method. It is worth

mentioning that, in this section, the current controller will be designed for every part

of Fig. 2.2 except for the feedforward (FF) and PLL loops, which are demonstrated

in “red” color. The robustness analysis of the FF and PLL loops will be performed

later in Section 2.3.3.

2.1.1 Current Loop Uncertainty Models and Performance

Constraints

2.1.1.1 Current Loop Parameter Uncertainties

The grid-side inductance and resistance are the uncertain parameters of the

system shown in Fig. 2.1. Therefore, they can be written as follows

L2 = L̄2(1 + δL2EL2),

R2 = R̄2(1 + δR2ER2),
(2.2)

where “¯”, “δ”, and “E ” indicate a parameter nominal value, the “normalized

uncertainty variable” such that |δ| ≤ 1, and the “maximum percentage deviation”,

respectively.

If a transfer function matrix G is defined as bellow

G =

 G11 G12

G21 G22

 , (2.3)

the upper linear fractional transformation (LFT) operator for the transfer function

G and variable δ is defined as

FU (G, δ) = G22 +G21δ(I −G11δ)
−1G12, (2.4)

where I is the identity matrix. Substituting the values provided for L2 and R2 from

21



Chapter 2. Investigation of Robust Controllers for Inverter Applications

+-+- +-+-

Controller Inverter

++ + +

Fig. 2.2: Extended model of the system including system parameters un-
certainties (2.5) and delay uncertainties (2.10).

(2.2) into (2.1) and using the LFT definition (2.4), the following equations can be

derived (detailed derivation is provided in Appendix A)

Gig(s) = FU

Ḡig(s),

 δL2

δR2

 ,

Ḡig(s)
∆
=

1

L̄2s+ R̄2

 −L̄2EL2s −R̄2ER2 1

−L̄2EL2s −R̄2ER2 1

 .
(2.5)

Using equations (2.1), (2.2), and (2.5), the extended system control diagram

which contains the system parameters uncertainties is derived as depicted in Fig. 2.2.

In this figure, the block M is used to model the inverter gain, and the block Zg

denotes the grid impedance where Zg = Rg + sLg.

Moreover, in Fig. 2.1, it is depicted where the voltage is measured and sensed

vsensed for the FF as well as the PLL loops. Thus, in case of a stiff grid connection,

i.e. Lg = 0 mH and Rg = 0 Ω, the input voltage of PLL and FF signal is equal

to the grid voltage vsensed = vg. Otherwise, for a weak grid connection, the sensed

voltage is different from the grid voltage, i.e. vsensed = vg + Rgig + Lg
dig
dt

, which is

used instead of the grid voltage by the FF and PLL loops [114]. The case of a weak

grid connection will be studied in Section 2.3.3.
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2.1.1.2 Time Delay Uncertainties

In practical applications, there are some delays due to the micro-processor

calculation, measurement, and PWM. Also, there are some delay uncertainties

caused by the aliasing and quantization effects [24]. If the effects of these delays

are not compensated by the controller, they may result in undesirable controller

performance and system instability. The magnitude of these delays depends on

the sampling frequency, carrier waveform such as sawtooth waveform or triangular

waveform, and updating rate of the PWM mode, i.e. single updating or multiple

updating. Fig. 2.3 shows the formation of such delays [24]. In this figure, the signals

ms(t), c(t), and VMO(t) are the modulating signal, the carrier waveform, and the

PWM waveform, respectively. As indicated in this figure, in the worst case scenario,

the calculation delay is equal to the sampling time Ts [24]. Also, the amount of the

PWM delay is equal to a half of the sampling time. Thus, the total delay is equal to

Td = 1.5Ts [24]. The controller should not only compensate the effect of this delay,

but also should guarantee the system robustness with respect to delay uncertainties

caused by aliasing and quantization effects. For this purpose, the system and delay

uncertainties should be modeled and considered in the controller design process.

Fig. 2.3: Single update mode PWM, calculation delay, and PWM delay in
the presence of triangular carrier.
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Fig. 2.4: Phase difference between the original delay function e−Tds and the
approximated function.

A time delay of Td in the time domain can be modeled by the transfer function

e−Tds in the frequency domain, where s = jω. Since this transfer function is not

rational, it cannot be used for designing the controller. Thus, e−Tds is approximated

by a rational transfer function as follows

Gdel(s) =
−Td

2
s+ 1

Td
2
s+ 1

. (2.6)

As shown in Fig. 2.4, for the desired frequency range, which is about 10% of the

switching frequency, the phase difference between the original delay function e−Tds

and the approximated function (2.6) is less than 0.5◦. Thus, the approximated

transfer function (2.6) can be used to design the current controller.

As discussed, the time delay Td is uncertain, so it can be rewritten similar to

other uncertain parameters in (2.2)

Td = T̄d(1 + δTdETd). (2.7)

The nominal value of Gdel(s) is defined at Td = T̄d as follows

Gdel,n(s) =
−T̄d

2
s+ 1

T̄d
2
s+ 1

. (2.8)

If the weight transfer function Wdel(s) is defined as the upper envelope on the

amplitudes of all the transfer functions
Gdel(s)−Gdel,n(s)

Gdel,n(s)
in the frequency domain, the
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transfer function Gdel(s) can be rewritten as

|Gdel(s)| = |Gdel,n(s)|(1 + δdel|Wdel(s)|). (2.9)

Using the upper LFT definition provided by (2.4), the transfer function Gdel(s)

can be reformulated as

Gdel(s) = FU

(
Ḡdel(s), δdel

)
,

Ḡdel(s)
∆
=

 0 Gdel,nWdel

1 Gdel,n

 . (2.10)

Now, the delay uncertainties are modeled by (2.10) as shown in the extended system

control diagram Fig. 2.2.

2.1.1.3 Performance Constraints

The µ-synthesis method ensures the system performance if appropriate perfor-

mance constraints are defined [115]. For this purpose, as shown in Fig. 2.2, Ge(s)

and Gu(s) are defined as the transfer functions from irefg to the current error e

(e
∆
= irefg − ig), and from the disturbance vg to the input u, respectively. Based on

these definitions, the performance constraints are presented as bellow

Ge(s)We(s) <
1

∆e

,

Gu(s)Wu(s) <
1

∆u

,
(2.11)

where We(s) and Wu(s) are the weight transfer functions chosen based on the control

objective. Furthermore, the parameters ∆e and ∆u specify the constraints tightness.

The two criteria in (2.11) are shown in Fig. 2.2 by using the parameters ∆e and ∆u.

These weight transfer functions will be designed next.
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2.1.2 Weight Function Selection

In order to achieve the control objectives, the weight transfer functions We(s)

and Wu(s) should be defined properly. In the following, the choice of We(s) which

amplifies the error between the reference and output signals is discussed.

2.1.2.1 Reference Tracking

We(s) should have a pole at s = 0 to provide a high gain for low frequencies in

addition to preventing steady-state dc error. Moreover, according to the Internal

Model Principle, We(s) must include two poles at s = ±jωg where ωg = 2π60 rad
s

.

Furthermore, in order to compensate grid voltage harmonics, the control system

bandwidth must be wide enough to comprise the harmonics. Thus, We(s) should

include two zeros at s = ±jωg with different damping ratios to limit the effects of

the added poles around s = ±jωg as follows

s2 + 600s+ ω2
g

s2 + 0.1s+ ω2
g

. (2.12)

The effect of (2.12) is concentrated around ωg frequency and has a negligible effect

on other frequency ranges.

2.1.2.2 Harmonic Compensation

In this section, it is assumed that the grid voltage may contain the 3rd, 5th, and

7th harmonic voltages. Therefore, the controller should have the ability to reject

these harmonics. Thus, similar to the fundamental frequency, We(s) should include

transfer functions similar to (2.12) to compensate each undesirable harmonic. We(s)

should contain the following transfer function

∏
k=1,3,5,7

s2 + 600s+ (kωg)
2

s2 + 0.1s+ (kωg)2
. (2.13)
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Fig. 2.5: Bode plot of the weight transfer function We(s).

Additionally, since the bandwidth of the control system should be much smaller

than the switching frequency, a pole at s = −5000 is added to (2.13) to limit the

bandwidth of the closed-loop system.

2.1.2.3 Active Damping Resonant Oscillations

One major issue which must be considered in choosing We(s) is how to damp

the resonant oscillations due to the existence of an LCL filter. One of the control

objectives is to damp the resonant oscillations without using any additional mea-

surement or inner loop. On the one hand, if the closed-loop control system has

enough gain at the resonant frequency ωr = 1/
√

(L1||L2)C, the controller can ac-

tively damp the resonant oscillations without using any additional measurements or

passive elements. On the other hand, since L2 is an uncertain element and subject

to variations, ωr may vary in a frequency range. Hence, the closed-loop control

system should have enough gain in this frequency range to damp resonant oscilla-

tions. Finally, to satisfy all of the aforementioned considerations, We(s) is selected

as follows

We(s) =
592

s(0.0002s+ 1)

∏
k=1,3,5,7

s2 + 600s+ (kωg)
2

s2 + 0.1s+ (kωg)2
. (2.14)

The Bode plot of We(s) is indicated in Fig. 2.5.

The function Wu is the weight of the controller, and its value is set to 10−5. It is

worth mentioning that the weight selections are accomplished after a few iterations

of a trial-and-error process, which is a standard common practice in robust control

design techniques.
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2.1.2.4 Time Delay

To model delay uncertainties, the weight transfer function Wdel(s) is defined as

the upper envelope on the amplitudes of all the transfer functions
Gdel(s)−Gdel,n(s)

Ḡdel,n(s)
,

in the frequency domain. For the case of Td = 1.5Ts = 37.5µs [24] and ET = 40%,

as shown in Fig. 2.6, the weight transfer function Wdel(s) is attained by using the

fitmag command in Matlab as below

Wdel(s) = K
b2s

2 + b1s+ b0

a2s2 + a1s+ a0

, (2.15)

where K = 0.01, b2 = 1.967 × 10−8, b1 = 4.138 × 10−3, b0 = 7.079, a2 = 10−10,

a1 = 2.755× 10−5, and a0 = 2.429.

2.1.3 Robust Current Controller Design

In order to design a robust controller based on the µ-synthesis method for the

system, the extended model of the system in Fig. 2.2 is converted into the ∆/G/C

structure. The vector ∆ is defined as the normalized uncertainty matrix which

contains all the system uncertainties and performance constraints in (2.2), (2.5),
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(2.7), (2.9), (2.10), and (2.11) as

∆ = diag([δL2 δR2 ]
T , δdel,∆e,∆u), (2.16)

where C is defined as the system controller, and G is defined to include the dynamics

of all transfer functions in Fig. 2.2.

To achieve a robust controller, the controller C(s) should be designed such that

it can satisfy the following µ-synthesis condition [115]

µ∆(F (G(s), C(s))) < 1. (2.17)

To design the controller in µ-synthesis framework, the extended control system

depicted in Fig. 2.2 is first formulated. Then, the robust controller is designed by

using the dkit command in Matlab.

2.2 DC Link Voltage Controller Design

In this section, a robust dc link controller is proposed to address the following

control objectives:

� tracking the dc link reference,

� rejecting harmonics from the reference of the gird current,

� ensuring bus voltage robustness against system disturbances.

As shown in Fig. 2.1, the dc link voltage controller determines the amplitude of

the reference current for the current controller. In the following, the process of

designing a robust dc link voltage controller based on H∞ is presented.

2.2.1 Dynamics of the Voltage Control Loop

According to Fig. 2.1, assuming that the input power is denoted by Pin and

the power injected into the grid is denoted by Pgrid, and if any losses are ignored,
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the power balance equation can be written as

Pin = Pdc + PLCL + Pgrid, (2.18)

where Pdc and PLCL represent the instantaneous power of dc link and LCL fil-

ter, respectively. Also, the instantaneous power of the dc link is equal to Pdc =

1
2
Cbus

d(v2
dc)

dt
. The control loop is closed on vdc and the system is linearized using

the following approximation for the capacitor energy Edc [33]

Edc =
1

2
Cbus

(
V ref
dc + vdc − V ref

dc

)2

,

Edc ' −
1

2
Cbus(V

ref
dc )2 + CbusV

ref
dc vdc,

(2.19)

where V ref
dc denotes the reference value for the dc link voltage. According to equa-

tion (2.19), vdc is linearized as vdc ' Edc
CbusV

ref
dc

+ 1
2
V ref
dc . Therefore, Fig. 2.7 depicts the

detailed model of the dc link voltage control loop comprising the linearized model,

where CC refers to the inner current control loop.

2.2.2 System Disturbances

As shown in Fig. 2.7, the extracted power Pin from the first stage is considered

as a disturbance signal for the dc link controller because its value always changes,

and it depends on different parameters such as cell temperature and irradiation

level. The Pin variations cause dc link voltage fluctuations. Thus, the dc link

controller should appropriately reject Pin disturbances. Furthermore, the double-

frequency ripples are generated due to the single-phase operation of inverter. These

ripples are injected into the dc link control loop where the output signal of CC

block is multiplied to vg signal shown in Fig. 2.7. Therefore, the instantaneous

power injected to the grid Pgrid contains a dc component and a double-frequency

component as represented in the following

Pgrid = vgig = VgIgcos
2(ωgt) =

VgIg
2

+
VgIg

2
cos(2ωgt). (2.20)
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Fig. 2.7: DC link voltage control loop.

Moreover, the LCL filter consumes instantaneous power, which introduces an-

other source of nonlinearity to the loop. Using equation (2.1) and ignoring the

grid-side resistance R2, PLCL is calculated as follows

PLCL =
1

2
L1
d(i2inv)

dt
+

1

2
C
d(v2

C)

dt
+

1

2
L2

d(i2g)

dt
(2.21)

It is assumed that the CC block is fast enough to make the grid current in

phase with the grid voltage. In this case, the transients of CC block are ignored

as compared with the dc link control loop, and the grid voltage and current are

considered as vg = Vgcos(ωgt) and ig = Igcos(ωgt). Thus, using equations (2.1) and

(2.21), PLCL at steady-state condition is reformulated as follows

PLCL=
1

2
L1ωgI

2
invsin(2ωgt+ 2φiinv)+

1

2
CωgV

2
Csin(2ωgt+ 2φvC )+

1

2
L2ωgI

2
gsin(2ωgt),

(2.22)

where Iinv, φinv, VC , and φvC are defined below

Iinv =
√
V 2
g ω

2
gC

2 + I2
g (1− L2ω2

gC)2, φiinv = arctan

(
VgωgC

Ig(1− L2ω2
gC)

)
,

VC =
√
I2
gω

2
gL

2
2 + V 2

g , φvC = arctan

(
IgωgL2

Vg

)
.

(2.23)

As equations (2.20), (2.22), and (2.23) show, the double-frequency ripples are

injected into the dc control loop due to the single-phase operation of inverter and

instantaneous power consumption of the LCL filter. Furthermore, all of the double-

frequency ripples are functions of the magnitude of the grid current determined by

the dc link controller. According to equations (2.20), (2.22), and (2.23), the system
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Fig. 2.8: Augmented model of the dc link voltage control loop.

is nonlinear and time-varying.

To achieve a linear time-invariant (LTI) system, the aforementioned double-

frequency ripples are considered as a disturbance to the system. As they are func-

tions of Ig, to consider the worst case scenario, the maximum magnitude of the

grid current Imaxg is selected to generate the maximum double-frequency ripples as

a disturbance. Therefore, Fig. 2.7 is simplified as shown in Fig. 2.8. Now, the

system shown in Fig. 2.8 is LTI, and a robust controller based on H∞ method can

be designed for it.

2.2.3 Formulating MIMO System for H∞ Controller Design

As mentioned earlier, since Pin depends on unpredictable parameters such as

environmental temperature and irradiation level, the H∞ method is used to attain

a robust controller for the dc link voltage.

To design theH∞ controller, firstly, a multi-input multi-output (MIMO) system

should be defined based on H∞ performance requirements. Fig. 2.8 demonstrates

the augmented model of the dc link control loop where W1 and W2 are the output

weight transfer functions. Two types of inputs are defined for the system. One

input type is the disturbances, denoted by u1 and u2, that consist of Pin, double-

frequency ripples, and V dc
ref . The other input type is the signal determined by the

H∞ controller, denoted by u3.

Similarly, two types of outputs are considered for the system. One output type

is denoted by y1 and y2, which are the output signals of the transfer functions W1

and W2. These weight transfer functions should be selected properly to minimize
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y1 and y2 in the required frequency ranges and to obviate the effect of the double-

frequency ripples on the magnitude of the grid current. The other output type is

the error signal, denoted by y3.

After defining the inputs and outputs as shown in Fig. 2.8, the MIMO system

can be written as follows
y1

y2

y3

 = Gdc(s)


u1

u2

u3

 , Gdc(s) =


G11 G12 G13

G21 G22 G23

G31 G32 G33

 , (2.24)

where the transfer function Gdc(s) is defined based on Fig. 2.8 as follows

Gdc(s) =


−W1(s)

CbusV dc
refs

0.5W1(s)
VgW1(s)

2CbusV dc
refs

0 0 W2(s)
−1

CbusV dc
refs

0.5
Vg

2CbusV dc
refs

 (2.25)

Thus, the system transfer function is determined based on the defined inputs and

outputs.

2.2.4 Robust Controller Design Based on H∞ Method

According to Fig. 2.8, the weight functions W1 and W2 are applied to the error

signal y3 and the output signal of the H∞ controller u3, respectively. To properly

design the H∞ controller, W1 should be small within the desired control bandwidth

(500 rad
s

) to achieve an acceptable rejection capability for disturbances, i.e. Pin

variations. Moreover, W2 should be small outside the control bandwidth to ensure

system robustness and stability margin. However, to mitigate the impact of the

double frequency ripples on the controller performance, W2 should provide a high

gain at the double frequency point.
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Therefore, by tuning W1, the following control loop characteristics are ad-

dressed: 1) high dc gain to minimize steady-state error, and 2) high control band-

width to suppress effects of Pin variations on vdc. For this purpose, W1 is selected as

W1(s) = k1s

( s
ω0

)2+2 ξ
ω0
s+1

. According to this equation, W1 has a zero at s = 0 in order

that the H∞ controller has high gain in low frequencies. Also, by appropriately tun-

ing k1 and ω0, the acceptable control bandwidth is achieved. Moreover, ξ denotes

the damping ratio. The values of k1, ω0, and ξ are set to k1 = 550, ω0 = 0.05 rad
s

,

and ξ = 0.707.

The dc link control bandwidth should not contain the second harmonic fre-

quency. On the other hand, the bandwidth should be wide enough to achieve fast

dynamic response. Thus, W2 is tuned in a way that it eliminates the undesirable

effects of double-frequency ripples on Ig. Therefore, the W2 transfer function is se-

lected as W2(s) = k2

( s
2ωg

)2+ ξ
ωg
s+1

( s
2ωg

)2+ ξ
ωgk3

s+1
. W2 has small magnitude in all frequency ranges

except at s = 2ωg where it has a peak. Thus, the H∞ controller has a very small

gain at this frequency to eliminate the impact of double-frequency oscillations on Ig.

This peak is regulated by coefficients k2 and k3 whose values are set to k2 = 0.01 and

k3 = 15000. It is worth mentioning that the weight designs are accomplished after

a few iterations of a trial-and-error process, which is a standard common practice

in robust control design techniques.

The H∞ controller can be designed by using the hinfsyn command in Matlab.

Also, the following criteria must be satisfied to guarantee the system robustness

||F (Gdc(s), Cdc(s))||∞ < 1, (2.26)

where Cdc(s) denotes the H∞ dc link voltage controller.
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Table 2.1: System nominal parameter and maximum deviation values.

Parameter Value Parameter Value Parameter Value

L1 3mH Cbus 44µF EL2
70 %

C 2µF Vdc 200V ER2
70 %

L2 4mH Vg 120V ET 40 %

R2 10mΩ Pnom 200W

Td 37.5µs Imax
g 3A

2.3 Robustness Analysis and Simulation Results

In this section, the µ-synthesis current controller and the H∞ dc link voltage

controller are designed, analyzed, and simulated for the system whose nominal val-

ues and maximum percentage of deviations are represented in Table 2.1. Moreover,

the effects of PLL dynamics and FF signal on the system stability and robustness

are investigated analytically and by simulation.

2.3.1 Current Controller Robustness Analysis and Simula-

tion

The designed current controller must satisfy the robustness criteria mentioned

in equation (2.17). Fig. 2.9 shows that the criteria is satisfied, which implies that the

proposed current controller can stabilize the system, ensure the system robustness,

and satisfy all of the aforementioned current control objectives in the presence

of the system parameter uncertainties δL2 , δR2 , and the delay uncertainties δdel.

Furthermore, since the order of the designed controller is 42, the reduce command

is used in Matlab to decrease the order of the controller down to 15. The reduced

order controller also satisfies the µ-synthesis condition (2.17) as shown in Fig. 2.9.

In the following subsections, the performance of the proposed current controller is

evaluated and also compared with the H∞ method proposed in [14].
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Fig. 2.9: µ-synthesis condition (2.17) for the original controller (42 order)
and the reduced-order controller (15 order).
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Fig. 2.10: Tracking performance of the proposed controller: (a) nominal
system, and (b) deviated system with ∆L2 = +70%, ∆R2 = +70%, ∆T =
+40%.

2.3.1.1 Proposed Robust Current Controller Performance

Fig. 2.10 illustrates the tracking performance of the µ-synthesis controller for

the case of nominal system and deviated system including 70% increase in L2 and

R2, and 40% increase in time delay Td. Moreover, as shown in this figure, the

resonant oscillations are damped.

In addition, the proposed current controller can compensate the grid volt-

age harmonics to inject a high-power-quality current to the grid. As indicated in

Fig. 2.11(b), the system injects a pure sinusoidal current to the grid in the presence

of the 3rd, 5th, and 7th grid voltage harmonics depicted in Fig. 2.11 (a).

2.3.1.2 Performance Comparison with H∞ Method

As an alternative to µ-synthesis, the H∞ method can be used to design a

robust current controller for a grid-connected VSC with an LCL filter, shown in
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Fig. 2.11: Disturbance rejection capability: (a) grid voltage, and (b) injected
current.

Fig. 2.1. In [14], the H∞ method was used to design a robust controller to ensure

the system robustness against the grid-side inductance variations. However, the

proposed method has some deficiencies. In the following, to have a fair comparison,

the proposed µ-synthesis current controller is designed for the system parameters

used in [14].

Firstly, the PWM delay is not considered in designing the H∞ current con-

troller in [14]. Although the H∞ controller maintains the closed-loop stability in

the presence of the delays, the reference signal is tracked with a considerable steady-

state error. Fig. 2.12 depicts the steady-state error of the H∞ current controller

and our proposed µ-synthesis current controller for the system with nominal pa-

rameters. Although no parameter uncertainty is present, for the H∞ controller, the

error amplitude is about 15.43% of the reference signal. However, for our proposed

µ-synthesis controller, this ratio is about 0.11%. Moreover, both controllers are

robust to the L2 with a value of 30 times bigger than the nominal value. In an-

other scenario, the time delay is increased by 40%. In this case, the ratio is about

23.04% and 0.66% for the H∞ controller and our proposed µ-synthesis controller,

respectively.

Thus, by using the H∞ controller [14], the injected current into the grid follows

the reference signal with a steady-state error. Moreover, the H∞ controller in [14]

does not have the ability to compensate the grid voltage harmonics. In addition

to the aforementioned defects, the H∞ control system in [14] requires an additional
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Fig. 2.14: H∞ robustness criteria in equation (2.26).

current feedback iinv, and hence an additional current sensor, which is not required

by the proposed µ-synthesis controller.

2.3.2 DC Link Controller Robustness Analysis and Simula-

tion

The H∞ dc link controller is designed for the system, whose nominal param-

eters are represented by Table 2.1. The order of the proposed controller is 5, and

Fig. 2.13 demonstrates the magnitude of Bode plot of the open-loop dc link con-

trol system. The open-loop control system has high gain in low frequencies and

extremely attenuates the second harmonic frequency. Also, the proposed dc link

controller satisfies the robustness criteria mentioned in equation (2.26) as shown in

Fig. 2.14.
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Fig. 2.15: H∞ dc link voltage controller performance: (a) magnitude of the
grid reference current Irefg determined by H∞ controller, and (b) dc link
voltage.

As mentioned before, Pin varies randomly due to the variations of unpredictable

factors such as temperature and irradiation level. In this scenario, Pin changes

from zero to its nominal value at t = 0.4 s with the slope of 20 W/ms. Then, it

decreases to half of the nominal value at t = 0.6 s with the slope of −20 W/ms.

Fig. 2.15 illustrates the simulation results for this scenario. Although Pin variations

are significant, the H∞ dc link controller successfully suppresses the effect of the

Pin disturbance on the dc link voltage. Moreover, Fig. 2.15 shows that although

the dc link control loop contains double frequency ripples, the magnitude of the

grid current Ig does not contain any second harmonic oscillations. Therefore, the

proposed dc link controller ensures system robustness against system disturbances

and obviates the second harmonic oscillation from the magnitude of the grid current.

2.3.3 Feedforward and PLL Loops Robustness Analysis and

Simulation in a Weak Grid

The current controller designed so far is for the case of a stiff grid in which the

grid voltage is directly measured for the FF loop and used as a feedback for the

PLL loop. However, in the case of a weak grid, the grid voltage cannot be directly

measured, and instead the voltage at the point of contact between the LCL filter

and the grid impedance Zg is measured and used for the FF and PLL loops. This
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Fig. 2.16: Closed-loop block diagram of the system in a weak grid situation.
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Fig. 2.17: Dominant closed-loop poles with Lg = 0 mH (stiff grid).

measured voltage is different from the grid voltage due to a non-zero grid impedance,

which may lead to system instability and poor performance [17]. Therefore, some

performance analysis and simulation results are required in order to guarantee the

robustness of the designed controller in the presence of a weak grid. To this end,

the closed-loop system block diagram including the inverter and LCL filter model,

current controller, delay model, PLL, and grid impedance (Zg=Rg+sLg) is depicted

in Fig. 2.16 where FPLL(s) = µs
s2+µs+ω2

n
, µ =

√
2ωn, and ωn = 2π60 rad

s
[116]. Using

the closed-loop block diagram of the system in this figure, the robustness analysis

can now be performed by using the root locus technique for different values of Lg.

The dominant closed-loop poles with the stiff grid, Lg = 0, are depicted in

Fig. 2.17. This figure indicates that the poles are confined to the two dashed lines

which intersect at the origin. In order to maintain the damping behavior and hence

the performance of the closed-loop system in a weak grid situation, Lg 6= 0, all poles

should stay to the left of these two intersecting dashed lines.

The root locus analysis in Fig. 2.18 shows that the closed-loop poles of the

system for Lg = 10.87 mH are all confined to the left of the two intersecting dashed
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Fig. 2.18: Root locus analysis of the dominant closed-loop poles with Lg =
10.87 mH.
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Fig. 2.19: Injected current into the weak grid with Lg = 10.87 mH.

lines, and for any Lg values greater than 10.87 mH the closed-loop poles will pass

through the two intersecting lines. Therefore, the root locus analysis guarantees that

the performance of our designed controller is robust to the maximum impedance

value Lg = 10 mH of a weak grid. This result is also tested by simulations, in which

Lg = 10 mH is used for the weak grid. The simulation result depicted in Fig. 2.19

confirms the satisfactory performance of our proposed controller in the presence of

a weak grid, in which the grid voltage is not measurable and instead the voltage of

PCC is measured and used for the FF and PLL loops.
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Fig. 2.20: Experimental setup configuration.

2.4 Experimental Results

An experimental verification of the proposed controllers for the configuration

shown in Fig. 2.1 is carried out by using Texas Instrument Solar Inverter HV DC-

AC Board, Chroma PV Simulator 62050H-600S, Chroma Programmable AC Source

61502, and Texas Instrument TMS320F28335 DSP. The calculation time of the

proposed control system is 14 µs, while it is 9 µs for a traditional control system.

Also, in this experiment, switching frequency and digital signal processor (DSP)

speed are 40 kHz and 150 MHz, respectively.

Fig. 2.20 presents the experimental setup configuration. Also, the system pa-

rameters are presented in Table 2.1. Fig. 2.21 displays the experimental results

for the system with nominal parameters. As shown in this figure, the proposed

µ-synthesis current controller provides a satisfactory reference tracking and steady-

state performance. Also, the controller actively damps the resonant oscillations.

Moreover, Fig. 2.22 illustrates two cases in which the grid-side impedance de-

viates with ∆L2 = ±70% and ∆R2 = ±70% from its nominal values. This figure

shows the performance of the proposed current controller in the presence of grid-side

impedance uncertainties and delay uncertainties. In this case, the total harmonic

distortion (THD) of the injected current is 2.38% and 3.11% for ∆L2 = ∆R2 = 70%
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Fig. 2.21: Performance of the proposed controller for the system with the
nominal parameters.

Fig. 2.22: Performance of the proposed controller for the system with devi-
ated parameters: (a) ∆L2 = +70% and ∆R2 = +70% (weak grid situation),
and (b) ∆L2 = −70% and ∆R2 = −70%.

(weak grid situation) and ∆L2 = ∆R2 = −70%, respectively. Hence, in these situ-

ations, the injected current satisfies the IEEE 1547 standard [117], which requires

the THD to be less than 5%.

Furthermore, in another test, the disturbance rejection capability of the pro-

posed controller in a distorted grid voltage condition is evaluated. In this test, the

grid voltage is polluted by 5% of the 3rd, 5th, and 7th grid harmonics. The harmonic

contents of the injected current for the distorted grid voltage are demonstrated in
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Fig. 2.23: Harmonic contents of the injected current for the case of distorted
grid voltage containing 5% of the 3rd, 5th, and 7th voltage harmonics.

Fig. 2.23. As shown in this figure, the harmonic contents of the injected currents

meet the IEEE 1547 standard. The injected current THD and grid voltage THD for

sinusoidal voltage are 2.54% and 0.438%, respectively. Moreover, the current THD

and grid voltage THD for polluted voltage are 3.14% and 8.4%, respectively. It is

worth mentioning that the application of the proposed controller is for micro and

mini inverters, where several modular low-power inverters are connected in parallel,

and the whole system is connected to the grid. In this kind of application, a higher

THD is acceptable for each inverter as compared with high-power rating inverters.

Also, because the power density is an important factor for this application, sys-

tem components are physically smaller. As a result, ripples and distortions become

bigger in comparison with the fundamental harmonic.

2.5 Robust Control System for Standalone In-

verters to Form a Microgrid

Fig. 2.24 depicts the configuration of a droop-controlled standalone inverter

and its control block diagram. As shown in this figure, the cascade control system

contains robust current, voltage, and droop control loops. The current control loop

is responsible to track the current reference iref
2 determined by the voltage control
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Fig. 2.24: Single-phase droop-controlled standalone inverter: (a) system
configuration, and (b) control system.

loop. Also, the voltage controller adjusts the capacitor voltage of the output filter

vc with respect to the reference determined by the droop controller vref
c . Eventually,

the droop specifies the angular frequency ω and voltage amplitude V̂c for the system

based on the active and reactive powers demanded by the load.

Unlike the grid-connected operation mode where the sinusoidal current should

be injected into the grid to comply with standards, in the standalone operation

mode, the voltage quality is important, and the inverter is required to generate a

sinusoidal voltage. Therefore, in addition to tracking the reference voltage vref
c , the

voltage controller is responsible for harmonic rejection as well. Moreover, compared

to the grid-connected system investigated earlier in this chapter, the droop loop is

nonlinear. Also, as the frequency is not forced by the grid in the standalone mode,

the system frequency may change due to the load variations.

A robust control system can be designed for the standalone system shown in

Fig. 2.24 using µ-synthesis and H∞ methods as discussed in this chapter. However,

considering the aforementioned differences between a standalone and grid-connected

systems, especially, system nonlinearities due to the droop loop and frequency vari-

ations, the design procedure would be more complicated than the grid-connected

system, and, more importantly, the resulting controller will be more complicated.

Also, the complexity of selecting proper weight transfer functions for robust con-

trollers makes the design procedure even more challenging. Moreover, as mentioned
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in Section 2.3, robust control techniques adopted to design current and voltage con-

trollers for a grid-connected system leads to high-order controllers, i.e. the current

controller is of order 15, and the voltage controller is of order 5. Consequently,

since the standalone system is more complicated and has more control loops than

the grid-connected one, it is expected that using robust control design approach to

address control objectives in the standalone operation mode yields a very high-order

system. As one of the thesis objective is to study a single-phase microgrid that con-

tains multiple standalone inverters and how inverters interact with each other, using

such a high-order control system for each standalone inverter makes the microgrid

analysis too complicated. Accordingly, robust controllers are not used in the rest

of this thesis. In the next chapter, a systematic approach is introduced to design

cascade control systems based on the intra-loop state feedback technique where the

order of the proposed control system is the same as the conventional control system.

2.6 Summary

This chapter investigates the usage of robust controllers for inverters oper-

ating in grid-connected or standalone mode. Robust current and dc link voltage

controllers are proposed based on µ-synthesis and H∞ methods, respectively, for a

single-phase PV inverter with an LCL filter that operates in a weak grid situation. It

is demonstrated that the current controller ensures system robustness against weak

grid impedance variations and also compensates time delay arising from calculation

and PWM as well as delay uncertainties. The controller provides active damping

of undesirable resonant oscillations as well. On the other hand, the proposed dc

link voltage controller ensures system stability and robustness against input power

variations. The dc link controller quickly suppresses voltage fluctuation caused by

input power variations thanks to its wide control bandwidth. Furthermore, the

proposed controller satisfies power decoupling and double-frequency mitigation to

inject high-power-quality current into the grid and prevent power factor deviation

and third harmonic injection. In addition, the stability and robust performance of
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the PLL loop in a weak grid with major impedance changes is proven. Moreover,

the viability of using robust control systems for single-phase standalone inverters

operating in a microgrid is briefly reviewed. It is explained that using robust control

design approach in the standalone operation mode yields a very high-order control

system, which makes the microgrid analysis too complicated. Consequently, robust

controllers are not used in the rest of this thesis.
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Chapter 3

Cascade Control Design Based on

Intra-loop State Feedbacks
The approach of using cascade control loops to construct and design a con-

trol system has been widely used in various power electronic applications such as

renewable energy converters, motor drives, battery chargers, etc [46–50]. Cascade

control structures are inspired from the successive impacts of system variables on

each other, where multiple control loops are placed into one another, and each loop

provides the reference for its immediate internal loop.

As discussed in Chapter 1, it is normally assumed that each inner loop is

sufficiently faster than its immediate outer loop. Thus, the inner loop dynamics

are practically invisible to the outer loop and can be ignored when designing the

outer loop [7, 48, 57–64]. Such assumption has been essential to simplify the design

procedure of the cascade control system. However, the distinct timescale assignment

between the loops limits the design flexibility and may lead to excessively slow

dynamic responses at outer loops.

On the other hand, if a fast outer loop at a timescale close or comparable to

that of the internal loop is required, the internal loop dynamics should be considered

in the design of the outer loop controller. Consequently, the design procedure

and structure of the external controller would be complicated because the external

controller should handle a high-order system that contains the internal control loop

plus the original plant.

The proposed method in this chapter removes the aforementioned limitation

on the timescales of the cascade loops while retaining the cascade control structure

and its advantages. The proposed idea is to include the inner loop dynamics in the
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design of the outer loops using intra-loop state feedbacks. Therefore, a systematic

design approach is introduced to maintain the design simplicity advantage of cascade

control systems. In fact, similar to the conventional approach, the proposed design

procedure starts from the most inner loop and successively proceeds outwardly to

design all loops so that the design simplicity is maintained.

In the following, first, the LQT method proposed in [118] to optimally design

a state-feedback controller is briefly reviewed. Next, drawbacks and constraints

of conventional design approaches for cascade control systems are stated. Then,

inspired by the LQT method, the proposed cascade control system is structured

based on the intra-loop state feedbacks, and the corresponding design approach is

presented, which resolves the shortcomings of the conventional design approaches.

Finally, the proposed approach is used to design a cascade control system, containing

current and voltage control loops, for a single-phase standalone inverter, and it is

shown that the distinct timescale constraint is relaxed using the proposed method.

3.1 Linear Quadratic Tracking Method

The linear quadratic regulator (LQR) method is a well-known approach that

can be used to optimally design gains of a state feedback controller. The appli-

cation of this control design approach to power converter systems has some chal-

lenges, which have been discussed in the literature. In [119], a controller is designed

based on the conventional LQR method to control a three-phase inverter in the

synchronous rotating frame. In [120], an LQR-based controller is used for a three-

phase inverter where its cost function is arranged such that it contains errors of the

state variables. Therefore, the approach relies on the availability of the reference

values of system state variables to achieve zero steady-state tracking error [118].

The aforementioned approaches have the following drawbacks. First, the reference

and disturbance signals are not considered in the controller design procedure, which

is an important issue for applications where the tracking feature is required. In ad-

dition, there is no meaningful correlation between weight factors in the cost function
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Fig. 3.1: Block diagram of the current control loop for the single-phase grid-
connected inverter.

and the state variables of the tracking problem, which does not provide insight in

the design procedure.

To resolve the above mentioned drawbacks, an approach is introduced in [118]

to transform the state-space model of the system to a new state-space model with

a well-defined cost function for the sinusoidal tracking problem. Additionally, using

this approach, the tracking error explicitly appears in the cost function; therefore,

minimizing the cost function results in the error minimization as well.

The approach is used to optimally design a state feedback current controller

for a single-phase grid-connected inverter with an LCL filter, whose block diagram

is depicted in Fig. 3.1. For this purpose, first, the state-space equations of the

controller and plant, including the inverter and LCL filter, should be derived.

To track a sinusoidal reference with zero steady-state error, its dynamics must

be included in the transfer function of the controller based on the internal model

principle. Thus, a resonant controller with the following transfer function is used

C(s) =
N(s)

∆(s)
=
k2s+ k1

s2 + ω2
g

, (3.1)

where ωg refers to the grid angular frequency. Therefore, the state-space equation

of the resonant controller is

ẋc=Acxc + Bce (3.2)
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where xc = [xc1 xc2]T and e= i2ref − i2 is the tracking error. Also, matrices Ac and

Bc are derived in the controllable canonical form as

Ac =

 0 1

−ω2
g 0

 , Bc =

0

1

 . (3.3)

According to Fig. 3.1, the state-space equations of the plant are

ẋp = Apxp + Bpu+ Bgvg, yp = Cpxp, (3.4)

where xp = [i1 vc i2]T , yp = i2, and u refers to the control signal. Thus, the state-

space matrices Ap, Bp, Bg, and Cp are

Ap=


0 − 1

L1
0

1
Cf

0 − 1
Cf

0 1
L2

0

 , Bp=


1
L1

0

0

 , Bg =


0

0

− 1
L2

 , Cp=
[
0 0 1

]
. (3.5)

Augmenting (3.2) and (3.4) yields

ẋ = Ax + Buu+ Brefi2ref + Bwvg, (3.6)

where x=[xc xp]
T , and A, Bu, Bref , Bw, and C are given by (3.7)

A =

Ac −BcCp

0 Ap

,Bu =

 0

Bp

,Bref =

Bc

0

,Bw =

 0

Bg

,C =
[
0 Cp

]
. (3.7)

In addition, the control signal is defined as u=−kx where k=[kc kp], kc=[k1 k2],

and kp=[k3 k4 k5].

Define the operator D(p) according to ∆(s) in (3.1) as D(p) = p2 + ω2
g in the

time domain, where p = (d/dt) is the time-derivative operator. It is also assumed

that the grid voltage is a sinusoidal waveform as vg = V sin(ωgt). Thus, multiplying

D(p) to vg results in D(p)vg=(d2/dt2) (V sin(ωgt)) +ω2
g (V sin(ωgt))=0. By the same
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token, it is concluded that D(p)i2ref =0. Consequently, applying the transformation

D(p) to both sides of (3.6) yields

ż = Az + Buv, (3.8)

where z and v are the transformed state vector and control signal, respectively, and

they are defined as z =D(p)x = ẍ + ω2
gx and v=D(p)u= ü + ω2

gu. Furthermore,

according to (3.2) and (3.3), it can be seen that

z1 = ẍc1 + ω2
gxc1 = e, z2 = ẍc2 + ω2

gxc2 = ė. (3.9)

Now, the LQR method can be used to optimally design the controller gains for

the system represented by (3.8). In this case, the following cost function would be

minimized by the LQR method

J =

∫ ∞
0

(
zTQz + rv2

)
dt =

∫ ∞
0

(
q1e

2 + q2ė
2 + zTp Qpzp + rv2

)
dt, (3.10)

where v=−kz, and Q=diag (q1, q2,Qp) and Qp=diag (q3, q4, q5) are positive semi-

definite weight matrices. Also, r (r>0) refers to the weight factor of the transformed

control signal v. Generally, by modifying the value of r, the penalization dedicated

to the control signal in (3.10) is adjusted accordingly. Thus, the weight factor r

can be used to limit the control effort. Moreover, according to (3.10), the tracking

error e and its derivative ė explicitly appear in the cost function, which indicates

the cost function is well-defined as its minimization leads to the error minimization.

Therefore, regarding to the definition of Q and (3.10), the weight factors q1 and q2

directly affect the tracking error and its derivative.

To sum up, the LQT approach converts the tracking and disturbance rejection

problems to a regulation problem. In this approach, the transformation D(p) =

det(pI −Ac) is used to map x to z=D(p)x and u to v=D(p)u. The transformed

state-space equation in the new coordinate is ż = Az + Buv, where the definitions
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of the state-space matrices A and Bu are provided in (3.7). It is worth mentioning

that the transformation D(p) nullifies both the disturbance and the reference signals

as they are all sinusoidal, i.e. D(p)vg = 0 and D(p)i2ref = 0, because the dynamics

of vg and i2ref are included in the controller’s dynamics denoted by ∆(s). Finally,

by applying the LQR method to the transformed state-space equation (3.8), the

optimal values of the controller gains k can be calculated in Matlab software using

the lqr command.

As explained in this section, the proposed LQT method is used to design a

current controller for a single-phase grid-connected inverter. In Section 3.3, the

application of the LQT method is extended to propose a systematic design approach

for a general cascade control system which has intra-loop state feedbacks. Then,

the proposed approach is used to design a cascade control system, consisting of the

voltage and current control loops, for a single-phase standalone inverter.

3.2 Problem Statement

As mentioned earlier, cascade control systems can be used in several power

electronic applications. Fig. 3.2 shows an example of cascade control system used

for the integration of a single-stage PV system to the grid. The system configuration

is shown in Fig. 3.2(a). Also, Fig. 3.2(b) illustrates the block diagram of the cascade

control system of the inverter. In this figure, the internal controller is responsible

for the current quality indices such as harmonics and also current limiting to ensure

the current does not cross the limits during fast transients. The external controller

regulates the dc link voltage by determining the current reference icref . Also, the

limiter block is used for protection to ensure that the current reference lies within

the acceptable range during harsh transients

iref =

 icref |icref | 6 Imax

sgn(icref)Imax |icref | > Imax

(3.11)
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Fig. 3.2: An example of the cascade control system utilization for the in-
tegration of the PV system to the grid: (a) system configuration, and (b)
control block diagram.

where iref and Imax refer to the output of the limiter block and the maximum

acceptable current, respectively.

Regarding Fig. 3.2(b), the current controller can be designed using the LQT

method as explained in Section 3.1. For the conventional design of the voltage con-

troller, two different approaches can be chosen which are explained in the following.

Approach 1, which is more common, is to consider the external loop sufficiently

slower (10-20 times) than the internal loop to avoid the interaction between cascade

loops. In this case, as the internal loop dynamics are invisible to the external loop,

the internal loop dynamics can be ignored for the design of the external controller,

which simplifies the design procedure. However, this approach sacrifices the fast

and swift responses of the external controller that could have been achieved by a

faster controller.

In Approach 2, the internal loop dynamics are considered in the design proce-

dure of the external controller. Therefore, as the cascade loop interactions are in-

cluded in the design procedure, a faster external loop can be designed at a timescale

close or comparable to that of the internal loop. In this case, the design procedure of

the external controller becomes more complicated compared with the first approach

because the external controller should consider a high-order plant, including the in-

ternal control loop and the original plant. Moreover, due to the limiter block placed
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Fig. 3.3: Closed-loop poles of conventional cascade control systems designed
based on: (a) Approach 1 (slow external loop), and (b) Approach 2 (fast
external loop).

between the external controller and internal loop, the output of the fast external

controller may be saturated easily during transients because of the large control ef-

fort applied by the external controller, which may degrade the overall performance

of the system or can enter the system to limit cycles if not unstable.

Fig. 3.3 displays the closed-loop poles of the conventional cascade control sys-

tems which are designed based on Approach 1 (slow external loop) and Approach 2

(fast external loop), where an LQT-based controller is used as the current con-

troller and a PI controller with the transfer function CPI(s) = kprop
PI +

kintPI
s

is used

to regulate the dc link voltage. According to Fig. 3.3(a), the dominant poles of the

voltage controller are placed far from the dominant poles of the current controller in

Approach 1, which leads to slower dynamic responses at the external loop. On the
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other hand, in Approach 2, the poles of the voltage controller are placed close to the

current controller poles as depicted in Fig. 3.3(b) to enhance the dynamic perfor-

mance of the external controller. However, the external loop dynamic improvement

is achieved at the price of slowing down the internal loop dynamics. In fact, as the

poles of the conventional voltage controller move to left side by changing the gains

of the PI controller, the poles of the current controller are pushed to the right side,

which leads to slower dynamics for the internal loop.

Fig. 3.4 displays the simulation results for the single-stage PV system of Fig. 3.2,

whose cascade control system is designed using either Approach 1 or Approach 2.

The extracted power from the PV panel pext jumps from 0 to 10 kW at t=0.1 s. Ac-

cording to Fig. 3.4(a), it is observed that the dc link of the control system designed

based on Approach 2 experiences smaller fluctuations thanks to the faster external

controller. Then, pext decreases to from 10 kW to 9 kW at t = 0.21 s, and Vdcref

changes from 600 V to 500 V at the same time. Fig. 3.4(b) shows that the output

of the dc link controller in Approach 2 is excessively saturated due to the harsh

transient. Fig. 3.4(a) also illustrates the dc link tolerates more extreme deviations

than the system with slower external controller (Approach 1 ), which indicates that

the controller’s saturation degrades the performance of Approach 2. Moreover, as

displayed in Fig. 3.4(c), the control system designed using Approach 2 fails to limit

the injected current within the acceptable range during the transient, which may

damage the inverter or activate the protection system.

To sum up, as highlighted by this example, it is concluded that using Ap-

proach 2 can lead to the external controller’s saturation and/or design complexity

in general. Therefore, Approach 1 is commonly used to design such systems, where

the cascade control loops must have distinct timescales. However, this translates

into an overall sluggish performance at the outer loop. In the next section, the

proposed method is presented to resolve the aforementioned drawbacks of the con-

ventional design approaches.
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Fig. 3.4: Performance comparison of conventional cascade control systems
designed using Approach 1 and Approach 2 : (a) dc link voltage, (b) current
reference determined by the external controller icref and its limited value iref ,
and (c) injected current to the grid.

3.3 Cascade Control Design Using Proposed Intra-

Loop State Feedbacks

This section describes the proposed cascade control structure, containing intra-

loop state feedback, and the corresponding proposed design approach based on the

LQT method.
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Fig. 3.5: Proposed cascade control structure based on intra-loop state-
feedback systems.

3.3.1 Proposed Control structure

Fig. 3.5 shows the proposed cascade control structure, where two loops are

depicted in a simple block diagram. The proposed structure maintains the cascade

structure property and allows tight control and limiting of the internal variable, e.g.

y1. As depicted in Fig. 3.5, state variables of the internal loop are feedbacked to the

external loop through kp2xp2 to generate the external loop control signal y1,ref that

is the reference signal for the internal loop. The proposed method takes account of

the interaction among loops, and the distinct-timescales constraint is alleviated.

Assuming the cascade control contains several loops, the design procedure of

the proposed system illustrated in Fig. 3.5 is as follows. Firstly, the most internal

loop is designed using the LQT approach. Then, the dynamics of the internal loop

are feedbacked to the design of the external level. At this level, again a full-state

feedback, including all the state variables at both levels, is optimally designed.

The plant and controller of each internal loop together form a new plant for the

next external loop as shown in Fig. 3.5. This process is continued until all loops

are designed. This way, it is not required to assume that the internal loops are

much faster than the outer loops because the full-state feedback design ensures the

stability and smooth responses.

It is worth mentioning that the proposed approach not only guarantees stability

but also the optimality of controllers using the LQR method. Moreover, the order

of the proposed control system is the same as the conventional control system. This

procedure is formulated and illustrated below.
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3.3.2 Proposed Design Procedure Based on LQT Method

In this section, the proposed design approach for the cascade control system,

depicted in Fig. 3.5, is presented in general. For this purpose, the internal loop

is first considered. As discussed in Section 3.1, it is assumed that the dynamics

of the internal loop reference signal y1,ref and disturbance signal w are included in

the internal controller’s dynamics to achieve zero steady-state tracking error. In

other words, the denominator of the internal controller ∆1(s) is selected based on

the internal model principle. According to Fig. 3.5, the state-space equation of the

internal controller is

ẋc1 =Ac1xc1+Bc1e1, (3.12)

where xc1 refers to the state vector of the internal loop controller and e1 =y1,ref−y1

is the error of the internal loop. Also, matrices Ac1 and Bc1 are in the controllable

canonical form.

The state-space equations of the internal loop plant (Plant 1 ) are

ẋp1 =Ap1xp1+Bp1u+ Bww, (3.13)

y1 =Cp1xp1+Dp1u+Dww, (3.14)

where xp1 and y1 stand for the state vector and output of the internal loop plant,

respectively. Now, (3.12)-(3.14) are augmented to form the state-space equations of

the internal loop as

ẋ1 = A1x1 + Bu
1u+ B1,ref

1 y1,ref + Bw
1 w, (3.15)

y1 = C1x1 + Dp1u+ Dww, (3.16)
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where x1 =[xc1 xp1]T , and matrices A1, Bu
1 , B1,ref

1 , Bw
1 , and C1 are defined as follows

A1 =

Ac1 −Bc1Cp1

0 Ap1

 , Bu
1 =

 0

Bp1

 ,
B1,ref

1 =

Bc1

0

 , Bw
1 =

 0

Bw

 ,C1 =
[
0 Cp1

]
.

(3.17)

Also, u is the internal control signal and defined as

u = −kc1xc1 − kp1xp1 = −k1x1, (3.18)

where k1 =[kc1 kp1], and kc1 and kp1 are the gain vectors of the internal controller.

Similar to Section 3.1, to convert the tracking problem to a regulation problem,

the transformation D1(p) is defined as follows

D1(p) = det(pI−Ac1) = pm + am−1p
m−1 + ...+ a0, (3.19)

where p = (d/dt) is the time-derivative operator and m refers to the order of the

internal controller. Since the dynamics of the internal reference signal y1,ref and

disturbance signal w are included in the internal controller, the transformation

nullifies both the internal reference and disturbance signals, i.e. D1(p)y1,ref =0 and

D1(p)w=0. Consequently, applying D1(p) to both sides of (3.15) yields

ż1 = A1z1 + Bu
1v1, (3.20)

where z1 =D1(p)x1 and v1 =D1(p)u are the transformed internal loop state vector

and control signal, respectively. Now, as indicated in Section 3.1, if the matrices

Ac1 and Bc1 are in the controllable canonical form, the transformed state variables

of the internal controller zc1 =D1(p)xc1 = [z11 · · · z1m]T are related to the internal
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loop error e1 and its derivatives as, [118],

z11 = e1, z12 =
de1

dt
, · · · , z1m =

dm−1e1

dtm−1
. (3.21)

Then, applying the LQR method, k1 can be optimally calculated in Matlab software

using the lqr command to minimize the following cost function

J1 =

∫ ∞
0

(
zT1 Q1z1 + r1v

2
1

)
dt=

∫ ∞
0

(
q11z

2
11 + · · ·+ q1mz

2
1m + zTp1Qp1zp1 + r1v

2
1

)
dt,

(3.22)

where Q1 =diag (q11, · · · , q1m,Qp1) is the weight matrix for the transformed internal

loop state variables z1, and r1 is the weight factor related to the transformed internal

loop control signal v1. According to (3.21) and (3.22), the internal loop tracking

error and its derivatives explicitly appear in the cost function of the internal loop,

which means the cost function is well-defined as its minimization results in the error

minimization for the internal loop.

To design the external loop controller, the whole internal loop is considered as

a new plant (Plant 2 ), i.e. xp2 = x1 = [xc1 xp1]T . Similar to the internal loop, it

is assumed that the dynamics of the external loop reference signal yref is included

in the external controller’s dynamics ∆2(s). According to Fig. 3.5, the state-space

equation of the external loop controller is

ẋc2 =Ac2xc2+Bc2e2, (3.23)

where xc2 stands for the state vector of the external controller, and e2 = yref−y is

the error of the external loop. Also, Ac2 and Bc2 are in the controllable canonical

form.

For the external loop plant (Plant 2 ), as the disturbance impact w is compen-

sated in the internal loop, the state-space equations are

ẋp2 =Ap2xp2+Bp2y1,ref, (3.24)
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y=Cp2xp2+Dp2y1,ref, (3.25)

where xp2 and y refer to the state vector and output of the external loop plant,

respectively. Since the internal loop is considered as the external loop plant, sub-

stituting (3.18) into (3.15) results in Ap2 =A1 −Bu
1k1 and Bp2 =B1,ref

1 . Assuming

x2 = [xc2 xp2]T , the state-space equations of the external loop are derived by aug-

menting (3.23)-(3.25) as

ẋ2 = A2x2 + B1,ref
2 y1,ref + Bref

2 yref. (3.26)

y = C2x2 + Dp2y1,ref, (3.27)

where matrices A2, B1,ref
2 , Bref

2 , and C2 are

A2 =

Ac2 −Bc2Cp2

0 Ap2

 , B1,ref
2 =

 0

Bp2

 ,
Bref

2 =

Bc2

0

 , C2 =
[
0 Cp2

]
.

(3.28)

Also, the external loop control signal y1,ref is defined as

y1,ref = −kc2xc2 − kp2xp2 = −k2x2, (3.29)

where k2 = [kc2 kp2], and kc2 and kp2 are the gain vectors of the external loop

controller.

Similar to the internal loop, to convert the tracking problem to a regulation

one, the transformation D2(p) is defined as D2(p) = det(pI − Ac2) to map x2 to

z2 =D2(p)x2 and y1,ref to v2 =D2(p)y1,ref. Note that D2(p)yref = 0 because the dy-

namics of the external loop reference signal yref is included in the external controller.

Therefore, by applying D2(p) to both sides of (3.26), the transformed state-space
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equation of the external loop in the new coordinate is

ż2 = A2z2 + B1,ref
2 v2. (3.30)

As stated earlier, this transformation correlates the transformed state variables of

the external controller zc2 =D2(p)xc2 = [z21 · · · z2n]T to the external loop error e2

and its derivatives as follows

z21 = e2, z22 =
de2

dt
, · · · , z2n =

dn−1e2

dtn−1
, (3.31)

where n denotes the order of the external controller.

Next, the optimum value of k2 can be calculated in Matlab using the lqr

command to minimize the following cost function

J2 =

∫ ∞
0

(
zT2 Q2z2 + r2v

2
2

)
dt=

∫ ∞
0

(
q21z

2
21 + · · ·+ q2nz

2
2n + zTp2Qp2zp2 + r2v

2
2

)
dt,

(3.32)

where Q2 =diag (q21, · · · , q2n,Qp2) is the weight matrix for the transformed external

loop state variables and r2 denotes the weight factor of the transformed control

signal. According to (3.31) and (3.32), it is observed that the cost function contains

the external loop error and its derivative terms, which indicates the cost function

minimization leads to the external loop error minimization as well. It is worth

noting that, by modifying r2, the external loop control effort y1,ref will be adjusted

and saturation can be avoided.

As discussed in this section, the proposed approach based on the LQT method

considers cascade loop interactions in the design procedure. Hence, the distinct-

timescale constraint among cascade loops is relaxed here. Moreover, the proposed

design approach explicitly engages the internal and external loop errors and their

derivatives in the corresponding LQR cost functions. Therefore, there is a trans-

parent correlation between weight factors and error minimization in this approach.

The proposed design algorithm, including the weight factor selection, for the cascade
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control system shown in Fig. 3.5 is summarized below.

3.3.3 Step-by-step Design Algorithm

3.3.3.1 Internal Loop Design

Step 1 : Form the denominator of the inner loop controller ∆1(s) based on the

internal model principle to ensure the reference tracking and disturbance re-

jection.

Step 2 : Find Ac1 and Bc1 in the controllable canonical form.

Step 3 : Derive state-space matrices of Plant 1, Ap1, Bp1, Cp1, and Dp1.

Step 4 : Augment the inner loop controller and Plant 1 equations to derive (3.15)

and (3.17).

Step 5 : Select r1 =1 and Q1 =diag (q11, · · · , q1m,Qp1), and solve the LQR prob-

lem for (3.20) to minimize (3.22) and to find the optimum values of kc1 and

kp1. For this purpose, firstly, a weight value q110 is assigned for q11, which is

applied to the internal loop error e1 (3.22), and other weight factors are set to

zero Q1 =diag (q110 , 0, · · · , 0). Observe how the closed-loop poles vary due to

the assigned value for the weight factor q11. Repeat the same procedure for

other weight factors q1i (i> 2) until all the poles of the internal loop system

are mapped to appropriate places. It is worth mentioning that it is not nec-

essary to assign values for all weight factors, and some of them can be set to

zero. Finally, the value of r1 can be tuned to adjust the internal loop control

effort as well.

3.3.3.2 External Loop Design

Step 6 : Similar to Step 1, form the denominator of the outer loop controller ∆2(s)

using the internal model principle.

Step 7 : Similar to Step 2, derive Ac2 and Bc2 in the controllable canonical form.
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Step 8 : Form state-space matrices of Plant 2 as Ap2 =A1−Bu
1k1 and Bp2 =B1,ref

1

by using k1 =[kc1 kp1] of Step 5.

Step 9 : Augment the outer loop controller and Plant 2 equations to derive (3.26)

and (3.28).

Step 10 : Select r2 = 1 and Q2 = diag (q21, · · · , q2n,Qp2), and solve the LQR

for (3.30) to minimize (3.32) and to find the optimum values of kc2 and kp2.

Similar to Step 5, the value of r2 can be modified to avoid the control effort

saturation.

3.4 Design Cascade Control System for Single-

phase Standalone Inverter

In this section, the voltage and current control loops of a single-phase stan-

dalone inverter are structured and designed based on the proposed method. Fig. 3.6

shows the system configuration and the proposed cascade control system based on

the intra-loop state feedback. System parameters are listed in Table 3.1.

To design the cascade control system, the internal loop is first considered. As

discussed earlier, to track the sinusoidal reference of the internal loop i2ref , a resonant

controller with the following transfer function is used as the internal controller

C1(s) =
kc12s+ kc11

s2 + ω2
, (3.33)

Table 3.1: Parameters of the single-phase standalone inverter

Parameter Value

Pnom 1 kW

L1 2 mH

Cf 2.2 µF

L2 2 mH
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(a)

(b)

Fig. 3.6: Single-phase standalone inverter: (a) system configuration, and
(b) proposed cascade control system.

where kc1 = [kc11 kc12] and ω refers to the angular frequency. According to (3.33),

the denominator of the internal controller is selected as ∆1(s) = s2 + ω2 (Step 1 ).

The State-space equation of the current controller is

ẋc1 = Ac1xc1 + Bc1e1, (3.34)

where e1 = i2ref − i2 is the error of the current loop. Also, matrices Ac1 and Bc1 are

formed in the controllable canonical form (Step 2 ) as

Ac1 =

 0 1

−ω2 0

 , Bc1 =

 0

1

 . (3.35)

According to Fig. 3.6(b), the state-space equations of Plant 1, containing the

inverter and its filter, are

ẋp1 = Ap1xp1 + Bp1u+ BLvL, yp1 = Cp1xp1, (3.36)

where xp1 = [i1 vc i2]T and yp1 = [i2 vc]
T . Also, i1, vc, i2, u, and vL refer to the
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Fig. 3.7: Closed-loop poles of the current loop.

current of the inverter-side inductor L1, the capacitor voltage Cf , the current of

the load-side inductor L2, the internal loop control signal, and the load voltage,

respectively. Moreover, Ap1, Bp1, BL, and Cp1 are defined as follows (Step 3 )

Ap1 =


0 −1

L1
0

1
Cf

0 −1
Cf

0 1
L2

0

,Bp1 =


1
L1

0

0

,BL=


0

0

−1
L2

,
Cp1 =

[
Cp1i Cp1v

]T
,Cp1i =

[
0 0 1

]
,Cp1v =

[
0 1 0

]
.

(3.37)

Now, (3.34) and (3.36) are augmented to form the state-space equation of the

entire internal loop (Step 4 )

ẋ1 = A1x1 + Bu
1u+ B1,ref

1 i2ref + Bw
1 vL, (3.38)

where the definitions of A1, Bu
1 , B1,ref

1 , and Bw
1 are provided by (3.17).

Eventually, r1 = 1 and Q1 = diag (q11, q12, ..., q15) are selected as weight factors

of the LQR cost function for the internal loop (3.22). Now, by solving the LQR

problem, the poles of the current control loop can be mapped to appropriate places

and the optimum values of kc1 and kp1 are found (Step 5 ). Fig. 3.7 shows the

displacement and final locations of the current control loop poles while varying the

weight factors.
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To track the sinusoidal reference of the external loop vcref , the following resonant

controller is used

C2(s) =
kc22s+ kc21

s2 + ω2
, (3.39)

where kc2 = [kc21 kc22] and ω. According to (3.39), the denominator of the voltage

controller is ∆2(s)=s2 +ω2 (Step 6 ). Also, the State-space equation of the voltage

controller is

ẋc2 = Ac2xc2 + Bc2e2, (3.40)

where e2 = vcref − vc is the voltage error. Also, matrices Ac2 and Bc2 are the same

as Ac1 and Bc1 in (3.34), respectively (Step 7 ).

As mentioned earlier, to include the internal loop dynamics in the design pro-

cedure of the external controller, the entire internal loop is considered as a new

plant for the controller (Plant 2 ). Therefore, the state-space equation of Plant 2 is

ẋ2 = A2x2 + B1,ref
2 i2ref + Bref

2 vcref . (3.41)

where Ap2 =A1 −Bu
1k1 and Bp2 =B1,ref

1 (Step 8 ).

After that, (3.40) and (3.41) are augmented to form the state-space equation

of the external loop (Step 9 )

ẋ2 = A2x2 + B1,ref
2 i2ref + Bref

2 vcref . (3.42)

where the definitions of A2, B1,ref
2 , and Bref

2 are given by (3.28).

Finally, the weight factors of the LQR cost function for the external loop (3.32)

are chosen as r2 = 1 and Q2 = diag (q21, q22, ..., q27). By solving the LQR problem,

the closed-loop poles of the voltage control loop can be placed properly and the

optimum values of kc2 and kp2 are calculated accordingly (Step 10 ). Fig. 3.8 depicts

the displacement and final locations of the voltage control loop poles with respect to

variations in the weight factors. Table 3.2 represents parameters of the current and

voltage controllers designed based on the proposed design approach. Simulation
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Fig. 3.8: Closed-loop poles of the voltage loop.

and experimental results of the proposed cascade control system within different

scenarios are presented in Chapter 4 and Chapter 5.

It is worth mentioning that the proposed approach can be used to design a

cascade control system for three-phase systems as well. However, to maintain the

thesis’s consistency, the example is provided in Appendix C.

Table 3.2: Parameters of the proposed current and voltage controllers

Parameter Value

Current Controller

kc11 −3.08× 107

kc12 −3.89× 104

kp11 20.58

kp12 0.13

kp13 −0.82

Voltage Controller

kc21 −6.6× 104

kc22 −162

kp21 −4.36× 103

kp22 2.75× 103

kp23 0.09

kp24 6.9× 10−3

kp25 −0.22

Closed-loop poles

λ1,2 −8.11× 102 ± j1.55× 102

λ3,4 −1.09× 103 ± j1.09× 103

λ5,6 −7.05× 103 ± j2.14× 104

λ7 −1.23× 104
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3.5 Summary

A method to restructure and design cascade control loops is proposed based

on the linear quadratic theory in this chapter. By considering the interactions

among cascade control loops, the proposed method alleviates the limitation on the

timescales of the loops. Therefore, using the proposed method, the external loops

can be designed much faster than the conventional approach. Consequently, the

proposed control system can exhibit swifter and smoother responses. The proposed

method is also used to design a cascade control system, including voltage and cur-

rent control loops, for a single-phase standalone inverter. Moreover, in Chapter 4

and Chapter 5, where interactions among parallel inverters and the efficiency im-

provement in a single-phase microgrid are studied, the proposed method is used to

structure and design voltage and current control loops of inverters operating in the

microgrid.
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Chapter 4

Modeling and Stability Analysis of

Single-phase Microgrids Controlled

in Stationary Frame
Modern microgrids are transitioning toward having an increasing portion of

GFM converters to support nontraditional sources such as renewable energy and

energy storage systems while aiming to improve system stability, reliability, power

rating, and flexibility. Understanding the interaction among parallel GFM con-

verters to guarantee the microgrid stability within various operating conditions is

necessary.

As discussed in Chapter 1, for single-phase systems, when the controllers are

implemented in the rotating frame to facilitate the stability analysis and design, the

required OSG units degrade the system stability. In fact, in the rotating frame, be-

cause the dynamics originated from OSG units is not modeled, the accuracy of the

entire model and the stability analysis are questionable. On the other hand, when

the controllers are implemented in the stationary frame to avoid OSG-related prob-

lems, the stability analysis becomes particularly challenging due to nonlinearities

and mixed dc and ac state variables.

In this chapter, a new approach is proposed to systematically model and per-

form the stability analysis of a single-phase GFM inverter controlled in stationary

frame. The proposed approach is based on defining a complementary imaginary

system that allows transformation to the synchronous rotating frame without in-

troducing time-varying (double-frequency) terms and without altering the stability

properties. Therefore, this study uses the preferred way of implementation of the
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Fig. 4.1: Single-phase microgrid with parallel inverters.

controller that is in the stationary frame without OSGs, while modeling it in the

preferred frame that is the rotating frame to achieve dc quantities.

The proposed model can be used for small-signal stability analysis, tuning sys-

tem parameters, and studying the system sensitivity against parameter variations.

Moreover, the proposed model is able to represent behaviors of the fast dynamic

variables of the internal loops such as currents and voltages. Also, the proposed

imaginary system does not affect the actual system dynamics because the imaginary

dynamics does not interact with the system variables directly. In fact, there is no

feedback from the imaginary system to the original system, and the imaginary sys-

tem is only augmented with the system to allow the transformation to the rotating

frame. Eventually, the proposed approach is used for modeling and stability anal-

ysis of the system containing parallel GFM inverters controlled in the stationary

frame such as shown in Fig. 4.1. It is worth mentioning that, to address variable

frequency tracking in this study, a standalone microgrid is studied where the fre-

quency is not fixed, and adaptive resonant controllers are successfully implemented

in simulations and practice.
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4.1 Proposed Modeling Approach

As discussed in Chapter 1, in the conventional approaches, both controller

implementation and modeling are done in the same frame. However, each approach

has some drawbacks that make the mathematical modeling either unusable or not

fully accurate for the stability analysis. The proposed approach to resolve the

aforementioned problems is displayed in Fig. 4.2. As shown in Fig. 4.2(a), the

control system is designed and implemented in the stationary frame. Since the

mathematical model in the stationary frame consists of dc and ac state variables, the

stationary frame model is not proper for small-signal stability analysis. Therefore,

the mathematical model should be derived in the rotating frame to contain only dc

variables. For this purpose, an imaginary system is defined such that it is the same

as the ac subsystem of the original system, and its input comes from the droop vrefβ
c

as shown in Fig. 4.2(b). In this case, because the inputs of the ac subsystem of the

original system vrefα
c and the imaginary system vrefβ

c are orthogonal, the imaginary

system generates orthogonal variables of the ac subsystem of the original system.

Therefore, the augmented system, which is the combination of the original and

imaginary systems, is ready for the conversion to the rotating frame. Fig. 4.2(c)

illustrates the transformed system that is the accurate mathematical model of the

single-phase droop-controlled standalone inverter in the rotating frame. This model

is also suitable for the small-signal stability analysis.

In general, consider state-space equations of the original ac subsystem, con-

taining α-axis components, are represented by

ẋα = Axα + Buα, yα = Cxα + Duα. (4.1)

Therefore, for the imaginary system, which contains β-axis components, the state-

space equations would be

ẋβ = Axβ + Buβ, yβ = Cxβ + Duβ. (4.2)
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Fig. 4.2: Control system implementation and proposed modeling approach
for a single-phase droop-controlled inverter: (a) implementation, (b) model
containing the original, imaginary, and augmented systems in stationary
frame, and (c) proposed model containing the transformed system in rotat-
ing frame.

After defining the imaginary system, the original system and the imaginary

system are combined to form the augmented system in the stationary frame. Thus,

the state-space equations of the augmented system are

ẋαβ =Aαβxαβ+Bαβuαβ, yαβ =Cαβxαβ+Dαβuαβ,

Aαβ=

 A 0l1×l1

0l1×l1 A

,Bαβ=

 B 0l1×l2

0l1×l2 B

,
Cαβ=

 C 0l3×l1

0l3×l1 C

,Dαβ=

 D 0l3×l2

0l3×l2 D

,
(4.3)

where xαβ=
[
xα xβ

]T
, yαβ=

[
yα yβ

]T
, and uαβ=

[
uα uβ

]T
. Also, l1, l2, and l3 denote
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the dimensions of the state vectors xα,xβ, input vectors uα,uβ, and output vectors

yα,yβ of the ac subsystem of the original and imaginary systems.

Now, similar to a three-phase system transformation to the rotating frame that

is widely discussed in the literature [48, 121, 122], the state-space equations of the

augmented system (4.3) are transformed to the rotating frame and represented by

ẋdq = Adqxdq + Bdqudq, ydq = Cdqxdq + Ddqudq,

Adq=

 A ωIl1

−ωIl1 A

,Bdq=Bαβ,Cdq=Cαβ,Ddq=Dαβ,
(4.4)

where xdq=
[
xd xq

]T
, ydq=

[
yd yq

]T
, and udq=

[
ud uq

]T
. Also, ω refers to the rotating

speed of the frame. Observing (4.3) and (4.4), based on elementary rules of linear

algebra, it is concluded that λ(Adq) = λ(Aαβ) ± jω and λ(Aαβ) = λ(A). Thus,

the proposed approach does not alter the stability property, i.e. Re
(
λ(Adq)

)
=

Re (λ(A)).

In summary, in the proposed modeling approach, the imaginary system (4.2)

is defined the same as the ac subsystem of the original system (4.1) and excited by

the quadrature signal uβ. Also, there is no feedback from the imaginary system to

the original system. Therefore, the proposed modeling does not alter the stability

properties of the original system. Moreover, the control system is designed and

implemented in the stationary frame (without OSGs), and the imaginary system

is only used for the system modeling and stability analysis. Thus, parameters’

mismatch, which is a challenge in FAE method [94] and leads to steady-state errors

in the orthogonal signals, does not have such a negative effect on the control system

performance. This is further explained in Section 4.4.

The following algorithm summarizes the framework of the proposed approach.

Details of how to run the algorithm are discussed subsequently.
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Proposed Step-by-step Modeling Algorithm:

Step 1 : Derive state-space equations of the original system.

Step 2 : Consider the ac subsystem of the original system as α-axis system, i.e.

(4.1).

Step 3 : Define an imaginary system, β-axis system, the same as the system of

Step 2 excited by the quadrature signal, i.e. (4.2).

Step 4 : Combine (4.1)-(4.2) to derive the state equations of the augmented system

in the stationary frame, i.e. (4.3).

Step 5 : Apply Park’s transformation to (4.3) to derive the equations in the ro-

tating frame, i.e. (4.4).

4.2 Microgrid Equations in Stationary Frame

In this section, the entire state-space equations of the microgrid, depicted in

Fig. 4.1, including the parallel inverters and microgrid load are derived in the sta-

tionary frame. Also, as all inverters are in a parallel connection with each other, the

state-space equations for one of the parallel inverters are derived in the following.

4.2.1 Droop-controlled Inverter Equations in Stationary Frame

The control system of a droop-controlled inverter contains three cascade loops

which are the current, voltage, and droop control loops as depicted in Fig. 4.3. The

two inner current and voltage control loops have only ac state variables such as volt-

ages, currents, and controllers’ state variables. The droop control loop introduces

dc variables such as the active and reactive powers. The droop control also contains

nonlinear and trigonometric functions. Therefore, the entire system mixes both ac

and dc variables and linear and nonlinear dynamics.
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Fig. 4.3: Control loops of a droop-controlled inverter in the stationary frame.

4.2.1.1 Current Control Loop

The structure of the current control loop of an inverter with an LCL filter is

shown in Fig. 4.3. The state-space equations of the plant, containing the inverter

and its filter, are

ẋp = Apxp + Bpvinv + BpLvL, yp = Cpxp, (4.5)

where xp = [i1 vc i2]T and yp = [i2 vc]
T . Also, i1, vc, i2, vinv, and vL refer to the

current of the inverter-side inductor, the capacitor voltage, the current of the load-

side inductor, the inverter voltage, and the load voltage, respectively. Moreover,

Ap, Bp, BpL, and Cp are defined as follows

Ap=


0 −1

L1
0

1
Cf

0 −1
Cf

0 1
L2

0

,Bp=


1
L1

0

0

,BpL=


0

0

−1
L2

,
Cp=

[
Cp1 Cp2

]T
,Cp1 =

[
0 0 1

]
,Cp2 =

[
0 1 0

]
,

(4.6)

where L1, Cf , and L2 denote the inverter-side inductance, capacitance, and the

load-side inductance of the LCL filter.

As one of the control objectives is to regulate the load-side current i2, the

current control loop is closed on that current. In this study, the resonant controller
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introduced in Section 3.3 is used, and its transfer function is as follows

Uc
Ec

=
kc12s+ kc11

s2 + ω2
, (4.7)

where uc is the resonant current controller effort, kc11 and kc12 are the controller

parameters, and ec = iref
2 − i2 is the current tracking error. Thus, the State-space

equation of the current controller is

ẋc = Acxc + Bcec,

Ac =

 0 1

−ω2 0

 , Bc =

 0

1

 , (4.8)

where xc = [xc1 xc2]T is the state vector of the current controller, and ω is the

operating angular frequency determined by the droop.

Considering vinv =−kc1xc−kp1xp where kc1 =[kc11 kc12] and kp1 =[kp11 · · · kp13],

(4.5)-(4.8) form the state-space equations of the current control loop as

ẋcc = Accxcc + Bcci
ref
2 + BcLvL, ycc = Cccxcc,

Acc =

 Ac −BcCp1

−Bpkc1 Ap −Bpkp1

,
Bcc=

 Bc

03×1

,BcL=

 02×1

BpL

,Ccc=
[

01×2 Cp2

]
,

(4.9)

where xcc=[xc xp]
Tand ycc=vc. The gain vectors kc1 and kp1 are designed using the

LQT method as discussed in Section 3.4.
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4.2.1.2 Voltage Control Loop

The voltage control loop is also shown in Fig. 4.3. The voltage controller is

also a resonant controller with the following transfer function

Uv
Ev

=
kc22s+ kc21

s2 + ω2
, (4.10)

where uv is the resonant voltage controller effort, kc21 and kc22 are the controller

parameters, and ev = vref
c − vc denotes the voltage error. Also, the state-space

equation of the voltage controller is

ẋv = Avxv + Bvev, (4.11)

where xv=[xv1 xv2]T is the state vector of the voltage controller. Also, Av and Bv

are equal to Ac and Bc in (4.8), respectively.

Using iref
2 =−kc2xv−kp2xcc where kc2 =[kc21 kc22] and kp2 =[kp21 · · · kp25], the

state-space equations of the resonant controller (4.11) and the current control loop

(4.9) are augmented to derive the voltage control loop equations

ẋvc = Avcxvc + Bvcv
ref
c + BvLvL, yvc = Cvcxvc,

Avc =

 Av −BvCcc

−Bcckc2 Acc −Bcckp2

,
Bvc=

 Bv

05×1

,BvL=

 02×1

BcL

,Cvc=
[

02×4 Cp

]
,

(4.12)

where xvc=[xv xcc]
T and yvc=yp. Moreover, kc2 and kp2 are optimally designed

using the LQT method as explained in Section 3.4.

4.2.1.3 Droop Control Loop

The droop control loop consists of the voltage control loop, all-pass filters, vir-

tual impedance, power calculation block, low-pass filters, and droop characteristics
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as shown in Fig. 4.3.

All-Pass Filter Block: First-order all-pass filters (APFs) are used to introduce

90◦ phase-shift. The state-space equations of the APFs are

ẋap = Aapxap + Bapuap, yap = Capxap + Dapuap,

Aap = −ωI2, Bap = ωI2, Cap = 2I2,Dap = −I2,
(4.13)

where xap is the state vector of the APFs, uap=[i2 vc]
T , yap=[i2b vcb]

T, and I2 is the

identity matrix of dimension 2.

Virtual Impedance Block: An RL virtual impedance, Gvir = Rvir +Lvirs, is used

to fix the output impedance of the inverter and to improve the stability of parallel

inverters [123, 124]. Considering i2 and vvir as the input and output of this block,

respectively, the voltage drop across the virtual impedance is vvir = Rviri2 +Lvir
di2
dt

.

For a sinusoidal signal with the angular frequency ω, the derivative term can be

approximated as d(i2)
dt

= −ωi2b, where i2b is the 90◦ phase-shifted signal of i2 and is

generated by the APF. Therefore, the virtual impedance equation is rewritten as

yvir = Dviruvir, Dvir =
[
Rvir −Lvirω

]
, (4.14)

where uvir=[i2 i2b]
T and yvir = vvir.

Power Calculation Block: It calculates the instantaneous active and reactive

powers, and its equation is given by

ypq = fpq(upq), fpq =
[
fp fq

]T
, (4.15)

where upq=[i2 i2b vc vcb]
T and ypq=[p q]T . Also, power calculation functions fp and

fq are

fp = 0.5 (vci2 + vcbi2b) , fq = 0.5 (vcbi2 − vci2b) . (4.16)

This block adds nonlinear dynamics to the system.

80



Chapter 4. Modeling and Stability Analysis of Single-phase Microgrids Controlled
in Stationary Frame

Low-pass Filter Block: Low-pass filters (LPFs) are used for the power measure-

ment to smooth down active and reactive power characteristics. Also, LPFs give an

inertia-type behavior to the inverter [125]. For first-order LPFs with the transfer

function Glp(s)=
1

τlps+1
, where τlp is the time-constant of the LPFs, the state-space

equations are

ẋlp = Alpxlp + Blpulp, ylp = Clpxlp,

Alp =
−1

τlp
I2, Blp =

1

τlp
I2, Clp = I2,

(4.17)

where ulp=[p q]T and xlp=ylp=[P Q]T .

Droop Block: Droop characteristics are expressed by

φ̇ = ω, vref = V cosφ,

ω = ωnl −mpP, V = V nl −mqQ,
(4.18)

where ω, V , and φ refer to the angular frequency, amplitude, and angle of the

reference voltage vref . Also, ωnl and V nl denote the no-load angular frequency and

amplitude of the no-load voltage, and mp and mq are the droop coefficients. These

equations can be rewritten in the state-space form as

ẋd=Bdud, yd= fd(xd,ud)=
[
fd(xd,ud) D2dud

]T
Bd=D2d=

[
−mp 0 1 0

]
,

(4.19)

where xd=φ, ud =
[
P Q ωnl V nl

]T
, yd=

[
vref ω

]T
, and fd = (V nl −mqQ) cosφ. The

droop loop introduces dc state variables such as the active and reactive powers, and

also nonlinear and trigonometric terms.

4.2.2 Microgrid Load Equations in Stationary Frame

It is assumed that the microgrid load is a combination of series resistive R,

inductive L, and capacitive C components. Therefore, the load voltage can be

calculated as vL=RiL+LdiL
dt

+ vcL . The capacitive component C introduces a new
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state variable as v̇cL = 1
C
iL, where vcL and iL are the capacitive part of the load

voltage and the current, respectively. According to iL =
∑N

n=1 i2,n and di2,n
dt

=

vc,n−vL
L2,n

, the load voltage is written as

vL =
R
∑N

n=1 i2,n + L
∑N

n=1
vc,n
L2,n

+ vcL

Λ
, (4.20)

where Λ = 1 + L
∑N

n=1
1

L2,n
. Hereinafter, the indices “, n” and “n” refer to signals,

variables, and components of the nth inverter. The state-space equations of the

microgrid load are

ẋL = BLuL, yL = CLxL + DLuL,

BL =
1

C
ones(1, 2N), CL =

[
1

Λ

]
,

DL=

[
R×ones(1, N) L

L2,1
· · · L

L2,N

]
Λ

,

(4.21)

where uL=[i2,1 · · · i2,N vc,1 · · · vc,N ]T , xL=vcL , yL=vL.

To sum up, in this section, the state-space equations of the microgrid, depicted

in Fig. 4.1, are derived in the stationary frame. Therefore, in the next section, an

imaginary-twin system is defined with respect to (4.5)-(4.21) to generate required

signals for Park’s transformation without adding any OSGs.

4.3 Microgrid Equations in Rotating Frame

4.3.1 Proposed Approach Implementation

According to the proposed modeling algorithm in Section 4.1, first, all state

equations of the original system, derived in Section 4.2, are considered to form the

α-axis system (Step 1 and Step 2 ). Then, the imaginary system, β-axis system,

is defined accordingly, (Step 3 ). In this case, the state-space equations containing

ac variables in Section 4.2, i.e. (4.5)-(4.14) and (4.21), are valid for the imaginary
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system as well. Also, as the inputs of the imaginary system vrefβ
n and the ac sub-

system of the original system vrefα
n are orthogonal, their variables are orthogonal

as well. Now, the original and imaginary systems are combined to form the aug-

mented system in the stationary frame as depicted in Fig. 4.4 (Step 4 ). Finally, the

equations of the augmented system are converted to the rotating frame (Step 5 ).

In this study, all state-space equations are transformed to the first inverter frame,

whose angle is determined by the first inverter droop angle φ1 and rotates with the

angular frequency ω1 = dφ1
dt

.

4.3.2 Droop-controlled Inverter Equations in Rotating Frame

In the following, the equations of the nth droop-controlled inverter (4.12)-(4.19)

are transformed to the rotating frame using the equation derived for the transfor-

mation (4.4) [48].

Regarding the voltage and current control loops of the nth inverter, equation

(4.12), which contains both loops dynamics, is written in the rotating frame as

ẋdqvc,n = Adq
vc,nx

dq
vc,n + Bdq

vc,nv
refdq
c,n + Bdq

vL,nv
dq
L ,

ydqvc,n = Cdq
vc,nx

dq
vc,n,

Adq
vc,n=

Avc,n ω1I7

−ω1I7 Avc,n

,Bdq
vc,n=

Bvc,n 07×1

07×1 Bvc,n

,
Bdq
vL,n=

BvL,n 07×1

07×1 BvL,n

,Cdq
vc,n=

Cvc,n 02×7

02×7 Cvc,n

,
(4.22)

where xdqvc,n =
[
xdv,n xdcc,n xqv,n xqcc,n

]T
and ydqvc,n =

[
id2,n v

d
c,n i

q
2,n v

q
c,n

]T
. Also, xdqcc,n =[

xdc,n xdp,n xqc,n xqp,n
]T

and xdqp,n=
[
id1,n v

d
c,n i

d
2,n i

q
1,n v

q
c,n i

d
2,n

]T
.

The next step is to transform the state-space equations of the droop loop

to the rotating frame. Considering the state-space equations of APFs (4.13), the
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Fig. 4.4: Control block diagrams of the original, imaginary, and augmented
systems for N parallel inverters in stationary frame.
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transformed equations are

ẋdqap,n = Adq
ap,nx

dq
ap,n + Bdq

ap,nu
dq
ap,n,

ydqap,n = Cdq
ap,nx

dq
ap,n + Ddq

ap,nu
dq
ap,n,

Adq
ap,n=

Aap,n ω1I2

−ω1I2 Aap,n

,Bdq
ap,n=

Bap,n 02×2

02×2 Bap,n

,
Cdq
ap,n=

Cap,n 02×2

02×2 Cap,n

,Ddq
ap,n=

Dap,n 02×2

02×2 Dap,n

,
(4.23)

where udqap,n=
[
id2,n v

d
c,n i

q
2,n v

q
c,n

]T
, ydqap,n=

[
id2b,n v

d
cb,n i

q
2b,n v

q
cb,n

]T
.

Considering (4.14), the transformed equation of the virtual impedance block

in the rotating frame is

ydqvir,n = Ddq
vir,nu

dq
vir,n, Ddq

vir,n =

Dvir,n 01×2

01×2 Dvir,n

 , (4.24)

where udqvir,n=
[
id2,n i

d
2b,n i

q
2,n i

q
2b,n

]T
, ydqvir,n=

[
vdvir,n v

q
vir,n

]T
.

As for the power calculation block, (4.15) can be rewritten based on the rotating

frame variables as

ypq,n = gpq,n(udqpq,n), gpq,n =
[
gp,n gq,n

]T
, (4.25)

where udqpq,n=
[
idq2,n i

dq
2b,n v

dq
c,n v

dq
cb,n

]T
, ypq,n=[pn qn]T and

gp,n=0.25
(
vdc,ni

d
2,n+vqc,ni

q
2,n+vdcb,ni

d
2b,n+vqcb,ni

q
2b,n

)
,

gq,n=0.25
(
vdcb,ni

d
2,n+vqcb,ni

q
2,n−vdc,nid2b,n−vqc,ni

q
2b,n

)
.

(4.26)

For the LPF block of the nth inverter, (4.17) is rewritten as

ẋlp,n = Alp,nxlp,n + Blp,nulp,n, ylp,n = Clp,nxlp,n, (4.27)
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Fig. 4.5: Droop configuration of the nth inverter.

where ulp,n=[pn qn]T and xlp,n=ylp,n=[Pn Qn]T .

Fig. 4.5 depicts the droop block diagram that illustrates how the reference

signals are generated for the original system vrefα
n and the imaginary system vrefβ

n .

In this figure, as φn is a ramp function, it is not proper for the system linearization

and finding the operating point. Since all equations are transformed to the first

inverter rotating frame, a new state variable zd,n is defined as zd,n
M
= φn − φ1.

Although both φn and φ1 are ramp functions, their difference zd,n is a dc variable.

According to the new variable definition and (4.18), the droop characteristics of the

nth inverter in the rotating frame are

żd,n= φ̇n − φ̇1 =ωnln −mp,nPn − ω1,

vrefd
n =Vn cos zd,n, v

refq
n =Vn sin zd,n,

ωn = ωnln −mp,nPn, Vn=V nl
n −mq,nQn.

(4.28)

Therefore, according to (4.19) and (4.28), the state-space equations of the droop

characteristics in the rotating frame are

żd,n=Bdq
d,nu

dq
d,n,y

dq
d,n=

[
gd(zd,n,u

dq
d,n) D3d,nu

dq
d,n

]T
Bdq
d,n=

[
Bd,n −1

]
, Ddq

3d,n=
[

D2d,n 0
]
,

(4.29)

where udqd,n = [ud,n ω1]T , ydqd,n=
[
vrefd
n vrefq

n ωn
]T

, and

gd=
[
(V nl

n −mq,nQn)cos zd,n (V nl
n −mq,nQn)sin zd,n

]T
.

It is worth mentioning that because all equations are transformed to the first inverter
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rotating frame, the droop state of the first inverter zd,1 is automatically removed

from the state-space equations of the microgrid in the rotating frame.

4.3.3 Microgrid Load Equations in Rotating Frame

Using the proposed method, the state-space equations of the microgrid load in

the rotating frame are

ẋdqL = Adq
L xdqL + Bdq

L udqL , ydqL = Cdq
L xdqL + Ddq

L udqL ,

Adq
L =

 0 ω1

−ω1 0

,Bdq
L =

 BL 01×2N

01×2N BL

,
Cdq
L =

CL 0

0 CL

,Ddq
L =

 DL 01×2N

01×2N DL

,
(4.30)

where xdqL =
[
vdcL vqcL

]T
, ydqL =

[
vdL vqL

]T
, and

udqL =
[
id2,1 · · · id2,N vdc,1 · · · vdc,N iq2,1 · · · i

q
2,N vqc,1 · · · v

q
c,N

]T
.

Finally, based on (4.22)-(4.30), Fig. 4.4, which illustrates the microgrid model,

including the original, imaginary, and augmented systems in the stationary frame,

can be redrawn as depicted in Fig. 4.6. This figure shows the mathematical model

of the single-phase microgrid in the rotating frame based on the proposed approach.

This model only contains dc variables; thus, the stability analysis of the microgrid

and the parameter sensitivity can be studied as explained in Section 4.4.

Furthermore, according to Fig. 4.4 and Fig. 4.6, it is observed that, for N par-

allel inverters, the total number of state variables of the augmented and transformed

systems equals 21N + 1. On the other hand, the number of state variables of the

original system is equal to 12N + 1. Although the proposed method for modeling a

single-phase microgrid, controlled in the stationary frame, increases the order of the

entire system, the transformation does not affect dynamics and stability properties

of the original system as discussed in Section 4.1.
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Fig. 4.6: Control block diagrams of the transformed system for N parallel
inverters in the rotating frame.

4.4 Stability Analysis and Model Verification

In this section, the microgrid stability analysis is addressed using the proposed

model, shown in Fig. 4.6. Then, the accuracy of the proposed modeling approach

is verified and compared with existing approaches. For this purpose, linearized

small-signal equations are required that are provided in Appendix B.

4.4.1 Stability Analysis of Microgrid

The linearized equations, presented in Appendix B, are used for the small-

signal stability analysis of a microgrid consisting of two inverters with numerical

parameters represented in Table 4.1 that feed an RL load (R= 28 Ω, L= 5 mH).

In this case (N = 2), the original system and the proposed model are of order 25

and 43, respectively. Also, Table 4.2 points out the parameters of the voltage and

current controllers. Using the proposed model, closed-loop poles of the linearized

system are calculated. Fig. 4.7 shows the dominant closed-loop poles for all those
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Table 4.1: Nominal system parameters of microgrid

Inverter 1 Inverter 2

Parameter Value Parameter Value

P fl
1 1 kW P fl

2 2 kW

L1,1 2 mH L1,2 3 mH

Cf,1 2.2 µF Cf,2 1 µF

L2,1 2 mH L2,2 2 mH

Lvir,1 2 mH Lvir,2 2 mH

Rvir,1 0.1Ω Rvir,2 0.1Ω

τlp,1
1

2π10
s τlp,2

1
2π10

s

ωnl1 2π60.5 rad
s

ωnl2 2π60.5 rad
s

V nl
1 170 V V nl

2 170 V

mp,1
2π

1000
mp,2

2π
2000

mq,1 0.01 mq,2 0.005

Table 4.2: Parameters of current and voltage controllers

Inverter 1 Inverter 2

Parameter Value Parameter Value

kc11,1 −3.08× 107 kc11,2 −3.03× 107

kc12,1 −3.89× 104 kc12,2 −4.07× 104

kp11,1 20.58 kp11,2 31.63

kp12,1 0.13 kp12,2 0.11

Current

Controller

kp13,1 −0.82 kp13,2 −8.63

kc21,1 −6.6× 104 kc21,2 −6.2× 104

kc22,1 −162 kc22,2 −172

kp21,1 −4.36× 103 kp21,2 −3.38× 103

kp22,1 2.75× 103 kp22,2 2.23× 103

kp23,1 0.09 kp23,2 0.07

kp24,1 6.9× 10−3 kp24,2 1.9× 10−3

Voltage

Controller

kp25,1 −0.22 kp25,2 −0.31

whose absolute values of their real parts are under 1000s−1. All closed-loop poles

are on the left side of complex plane, which means that the system is stable. The

accuracy of the proposed and existing models and also the impact of parameter

variations on the system stability are studied below.
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Fig. 4.7: Dominant poles of the system consisting of droop-controlled in-
verters.

Table 4.3: Transfer functions of conventional OSG methods

Hilbert Transform SOGI

Gh(s)= ωb−s
ωb+s

Gα(s)= kdωbs
s2+kdωbs+ω

2
b

Gβ(s)=
kdω

2
b

s2+kdωbs+ω
2
b

ωb: Angular frequency.
kd: Damping factor (kd=0.7).

4.4.2 Model Verification

Scenario-I: In this scenario, first, the models’ accuracy is assessed at nominal

parameters represented in Table 4.1. Fig. 4.8 shows the difference of active power

injection of the first inverter P1 between the models and actual system responses

eP1 = P1model−P1actual, for four cases: the system controlled in the stationary frame

and its proposed model, and systems controlled in the rotating frame using Hilbert

transform, SOGI, and FAE for OSG and their models. The transfer functions of

the conventional OSG technique are also represented in Table 4.3. As illustrated in

Fig. 4.8(a)-4.8(d), at nominal system parameters, all models predict the responses

of their actual systems successfully, and error signals, shown in green for nominal

system parameters, are damped to zero quickly.

Moreover, Fig. 4.8 compares the dynamic performance of the systems controlled

in the stationary or rotating frames and their models accuracy when there is 30%

mismatch between the nominal values and actual values of the load-side inductance
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Fig. 4.8: Model prediction errors and robustness against load-side induc-
tance L2,1, L2,2 variations.

of inverters, i.e. L2,1 = 70%Lnom
2,1 and L2,2 = 70%Lnom

2,2 . According to this figure, the

proposed model successfully represents the system controlled in the stationary frame

in the presence of the inductance value mismatches. However, the system controlled

in the rotating frame with FAE is much more sensitive to the parameter mismatches

and becomes unstable. The reason is that the FAE is a model-based approach,

which makes the FAE sensitive to system uncertainties. In fact, the mismatches

between the nominal and actual system parameters lead to steady-state errors in
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Fig. 4.9: Active power injections of the first inverter controlled either in the
stationary or rotating frame (Scenario-I ).

the orthogonal signal generations, which make the system responses more oscillatory

than other OSG methods such as Hilbert transform and SOGI. That is why double-

frequency oscillations appear on the active power injection characteristics as shown

in Fig. 4.8(d). However, this situation does not happen for the proposed approach

because the imaginary system, used for deriving the accurate mathematical model,

is not even implemented in the actual controller. Thus, it does not create sensitivity

to uncertainties.

In addition, Fig. 4.9 compares active power responses of the first inverter,

controlled either in the stationary or rotating frame, at the nominal parameters

and when L2,1 =70%Lnom
2,1 and L2,2 =70%Lnom

2,2 . Although the time responses of the

systems are almost similar at the nominal parameters as depicted in Fig. 4.9(a),

the system controlled in the rotating frame with FAE becomes unstable as shown

in Fig. 4.9(b) due to the model-based nature of the FAE method.

The impact of a parameter mismatch on the stability and performance of the

aforementioned systems, controlled in either the stationary frame or the rotating
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Fig. 4.10: Dominant pole variations due to the drop of L2,1 and L2,2 to 40%
of their nominal values.

frame, is studied in the following. For this purpose, it is assumed that the values

of L2,1 and L2,2 vary from 100% to 40% of their nominal values Lnom
2,1 and Lnom

2,2

due to the system uncertainties such as weak microgrid situations, saturation of

the inductor cores, and so on. Fig. 4.10 shows how the dominant poles are affected

due to the inductance value mismatches. As depicted in this figure, the dominant

poles move toward the marginal stability border. Also, the integral of absolute

error (IAE) index [126] is used to compare the accuracy of the proposed model for

the system controlled in the stationary frame with models for systems controlled in

the rotating frame. For this purpose, IAE index is calculated for eproposed
P1

, eHilbert
P1

,

eSOGI
P1

, and eFAE
P1

for different inductance value mismatches in a specific time period

as displayed in Fig. 4.11. The proposed model has the minimum IAE index among

the other existing models, which indicates that the proposed model for single-phase

systems controlled in the stationary frame is more reliable than models for systems

controlled in the rotating frame for the stability analysis and studying the system

behavior in the presence of parameter mismatches.

Scenario-II: In this scenario, the aforementioned systems are pushed close to

the border of instability to evaluate the models’ accuracy in this operating mode

and to highlight how the undesirable dynamics of OSG methods affects the stability

of the systems controlled in the rotating frame. For this purpose, the droop slope of

the second inverter mp,2 is increased to 0.015. Fig. 4.12 depicts how the dominant
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Fig. 4.12: Dominant pole variations due to mp,2 changes to have a marginal
stability operating mode.

poles change and approach to the instability border. The dominant poles are finally

located at λ = −3.197 ± j61.77. Fig. 4.13 shows the active power injection of

the first and second inverters in the marginal stability operating mode when the

actual system is controlled in the stationary frame and modeled using the proposed

method, and also for cases that the system is controlled in the rotating frame using

Hilbert transform, SOGI, or FAE for OSG and modeled in the rotating frame. The

real part of the dominant poles predicts the response time constant of τ = 1
3.197

=

0.31 s which is confirmed in Fig. 4.13(a) (τ = 0.3 s). Moreover, the imaginary

part of the dominant poles indicates an oscillation at a frequency of 9.83 Hz which

matches the actual system response modeled by the proposed approach shown in

Fig. 4.13(a), where fosc = 9.8 Hz.

Furthermore, Fig. 4.14 displays active power injections of the first inverter,

controlled either in the stationary or rotating frame, in the marginal stability op-

erating mode. According to Fig. 4.12 and Fig. 4.14, the systems controlled in the
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Fig. 4.13: Active power injection responses for actual systems, controlled in
either the stationary or rotating frame, and their models predictions.
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Fig. 4.14: Active power injections of the first inverter controlled in the
stationary or rotating frame (Scenario-II ).

rotating frame, which use Hilbert transform or SOGI, become more oscillatory or

unstable, and their responses do not match the dominant poles that their models

predict. This is due to the undesirable OSG dynamics, which is overlooked in the

design and stability analysis of the systems controlled in the rotating frame.

Scenario-III: In this scenario, the capability of the proposed modeling approach

for predicting the internal loops dynamics, i.e. voltage and current loops, is assessed.

Fig. 4.15 displays current and voltage waveforms of the actual system controlled in

the stationary frame and the proposed model predictions. According to this figure,

the parallel inverters start operating at t = 0.1 s. Also, the system load varies

from 500 W and 33 VAr to 985 W and 65 VAr at t = 0.4 s. As shown in this

figure, the proposed model can precisely represent the fast dynamic responses of

the actual system controlled in the stationary frame as well. Moreover, the figure

demonstrates that the parallel inverters are synchronized with each other.

To summarize, considering Scenario-I and Scenario-II, the system controlled

in the stationary frame has wider stability margins than the system controlled in

the rotating frame due to the undesired dynamics of OSG blocks, and the proposed

model provides an accurate tool to analyze the stability of such system controlled in

the stationary frame. Moreover, according to Scenario-III, the proposed modeling

approach is able to accurately predict and model the internal loops dynamics.
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Fig. 4.15: Voltage and current waveforms of the actual system controlled in
the stationary frame and the proposed model predictions.

4.5 Interactions Among GFM and GFL Inverters

In the previous section, the interactions among droop-controlled inverters,

GFM inverters, are studied, and the accuracy of the proposed modeling approach

within different scenarios is verified. In the following, to cover a more general case,

it is assumed that the microgrid, shown in Fig. 1.4, contains two droop-controlled

inverters in addition to a current-controlled mode (CCM) inverter, GFL inverter.

In this case, the current control loop equations of the CCM inverter can be

derived in the stationary and rotating frames using the proposed approach as ex-

plained in Sections 4.2, 4.3. The equation derivation process for the CCM inverter

is the same as stated in Sections 4.2 and 4.3. Then, the equations of the CCM

inverter are combined with the equations of droop-controlled inverters to form the
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Fig. 4.16: Dominant poles of system containing droop-controlled and CCM
inverters.

Table 4.4: Parameters of CCM inverter

Inverter 3

Parameter Value

P nom
3 500 W

L1,3 2.8 mH

Cf,3 1.5 µF

L2,3 2 mH

Current

Controller

kc11,3 9× 104

kc12,3 −4.28× 104

kp11,3 22.6

kp12,3 0.14

kp13,3 −0.9

microgrid equations in the stationary and rotating frames.

Similar to Section 4.4, the system equations in the rotating frame should be

linearized for the small-signal stability analysis of the microgrid, which consists of

two droop-controlled inverters and the CCM inverter whose parameters are listed in

Table 4.4. In this case, the order of the original system equals 30, and the proposed

model is of order 53. Fig. 4.16 shows the dominant closed-loop poles of the linearized

system. As depicted in this figure, all poles fall in the left hand plane (LHP), which

indicates that the system is stable.

Fig. 4.17(a) shows a sample of the simulation results of the system operating

at the nominal parameters and the proposed model predictions. As shown in this
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Fig. 4.17: Interactions among the CCM and droop-controlled inverters due
to P ref

3 jumps and the proposed model predictions (Scenario-III ).

figure, the reference power of the CCM inverter P ref
3 jumps from 25 W to 150 W at

t=0.6 s. Then, P ref
3 decreases to 100 W at t=0.9 s. It is observed that the proposed

model accurately predicts system responses and the interactions among the different

inverters. Moreover, Fig. 4.18 displays the synchronous operations of the CCM and

droop-controlled inverters and also accurate predictions of the proposed model for

the fast dynamics system responses.

Next, it is assumed that there is 50% mismatch among the nominal and actual

values of the load-side inductances, i.e. L2,1 = 50%Lnom
2,1 , L2,2 = 50%Lnom

2,2 , and

L2,3 = 50%Lnom
2,3 . Time responses of the system are depicted in Fig. 4.17(b) for the

same variations of P ref
3 . According to this figure, the proposed model successfully

represents the system controlled in the stationary frame in the presence of the

inductance value mismatches as well.

To sum up, it is shown that not only can the proposed modeling approach

be used to analyze the stability and to predict the time responses of the systems

controlled in the stationary frame, but also the proposed model is able to accurately
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Fig. 4.18: Synchronous operations of CCM and droop-controlled inverters
and the proposed model predictions.

predict the interactions among different types of inverters.

4.6 Experimental Results

In the experimental setup, the dc supplies are implemented with Chroma pro-

grammable dc power supply 62012P and Sorensen programmable power supply

SGX500X10C. The inverter controllers are implemented on dSPACE MicroLab-

Box (RTI 1202). For the numerical parameters in Table 4.1, Fig. 4.19 illustrates

the normal operating of two inverters with cascade control loops (droop, voltage,

and current control loops) when the system load jumps from 260 W and 40 VAr to

440 W and 80 VAr, and then, goes back to the previous condition.

In the next scenario, the system is pushed to the instability border by changing

the droop slope of the second inverter mp,2. Fig. 4.20 depicts current and voltage

waveforms, and active power injection of two inverters in the marginal stability

operating mode. The oscillation frequency fosc equals 10.09 Hz, and the system
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Fig. 4.19: Experimental results for the normal operating of two parallel
inverters: load jumps and returns from 260 W and 40 VAr to 440 W and
80 VAr.

time constant τ equals 1.46
5

= 0.29 s. Comparing the experimental results, shown in

Fig. 4.20, with the simulation results, depicted in Fig. 4.12, confirms the accuracy

of the proposed model.

4.7 Summary

In this chapter, a method is proposed for modeling and stability analysis of

a single-phase microgrid including parallel inverters controlled in the stationary

frame. The modeling is based on the introduction of an imaginary system to be

augmented with the original system and form an equivalent system in the stationary

frame based on α-axis and β-axis components. Therefore, using the method, all ac

state variables can be converted to dc variables. The proposed model does not

alter the eigenvalues, nor does it introduce time-varying terms. The accuracy of

the proposed model is verified using simulation and experimental results. It is also

shown that a single-phase system controlled in the stationary frame is more stable
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Fig. 4.20: Experimental results for the marginal stability operating mode
with a droop coefficient of mp,2 = 0.015 (a) current and voltage waveforms,
(b) oscillation frequency fosc measurement, and (c) time constant τosc mea-
surement.

and robust than the same system controlled in the rotating frame due to drawbacks

of inevitable OSG blocks in control loops.
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Chapter 5

Modified Droop Strategy for Wide

Load Range Efficiency Improvement

of Parallel Inverter Systems
Parallel inverters are increasingly used in many modern power applications,

and thus, improving the parallel-inverter system efficiency plays a key role in en-

ergy savings. As explained in Section 1.4, the conventional droop strategy, which

is commonly used for power sharing among inverters, leads to a low efficiency es-

pecially at light loads. The reason is that the low power demand is divided among

inverters, which forces them to process a fraction of the low power at a low efficiency

according to their efficiency curve depicted in Fig. 5.1(a).

To avoid such operating conditions, a communicationless modified droop strat-

egy is proposed in this chapter to improve the overall system efficiency of parallel

inverters. The main idea is to revise the power sharing among parallel inverters such

that the output power of each inverter is maintained within a proper range with

respect to the inverter efficiency curve. As a result, according to the loads demand,

an optimal number of inverters supply the loads, and the unnecessary inverters do

not share any power as depicted in Fig. 5.1(b).

On the other hand, in very-light load situations where Pk < 0.3P fl
k and k =

1, 2, 3, none of the inverters can operate within the proper power range. In this

case, the proposed method uses a communicationless online-inverter detection (OID)

approach introduced in [127] so that each inverter detects other available inverters

in the system, and the inverter with the lowest rated power supplies the load to

achieve a higher system efficiency.

103



Chapter 5. Modified Droop Strategy for Wide Load Range Efficiency Improvement
of Parallel Inverter Systems

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Power (pu)

90
91
92
93
94
95
96
97

(%
)

(a) Load power using conventional droop method: PL =
3∑

k=1

Pk = 0.5 pu.
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(b) Load power using proposed method: PL = P1 = 0.5 pu.

Fig. 5.1: Power sharing and inverter efficiency comparison of three parallel
inverters in the (a) conventional droop and (b) proposed method.

As the proposed method is decentralized and modular, more inverters can be

added to the system without changing the settings of the previously installed in-

verters. Moreover, the proposed method is still operational even if some inverters

become offline due to disconnection or going out of service, which indicates that

there is no single point of failure. Ultimately, the lifetimes of inverters with higher

rated powers are extended by the proposed method since they operate at a fraction

of the time that they would otherwise do in the conventional droop method. Simu-

lation and experimental results at different load levels verify the effectiveness of the

proposed method.

5.1 System Configuration and Single Inverter Mod-

eling

The parallel inverter system configuration is illustrated in Fig. 5.2. It consists of

three parallel single-phase inverters that are connected to the loads via LCL filters.
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f,1

f,2

f,3

Fig. 5.2: Parallel inverter system configuration.

k

k

Fig. 5.3: Control system structure of the kth inverter.

To verify the performance of the proposed method in different scenarios where

identical or nonidentical inverters are online in the system, the full-load powers of

Inverter 2 and Inverter 3 are assumed to be twice the full-load power of Inverter 1,

i.e. P fl
3 = P fl

2 = 2P fl
1 = 2 kW.

Each inverter has a decentralized cascade control system shown in Fig. 5.3.

The inner loops control the voltage and current of the inverter. The outer loops, in-

cluding the frequency restoration loop, proposed controller, and conventional droop

controller generate the reference voltage for the inner loops. As depicted in Fig. 5.3,

the proposed controller determines the no-load frequency ωnlk of the droop controller

to modify the contribution of the kth inverter in the power sharing. More details

on the principles of operations of the proposed controller and how it interacts with

other controllers is provided in Section 5.2. In the following, state-space models of

the kth inverter are derived. Hereinafter, the indices “i”, “v”, “p”, “c”, “L”, and

“k” represent the signals and variables of the current control loop, voltage control
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loop, plants, controllers, loads, and kth inverter.

The system load is assumed to be a combination of series resistive RL, inductive

LL, and capacitive CL components. Therefore, the load voltage is calculated as

vL=RLiL+LL
diL
dt

+ vcL , where vcL and iL are the capacitive part of the load voltage

and the load current, respectively, given by

vcL =
1

CL

∫
iLdt, iL =

3∑
k=1

i2,k. (5.1)

For the current controller, the inverter and LCL filter are considered as the

plant. The state-space equation of the current control loop plant is given by

ẋpi,k = Api,kxpi,k + Bpi,kv
inv
k + Bp

L,k
vL, (5.2)

where xpi,k = [i1,k vc,k i2,k]
T , and i1,k, vc,k, i2,k, and vinv

k refer to the current of the

inverter-side inductor L1,k, voltage of the capacitor Cf,k, current of the load-side

inductor L2,k, and inverter voltage, respectively. Moreover, Api,k , Bpi,k , and Bp
L,k

are defined as follows

Api,k=


0 −1

L1,k
0

1
Cf,k

0 −1
Cf,k

0 1
L2,k

0

,Bpi,k=


1

L1,k

0

0

,Bp
L,k

=


0

0

−1
L2,k

. (5.3)

The state-space equation of the resonant current controller is

ẋci,k = Aci,kxci,k + Bci,kei,k, (5.4)

where xci,k is the state vector of the current controller and ei,k = iref
k − i2,k is the

current tracking error. Moreover, Aci,k and Bci,k are

Aci,k =

 0 1

−ω2
k 0

 , Bci,k =

0

1

 . (5.5)
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Assuming xi,k=[xci,k xpi,k ]
T and vinv

k =−ki,kxi,k, where ki,k is the current controller

gain vector, (5.2)-(5.5) form the state-space equation of the current control loop as

ẋi,k =
(
Ai,k −Bvinv

i,k ki,k

)
xi,k + Bi,ki

ref
k ,

Ai,k =

Aci,k −Bci,kCpi,k

0 Api,k

 , Cpi,k =
[
0 0 1

]
,

Bvinv

i,k =

 0

Bpi,k

 , Bi,k =

Bci,k

0

 .
(5.6)

For the voltage control loop, the current loop represented by (5.6) is considered

as a new plant with state variables xpv,k = [xci,k xpi,k ]
T , and state matrices Apv,k =

Ai,k − Bvinv

i,k ki,k, Bpv,k = Bi,k. Additionally, the voltage controller is a resonant

controller, whose state-space equation is

ẋcv,k = Acv,kxcv,k + Bcv,kev,k, (5.7)

where xcv,k is the state vector of the voltage controller, and ev,k = vref
c,k−vc,k denotes

the voltage tracking error. Furthermore, Acv,k and Bcv,k are equal to Aci,k and Bci,k

in (5.5), respectively. Then, similar to the current loop, define xv,k = [xcv,k xpv,k ]
T

and iref
k =−kv,kxv,k, where kv,k is the voltage controller gain vector. Thus, (5.6) and

(5.7) are augmented to form the state-space equation of the voltage control loop as

ẋv,k =
(
Av,k −Biref

v,kkv,k

)
xv,k + Bv,kv

ref
k ,

Av,k=

Acv,k −Bcv,kCpv,k

0 Apv,k

,Cpv,k =
[
0 0 0 1 0

]
,

Biref

v,k =

 0

Bpv,k

 , Bv,k =

Bcv,k

0

.
(5.8)

A virtual impedance Lvir
k is also used to improve the stability of the system and

ensure inductive impedance between the inverter and the loads [47, 123]. Consider-

ing i2,k and vvir
k as the input and output of the virtual impedance block, respectively,
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the voltage drop across the impedance is vvir
k = Lvir

k
di2,k
dt

.

Moreover, an LPF is used to provide virtual inertia and improve the stability of

the inverter similar to virtual synchronous machines [6, 128, 129]. For a first-order

LPF with the transfer function Glp(s)=
ωcf
s+ωcf

, where ωcf is the cut-off frequency, the

state-space equations are

ẋlp,k = Alp,kxlp,k + Blp,kulp,k, ylp,k = Clp,kxlp,k,

Alp,k = −ωcfI2, Blp,k = ωcfI2, Clp,k = I2,
(5.9)

where I2 is the identity matrix of dimension 2, ulp,k=[pk qk]
T , and xlp,k=ylp,k=

[Pk Qk]
T . In addition, pk, qk, Pk, and Qk refer to the instantaneous and filtered

active and reactive powers.

The equations of the droop controller that generates the reference voltage is

summarized as
ωk = ωnlk −mp,kPk, φk =

∫
ωkdt

Vk = V nl
k −mq,kQk, v

ref
k = Vk cosφk,

(5.10)

where ωk, ω
nl
k , mp,k, Pk, and φk denote the reference frequency, no-load frequency,

frequency-droop coefficient, filtered active power, and reference voltage phase an-

gle, respectively. Moreover, Vk, V
nl
k , mq,k, and Qk refer to the reference voltage

amplitude, no-load voltage amplitude, voltage-droop coefficient, and filtered reac-

tive power, respectively. Additionally, vref
k is the reference voltage.

Ultimately, a PI controller is utilized in the frequency restoration loop as follows

uω,k = bprop
k eω,k + bint

k

∫
eω,kdt, (5.11)

where uω,k, eω,k, b
prop
k , and bint

k refer to the controller output, frequency error, pro-

portional gain, and integral gain.
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5.2 Proposed Method

The main idea of the proposed method is to maintain the output power of

the inverters within a desired range, corresponding to a high efficiency, by reducing

the output power of the unnecessary inverters to zero. In addition to efficiency

improvement, the inverter lifetimes can be extended by the proposed method as

explained in this section.

5.2.1 Efficiency Improvement

The efficiency curve of the ABB 2-kW solar inverter [130] is considered as

the typical efficiency curve of the inverters in this study. To derive a mathematical

model for the efficiency curve, the quadratic power loss model [131] is used as follows

P loss
k = a0 + a1P

out
k + a2P

out2

k , (5.12)

where a0, a1, and a2 are constant parameters that can be obtained via efficiency

curve fitting, as depicted in Fig. 5.4 for active powers from 0.1 pu to 1 pu, where

1 pu corresponds to the full-load power, P fl
k . According to the curve, if the output

power of each inverter is maintained within 0.3P fl
k and 0.8P fl

k , i.e. the desired

power range, the inverter efficiency will be higher than 95.5%. As a result, the

overall system efficiency will be improved.
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Fig. 5.4: Typical efficiency curve of an inverter.
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5.2.2 Implementation of the Proposed Method

Fig. 5.5 presents the details of the proposed control system of the kth inverter,

where the no-load frequency ωnlk of the droop controller is determined through a

multiplexer (Mux). If the inverter power is within the desired range, the output

of the Mux ωnl,mux
k is equal to the output of the frequency controller uω,k, and the

frequency is restored at 60 Hz; otherwise, ωnl,mux
k is set to ωnom = 2π60 rad/s. In

other words

ωnl,mux
k =

ωnom Selk = 1

uω,k Selk = 2

(5.13)

where Selk is the selector signal of the Mux, which is determined as follows

Selk = Hys1,k +Hys2,k + V LSk, (5.14)

where Hys1,k and Hys2,k are the output of Hysteresis-1k and Hysteresis-2k, respec-

tively, and V LSk is the very-light load correction signal, which will be activated at

very-light loads. The objective of Hysteresis-1k and Hysteresis-2k is to determine

whether the inverter power is below or above 0.3P fl
k and 0.8P fl

k , respectively. Con-

sidering P fl
3 =P fl

2 =2P fl
1 =2 kW, and taking the possible load levels into account, the

2

1

Fig. 5.5: Proposed controller of the kth inverter.
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system operates in 3 different modes described in the following.

5.2.2.1 Mode 1 (Normal Operation)

At least one of the inverters operates within the desired power range and re-

stores the system frequency at 60 Hz. In this mode, the injected power by the

inverters operating out of the desired power range would be zero since their no-load

frequencies ωnlk are equal to the system frequency at ωnom. Fig. 5.6(a) depicts the

droop curves of inverters operating in Mode 1 when a light load is connected to

the system. Since PL1 only lies within the desired power range of Inverter 1, this

inverter solely supplies the load. In Fig. 5.6(b), the load increases to an amount

more than 0.8P fl
1 . Thus, Inverter 2 starts to supply the load. It is worth noting

that in case that two or more inverters have the same rated power, the inverter with

the smallest assigned ID “k” supplies the load before the others. Finally, as shown

in Fig. 5.6(c), when the load increases to an amount more than 0.8P fl
1 + 0.8P fl

2 , all

three inverters supply the load, while operating within the desired power range.

5.2.2.2 Mode 2 (Very-Heavy Load)

In this mode, all inverters operate above the desired power range, i.e. 0.8P fl
k <

Pk6P
fl
k and k=1, 2, 3. Therefore, the no-load frequency of each inverter ωnlk is set

to ωnom to operate similar to the conventional droop, and the loads demand is shared

among the inverters proportional to their power ratings. Fig. 5.6(d) illustrates the

droop characteristics of the inverters when a very-heavy load is connected to the

system, with a power such that
3∑

k=1

0.8P fl
k < PL4 6

3∑
k=1

P fl
k .

5.2.2.3 Mode 3 (Very-Light Load)

This mode happens if all inverters operate below the desired power range, i.e.

Pk < 0.3P fl
k and k = 1, 2, 3. In this case, all online inverters should be detected

by the OID approach proposed in [127]; consequently, the inverter with the lowest
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(a) 0.3P fl
1 6PL1

6 0.8P fl
1 ⇒ Sel1 = 2, Sel2 = Sel3 = 1 ⇒

PL1 = P1: Mode 1.

(b) Load increases to PL2 > 0.8P fl
1 ⇒ Sel1 = Sel2 =

2, Sel3 = 1⇒ PL2
= P1 + P2: Mode 1.

(c) Load increases to PL3
>0.8P fl

1 +0.8P fl
2 ⇒Sel1 =Sel2 =

Sel3 =2⇒ PL3
= P1 + P2 + P3: Mode 1.

(d) Load increases to very-heavy load
3∑

k=1

0.8P fl
k < PL4 6

3∑
k=1

P fl
k ⇒ Sel1 = Sel2 = Sel3 = 1⇒ PL4

= P1 + P2 + P3:

Mode 2.

Fig. 5.6: Droop characteristics of the inverters operating in Mode 1 and
Mode 2 at different load profiles.
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(a) Pk < 0.3P fl
k ⇒ PL = P1 + P2 + P3.

(b) V LS1 : 0→ 1⇒ Sel1 : 1→ 2⇒ PL =P1, P2 =P3 =0.

Fig. 5.7: Droop characteristics of the inverters operating in Mode 3 at (a)
the beginning, and (b) the final operating points.

rated power restores the frequency at 60 Hz and supplies the loads, while the other

inverters share no power.

Fig. 5.7 illustrates the droop characteristics of the inverters in the very-light

load situation, i.e. Mode 3. First, the inverters start to share the power propor-

tionally, as depicted in Fig. 5.7(a). Then, the OID is activated, and it is observed

that all three inverters are online. Since Inverter 1 has the lowest rated power, only

Inverter 1 supplies the load as shown in Fig. 5.7(b).

It is worth mentioning that if there is more than one inverter with the lowest

rated power in the system, the OID determines which inverter should supply the

load. More details of this operating mode and the OID approach are comprehen-

sively provided in [127].

5.2.3 Inverter Lifetime Extension

There is a correlation between the lifetime consumption of the inverters and how

long they contribute to power sharing [132–134]. Therefore, the capability of the

proposed method in extending the lifetimes of the inverters should be investigated.

According to the proposed method, to improve the system efficiency, the inverters
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with smaller power ratings supply the light loads, and the inverters with higher

power ratings will be added to the system to supply heavy loads. In light-load

cases, the inverters with smaller power ratings can be programmed to automatically

reschedule on a regular basis, e.g. every month, such that the inverter IDs are

substituted with each other so that different inverters turn on at lighter loads every

month, and their lifetimes are extended. Furthermore, the inverters with higher

power ratings, which are more expensive, are considered as valuable assets of the

system. Such inverters are only added to the system at heavier loads while operating

at a high efficiency with a low loss. Hence, their lifetimes are automatically extended

by operating in an optimum range instead of sharing power at all times.

5.3 Design of System Parameters

A step-by-step design procedure is described in this section to find the optimal

values of the system parameters. First, the voltage and current controllers are tuned

to achieve proper voltage and current tracking responses. Subsequently, the droop

coefficients are determined such that the frequency and voltage drops caused by the

droop strategy lie within an acceptable range. Afterwards, the virtual impedances

and the frequency controllers should be designed to improve the system stability

and restore the frequency, respectively. Finally, the hysteresis bands are designed

according to the desired power ranges of inverters.

5.3.1 Voltage and Current Controllers

Voltage and current controllers are designed using the LQT method introduced

in Chapter 3. This method converts the tracking and disturbance rejection problems

to a regulation problem that can be solved using the well-known LQR method. The

design procedure of the current and voltage controllers for Inverter 1 is provided in

detail in Section 3.4.
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5.3.2 Droop Coefficients

As the deviations of voltage amplitude and frequency at different load levels

are dependent on the droop coefficients, mp,k and mq,k should be designed properly

to maintain the deviations within an acceptable range. Considering the system

operating modes, the maximum frequency is fnom = 60 Hz. Moreover, when the

system is operating in Mode 2, the frequency drops to its minimum value at full load,

where the no-load frequency and power injection of Inverter k are ωnlk = 2π60 rad/s

and Pk = P fl
k , respectively. Assuming the minimum allowable frequency, ωflk , to

be 1% below 2π60 rad/s, the frequency-droop coefficient is obtained from (5.10) as

follows

mp,k =
ωnlk − ω

fl
k

P fl
k

. (5.15)

Similarly, the voltage-droop coefficient can be derived by assuming a maximum of

3% voltage deviation around the nominal value, where V nl
k = 170 V and Qk =Qfl

k .

Therefore, according to (5.10), the voltage-droop coefficient is given by

mq,k =
V nl
k − V

fl
k

Qfl
k

. (5.16)

5.3.3 Virtual Impedances

The design objective of tuning the virtual impedances is to minimize the ac-

tive power oscillations caused by load variations. Since the inverters with higher

rated powers have higher voltage drops at their output, the virtual impedances are

assumed to be related to the rated powers as follows

Lvir
1 P fl

1 = Lvir
2 P fl

2 = Lvir
3 P fl

3 . (5.17)

The design procedure includes two steps. In the first step, the effect of the vir-

tual impedance variations on the system dominant poles is observed, and a proper

parameter range, in which the system is stable, is selected. In the next step, the

system is simulated with different values of the virtual impedance to monitor its
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Fig. 5.8: Step 1 of designing Lvir
1 : selecting the proper range according to

the root locus of the system dominant poles by variations in Lvir
1 .

impact on the active power oscillations in the worst-case scenario, which is a si-

multaneous change in the loads and no-load frequencies applied at the beginning of

the simulation. The power error is defined as eP,k , Pss,k − Pk, where Pss,k is the

steady-state value of the active power, and Pk is the value of active power at any

point of time. Then, the IAE performance index for the kth inverter, IAEk, and the

entire system, IAEtotal, are obtained as follows

IAEk =

∫ ∞
0

|eP,k(t)|dt, IAEtotal =
3∑

k=1

IAEk. (5.18)

The virtual impedance at which IAEtotal is minimized is selected as the optimum

value.

Also, if Lvir
1 is tuned, Lvir

2 and Lvir
3 are obtained accordingly (5.17). Fig. 5.8

illustrates the displacement of the dominant poles of the system with respect to

variations in Lvir
1 from 0 to 3.75 × 10−4 pu. Hence, the proper range for Lvir

1 is

selected from 0.5 × 10−4 pu to 3 × 10−4 pu. As the next step, Fig. 5.9(a) depicts

the active power responses of Inverter 1 with respect to changes in Lvir
1 , and the

corresponding power errors are presented in Fig. 5.9(b). The optimum value of Lvir
1

that minimizes IAEtotal is found to be 1.75× 10−4 pu, corresponding to the purple

lines in Fig. 5.9.
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Fig. 5.9: Step 2 of designing Lvir
1 : obtaining the optimum value of Lvir

1 by
minimizing the IAE index; (a) active power characteristics of Inverter 1 in
response to a simultaneous step change in the loads and no-load frequencies
of the inverters, and (b) power errors of Inverter 1.

5.3.4 Frequency Controllers

To design the frequency controllers, it is assumed that the system is operating in

Mode 1, and the controllers should be designed such that the power oscillations are

minimized. Since the inverters with the lower rated powers are supposed to supply

the lighter loads, their frequency restoration process needs to be faster. Thus, the

controller parameters are assumed to be related to the rated powers as follows

bprop
1 P fl

1 = bprop
2 P fl

2 = bprop
3 P fl

3 , (5.19)

bint
1 P fl

1 = bint
2 P fl

2 = bint
3 P fl

3 . (5.20)

The design procedure of the frequency controllers is the same as the virtual

impedances with the exception that in the second step, the step change is only

applied in the load since the no-load frequencies are controlled by the frequency

controllers.

Fig. 5.10 shows the displacement of the dominant poles of the system with

respect to variations in bprop
1 from 0 to 5. The proper range for bprop

1 is selected from

0 to 1.25 since this range corresponds to a faster and more stable system according
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Fig. 5.10: Step 1 of designing bprop
1 : selecting the proper range according to

the root locus of the system dominant poles by variations in bprop
1 .
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Fig. 5.11: Step 2 of designing bprop
1 : obtaining the optimum value of bprop

1

by minimizing the IAE index; (a) active power characteristics of Inverter 1
in response to a step change in the load, and (b) power errors of Inverter 1.

to the pole locations. As the second step, Fig. 5.11(a) depicts the active power

responses of Inverter 1 with respect to changes in bprop
1 , and the corresponding

power errors are presented in Fig. 5.11(b). It is worth remarking that since the

frequency controllers are changing the droop no-load frequencies, the steady-state

powers of the inverters will be different for different values of bprop
1 . The optimum

value of bprop
1 that minimizes IAEtotal is found to be 0.8, whose response is shown

by the purple lines in Fig. 5.11.
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Fig. 5.12: Step 1 of designing bint
1 : selecting the proper range according to

the root locus of the system dominant poles by variations in bint
1 .
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Fig. 5.13: Step 2 of designing bint
1 : obtaining the optimum value of bint

1 by
minimizing the IAE index; (a) active power characteristics of Inverter 1 in
response to a step change in the load, and (b) power errors of Inverter 1.

The optimum value of bint
1 can be found by the same procedure. Fig. 5.12 shows

the displacement of the dominant poles of the system with respect to variations in

bint
1 from 0 to 400. The proper range for bint

1 is selected from 100 to 300. As the

second step of design, Fig. 5.13(a) depicts the active power responses of Inverter 1

with respect to changes in bint
1 , and the corresponding power errors are presented in

Fig. 5.13(b). The optimum value of bint
1 that minimizes IAEtotal is found to be 300,

which corresponds to the red lines in Fig. 5.13.
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5.3.5 Hysteresis Bands

The hysteresis blocks check whether or not the active powers of inverters lie

within the desired power range. Considering (5.14), the hysteresis bands should

be selected such that redundant activations and deactivations of the inverters due

to changes in the hysteresis outputs are avoided. Thus, supposing a margin of

±10% around 0.3P fl
k and 0.8P fl

k , the upper and lower bands of Hysteresis-1k and

Hysteresis-2k are given by

hmin
1,k = 0.9(0.3P fl

k ), hmax
1,k = 1.1(0.3P fl

k ), (5.21)

hmin
2,k = 0.9(0.8P fl

k ), hmax
2,k = 1.1(0.8P fl

k ). (5.22)

5.4 Simulation Results

The parallel inverter system with the parameter values presented in Table 5.1 is

simulated to evaluate the performance of the proposed controllers in improving the

overall system efficiency. Since Inverter 3 is identical to Inverter 2, its parameters

are the same as that of Inverter 2.

As illustrated in Fig. 5.14, first, a very-light load of 0.2 kW is connected to the

system at t= 0.2 s. Therefore, the OID is enabled during 0.6 s≤ t≤1 s, and it is

detected that all three inverters are online. In this case, Inverter 1, which has the

lowest rated power, starts to solely supply the load. At t= 3 s, the load changes

to 1.2 kW, and Inverter 1 increases its power to supply the load; however, since

the load is above 0.8P fl
1 , Inverter 2 should turn on to contribute to the load power

sharing. Next, the load jumps to 3 kW at t= 5 s, where Inverter 3 is also turned

on to supply the load. Afterwards, the load increases to 5 kW at t=6 s, where all

three inverters operate at almost full-load power. Then, at t= 7 s, the load drops

to 1.5 kW, where Inverter 2 and Inverter 3 supply the load, and Inverter 1 does

not share any power. At t= 7.5 s, Inverter 1 is disconnected from the system, and

only the identical inverters are online until the end of the simulation. Eventually,
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Table 5.1: System parameters

Inverter 1 Inverter 2

Parameter Value Parameter Value

P fl
1 1 kW P fl

2 2 kW

L1,1 2 mH L1,2 3 mH

Cf,1 2.2 µF Cf,2 1 µF

L2,1 2 mH L2,2 2 mH

Lvir
1 5.04 mH Lvir

2 2.52 mH

mp,1 0.0038 mp,2 0.0019

mq,1 0.005 mq,2 0.0025

V nl
1 170 V V nl

2 170 V

bprop
1 0.8 bprop

2 0.4

bint
1 300 bint

2 150

hmin
1,1 270 W hmin

1,2 540 W

hmax
1,1 330 W hmax

1,2 660 W

hmin
2,1 720 W hmin

2,2 1440 W

hmax
2,1 880 W hmax

2,2 1760 W

at t= 8 s, the load changes to 0.5 kW, which is a very-light load for the identical

inverters. Thus, the OID is activated during 8.5 s≤ t≤8.9 s, and it is recognized that

only the second and third inverters are available. Hence, only Inverter 2 supplies

the load due to having a smaller assigned inverter ID.

Fig. 5.14(a) compares the overall efficiency of the system operating under the

proposed and conventional load-sharing methods. It is observed that during the

steady-state conditions, the efficiency of the proposed method is higher than or

equal to that of the conventional method. In light-load situations, i.e. at 1 s≤ t≤3 s

and 9 s≤ t≤11 s, the efficiency improvement can be as much as 14%. Nevertheless,

there are two types of transient efficiency drops in the proposed method. The first

type is during the OID detection period, which is resolved quickly when the online

inverters are detected. The second one, which occurs for a very short period of time,

is during the activation/deactivation of the inverters. Furthermore, the inverter

active power injections and system operating modes are depicted in Fig. 5.14(b).

121



Chapter 5. Modified Droop Strategy for Wide Load Range Efficiency Improvement
of Parallel Inverter Systems

(b)
-400

0
400
800

1200
1600
2000
2400

P
o
w

er
 (

W
)

P
1

(proposed)

P
2

(proposed)

P
3

(proposed)

P
1

(conventional)

P
2

(conventional)

P
3

(conventional)

(c)
1

2

M
u
x
 S

el
ec

to
r Sel

1
(proposed)

Sel
2

(proposed)

Sel
3

(proposed)

0 1 2 3 4 5 6 7 8 9 10 11

time (s)

(d)

59.8

60

60.2

60.4

60.6

N
o
-L

o
ad

 F
re

q
u
en

cy
 (

H
z)

f
nl

1
(proposed)

f
nl

2
(proposed)

f
nl

3
(proposed)

(a)
64
68
72
76
80
84
88
92
96

100

E
ff

ic
ie

n
cy

 (
%

) (proposed)

(conventional)

Fig. 5.14: Efficiency comparison between the proposed and conventional
methods at different load levels: (a) system efficiencies, (b) inverter active
power injections, (c) Mux selector signals, and (d) inverter no-load frequen-
cies.

Additionally, the Mux selector signals and inverter no-load frequencies are shown

in Fig. 5.14(c) and Fig. 5.14(d), respectively.

Fig. 5.15 compares the overall system efficiency curves of the proposed and

conventional methods within the entire range of loads that the system can support

with three online inverters, i.e. 0 W ≤ PL ≤ 5 kW. The proposed method signifi-

cantly increases the overall system efficiency at light loads. As shown in Fig. 5.15,

Inverter 1 supplies the load until the inverter power reaches 0.8P fl
1 . Then, Inverter 2

is activated to help Inverter 1 supply the load until its power reaches 0.8P fl
2 , and

so on.
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5.5 Experimental Results

The experimental results are obtained in two scenarios where two and three

inverters are online in the system.

5.5.1 Two Online Inverters

In the first scenario whose experimental setup is depicted in Fig. 5.16, two

single-phase parallel inverters with power ratings of P fl
1 = 200 W and P fl

2 = 400 W

are connected to the loads via LCL filters. The dc supplies are implemented with

Chroma programmable dc power supply 62012P and Sorensen programmable power

supply SGX500X10C. Furthermore, the inverter controllers are implemented on

dSPACE MicroLabBox (RTI 1202). The following experiments are conducted to

evaluate the effectiveness of the proposed controllers.

5.5.1.1 Transition between Mode 1 and Mode 3

Fig. 5.17 shows the experimental results when the inverters are operating in

Mode 1 and Mode 3. In the beginning, the load is 40 W which is considered as

a very-light load. Thus, Inverter 1 solely supplies the load, and the system is

in Mode 3. Next, the load increases to 240 W. Since 240 W is higher than 0.8P fl
1 ,

Inverter 1 cannot supply the load individually, and a portion of the demanded power

(W)
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Fig. 5.15: Overall system efficiency comparison between the proposed and
conventional methods.
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Fig. 5.16: Experimental setup.

is supplied by Inverter 2, which indicates that the system is operating in Mode 1.

Eventually, the load drops to 40 W. As the mode changes from Mode 1 to Mode 3,

the OID is enabled and detects that both inverters are online. Hence, Inverter 1

starts to solely supply the load due to having the lowest rated power. In addition to

the active power injections, the load-side inductor currents, capacitor voltages, and

no-load frequencies are shown in Fig. 5.17. It should be noted that the active power

transients during the turn on process of Inverter 2, i.e. 400 ms < t < 600 ms, are

not seen by the load as they are internal transients between the inverters without

affecting the sum of all powers provided to the load. Therefore, the load power

remains constant during the process of inverters turning on and off since the load

is supplied by the sum of P1 and P2 by the droop control strategy and the load

power reaches its steady-state value much faster than the transient time of turning

on Inverter 2.

5.5.1.2 Operation in Mode 1

Fig. 5.18 illustrates the experimental results when the inverters are operating

in Mode 1. Initially, the load is 100 W that lies within the desired power range of

Inverter 1. As shown in Fig. 5.18, only Inverter 1 contributes to supplying the load,

and the system operates in Mode 1. Next, the load changes to 240 W. In this case,
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Fig. 5.17: Experimental results with two online inverters: performance of
the proposed method in improving the efficiency by deactivating the unnec-
essary inverter in Mode 3.

Inverter 2 cooperates with Inverter 1 in feeding the load. Finally, the load returns

to 100 W. Consequently, the proposed controller of Inverter 2 reduces its power

injection, and Inverter 1 keeps supplying the load merely. It is worth mentioning

that since the inverters proportionally share the power similar to the conventional

droop strategy in Mode 2, this mode is not included in the experimental results.

5.5.1.3 Discussions

In the experimental results depicted in Fig. 5.17 and Fig. 5.18, it is observed

that the power distribution among the inverters is different for the 240 W load. The

reason is that the power distribution among the inverters depends on the previous

load, system mode, and the changing rate of no-load frequencies. In Fig. 5.17,

a very-light load of 40 W is connected at the beginning, and Inverter 1 is solely

125



Chapter 5. Modified Droop Strategy for Wide Load Range Efficiency Improvement
of Parallel Inverter Systems

Fig. 5.18: Experimental results with two online inverters: performance of
the proposed method in improving the efficiency by deactivating the unnec-
essary inverter in Mode 1.

supplying the load in Mode 3. Then, the load changes to 240 W and the system

mode changes to Mode 1, where Inverter 1 and Inverter 2 inject 80 W and 160 W,

respectively. In Fig. 5.18, although Inverter 1 is feeding the load at the beginning

of the experiment, its operating mode is Mode 1. When the load changes to 240 W,

while the system remains in Mode 1, Inverter 1 injects 70 W and Inverter 2 supplies

170 W.

Considering the efficiency curve depicted in Fig. 5.4, the experimental system

efficiency under the proposed and conventional methods can be compared using Ta-

ble 5.2. It is observed that the system efficiency is improved at light loads in com-

parison with the conventional power sharing. Furthermore, according to Fig. 5.17,

Fig. 5.18, and Table 5.2, it is concluded that both Inverter 1 and Inverter 2 operate

within their desired power ranges at a 240 W load.

126



Chapter 5. Modified Droop Strategy for Wide Load Range Efficiency Improvement
of Parallel Inverter Systems

Table 5.2: Experimental efficiency comparison between the conventional
and proposed methods for two inverters

Efficiency
P1 =40 W

P2 =0 W

P1 =80 W

P2 =160 W

P1 =100 W

P2 =0 W

P1 =70 W

P2 =140 W

η1 94.3% 95.8% 96% 95.7%

η2 - 95.8% - 95.85%

ηsys,prop 94.3% 95.8% 96% 95.8%

ηsys,conv 86.5% 95.8% 93.6% 95.8%

Fig. 5.19: Experimental results with three online inverters: performance
of the proposed controller in improving the efficiency by deactivating the
unnecessary inverters.

5.5.2 Three Online Inverters

For the second scenario, three single-phase parallel inverters with power ratings

of P fl
1 = 200 W and P fl

2 = P fl
3 = 400 W are connected to the loads via LCL filters.

Fig. 5.19 shows the experimental results of the system with three online inverters

operating in Mode 1 and Mode 3. First, the load is 40 W which is considered as a

very-light load. Hence, Inverter 1 solely supplies the load, and the system operates
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Table 5.3: Experimental efficiency comparison between the conventional
and proposed methods for three inverters

Efficiency

P1 =40 W

P2 =0 W

P3 =0 W

P1 =90 W

P2 =150 W

P3 =0 W

P1 =70 W

P2 =150 W

P3 =140 W

P1 =40 W

P2 =0 W

P2 =0 W

η1 94.3% 95.9% 95.7% 94.3%

η2 - 95.75% 95.75% -

η3 - - 95.7% -

ηsys,prop 94.3% 95.8% 95.72% 94.3%

ηsys,conv 80% 94.9% 95.7% 80%

in Mode 3. Next, the load increases to 240 W. Since Inverter 1 cannot supply the

load individually, Inverter 2 starts to supply the load, and the system mode changes

to Mode 1. Subsequently, the load jumps to 360 W which should be fed by all three

inverters. Finally, the load drops to 40 W. As the mode changes from Mode 1

to Mode 3, the OID is activated and detects that all inverters are online. Thus,

Inverter 1 starts to supply the load solely due to having the lowest rated power.

In addition to the active power injections, the load-side inductor currents and the

LCL filter capacitor voltages are shown in Fig. 5.19.

Considering the efficiency curve depicted in Fig. 5.4, the experimental system

efficiency under the proposed and conventional methods can be compared using

Table 5.3. It is observed that the efficiency improvement is more significant in the

second scenario in comparison with the first scenario.

5.6 Summary

A communicationless modified droop strategy is proposed in this chapter to

improve the overall system efficiency of parallel inverters. It is observed that the

overall system efficiency can be increased by up to 14% at light loads in comparison

with the conventional droop strategy. The proposed method maintains the modu-

larity and flexibility in case more inverters will be added to the system. Ultimately,
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the proposed method would improve the reliability and system efficiency without

any single point of failure. Ultimately, the lifetimes of inverters with higher rated

powers are extended by the proposed method.
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Chapter 6

Summary and Future Work

6.1 Summary of Contributions

In this thesis, control design, stability analysis, efficiency optimization, and

experimental verification for single-phase inverters in microgrid application is pre-

sented. The objective of the thesis is to propose systematic, optimal, and robust

control methods for inverters operating in a microgrid and to address the stabil-

ity analysis and efficiency optimization of the overall system while the proposed

controllers are deployed. The main contributions and conclusions of this thesis are

summarized below.

(i) A robust control system is proposed for a single-phase inverter in a weak grid

operation. The proposed control system compensates weak grid uncertainties

and practical uncertainties such as computational, and PWM delays. Further-

more, the proposed control system achieves power decoupling between ac and

dc sides without any auxiliary circuit.

(ii) An optimal and systematic design approach for a cascade control system is

proposed based on the LQT method. This method does consider the interac-

tion among cascaded loops, which leads to relaxing the timescale restriction

that the inner loops must be much faster than the outer loops in conventional

approaches. Therefore, the speed of the internal loop and the external loop

can be similar. Using the proposed method, a cascade control system based

on intra-loop state feedback is structured and systematically designed for a

single-phase standalone inverter.
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(iii) An accurate approach is proposed to derive the mathematical model of a single-

phase microgrid containing parallel droop-controlled inverters in details. The

proposed model can be used for small-signal stability analysis, tuning the

system parameters, and studying the system sensitivity against parameter

variations. Moreover, the proposed model is able to represent behaviors of the

fast dynamic variables of the internal loops such as currents and voltages.

(iv) A communicationless modified droop strategy is proposed to improve the over-

all efficiency of a standalone microgrid with parallel inverters. In this strategy,

in stead of proportionally sharing the power among all inverters, only a num-

ber of inverters contribute to supplying the load such that the output power of

each inverter is maintained within a proper range with respect to the inverter

efficiency curve. The proposed power-sharing strategy can enhance the overall

system efficiency by up to 14% at light loads compared with the conventional

droop strategy.

6.2 Future Work

There are a number of directions that this research could proceed in; four of

the most promising are outlined below:

(i) Using the proposed systematic design method to design a cascade control

system for a grid-connected inverter in weak grid operation, which includes

design of current control, dc link control, and PLL loops.

(ii) Using the proposed systematic design method to design a fast control system

that limits the short circuit current of GFM inverters in the grid-connected

operation mode.

(iii) Using the proposed modeling approach to precisely study the stability of single-

phase grid-connected inverters with nonlinear stationary-frame controllers, in-

cluding the dc link and current controllers.
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(iv) Using the proposed unequal power-sharing strategy to improve the overall

efficiency in dc microgrids.
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[61] M. A. G. López, J. L. G. de Vicuña, J. Miret, M. Castilla, and R. Guzmán,

“Control strategy for grid-connected three-phase inverters during voltage sags

to meet grid codes and to maximize power delivery capability,” IEEE Trans-

actions on Power Electronics, vol. 33, no. 11, pp. 9360–9374, 2018.

[62] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. V. Timbus, “Overview of

control and grid synchronization for distributed power generation systems,”

IEEE Transactions on industrial electronics, vol. 53, no. 5, pp. 1398–1409,

2006.

[63] M. Zhao, X. Yuan, J. Hu, and Y. Yan, “Voltage dynamics of current con-

trol time-scale in a VSC-connected weak grid,” IEEE Transactions on Power

Systems, vol. 31, no. 4, pp. 2925–2937, 2015.

[64] J. Rocabert, A. Luna, F. Blaabjerg, and P. Rodriguez, “Control of power

converters in AC microgrids,” IEEE transactions on power electronics, vol. 27,

no. 11, pp. 4734–4749, 2012.

[65] L. Zheng, R. P. Kandula, K. Kandasamy, and D. Divan, “Stacked Low-

Inertia Converter or Solid-State Transformer: Modeling and Model Predictive

Priority-Shifting Control for Voltage Balance,” IEEE Transactions on Power

Electronics, 2021.

[66] M. Hinkkanen, H. A. A. Awan, Z. Qu, T. Tuovinen, and F. Briz, “Current

control for synchronous motor drives: Direct discrete-time pole-placement

design,” IEEE Transactions on Industry Applications, vol. 52, no. 2, pp. 1530–

1541, 2016.

[67] K. Cui, C. Wang, L. Gou, and Z. An, “Analysis and Design of Current Reg-

ulators for PMSM Drives Based on DRGA,” IEEE Transactions on Trans-

portation Electrification, vol. 6, no. 2, pp. 659–667, 2020.

141



Bibliography

[68] H. A. Hussain, “Tuning and Performance Evaluation of 2DOF PI Current

Controllers for PMSM Drives,” IEEE Transactions on Transportation Elec-

trification, 2020.

[69] R. R. Sawant and M. C. Chandorkar, “A multifunctional four-leg grid-

connected compensator,” IEEE Transactions on Industry Applications,

vol. 45, no. 1, pp. 249–259, 2009.

[70] R. Teodorescu, M. Liserre, and P. Rodriguez, Grid converters for photovoltaic

and wind power systems, vol. 29. John Wiley & Sons, 2011.

[71] T. E. Marlin, Process control: designing processes and control systems for

dynamic performance. McGraw-Hill, 1995.

[72] L. Meng, Z. Shu, Y. Lei, H. Yan, Z. Li, L. Ma, X. Yin, and X. He, “Opti-

mal Input and Output Power Quality Control of Single-Phase AC–DC–DC

Converter With Significant DC-Link Voltage Ripple,” IEEE Transactions on

Industrial Electronics, vol. 67, no. 12, pp. 10366–10376, 2020.

[73] N. M. Dehkordi, N. Sadati, and M. Hamzeh, “A robust backstepping high-

order sliding mode control strategy for grid-connected DG units with har-

monic/interharmonic current compensation capability,” IEEE Transactions

on Sustainable Energy, vol. 8, no. 2, pp. 561–572, 2016.

[74] D. Xu, G. Wang, W. Yan, and X. Yan, “A novel adaptive command-filtered

backstepping sliding mode control for PV grid-connected system with energy

storage,” Solar Energy, vol. 178, pp. 222–230, 2019.

[75] B. Fan, S. Guo, Q. Yang, and W. Liu, “Decentralised adaptive control design

for single-phase parallel-inverter systems,” IET Renewable Power Generation,

vol. 13, no. 15, pp. 2752–2761, 2019.

142



Bibliography

[76] T. Roy, M. Mahmud, S. N. Islam, N. Rajasekar, K. M. Muttaqi, and A. M. Oo,

“Robust Adaptive Direct Power Control of Grid-Connected Photovoltaic Sys-

tems,” in 2020 IEEE International Conference on Power Electronics, Smart

Grid and Renewable Energy (PESGRE2020), pp. 1–6, IEEE, 2020.

[77] R.-J. Wai and Y. Yang, “Design of backstepping direct power control for three-

phase PWM rectifier,” IEEE Transactions on Industry Applications, vol. 55,

no. 3, pp. 3160–3173, 2019.

[78] X. Huang, K. Wang, B. Fan, Q. Yang, G. Li, D. Xie, and M. L. Crow, “Robust

current control of grid-tied inverters for renewable energy integration under

non-ideal grid conditions,” IEEE Transactions on Sustainable Energy, vol. 11,

no. 1, pp. 477–488, 2019.

[79] Y. Han, H. Li, P. Shen, E. A. A. Coelho, and J. M. Guerrero, “Review of active

and reactive power sharing strategies in hierarchical controlled microgrids,”

IEEE Transactions on Power Electronics, vol. 32, no. 3, pp. 2427–2451, 2016.

[80] Y. W. Li and C.-N. Kao, “An accurate power control strategy for power-

electronics-interfaced distributed generation units operating in a low-voltage

multibus microgrid,” IEEE Transactions on Power Electronics, vol. 24, no. 12,

pp. 2977–2988, 2009.
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Appendix A

Derivation of Grid Current Trans-

fer Function with Respect to Un-

certainties
Detailed derivation of the equation (2.5) is as follows:

Gig(s) =
1

L2s+R2

∆−→ 1

L̄2(1 + EL2δL2)s+ R̄2(1 + ER2δR2)

=
1

(L̄2s+ R̄2) +
[
L̄2EL2s R̄2ER2

] δL2

δR2


=

1

(L̄2s+ R̄2)

1 +

[
L̄2EL2s

L̄2s+ R̄2

R̄2ER2

L̄2s+ R̄2

] δL2

δR2


(A.1)

Now, auxiliary matrices K and ∆ are defined as follows:

K
∆
=

[
L̄2EL2s

L̄2s+ R̄2

R̄2ER2

L̄2s+ R̄2

]
, ∆

∆
=

 δL2

δR2

 . (A.2)

Substituting (A.2) into (A.1) results in:

Gig =
1

L̄2s+ R̄2

(1 +K∆)−1

=
1

L̄2s+ R̄2

(
1−K∆ (1 +K∆)−1) (A.3)
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Appendix A. Derivation of Grid Current Transfer Function with Respect to
Uncertainties

Based on the upper LFT (2.4) and defining matrices G11, G12, G21, and G22 in (2.3)

as shown in (A.4), Ḡig(s) and Gig(s) in equation (2.5) can be derived as represented

in (A.5):

Gig(s) = FU


 −K

1

L̄2s+ R̄2

−K 1

L̄2s+ R̄2

 ,∆


G11 = G21 = −K =

[
−L̄2EL2s

L̄2s+ R̄2

−R̄2ER2

L̄2s+ R̄2

]
,

G12 = G22 =
1

L̄2s+ R̄2

,

(A.4)

Ḡig(s) =

 G11 G12

G21 G22


=

1

L̄2s+ R̄2

 −L̄2EL2s −R̄2ER2 1

−L̄2EL2s −R̄2ER2 1

 ,
Gig(s) = FU

Ḡig(s),

 δL2

δR2

 .

(A.5)
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Appendix B

Derivation of Linearized Small-signal

Equations of Single-phase Standalone

Microgrid
In this section, the linearized small-signal equations of the microgrid are derived

with respect to the equations provided in Section 4.3 to study the microgrid stability

using the Jacobian matrix. Suppose z=[z1 · · · zlz ]T , and h=[h1 · · · hlh ]T is a

function on z, where h : IRlz → IRlh . Thus, the Jacobian matrix of the function h

is

Jh(z) =


∂h1(z)
∂z1

· · · ∂h1(z)
∂zlz

...
. . .

...
∂hlh (z)

∂z1
· · · ∂hlh (z)

∂zlz

 . (B.1)

Now, consider x=[x1 · · · xl1 ]T , u=[u1 · · · ul2 ]T , and y=[y1 · · · yl3 ]T as the state,

input, and output vectors of a system, where ẋ = f(x,u) and y = g(x,u). In this

case, using the Jacobian matrix (B.1), the linearized small-signal equations of the

system are
˙̃x = A(op)x̃ + B(op)ũ, ỹ = C(op)x̃ + D(op)ũ,

A(op) = Jf (x)
∣∣∣x=X(op)

u=U(op),B
(op) = Jf (u)

∣∣∣x=X(op)

u=U(op),

C(op) = Jg(x)
∣∣∣x=X(op)

u=U(op),D
(op) = Jg(u)

∣∣∣x=X(op)

u=U(op),

(B.2)

The superscript “(op)” refers to the operating point, and the accent “∼” denotes

small-signal perturbations around the operating point. Eventually, the operat-

ing point can be obtained by numerically solving f
(
X(op),U(op)

)
= 0 and Y(op) =

g
(
X(op),U(op)

)
.
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According to the microgrid model in the rotating frame depicted in Fig. 4.6,

(4.25)-(4.29), except (4.27), are explicitly nonlinear. Moreover, as ωn is an output

of the droop block, (4.22)-(4.24), and (4.30) are nonlinear as well due to the multi-

plication of ωn to other system states or inputs. Therefore, (4.22)-(4.30) should be

linearized around an operating point for the small-signal stability analysis by using

(B.2).

The equations of the voltage and current loops (4.22) are linearized as

˙̃x
dq

vc,n = Adq(op)
vc,n x̃dqvc,n + Bdq

vc,nṽ
refdq
c,n + Bdq

vL,nṽ
dq
L + · · ·

· · ·Bω1(op)
vc1,n

ω̃1 + Bωn(op)
vc2,n

ω̃n, ỹdqvc,n = Cdq
vc,nx̃

dq
vc,n,

Adq(op)
vc,n =Adq

vc,n

∣∣
ωn=ω

(op)
n
,Bω1(op)

vc1,n
=
∂Adq

vc,n

∂ω1

∣∣∣
ωn=ω

(op)
n

Xdq(op)
vc,n ,

Bωn(op)
vc2,n

=

0, n=1

∂Adq
vc,n

∂ωn

∣∣
ωn=ω

(op)
n

X
dq(op)
vc,n , n 6=1

.

(B.3)

Regarding the APF block, its state-space equations (4.23) are linearized as

˙̃x
dq

ap,n=Adq(op)
ap,n x̃dqap,n+Bdq(op)

ap,n ũdqap,n+Bω1(op)
ap1,n

ω̃1+Bωn(op)
ap2,n

ω̃n,

ỹdqap,n = Cdq
ap,nx̃

dq
ap,n + Ddq

ap,nũ
dq
ap,n,

Adq(op)
ap,n =Adq

ap,n

∣∣
ωn=ω

(op)
n
,Bdq(op)

ap,n =Bdq
ap,n

∣∣
ωn=ω

(op)
n
,

Bω1(op)
ap1,n

=
∂Adq

ap,n

∂ω1

∣∣∣
ωn=ω

(op)
n

Xdq(op)
ap,n ,

Bωn(op)
ap2,n

=


∂Bdqap,1
∂ω1

∣∣
ω1=ω

(op)
1

U
dq(op)
ap,1 , n=1

∂Adq
ap,n

∂ωn

∣∣
ωn=ω

(op)
n

X
dq(op)
ap,n +

∂Bdqap,n
∂ωn

∣∣
ωn=ω

(op)
n

U
dq(op)
ap,n , n6=1

.

(B.4)

The equation of the virtual impedance block (4.24) is linearized as

ỹdqvir,n=D
dq(op)
vir,n ũdqvir,n+D

ωn(op)
vir,n ω̃n,D

dq(op)
vir,n =Ddq

vir,n

∣∣
ωn=ω

(op)
n
,

D
ωn(op)
vir,n =

∂Ddq
vir,n

∂ωn

∣∣∣
ωn=ω

(op)
n

U
dq(op)
vir,n .

(B.5)
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For the power calculation block (4.25), the linearized equations are as

ỹpq,n = D(op)
pq,nũ

dq
pq,n, D(op)

pq,n = Jgpq,n(udqpq,n)
∣∣∣
udqpq,n=U

dq(op)
pq,n

,

D(op)
pq,n=

∂gp,n∂id2,n

∂gp,n
∂iq2,n

· · · ∂gp,n
∂vdcb,n

∂gp,n
∂vqcb,n

∂gq,n
∂id2,n

∂gq,n
∂iq2,n

· · · ∂gq,n
∂vdcb,n

∂gq,n
∂vqcb,n

∣∣∣∣∣∣
udqpq,n=U

dq(op)
pq,n

.
(B.6)

As the equations of the LPF block (4.27) are linear, the small-signal and large-

signal equations are the same. Thus, the small-signal equations of the LPF are

˙̃xlp,n=Alp,nx̃lp,n+Blp,nũlp,n, ỹlp,n=Clp,nx̃lp,n. (B.7)

As for the droop block, equations (4.29) are linearized as

˙̃zd,n=Bdq
d,nũ

dq
d,n, ỹdqd,n=C

dq(op)
d,n z̃d,n+D

dq(op)
d,n ũdqd,n,

C
dq(op)
d,n =Jgd,n(zd,n)

∣∣∣zd,n=Z
(op)
d,n

udqd,n=U
dq(op)
d,n

,

D
dq(op)
d,n =

[
Jgd,n(udqd,n)

∣∣∣zd,n=Z
(op)
d,n

udqd,n=U
dq(op)
d,n

Ddq
3d,n

]T
.

(B.8)

Considering the droop block equations (4.28) and (4.29), as ωnln and V nl
n are con-

stant values, their small-signal perturbations are equal to zero, i.e. ω̃nln = Ṽ nl
n =0.

In this case, the small-signal input vector of the droop block ũdqd,n is reduced to

ũdqrd,n=
[
P̃n Q̃n ω̃1

]T
. Therefore, the linearized small-signal droop equations (B.8)

are simplified as

˙̃zd,n = Bdq
rd,n

ũdqrd,n , ỹdqd,n=C
dq(op)
d,n z̃d,n+Ddq(op)

rd,n
ũdqrd,n ,

Bdq
rd,n

=
[
−mp,n 0 −1

]
,

C
dq(op)
d,n =

[
−V (op)

n sinZ
(op)
d,n V

(op)
n cosZ

(op)
d,n 0

]T
,

Ddq(op)
rd,n

=


0 −mq,n cosZ

(op)
12n 0

0 −mq,n sinZ
(op)
d,n 0

−mp,n 0 0

 ,
(B.9)
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where V
(op)
n = V nl

n −mq,nQ
(op)
n . Also, Bdq

rd,n
and Ddq

rd,n
in (B.9) refer to the reduced

forms of Bdq
d,n and Ddq

d,n in (B.8).

Finally, the microgrid load equations (4.30) are linearized as

˙̃x
dq

L = A
dq(op)
L x̃dqL + Bdq

L ũdq
L + B

ω1(op)
L ω̃1,

ỹdqL = Cdq
L x̃dqL + Ddq

L ũdqL ,

A
dq(op)
L =Adq

L

∣∣
ω1=ω

(op)
1
,B

ω1(op)
L =

∂Adq
L

∂ω1

∣∣∣
ω1=ω

(op)
1

X
dq(op)
L .

(B.10)
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Appendix C

Systematic Design of Enhanced Dy-

namic Cascade Control for Three-

phase PV Systems

C.1 Introduction

In this appendix, a cascade control containing an intra-loop state feedback,

introduced in Chapter 3, is designed based on the approach proposed in Section 3.3

for a grid-connected PV system as a practical example. It is shown that the pro-

posed methodology can reduce the size of dc link capacitor up to 7 times without

compromising its performance compared with the conventional design approach.

Alternatively, the proposed method can improve the performance using the same

capacitor size for applications that a large dc capacitance is required. These ad-

vantages are achieved because the proposed design approach relaxes the distinct-

timescale requirements among cascade loops as discussed in Chapter 3. Also, the

low voltage ride through (LVRT) capability of the proposed control system is veri-

fied by the simulation and experimental results to demonstrate the proposed control

system can tolerate large-signal disturbances. Eventually, the proposed method is

also expanded to inverters with high-order LCL filters and weak grid operations.

C.2 Study System

A single-stage grid-connected PV system is considered as the study system,

and a cascade control system is designed using both the proposed and conventional
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Fig. C.1: Study system configuration and the flow of power.

Table C.1: System parameters

Parameter Value

PV

Voc 692 V

Isc 18 A

VMP 600 V

Pnom 10 kW

Inverter
fsw 10 kHz

L 5 mH

Grid
fg 60 Hz

VgL−L 208 V

methods in Section C.3 and Section C.4. Fig. C.1 depicts the study system configu-

ration where the grid is a three-phase 208 V/60 Hz system and the PV includes 500

modules of 20 W (10 series-connected modules per string and 50 parallel strings).

This indicates a nominal power of 10 kW at the maximum power voltage of 600 V.

The open-circuit voltage of PV is 692 V, and its short-circuit current is 18 A. The

inductance L= 5 mH is used to filter the switching ripples of the inverter current.

Further details of the study system are presented in Table C.1. For the study sys-

tem shown in Fig. C.1, the control design is challenging because only one converter

has to address the PV-side aspects (including input power variations, dc load con-

nection/disconnection, and voltage reference variations to address maximum power

point tracking (MPPT)) as well as the grid-side objectives (consisting of current

limiting, grid voltage disturbances, and fault ride-through).
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C.3 Cascade Control Design for Study System

In this section, a cascade control system, which contains the dc link and current

control loops, is designed for the system shown in Fig. C.1. The control system

is developed by the proposed and the conventional methods in the synchronous

rotating frame (DQ frame) where system variables are dc, and active and reactive

powers can be controlled independently by d-axis current id and q-axis current iq,

respectively. The performance of both methods is assessed in Section C.4.

C.3.1 Proposed Cascade Control Design

According to Section 3.3, we start from the internal loop, current loop, and

design its controller. For this purpose, dynamic equations of the internal loop are

firstly derived. The dynamic equation of the current controller is

ẋc1dq = Ac1xc1dq +Bc1eidq, (C.1)

where Ac1 =0 and Bc1 =1. Also, xc1dq and eidq = Idqref−idq are the current controller

state variables and the error signals of the internal loop, respectively. The dynamic

equations of Plant 1 are

i̇d=ωiq+
1

L
(vinvd−vgd),

i̇q=−ωid+
1

L

(
vinvq−vgq

)
,

(C.2)

where idq, vinvdq, and vgdq are the injected currents, inverter voltages, and grid volt-

ages, respectively. Also ω is the rotational speed of the rotating frame. Assuming

that the coupling terms in (C.2) are compensated to control the current of each

axis separately, Fig. C.2 illustrates the proposed current control loop in the rotat-

ing frame.

According to the design algorithm described in Section 3.3, Steps 1-5 are fol-

lowed to design the internal controller. As the command Idqref and the disturbance
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Fig. C.2: Proposed current control loop.

vgdq are dc variables, then ∆1(s) = s (Step 1 ). The state-space equation of the

current controller (Step 2 ) is represented by (C.1). The state-space equations of

Plant 1, including the inverter, L filter, and grid, (Step 3 ), are

ẋp1dq =Ap1xp1dq+Bp1vinvdq+Bwvgdq, yp1dq =Cp1xp1dq , (C.3)

where xp1dq , Ap1 , Bp1 , Bw, and Cp1 are defined as xp1dq =yp1dq = idq, Ap1 = 0, Bp1 =

1
L
, Bw=− 1

L
, Cp1 =1. Then, the state-space equations of the current controller and

Plant 1 are augmented using (3.15)-(3.17) to form the equation of the internal loop

as below (Step 4 )

ẋ1dq = A1x1dq +Bu
1 vinvdq +B1,ref

1 Idqref +Bw
1 vgdq, (C.4)

where x1dq are the state variables of the internal loop x1dq =
[
xc1dq xp1dq

]T
, and Idqref

are determined by the external controllers. Finally, assign an appropriate Q1, and

solve the LQR problem for the internal system to find the optimum values of Kc1

and Kp1 (Step 5 ). For the numerical parameters of Table C.1, Fig. C.3 shows how

the closed-loop poles of the current control loop are placed using the LQT method.

Table C.2 represents the values of q1i’s, the controller gains, and the final values of

poles locations.
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Fig. C.3: Closed-loop poles of the proposed current control loop.

Table C.2: Parameters of proposed current controller for L filter

Parameter Value

Internal loop state weights
q11 7.94× 107

q12 12.59

Current controller gains

Kc1 −8912

Kp1 10.09

α1 0.9

Current controller poles λ1,2 −1008± j875

The block diagram shown in Fig. C.2 can be modified as shown in Fig. C.4,

which has been introduced as two-degrees-of-freedom (2DOF) PI controller in the

literature [66–68]. In this figure, α1 (−1 6 α1 6 1) is used to further adjust the

rise-time and swiftness of the internal loop. According to Fig. C.4, it is concluded

that
Idq(s)

Idqref (s)
=

α1Kp1s−Kc1

Ls2 +Kp1s−Kc1

. (C.5)

As shown in (C.5), α1 only changes the zero of the transfer function and keeps the

poles invariant. Thus, the optimum values of Kc1 and Kp1 are still valid for the

modified current loop. Also, according to Fig. C.4 and (C.5), the matrix B1,ref
1 in

(3.17) is updated as below

B1,ref
1 =

[
Bc1 α1Bp1Kp1

]T
. (C.6)
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Fig. C.4: Block diagram of the current control loop used in the proposed
and conventional methods.

Fig. C.5: Effects of α1 on the current control loop characteristics: (a) step
responses, and (b) system’s zero.

Fig. C.5 depicts how the change of α1 would affect system swiftness, rise-time, and

zero of the system. According to this figure, the appropriate swiftness and rise-time

of the internal loop are achieved with α1 = 0.9.

After designing the internal loop, we move forward to design the external con-

trol loop. To design the dc link controller, the dynamic equations between the dc

link voltage and the injected current are used. According to Fig. C.1, pext, pCdc ,

ploss, pL, and pg are the instantaneous extracted power from the PV panel operating

at the maximum power point (MPP), stored power in the dc link capacitor, power

loss of the inverter, power of the filter, and injected power into the grid, respec-

tively. Thus, the power conservation law results in pCdc = pext−(ploss+pL+pg). In
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Fig. C.6: Proposed dc link control loop.

this design, ploss and pL are ignored, which is a common practice for the inverter

operating mode. Therefore, pCdc ≈ pext − pg, where pg and pCdc can be calculated

using pg = 3
2

(vgdid + vgqiq) and pCdc = Cdc
2

d(v2dc)

dt
. Also, Cdc and vdc are the capacitor

and the voltage of dc link, respectively. As the PLL finally sets vgq=0 and vgd= V̂g,

where V̂g is the grid voltage amplitude, the grid power is simplified as pg = 3
2
vgdid

[48].

The block diagram of the dc link control loop is depicted in Fig. C.6. According

to this figure, the dynamic equation of the dc link controller is given by

ẋc2 = Ac2xc2 +Bc2ev, (C.7)

where Ac2 = 0 and Bc2 = 1; also, xc2 and ev = V 2
dcref
− v2

dc are the dc link controller

state variable and the error signal of the external loop. In Fig. C.6, Plant 2
′

is the

internal loop containing the current controller, inverter, L filter, and grid. It is then

modified to form the standard structure of the proposed cascade control system

introduced in Section 3.3 (Fig. 3.5). Thus, firstly, dynamic equations for Plant 2
′

are derived as

ẋp′2
= Ap′2

xp′2
+Bp

′
2
Idref , yp′2

= id = Cp′2
xp′2

, (C.8)

where xp′2
=x1d, and matrices Ap′2

, Bp
′
2
, and Cp′2

are

Ap′2
= A1 − Bu

1K1, Bp
′
2

= B1,ref
1 , Cp′2

=
[

0 1
]
. (C.9)

According to Fig. C.6, the states of Plant 2
′

should be augmented with the dc link
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variable to form the standard structure for Plant 2 (xp2 =
[
xp′2

v2
dc

]T
). Thus, the

state-space equations for Plant 2 are

ẋp2 = Ap2xp2 +Bp2Idref , yp2 = v2
dc = Cp2xp2 , (C.10)

where matrices Ap2 , Bp2 , and Cp2 are defined as

Ap2 =

 Ap′2
0

− 3
Cdc
V̂gCp′2

0

 , Bp2 =

 Bp
′
2

0

 ,
Cp2 =

[
0 0 1

]
.

(C.11)

The dc link controller is designed by following Steps 6-10 of the design al-

gorithm. As the reference V 2
dcref

and the disturbance pext are dc variables, then

∆2(s) = s (Step 6 ). The state-space equation of the voltage controller (Step 7 ) is

represented by (C.7). Also, the state-space equations of Plant 2 (Step 8 ) are given

by (C.10) and (C.11). Now, the state-space equations of the voltage controller and

Plant 2 are combined to form the equation of the dc link control loop (Step 9 ) as

below

ẋ2 = A2x2 +B1,ref
2 Idref +Bref

2 V 2
dcref

, (C.12)

where the definitions of A2, B1,ref
2 , and Bref

2 are provided by (3.28). Finally, assign

an appropriate Q2, and solve the LQR problem for the external system to find the

optimum values of Kc2 and Kp2 (Step 10 ).

Technical Consideration:

In practice, there is an implementation delay Td due to the inherent features of

the PWM and processor calculation. This delay can lead to the system oscillations

and instability [53, 135]. The delay can be considered in the design procedure of

the proposed control system as explained in [118], where the delay transfer function

165



Appendix C. Systematic Design of Enhanced Dynamic Cascade Control for
Three-phase PV Systems

e−Tds may be approximated by

e−Tds ≈
−Td

2
s+ 1

Td
2
s+ 1

. (C.13)

Then, the state-space equation of the delay approximation is derived as

ẋd = − 2

Td
xd +

2

Td
u, yd = 2xd − u. (C.14)

where xd denotes the state of the delay approximation (C.14). Also, u(t) and

yd(t) refer to the control effort and the approximation of the delayed control effort

u(t− Td), respectively. Next, (C.14) is combined with the state-space equations of

Plant 1 (C.3) to form the augmented plant for the internal loop, i.e. xaug
p1

=[xp1 xd]
T .

Therefore, the state-space matrices of the augmented plant containing the delay

model are derived as

Aaug
p1

=

Ap1 2Bp1

0 − 2
Td

 , Baug
p1

=

−Bp1

2
Td

 ,
Baug
w =

Bw

0

 , Caug
p1

=
[
Cp1 0

]
.

(C.15)

Finally, considering (C.15) as the state-space equations of the augmented plant of

the internal loop, gains of the proposed control system can be designed by following

the same design procedure explained earlier. Also, Fig. C.7 displays the structure

of the proposed control system consisting of the delay model [118].

Fig. C.7: Structure of the proposed control system containing the delay
model.
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Fig. C.8: Conventional dc link control loop with 2DOF PI controller.

C.3.2 Conventional Cascade Control Design

To have a fair comparison between the proposed and conventional dc link con-

trollers, the same internal current control loop is used for both methods as shown

in Fig. C.4.

Similar to the proposed approach, the dynamic equation between the dc link

voltage and the injected current is used to control the dc link voltage. The dc link

control loop with a 2DOF PI controller is illustrated in Fig. C.8. In the conventional

method, the dc link control loop is designed 10-20 times slower than the current

control loop. In this example, the control objective is to minimize the dc link

capacitor and maintain the fluctuation of dc link less than 10% of the nominal

voltage for the full power jump. According to Fig. C.8, the transfer function from

pext to v2
dc is

v2
dc

pext

=
2

Cdc

s

s2 + 2ζ2ωn2s+ ω2
n2

, (C.16)

where ζ2 and ωn2 can be calculated as

2ζ2ωn2 =
3V̂gK

PI
p2

Cdc
, ω2

n2
=

3V̂gK
PI
i2

Cdc
. (C.17)

(C.16) can be written in time domain as

v2
dc(t)=

2pext

Cdcωn2

√
1−ζ2

2

e−ζ2ωn2 t sin

(
ωn2

√
1− ζ2

2 t

)
. (C.18)
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To find the peak of v2
dc, the equation v̇2

dc = 0 is solved to find out the peak time

tp = 1

ωn2

√
1−ζ22

cos−1 (ζ2) . Substituting tp in (C.18), the peak value of v2
dc is

v2
peak =

2pext

Cdcωn2

e

−ζ2 cos−1(ζ2)√
1−ζ22 . (C.19)

Therefore, as vdcpeak =
√
v2

peak + V 2
dcref

, considering r as the maximum acceptable

ratio of fluctuation with respect to Vdcref (r =
vdcpeak−Vdcref

Vdcref
), the minimum capacitor

that guarantees r percent fluctuation of dc link due to the full power jump can be

calculated by substituting r in (C.19) as

Cdc =
2pext

[(1 + r)2 − 1]V 2
dcref

ωn2

e

−ζ2 cos−1(ζ2)√
1−ζ22 . (C.20)

According to (C.17), the gains of the dc link controller KPI
p2

and KPI
i2

can be easily

calculated for desirable values of ζ2 and ωn2

KPI
p2

=
2ζ2ωn2Cdc

3V̂g
, KPI

i2
=
ω2
n2
Cdc

3V̂g
. (C.21)

Since the real part of the poles of the current control loop are around −1000s−1

in Fig. C.3, the real part of the poles of the voltage control loop should be around

−100s−1, i.e. ζ2ωn2 = 100 that is 10 times slower. Finally, considering pext =

10 kW , ζ2 = 0.7, ζ2ωn2 = 100, and r = 10%, the minimum capacitor is equal to

Cdc = 850 µF using (C.20). Also, Fig. C.9 depicts how these criteria intersect each

other. After calculating Cdc, K
PI
p2

, and KPI
i2

based on the control objective, which

is minimizing dc link capacitor and maintaining the dc link fluctuations less than

10%, using (C.20) and (C.21), the other voltage controller variable αPI2 is selected

such that it further adjusts the rise-time of the dc link loop and limits the overshoot

caused because of V 2
dcref

jump to 10% as displayed in Fig. C.10. Table C.3 shows the

current controller parameters (KPI
p1

, KPI
i1

, and αPI1 ), dc link controller parameters

(KPI
p2

, KPI
i2

, and αPI2 ), and poles of the conventional cascade control system.
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Fig. C.9: Satisfy maximum fluctuation (r = 10%), desirable damping (ζ2 =
0.7), and appropriate speed of the external loop (ζ2ωn2 = 100).

Fig. C.10: Effects of αPI2 on the conventional dc link control loop: (a) step
responses, and (b) system’s zero.

Table C.3: Parameters of conventional dc link controller for L filter

Parameter Value

Dc link controller gains

KPI
p2

3.3× 10−4

KPI
i2

3.4× 10−2

α2 0.7

Dc link controller poles λ1,2 −100± j100.2

Current controller poles λ3,4 −1016± j1287

Resonant poles λ5,6 −1008± j875
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C.4 Performance Comparison

In this section, two designs for the proposed dc link controller, shown in

Fig. C.6, are provided and compared with the conventional design for the following

cases:

Case 1 : similar overshoots/undershoots at lower dc link capacitance for the pro-

posed method,

Case 2 : transients improvement for the proposed method with similar dc link

capacitors for both methods.

As it is explained in the following subsections, it is observed that, for similar over-

shoots/undershoots, the proposed method requires smaller capacitance, and, for the

similar capacitance, the proposed method achieves superior performance.

C.4.1 Similar Overshoots/Undershoots at Lower DC Link

Capacitance

The external loop of the proposed method can be designed much faster than the

conventional controller, which decreases the size of the required dc link capacitor.

The minimum dc link capacitance is designed so that it maintains the dc link voltage

fluctuations for a full power jump less than 10% of its nominal voltage. According

to Fig. C.6, because the system is of order 4, it should be firstly approximated

with a lower order system to find the minimum capacitance maintaining dc link

fluctuations within the acceptable level. Accordingly, Fig. C.6 is reconfigured as

shown in Fig. C.11.

In this figure, the dashed lines include the current loop and two state feedbacks

(xc1 , id). The transfer function Id
I
′
d

is

Id
I
′
d

=
α1Kp1s−Kc1

Ls2 + Λ1s+ Λ2

, (C.22)
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Fig. C.11: Reconfigured dc link control loop.

where Λ1 =Kp1 + Kp21L + α1Kp1Kp22 and Λ2 = α1Kp21Kp1 − (1 +Kp22)Kc1 . This

transfer function has two poles at p1 = −1062 s-1 and p2 = −2935 s-1 and a zero

at z1 = −982 s-1. Due to the zero-pole cancellation (z1 and p1), (C.22) can be

approximated with a first-order transfer function Id
I
′
d

≈ Λ3

τs+1
, where Λ3 =

−Kc1
Λ2

and

τ = 1
2935

s. As the pole of this transfer function is far from the dominant poles of

the voltage loop, the transfer function can be approximated with a constant gain

within the voltage loop bandwidth as Id
I
′
d

≈Λ3. In this case, the dc link control loop

illustrated in Fig. C.11 becomes a second-order system. Therefore, similar to the

conventional system discussed in Section C.3.2 (C.16)-(C.20), we get

v2
dc

pext

=
2

Cdc

s

s2 + 2ζ
′
2ω
′
n2
s+ ω′n2

2 , (C.23)

where ζ
′
2 and ω

′
n2

can be calculated as

2ζ
′

2ω
′

n2
=
−3V̂gKp23Λ3

Cdc
, ω

′

n2

2
=

3V̂gKc2Λ3

Cdc
. (C.24)

Thus, (C.20) can be used to approximate the minimum capacitance based on the

desirable ζ
′
2 and ω

′
n2

to maintain the dc link fluctuations less than 10% of the nominal

voltage. The pole of Id
I
′
d

, that is the loop depicted in the dashed frame in Fig. C.11,

is almost three times of the dominant poles of the voltage control loop. In other

words, Id
I
′
d

is not 10-20 times faster than the voltage loop to completely ignore its

dynamics in comparison with the voltage control loop. Therefore, the capacitance

is selected almost 20% − 30% higher than the value calculated in (C.20) to be on
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V.C
Poles

C.C
Poles

Fig. C.12: Proposed poles of the dc link voltage control loop.

the safe side. It is worth mentioning that the simplification of the current control

loop, shown in Fig. C.11, is only used to approximate the capacitance required

to maintain the dc link fluctuations less than the acceptable range, and the full

model of the current control loop, depicted in Fig. C.4, is used to design the voltage

controller as explained in Section 3.3 (Steps 6-10 ).

For the parameters in Table C.1, the minimum capacitor holding the fluctua-

tions less than 10% of the nominal voltage is Cdc = 120 µF. Fig. C.12 depicts how

the closed-loop poles of the whole system are placed properly using the proposed

method. In comparison with the conventional method, the required capacitor is 7

times smaller. It is worth mentioning that, in Case 1, the dc link capacitance is

reduced for applications where there is no overriding requirement on the capacitor

size. Table C.4 represents the values of q2i’s selected for the dc link control loop,

the controller gains, and the final values of poles locations. Similar to the internal

loop, the rise-time and swiftness of the external loop can be modified using α2. The

selection of α2 = 0.55 limits the overshoot caused due to the V 2
dcref

jump to 10% as

shown in Fig. C.13. According to this modification, the matrix Bref
2 in (3.28) is up-

dated as Bref
2 =[Bc2 α2Bp2Kp23 ]

T , where Kp23 is the feedback gain of the controlled

state variable v2
dc.

Fig. C.14(a) shows performances of both systems within different scenarios.

The extracted power from PV panel pext jumps from 0 to 10 kW at t= 0.1 s, and
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Table C.4: Parameters of proposed dc link controller for L filter

Parameter Value

External loop state weights

q21 0.141

q22 0.2

q23 10−4

q24 5.01× 10−8

Dc link controller gains

Kc2 0.376

Kp21 781.4

Kp22 0.661

Kp23 −6× 10−4

α2 0.55

Dc link controller poles λ1,2 −983± j302

Current controller poles λ3,4 −1016± j1287

Fig. C.13: Effects of α2 on the proposed dc link control loop: (a) step
responses, and (b) system’s zero.

both control systems successfully suppress the dc link fluctuations to less than 10%.

A 3 kW dc load is connected to the dc link at t = 0.2 s. Then, pext decreases

from 10 kW to 7 kW at t = 0.3 s, which leads to the change of Vdcref to achieve

MPPT. After that, the reference of the reactive power jumps to 3 kVAr at t=0.4 s.

Finally, the amplitude of the grid voltages V̂g increase 10% at t = 0.5 s. Both

systems exhibit almost similar overshoots and undershoots. However, the settling

time of responses is much smaller for the proposed method, during different types

of practical disturbances while the capacitance of the proposed method is 7 times

smaller.
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Vg^Pext Pextdc Load
QQ

Pext Pextdc Load
QQ Vg^

Fig. C.14: Performance comparison of proposed and conventional control
systems for PV system with L filter: (a) Case 1, and (b) Case 2 (Cdc =
850 µF ).

C.4.2 Transients Improvement and Similar DC Link Capac-

itors

In this part, it is shown how the dynamic response of the dc link control loop

can be improved by using the proposed control at the same capacitor size of the

conventional system. The external loop of the proposed method is designed fast to

achieve a better transient response. It is designed as fast as possible while the real

parts of the dominant poles of the dc link loop must not exceed the real parts of

the dominant poles of the current loop. The closed-loop poles of the dc link control

loop are placed properly similar to the last part depicted in Fig. C.12. Eventually,
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the swiftness and rise-time of the external loop can be tuned by α2 as stated before.

Fig. C.14(b) illustrates how the proposed control system can improve the dynamic

response of the control system as compared to the conventional system when the

same capacitor is used in both systems. It is clearly depicted that during the

different scenarios, the proposed dc link experiences much smaller fluctuations in

comparison with the conventional control system.

C.5 LVRT Capability

Due to the ever increasing penetration of renewable distributed generators

(DGs) in power systems, DGs play a significant role in maintaining the system

stability during harsh conditions such as short circuit faults. They should ride

through the disturbance and contribute to feeding the local loads and compensate

for the voltage sag [136, 137]. Detailed desired DG response during a short circuit

interval is dictated by various national standards. However, to meet the LVRT stan-

dard requirements, a fast control system is essential to follow commands during the

voltage sag interval and after that to reduce the post-fault recovery time [95]. In the

following, the LVRT capability of the proposed and conventional control systems

are compared by the simulation results.

In a rotating frame, active and reactive power can be controlled independently

by Idref and Iqref , respectively. In normal operation, Idref is determined by the dc link

controller and Iqref is set to regulate the desired reactive power. However, depending

on depth and duration of the voltage sag, the LVRT standard specifies the amount

of the reactive power Iqref to be injected to the grid [138]. In one approach, namely

the constant peak current strategy, the maximum current capacity of the DG is

used in LVRT by setting Idref as

Idref =
√
I2

max − I2
qref
, (C.25)
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Fig. C.15: LVRT capability of the proposed method and conventional
method.

where Imax is the maximum current capacity of the DG without tripping due to the

over current. In this study, Danish grid code [139] is used to determine the reactive

power requirement for a PV system during a voltage sag interval.

Designing the proposed controller as discussed in section C.4.1 with 7 times

smaller dc link capacitance (Case 1 ), its LVRT performance is compared with the

conventional method, and results are presented in Fig. C.15. The grid voltage drops

to 0.1 pu at t=0.15 s. According to Danish grid code, for this depth of voltage sag,

the maximum reactive power must be injected to the grid to compensate the voltage

drop, i.e. Idref = 0, Iqref = −Imax. As depicted in Fig. C.15, both control systems

represent an acceptable performance in decreasing the active current id to zero
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Fig. C.16: Single-stage PV system with an LCL filter connected to a weak
grid.

and using the maximum current capacity to inject the maximum reactive current

iq to the grid. However, when the grid voltage is recovered to 1 pu at t = 0.2 s,

the proposed controller significantly outperforms the conventional method, thanks

to much faster dc link control loop. The post-fault recovery time of the proposed

control system is around 5.9 ms, less than half a cycle, while the conventional system

being around 37.2 ms, more than two cycles. Also, since power converters are able

to tolerate 20%−40% overcurrents [140], the post-fault overcurrents of the proposed

and conventional methods fall within the acceptable overcurrent range as displayed

in Fig. C.15.

C.6 High-order Filter in Weak Grid Situation

In this section, to show the flexibility of the proposed approach, it is extended

to the design of the cascade control system for an inverter with an LCL filter op-

erating in a weak grid situation. Fig. C.16 depicts the system configuration where

L1 = 1 mH, Cf = 3 µF, and L2 = 0.6 mH. Also, Lg represents the grid interfacing

inductance, which is considered to vary in the range of 0 to 4 mH. Moreover, the

capacitor voltage is considered as the PCC.

Similar to Section C.3, assuming the couplings between the quadrature axes

are compensated, Fig. C.17 depicts the modified proposed current control loop for

the inverter with the LCL filter. Thus, the state-space equations of the current
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Fig. C.17: Block diagram of the current control loop used in the proposed
and conventional methods for the inverter with the LCL filter.

controller and Plant 1 are

ẋc1dq =Ac1xc1dq +Bc1eidq, (C.26)

ẋp1dq =Ap1xp1dq+Bp1vinvdq+Bwvgdq, yp1dq =Cp1xp1dq , (C.27)

where xp1dq =[i1dq vcdq i2dq]
T , yp1dq = i2dq, Ac1 =0, and Bc1 =1. Moreover, Ap1 , Bp1 ,

Bw, Cp1 are defined as

Ap1 =


0 − 1

L1
0

1
Cf

0 − 1
Cf

0 1
L2+Lg

0

 , Bp1 =


1
L1

0

0

 ,
Bw =

[
0 0 − 1

L2+Lg

]T
, Cp1 =

[
0 0 1

]
.

(C.28)

Augmenting (C.26)-(C.28) leads to

ẋ1dq = A1x1dq +Bu
1 vinvdq +B1,ref

1 I2dqref +Bw
1 vgdq, (C.29)

where the definition of A1, Bu
1 , andBw

1 are given by (3.17). Also, B1,ref
1 =[Bc1 α1Bp1Kp13 ]

T ,

where Kp13 is the controller gain applied to the controlled state variable i2dq. Thus,

by solving the LQR problem for the internal loop, we find the optimum values of
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Fig. C.18: Modified proposed dc link loop for the inverter with the LCL
filter.

Fig. C.19: Linearized small-signal model of the dc link loop for the inverter
with the LCL filter.

Kc1 and Kp1 . The results are summarized in Table C.5.

Fig. C.18 shows the modified proposed dc link control loop for the inverter

with the LCL filter. Since the capacitor voltage is used for the power calculation

pg, Plant 2 becomes nonlinear. Therefore, the system should be linearized at an op-

erating point by using the small-signal technique. Fig. C.19 illustrates the linearized

small-signal model of the dc link control loop where the accent “~” and superscript

“op” refer to the small-signal perturbations and operating point values of the sys-

tem variables, respectively. The state-space equations of the dc link controller and

Plant 2
′

are

˙̃xc2 =Ac2x̃c2 +Bc2 ẽv, (C.30)

˙̃xp′2
=Ap′2

x̃p′2
+Bp

′
2
Ĩ2dref , ỹp′2

=
[
ṽcd ĩ2d

]T
=Cp′2

x̃p′2
, (C.31)
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where Ac2 =0 and Bc2 =1; also, Ap′2
, Bp

′
2
, and Cp′2

are

Ap′2
=A1 − Bu

1K1, Bp
′
2
=B1,ref

1 , Cp′2
=

0 0 1 0

0 0 0 1

 . (C.32)

Now, with respect to Fig. C.6, the states of Plant 2
′

are augmented with the dc link

state variable v2
dc to derive the state-space equations of Plant 2 as

˙̃xp2 = Ap2 x̃p2 +Bp2 Ĩ2dref , ỹp2 = ṽ2
dc = Cp2 x̃p2 , (C.33)

where matrices Ap2 , Bp2 , and Cp2 are defined as

Ap2 =

 Ap′2
0

− 3
Cdc
MCp′2

0

 , Bp2 =

 Bp
′
2

0

 ,
Cp2 =

[
0 0 0 0 1

]
, M =

[
Iop

2d V op
cd

]
.

(C.34)

Assuming P op
g =P op

ext =Pnom, V op
cq = 0 V, and Iop

2q = 0 A at the operating point, the

values of Iop
2d and V op

cd in (C.34) can be calculated using

3

2
V op
cd I

op
2d =Pnom, V

op
cd

2 +
[
ω(L2 + Lg)I

op
2d

]2
= V̂ 2

g . (C.35)

Augmenting (C.30)-(C.34) forms the state-space equations of the dc link loop

as

˙̃x2 = A2x̃2 +B1,ref
2 Ĩ2dref +Bref

2 Ṽ 2
dcref

, (C.36)

where the definitions of A2 andB1,ref
2 are given by (3.28). Also, Bref

2 =[Bc2 α2Bp2Kp25 ]
T ,

where Kp25 is the related feedback gain of the controlled state variable ṽ2
dc. Finally,

solving the LQR problem for the external loop leads to the optimum values of Kc2

and Kp2 as noted in Table C.5. For the system configuration depicted in Fig. C.16,

the minimum capacitor maintaining the dc link fluctuation less than 10% of the

nominal voltage is Cdc=130 µF.

To study the impact of a parameter mismatch on the proposed control system,
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Fig. C.20: Robustness of the proposed cascade control system against pa-
rameters mismatches: (a) Lg variations from 0 mH to 4 mH, and (b) Cdc
deviations from Cnom

dc = 130 µF.

two scenarios are considered. In the first scenario, the grid inductance Lg is varied

from 0 mH to 4 mH. Fig. C.20(a) shows how this affects the closed-loop poles of

the system. The poles remain adequately stable, which means that the proposed

control system is robust against Lg variations. In the second scenario, the dc link

capacitance Cdc deviates ±20% of its nominal value Cnom
dc . Fig. C.20(b) displays

the variations of the system poles due to this mismatch where the cascade control

system is shown to be robust against Cdc variations as well.

Finally, the performances of the proposed and conventional control systems in

a weak grid situation (Lg=4 mH) are compared in Case 1 and Case 2 for the same

scenarios discussed in Section C.4. To have a fair comparison, the current loop of

the conventional system is considered the same as the proposed system, illustrated

in Fig. C.17. The conventional dc link controller is also designed as stated in
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Table C.5: Design parameters of proposed controller for LCL filter

Parameter Value

Current controller gains

Kc1 −2917.4

Kp11 8.13

Kp12 0.098

Kp13 −4.84

α1 −0.5

Dc link controller gains

Kc2 0.22

Kp21 764.87

Kp22 0.238

Kp23 6.07× 10−3

Kp24 −0.061

Kp25 −4× 10−4

α2 0.53

Dc link controller poles λ1,2 −822± j532

Current controller poles λ3,4 −851± j943

Resonant poles λ5,6 −3065± j29966

Section C.3.2. Fig. C.21(a) shows the simulation results for Case 1. According to

this figure, both systems exhibit almost similar overshoots/undershoots, however,

the settling time of responses is much smaller in the proposed method while using

6.5 times smaller capacitance size. Moreover, Fig. C.21(b) displays how the dynamic

response of the dc link control loop can be improved using the proposed control in

Case 2 where the same capacitor (Cdc=850µF ) is used for both the proposed and

conventional dc link controllers. Also, it is clearly observed that the dc link voltage

of the proposed control system experiences much smaller fluctuations in Case 2.

C.7 Experimental Results

An experimental verification of the proposed and conventional control systems

for the configuration depicted in Fig. C.1 is carried out in this section. The nominal

parameters of the system are Snom =1 kVA, vdc=400 V, L=6 mH, Voc=450 V, Isc=
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QQ Vg^

Vg^Pext Pextdc Load
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Fig. C.21: Performance comparison of proposed and conventional control
systems for PV system with LCL filter in a weak grid situation (Lg = 4 mH):
(a) Case 1, and (b) Case 2 (Cdc=850 µF ).

2.75 A, Vmp=400 V, and Imp=2.5 A, where Voc, Isc, Vmp, and Imp refer to the open-

circuit, short-circuit, and maximum power point characteristics of the PV simulator.

A view of the experimental setup is shown in Fig. C.22. The PV is emulated with

Chroma 62050H-600S and the grid is simulated with a Chroma 3-phase ac source

61703. The controller is implemented on Texas Instrument TMS320F28335 DSP.

The minimum capacitors which maintain the dc link fluctuations less than 10% of

the nominal voltage due to the full power jump are 35 µF for the proposed system

and 191 µF for the conventional system.

Fig. C.23 shows the performance of the proposed and conventional designs

when a full power jump (1 kW) occurs. The proposed controller suppresses the dc
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Fig. C.22: Picture of the experimental setup.

link fluctuations much faster. The overshoots/undershoots of the proposed system

due to the full power jump are less than half of the conventional one. Different time

divisions are selected for the conventional and proposed control systems to display

oscillations more clearly.

Fig. C.24 shows the performance when the grid amplitude increases 10% and

vice versa while the inverter is injecting 1 kW active power to the grid. The grid

amplitude variations causes poorly damped oscillations on the dc link of the con-

ventional system. However, this has negligible effect on the dc link of the proposed

system. Although the dc link capacitor of the proposed system is almost 5 times

smaller than the conventional system, the proposed control system shows much

better performance in all scenarios.

The LVRT performance of the proposed controller is also examined in the

experiments, and results are shown in Fig. C.25. The grid voltage in this test drops

to 10% of its nominal value. In response, the controller successfully enters the LVRT

mode and injects all the inverter capacity as reactive power to the grid according

to the Danish grid code. As no active power is injected during the fault, the dc link
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Fig. C.23: Experimental results for the full power jump (1 kW): (a) proposed
control system, and (b) conventional control system.
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Fig. C.24: Experimental results for the grid amplitude jump: (a) proposed
control system , and (b) conventional control system.
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Fig. C.25: Experimental results for LVRT capability of the proposed control
system.

voltage rises to Voc according to the V-I characteristics of the PV panel. Inverter

current in both pre- and post-fault transitions are shown to be well within the limits

of the inverter. The inverter goes back to its normal operation and regulates the dc

bus voltage to address MPPT after the post-fault recovery time ∆t.
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