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'fBSTRﬂCT

This theosts prasents an application of a colf-tuning ‘
requlator Yo a pilot plant double effect evaporator. A digital
VLUNDUCCF simulation study vas perf0n¥ed to investigate the effects of
several desion parareters and non-ideal operatine conditions on the
corformance of the requlator.  Cxperimentgl runs were then made using
an [BY 1500 process control computer to eva]uéte the performance of the
self-tuning regulator and to verify the simB]ation ﬁesults.

The digital sirulation results revealed that tne se]f-tuning.
“requlator performed better than a conventional controller when pr%égss
“noise and unmeasured disturbances were considered. They also demon-
strated that the regulator can gererate a $atisfactory set of control
,parﬁmeters even thdugh poor initial estimates are used. The effects(of.
using different design parameters in the self—tuning‘regulatu} were
studied and the results. demonstrate that the requlator gives satisfdctory
control even. for & pbo; set of design parametérs. It was also found
that the initial yalues of the design pdrameters can often be imprbved
after examaning the output?fesponse. the contfol Qariab]errespthe, and
the parameter eétimatés{' |

In genera{,,the experimental dpplication vas' successful even
théugh some diﬁficqltiesfwere encountered in the experimental runs for
conditions that were sim{]é} to those used in the simuiatfon study.

Thid was dﬁe to tne interaqfions with ofhef.contkol loops in the
evaporator system. The cdntrol]ér gainé in the level cdntroi»loops-had
to_be_decreaged before the self—tbniﬁg regulatdr would function
Apropefly. Tbvsummarize, the pekformancé chéracteristics'of the self-

tuning regulator were similar in both simulation and experimental .—

iv . {



stadies and tie successful application of tne requlator to tne

eVaporRALor System was devonstrated.
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CHAPTER ONE

[TRODUCTION

Automatic control system design usually requires an accurate

model of the system to be controlled before a suitable controller can

!

be designed:YHowever for many industrial processes, 1t is very
difficult to get an accurate model because of changing process
conditions and the disturbances in the system. ‘Furthermore, even though
1den£1f1cation schemes can be used to determine models for stationary
processes, théy may involve an excessive amount of p]an; experiments and
off-line analysis. Thus an adaptive éontrol system in which the
- parameters of a.simp]e model are estimated on-line and subsequently used
in the controller {s very attrgctive for practical applications.

In the self-tuning regulator [1], the parameters of a single-
input, siﬁg]e-output stochastic model are estimated.on-line using a
linear least squares recursive tecinique; the updated parametef
estimates are then used in a minimum variance controller to calcﬁlate
the control signal at each samplfng instant. Very:little a priori
1nf;rmation about the-proceés is required and the regulator can be
éasily implemented. This approach takes into actoun; system time delay; _
and cah be used to contro] processes with slowly time'varying'parameters;
_The.se1f~tuning regulator, as developed byyxstrém and Wittenmark [1] and
Peterka (6], is the chiefAcdncern of this ihesis.

This thesis presents an application of the self-tuning
" regulator to two systems:"a sjmpie stoehastjc,mq@gl with constant bbt‘-
unknown par&metegs aﬁd the pilot‘plant double ef%ett'evapbratdt_in the,
'.Departmen; of Chemicai Engineering at the'UniQersity of Alberta. The

evaporator application includes an extensive digital computer simulation .



>

plus experimental verification on the actual pilot plant.

1.1 Objectives of the Study

The chief objective of this thesis is to evaluate the utility
of tne self-tuning requlator for practical app]ieations tnrough
simulation studies and experimental application to the -pilot plant
evaporator. The self-tuning-regulator'has been previously stqdied in
.several simulations and industriaT applications. However, most pf the
studies considered only single-input, single-output systems. In this’

thesis, the self-tuning regulator is used in the composition control loop

of the evaporator which is an interacting multivariable system.

A second objective of this thesis is to investigate the effects .

of varieus design options on the performance of the self-tuning

requlator, and also the effects of "realistic",process conditions. An
on-line experimental application of the self-tuning regulator is desir-

+

able to verify the simulation results. .

‘1.2 Structure of the Thesis

The the51s consists of three major sect1ons The first .
Sect1on, Chapter Two, beglns with a llterature survey and a derlvatlon
of the self—tun1ng algorithm. It also ‘includes 51mulat1on results for
e.simple numerieal'example se]etted from the lxterature to 111ustrate
the behaviour and cparacteristics 6f the self—tuning requlator. This
simulation example'also provides some tami?iarity wtthvthe design
parameters of the regulator.

The second section, Chapters Three and Four, presents the

s1mu1at10n results for the evaporator system 1nc1ud1ng the effects of



-

different choices of tne design parameters that are used in the self-
tuning regulator. These results were useful ip developing practical
guidelines for the choice of design parameters in the experimental study.
This section also includes a description of the actual evaporator and
tne IBM 1500 process computef.

The third section describes the experimental application of
the se]f—tuning requlator to the evaporator system,and prbvides a
verificatidn of the simulation results. This maferia] is presented in
Chapter Five.

The general coyéﬁusions drawn from this investigation are

summarized in Chapter Six.



CHAPTER TWO

MINIMUM VARIANCE AND SELF-TUNING REGULATORS

2.1 Introduction

For a single-input single-output stochastic system with known
constant parameters, the corresponding minimum variance regulator can
be easiiy ‘derived. This regulator will have conﬁtant parameters and
will minimize the output variance. However, in most industrial processes
.that can be rgpresented by mathematical models, the parameters of the
models are either not accurately known'or are time varying due to
changing process conditidns. _Consequehﬁly, in recent years there has
been considerable interest in control strategies in which the regulator
pgfameters éan be aut--:*ic1l'ly adjusted on-line to compensate for
unknown process dynamics or changing operating condilfqns. Such a
regulator is often referred to as an adaptive controller, ans\one :
class of such controllers that will be‘stUdied in dgtai]vin this
theéis.is the self-adjusting or self-tuning régu]atofs.proposed by
Zstrbm and Wittenmark (1]. vThis chapteé presents a Iitérature‘survey
. and the bas1c equat1ons for the m1n1mum varwance and se]f tuning

requlators. S1mu1at1on results for a numer1ca1 example due to Astrom

~and Wittenmark [1] are given at the end-of'the_chaptey..

2. 2 Literature Survey

System 1dent1f1cat1on techniques for dxfferent classes of
t

”mathemat1ca1 models have been extens1ve1y studied in recent years.

.This 1nterest is ref1ected in the suuiey papers by Astrom and Eykhoff (21,



hieman et. al. [3] and Gustavsson [4]. From an industrial viewpoint,
a chief objective of process identification is to obtain better
knoviledge about existing plants so that their OQeratioﬁ and control
can be {mproved. Therefore, in many applications the purpose of
identification is to deeelop a mathematical model that describes the
process well, ‘and can be used to design a control system for that process.
As ﬁoted.in the previous section, there has been a large
amount of interest in the development of adaptive control strategies
which combine estimation and control and can be esed on-line-on a
- real-time, process control ;omputer. The approach of interest in thig
" thesis, self-tuning regulators, stems from stochastic optimal control
theory. It can be shown that if the design of a control system is
approached through identification then according to the "separation
hypothesis“ [2,8], the optimal regulator can be djvided into two parts,
_identification of model parametefi and their incorporation into the
optimal control law. B | |
The stochastic transfer function mode]svand.the‘real-ﬁiﬁe
est1mat1on techn1ques used 1n the self-tuning control strategy were
f1rst d1scussed by Astrom and Bohlin [5]. Peterka [6] was one -of the
f1rst researchers to develop the complete estimation and control
.a]gquthm The most extensive theoretxcal, simulat1on and. experimental
‘work on .the se1f tuning regulator has been performed by Astrom and

N1ttenmark [1,8], Wittenmark [7], and Astrom et. al. [9]. o



2.2,V Tasic ] Theonx
Carly papers on stochastic identification and control
methods were mostly concerned with separate identification and control
steps. That is, generally an off-line identification scheme would
be used based on experimental input/output data. The identification
step would be followed by the design of a control strategy and
subsequent implementation on the systey. Identification prob]ems are
generally characterized by three items: the elass of models to be
used, the class of fnput signeTs, and a criterion for the estimation
[2]. Therefore, for the identification bhase,'certain parametric
models ‘and the type of input sigha]s that will generate'consistent
parameter estimates have to be.Selected. Also, the minimization jﬂ.
avscaTar 1055 fdnctfon is generally spécified as the critggion fof
estimation. Once the identification phase is accomplished, the design
of a suitable control strategy can be‘echieved using e&isting control
theory. This type of separate estimation and control for a stngle
input/output stochastic system has been studied by Astrom and
fW1ttenmark (8].
The idea of combining the est1matwon and control steps was

’cons1dered by Ka]ean [10] in 1958 subsequently, there has ﬁ?en a
Targe amount of resﬂrch on th1s topic. The type of con‘od eshmatmn

l

‘: method that'is considered in this thes1s is élé soff '}

Wng regulator The regulator is designed based on the aﬁﬁumption

that the system can be. represented by 3 s1ng]e input s1ngle outpd!
discréte stochast1c mode1 of the class conswdered by. Astrom and Bohlin [5].‘

- and which is generally referred to as the Astrom Bohl1n model. Peterka



[6] used this model and derived an d]qorithm which automatically
adjusted the ?arameters of a digital controller on-line. The basic
structure of the algorithm can be seen in figure 2.1. It consists
of two parts: vreal-time recursive least square estimation of model
:Jarameters and a minimum Qariance control lawl for the estimated model.
Peterka has shown that under certain conditions,'the controller is
the same as the minimum variance controller that could be derived if
the system parémeters were known,
Kstrbm‘s involvement in the development of the self-tuning \
requlator began quite early. He and Bohlin [5] presented a general
form of stochastic models and jnvestigated the identification of linear
stochastic sysfems, using the maxinum 1ikelihood method. In a later
paper [26], Rstrbm examined the achievable accuracy of the parameter.
estimates and showed that his resufgs can be applied to generalized
least squares and model adjusting tecnniqués. Rstrbm and Wittenmark [8]
also did a detai]ed study of separate and combined estimation and control;
: they used models with constant but unknown parameters and models in |
which the parameters are time varying Gauss Markov processes. Their
minimum variance control law uses prev1ous 1nput/output data, the
‘estimates of the parameters: and the var1ances of the estimation errors.
This method of comb1n§n//3east squares estimation and m1n1mum var1ance‘
control law was simulated using models w1th unknown, time varylng -
parameter!bby J\ttenmark and Wieslander [1].
| Astrdm and Wittenmark [1 7] then applied this type of contral
strategy to models with ;onstant but unknown parameters. They assumed

that the system was minimun_phase wifh known time delay and that a
- »( N
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bound can be given to the order of the system. They also proved two
theorers for the closed-loop system that are valid if the parameter
estimates converge. (Unfortunately, qgeneral conditions quaranteeing
converaence have not been reported, thouah efforts were made in this
area.) The first theorem states that under weak assumptions, the
covariance of the output yafiggTF‘aqd'the cross covariance of the
qontro] and the output’iariab]es ame%oth zero. In the second theorem
it is shown thaf the control law obtained converges to the minimumes
variance control law that cogld be derived if the constant modef
parameters were known, /

Similar self-tuning regulators have‘been‘designed for the
same stochastic model using different estimation techniques such as
stochastic approxim;tibn [12] and maximmm]i%%]ihbod [13]. Qther
requlators have‘been investigated by retaining the least squarés
estimation pért'but usiné a Aifferent performance index which minimizes
the output variance and péh;lizes the cﬁntrq} signal. Sfudies‘on.ihis.
type of .requlator has been repprted byvCegre11 and Hedgqvist [14]wand
Clarke and Gauthrop [15,16]. ' o |

The asymptot1c propert1es of the self-tuning regu]ator
have been exam1ned by LJuRg and Hittenmark [17]; they have presented
the techniques anq‘basic theorems to analyse this problem. They have
shown that. for closed- loop systems near or outside the stab111ty
boundary, the regulator stab1llzes the system even if the mode) notse
does not agrée with the- true no1se character1st1cs They have also

~ sHown that the requlator does not converge for general noise structures.

and . they have consg?ucted.an example to illustrate this.
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o]
The text by Astrom [13] provides an evcellent intreduction
to stochastic contral theory for linear svstems' with guadratic per-
forrance criteria. Its analysis of stochastic systems, parameter

estimation and optimdl stochastic control iyfTudes both the continuous

and discrete cases, /
-~
LY

2.2.2 Modification and Extensions o

Littenmark [7] has éxtended the se]f—tuhing algorithm
_to ‘include feedforward control “for kﬁown disturbances and setpoint
c@ntroT of tgf output variable.

For non-minimum phase systems, the standard self-tuning
regu1ator‘cannot be applied in general. This is because #he mihimum
variance controller is extremely sensitive to variations iq_the
parameters [1,13]. Several methods have been proposed to overcome
this difficulty. Kstrbm (131, Rstrém and Wittenmark [18], Turt1g19
and Phillipson [19] and Peterka [6] have suggested the use of. sub-
bptima1 contfol strategies. Clarke and Gawthrop [15,16] claim that
this prob]gm can be easily solved by including théléquare of the ‘
contrb1 signal in the quadratic performance inde*f

An extension of the se]f-tuﬁing a]gorithmto.mufti-input
systems éan be made quite easily by simply adding the appropriate terms
to the 35tr6m-Boh1in model and the algorithm [23]. HoweQer, an
‘extension to mMulti-output systems is much more difficult since a new
i general structure of stochastic mode1snhas‘to bevformulatéd. Furiqgr-
‘moFe, the comp]exity‘bf the a1§orithm and'the computationaifrequirehents

will increase tremendously. Gustavsson, Ljung and Soderstrom [20] have



o

oy

reperted therr theoretical analysis on the pdentibication of Tinear
sultivariable process auring clesed-Toep operation, Astrhw and Peterka
[21] have considered the extension of the self-tuning aloorithm to
rultivariable systems with constant but unknown parareters. However,
the extensive on-line corputational reguirements inctude an orthogonal
tran:fom§ﬂﬁnn and the solution of a matrix Ricatti equation each time
the parameters are updated. Consequently, their nultivariable self-

tuning requlator is not attractive for most practical applications.

2.2.3 Industrial Applications

Several applications of the self-tuning regulator to
industrial processes in Sweden have been reported [9]. HWittenmark and
Borisson [22] have used the regqulator to control the moisture content

of paper from a paper making machine. They reported that very good

"redults were obtained particularly during the startup phase and for

steady state control. They found that the number of the parameters
in the requlator was not very crucial in their experiments since it

had Tittle influence on steady state performance. They also found

"that the regulator can handle non-stationary disturbances without

difficulty. Feedforward compensation of a measured disturbahce, couch
vacuum, was included in the algdrithm.

Cegrell and Hedqvist {14,23] also (@d’tlhe self-tuning
regulator to éontfd] a different pqpof“machine. They considered the
moisture control Toop of the machine which consisted of two i;puts;

thick stock f1éw and steam pressure, and one output; the moistur®

content. éih?{ found that rep]a"ﬁg a conventional digital PI controller



by the selt-tuning requlator resulted in a decredse in output
\dtd@ﬂc@ and a reduction of losses during quality chanaes and mill
setup.  They also confirmed that the assumed order of the process

nodel 1s not important.

[ ] -

The application of the se]f—tun%nq requlator on a mine ore
crushing machine has been reported By Borisson and Syding [27]. For
changing characteristics of the incomina ore and the crusher itself,
the reqgulator was able to adapt to the varying situations and control
the input ore flow to the crusher to maintain high production. Their
results deronstrated a 107 increase in production in comparison with

a fixed parameter PI controller.

2.3 Minimum Variance Requlator

Consider the Astrom-fohlin model which is a single-input

: . P~
single-output stochastic model of the form [13]:
. T |

y(t) + a]y(t—l) + .00t any(t-n) = b]u(t-k—l) + ...+ bnu(t-k-n)

+ a[e(t) + c]e(t—1) + ...t cne(t-n)] (2.1)

where
yv is the scalar outpﬁ@h
u.is the sca]ar.cont;ol '
t s the Sampling}instant
k is the time deTby (a non-negative integer)

n s the_oréer of the system

A 1s a constant

and ie(t)} is a sequence of independent, nokmal,(0,1) random variables. -
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Equath o) o 150 be expressec : ¢
uation (2.1) can also expressed as QS%%SV
AQ™1) wit) = BMT) ult-h-1) ey elt) (2.2)

or
Blo) . ()
y(t) = byl u(tek-1) ¢ v =hphoe(t) (2.3)
Al ) Alg )

vhere q_] is the backward shift operator, i.e. q_] P(t) = y(t-1) and

A(q-]) 1+ a]q'] + ...t q'n

n
-1 1, -n+] )
B(a™') =by +byq” ¢ ... b
C(q_]) =1 + c]q'] + ...+ cnq'n

Before the minimum vari%nce control law can be derived, certain
conditions have to be imposed on polynomials B(q']) and C(q']). The

" polynomial B is normally assumed to have all its zeroes inside the unit
circle, i.e. the system of equation (2.1) is minimum phase. Polynomial
C is also assumed to have all its zeroes inside the unit circle. These

conditions are explained in detail by Astrom [13].

»

Equation (2.3) can be written as [
I C(q”) | | '
y(t+k+1) --*Jlﬂr— u(t) + 2 e(t+k+1) - (2.4)
o Al(q™") Alq™) ,

In order to derive a minimum variance regulator it is convenient to

express C(q']) as [1]:

cla™) = Al 2@ + a7 sle™) ~ (2.5)
where g o o | -
-1 -1 : -k | '
I(q ') =1+ 2197+ ...t g9 » - (2.6)

. -



., - -n+
6lq7) = a ¢ v ™ (2.7)
Introducing equation (2.5) into equation (2.4) gives

A

D 20D e D )

Alg™)

i

y(trk+1)

or ’

~

B
(@ ) o(t) (2.9)

BN

|

Blq”)) -1
y(t+k+1) - u(t) + 22(q ') e{t+k+1) +

{q

>
—
L
]
~—
Pl

But from equation (2.2)

4

. AT B(g") -k-1 S |
re(t) = (t) - q u(t) (2.10)
_ e’ cla™)

Replacing re(t) in ecuatinn (2 9) gives

which can be simplified to,

4 T -1
y(tken) = 22(q7T) e(eeken) + BOLHED) gy o+ SO L yge
| C@™) C{a ) (2.12)

A minimum variance requlator is a regulator that minimizes

the output variance (or loss function) V: -

T v =) . (2.13)
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where £ denotes the expectation operator. Let u(t) be an arbitrary
function of y(t), y(t-1) ... and u(t-1), u(t-2) ... Then from equation

(2.12):

Ely2 (k1)) = EDZ(Q7) et+k+)]

2
1y -] A
- {B(Q )_%ﬂq;;) u(t) + QiﬂtTl_y({3 ] (2.14)

Since e(t+1), ... , e(t+k), e(t+k+1) are independent of y(t), y(t-1),

-

... and u(t-1), u(t-2), ..., hence

ey 2 (trka1) 3020 ¢ 22w 2wk 2 (2.15)
where the equaiity holds for 3
8(a7") 2(a™") u(t) + G(a™) y(t) = 0 (2.6)

Re-arranging equation (2.16) gives'the desired minimum variance control

law:

-] ' .
ut) = - —2le )y - (2.17)
B(a™") Z(quS ’ .

If the minimum variance regulator is used to control the

t

system represented by equation }2.1), the output would beia moving
. . . - l *

average process. of order k, i.e.
y(t) =22(a™") e(t)

or.

'v y(t),=-x[e(t)v+ zje(t-1) + ...‘fn;ké(tfk)] - (2.18)
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2.4 Self-Tunina Requlator

If a dynamic system has constant but unknown parameters,'
one way to formulate a control law is to first estimate the model
parameters using some identification technique, and then derive the
appropriate control strategy off-line by optimizing a selected per-
formance criterion. This approach consists of separate identification
and control stepst

Kstrém and Wittenmark [1] have proposed a ‘type of adaptive
control strategy that combines the prdb]ems of identification and .
control. In their self-tuning regulator, the parameters‘of the assumed
model are'updated'every sampling instant using current and previous.
'input/outpdt data. The control sjgnaT is then calculated frpm a
~control law which utilizes the updated model. One desirable feature
of the¥r self-tuning regulator-is that if the parameter estimates
converges, the regulator converges’ to the minimum var1ance control
Taw that could be derived if the model parameters were known

In the self tuning regulator, a recursive 1east squares
a]gqr]thm is used to update the parameter est1mates at every sampllng‘
'1nstant and then the contro] variable is ca]cu1ated from a minimum
variance control 1aw wh1ch uses the updated parameter est1mates as if
~ they were the true parameters of the system Astrom and Wittenmark [1]
‘have noted that the est1mat1on of the model parameters in equation (2.2)
can be made S1mp1er if it is assumed that C(q" ) = 1, since then the |
«standard 11near least squares analjs;; can be applted Therefore. the-‘

samp11f1ed system mode] is wrttten as

Alg™) y(t) : B(q 1) u(t-k-1) *>Ae(t) e (2-‘9’,
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To simplify the on-line computaticn of the control law, the identity
in equation (2.5) is-incorporated into this model. Substituting

C(q']) = 1 into equation (2.12) gives the "predictive model":
y(tekel) = 6aT) y(t) = Ba™) Z(a71) u(t) + az(q7)) e(trken)  (2.20)

Equation (2.20) can be expanded to

y(tekel) + oy () + o+ gy(ten) = e lult) ¢ pu(t-1)

4

+ ....+ B u( £)] + e(t+k+1) | ' (é.21)

where 2 = n+k-1 and ¢(t) is a moving average of order k of the driving
noise e{t). The coefficients ay and B; are related ta‘the parameters

a; and b, in equation (2.1) through identity (2.5) and control law (2.17).
If the .coefficients are constantvand known,tthen'the minimum variance

controller for the predictive model (2.21) is [7]:

u(t) = -%—*[a]y(t) +oo 4 ay(t-nt)] - 8yu(t-1) - ... -8 u(t z)
0 : .
(2 22)

It the paraméters (u{} and (e;) of the predictive model are
éstimated on-line and the estimates, {& (t)) and (é'(t)}; are used in
the feedback contro11er (2, 22), then the estimates are correlated with
the d1sturbances {c(t)} As a result. it may not be possible to
accurately detenn1ne all parameters To avoid this p0551b1e diffvculty.
Astrom and Wittenmark assumed that parameter B 1s cbnstant ‘and given. ;,

'!

Then equation (2.2]) can be wr1tten.as
y(t+k+1) + o, (t) y(t) + + o y(t n+H =8 IU(t) + s,(t) u(tﬂ)

o '+;a+e(nuuzn+euﬂﬂ> e



i

13

Next, introduce the column vectors, L(t) and ;(t):

[-y{t) -y(t-1) ... -y(t-n+1) : ult-1) '--_*o“(tif)]

where superscript T denotes a vector transpose and the underline

denotes a

y(t+k+

The least

weighting

vector. Then equation (2.23) can be written as
1), = g ult) # ol (8) B(6) + e(trkn), (2.26)
squares recursive equations that are used include exponential

of past data. These equations are [71:
8(t-1) + K(t)y(t) - eo_'un-kf]) 5&T(t-k41.) a(t-1)] '_(2.25)
P(t) ult-k-1) [R + yf(t-k-l) p(t) wlt-k-1)J * —  (2.26)

’%{ﬂﬂ ()W+y(tkﬂg()ﬂbbﬂlﬁun (2.27)

8(t) is the estimated value of o(t) e

Eﬁt) is the ga1n vector {(n+z) x 1}

P(t) is the covariance-matrix ¢(n+2) x (n+z)}

u is the exponential fBrgett1ng factor

R is the cbvariance df the-noise variable, e(t)

1]

The der1vat10n of -the recurslve form of the 1east squares

l'estimatvon algorlthm can be found in references 6], [24] and [25] |

‘4 The theoretical reasons for us1ng the exponential forgetting factor

are twofold.‘ Ftrst, ;he rate of changevof.the_parameter egtimates
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depends on the qain vector E(t) in the recursive least squares
'equations, and after‘a period of time the aain vector elements may
have decreased to small values before the estimates reach the true
parameter values. Placiqg more weight on recent data and less on
past data tends to prevent the elements of K(t) from becoming too
smai]. Second, for processes wjth slowly time varying parameters, it
s possible to follow these parameters by using é forgetting factor
of less than one.

To summarize, the se]f-tuning.regu1ator estimates the unknown
parameters, fay) and {Bi},ugn-line and these estimates, {&i(t)} and

-

{ii(f)}, are then used in the minimum variance controller (2.22) as
if they were the true va]uesi The following calculations are performed
on-line at every sampling instant: |
(a) Parameter estimates {a;(t)} and {3,(t)} are calculated based‘on

_ input/output data using the recursive 1east squares a]gorithm.in

equations (2.25) to (227).

(b) The contro} signa]iis calculated from:
Cult) = e () y(t) ¢ e (t) y(tnen)]
. P : o -

SR u(t) - - Bu(te) - (2.28)
which can be‘written as
ult) =z o' (t) w(t) _ : (2.29)
o L o . -
‘ Rstrém and Nittenmirk (1] have‘prQVed that if the péraméter_'

estimates converges, the éontr61 law convéfges tp'the‘minimum variance

control law that can be determimet if théAparametefs'of the syStem are



known. This occurs despite the fact that the parameter estimates are
biased due to model simplification and the correlation betwcen parameter
estimates and dfsturbances,

In genéra], the least squares estimation technique will
give unbiased parameter estimates under the following conditions [1,2]:
the predictive model has the correct form; the residuals {e(t)} are
independent; the input is persistently exciting; and the input
sequence {u(t)} is independent of the disturbance sequence {e(t)}).
HdweVer in the self-tuning regulator several of these conditions are
not satisfied since the predictive model im equation §.20) does not
have the correct form and the inputs and disturbances are correlated
due to feedback control. Eurthermore, the input, u(t); is not necessarily
“persistently exciting"., For these reasonﬁ, the parameter estimates,

generated by the self-tuning negu1§tor tend to be biased.

vy .
2.5 HNumerical Example

' Before one can use the self- tun1ng algorithm, several constants
have to be Spec1f1ed for both the estimation and control parts The |
constants are “the exponentiat forgett1ng factor 1, the initial covariance
matr1x P( ), and the initial parameter estimates, {a (0)} and (81(0)).
the order of the predictive model n, the scaling factOr By and the
'assdmed system tfne delay k. - e

_ ' A s1mp1e numer1cal example due. to Astrom and Wittenmark [1].
_was selected in order to study the effects of us1ng d1fferent de§1gn
opt1ons and 1n1t1a1 parameter values The example is a second order,:

single-input single-output stochast1c system wwth a time delay of one:
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sampling interval and a noise variable of H(0,1). The system equation
is .
y(t) - 1.9 y(t-1) + 0.9 y(t-2)
= u(t-2) - u(t-3) +e(t) - 0.5 e(t-1) (2.30)

The corresponding pulse transfer function model is

Ma™) y(8) = Bla™) u(t-2) + ) e(t) (2.31)
where

Al@y =1 -1.9q" +0.9q7?

Bg) =1-4q"

g =1-054q"

Note that the pdlynomial B has a zero on the unit circle thus
violating one of the assumptions in section 2.2.1. Note also that

polynomial A contains a zero on the unit circle.

2.5.1 Derivation of Minimum Variance Regulator
. : 1
The predictive model corresponding. to the example’of‘iif

equation (2.30) is

]

Y(t2) + ay ¥(t) + 0, y(t21) = 5 [ult) + 8) u(t=1) + 8, u(t-2)]
i : o + e(t42) S (23)
" The identity in equétion’(Z.S)-is;

005071 = (01907 + 0,907 2a) + a7 * e (2.33)
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Solving equation (2.33) gives

-1

Z(q']) 1+ 1.4q

1.76 - 1.26 q"

-1
Glq ')
and substituting k, and polynomials B, Z and G into the predictive model

of equation (2.20) gives
y(t42) - 1.76 y(t) + 1.26 y(t-1) = u(t) + 0.4 u(t-1)

- 1.4 u(t-2) + <(t+2) (2.34)

Comparing coefficients in equations- (2.32) and (2.34) gives

o) = -1.,76 80=].0 ]
az = 1.26 A B]'= 0.4
82 = '].4

The minimum variance conuroi 1aw for the system of equation (2.34) is

u(t) = =176y (t) * 1.26 y(t-1) - 0.4 u(t-1) + 1.4 u(t-2) . (2.35)

| Simulation Results

_éomputer progran hés‘been-writteﬁ to simulate the
Fsystem in'equation (2'30) when the self- tunlng regulator
11 the S1mu1at10n runs, the noise var1ab]e ﬂas spec1f1ed
psing the IBM 1130 random number subrout1ng GAUSS which is
_e on the 184 1800 computer Tﬁe §ahe'randoﬁ noise sequence
\was’use  1a11 runs. There were no constraints appl1ed to the control
‘31gna1 and R was set equa1 to the correct value of 1.0. For‘compar1son

purposes the control law (2. 28) was written as

Cu(t) = ] y(t) ot nn y(t-nf!) -B] y(t-l) - ... fgl {t-z) (2;36)',, N
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where .

Typical simulation results are shown in Table 2.1 and figures 2.2 to
2.6.

Run number 1184 shown in figure 2.2 was used as a base case
for purpeses of comparison. For the base case, an exponential forgetting
factor of . = 1.0 was chosen so that there was no exponential weighting
of data. The initial parameter estimates (at 't=0) and input/output
data for t < 0 were assumed to be zero; The covariance matrix was
erbitrari]y specified as the identity matrix. The correct scaling
factors 64 = 1;0, was used and the correct system o;der and time delay
were used as the assumed values. Figure 2.2 illustrates that the
convergence properties of the parameter:estimates are very good buf
that tbe.fina1 estimates are biased as‘expected. (The corfect values
of the parameters are given in Table 2.1 and the recorded parameter
estimates at the end of all runsare listed both in Table 2.1 and above
the estimate curves in figukes_2.2 - 2.6.) .
| Wheh exponential weighting of past date in the least squares
estimation is 1ntroduced the parameter est1mates fluctuate more as
shown in figure 2.3 and the rate of convergence 1s similar to that in
f1gurev2.2.' In,genera1_the proper selection of u can be made by
examining‘theéparameter estimate plots.sihce tooAmugh fluctuation in
the estimates implies too small a_value of u is_dsed,>end-slow1y can-
verging estimates means a smaller value of . should be used. In the |

~ simulation study it ﬁas found that decreasing u(frdm 1.0) resulted in
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increasing values of the accunulated Toss. Therefore from the stand-
point of control, it would te better to use a value of 1.0 for . 1n
this example.

The pararoter estimates converaed to the true values for
only a small range of initial estimates, t%i(O)} and {fi(O)}. For
examp]e,.with initial parameter estimates of 2.0, the estimates con-
verged to incorrect values which contained larage biases. Figure 2.4
shows that for initial values of estimates not too far from the true
values, the convergence pyoperties are ve}y similar to those of the
base case. It scems that the best choice of the starting values is
zero if there is no prior information about-the actual parameter
value.

Different values of the initial coQariance matrix P(0) were
tried (]« g(o) < 1000 1) but there were no significant differeﬁces
in the final parameter estimates. However, large initial vaiues resul ted
in large initlial fluctuations in the estimates as can be seen in figure
2.5. . The best results were obtained with P(0) = I. The effect of ‘
dffferent assumed values of‘B0 was also investigated. It was found that
parame;er estimates woulg convgrge for values of 80 which satisfied

0

0.6 < 59- < 2.0. Ffor B-'; 2.0, the estimates tended to converge slower
1 : 1. ‘

initially than in the other runs, as shown in figure 2.6. In general,
as 50 increases, the convergence of_the parameter estimates becomes

slower, ’ : _ .

A comparison of the atcumd]ated loss functions for the
minimum variance and self-tuning requlator is shown in figure 2.7. The

figure indicates that the major difference between ‘the two curves occurs -
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during the transient period when the parameter estimates are adjusting.
After the initial period, the responses are very similar. The corres-
ponding output variables shown in figure 2.8 also suppdrt this observation.
Figure 2.8 also includes the output of the uncontrolled systém. This

type of drifting response can be explained by considering the uncontrolled
system transfer function:

-1
y(t) = - 0.5?
)(1-q

- e(t) | ' ' (2.37)

(1 -0.9q )

Since the denominator cohtajns a root on the:uhit circle, this results
in the integrating type of response shown in figure 2.8. -

The noise variable and the two c8ntrol variables for the self-
tuning and mjnimum variance requlators are shown in figure 2.9. After

the initial transient, the behaviour of the control variables for the

self-tuning and minimum variance reguiators are very similar,
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CHAPTER THREE
STOCHASTIC EVAPORATOR MODELS ANLD DfGITAL'SIHULATION STUDY

3.1. Introduction

In this chapter, sevérat stochastic pulse transfer function
models are derived starting_from the fifth-order state-space evaporator
model used by Hamilton [28]. The different madels resu]t from the
variods assumptions that can be made concerning the noise variables. -
The actual evaporator.syetem and the computer pfogram used in this
simulation study are also described.

The latter part of this chapter presents the simuTated
responses of the double effect evaporator‘system'when it is eubjected
to process and/or meacufement noise ahd unmeasured step disturbances.
In each case, the open loop response of the system is presented '
followed by the closed loop resﬁonse-when a conventional multi-loop

. -control system is used. Finally the conclusions of the open and

closed Toop studfes are presented.

; 3 2 Descr1pt1on of the Evaporator System

~ A simplified schematic flow diagram of the double effect
e_Vapbr_ator_ws;shown in figure 3.1. The reader 1s_ referred to _the\ :
meeﬁc]ature section'for defiﬁitions of tﬁe symb01s "The eéaporator‘
1s a forward feed unlt wh1ch operates at a nomtna] feed rate of

5.0 1b/min of 3.2 percent aqueous tr1ethy1ene glyco] and is heated

T by 2.0 lb/min of 250°F saturated steam The fvrst effect is’'a

~natural circulat10n calandria type unft wrth 32 tubes, each of which

£
© 4
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[

is eighteen inches long and has a 3/4 inch 0.D. The second effect
is an externally forced circulation, long tube unit with three
6 feet long, 1 inch 0.D. tubes. The second effect operetes under
vacuum and utilizes the .first effect overhead vapour to concentrate
the first effect bottom stream. The final product is about 1i6 1b/min
of 10 percént aqueous triethy]ene‘g1ycol at the normal operating
conditions.

The IBM 1800 digital control computer in the Department of
Chemical Engineering is ihterfaced to the double effect evaporator
through appropriate'converters and transducers. Duhtng normal
| operatien the evaporator is controlled by means of six single control
Toops and four cascaded control loops. This conventional multi-loop
~ contro]l strategy. is implemented through the standard Direct Digital
Control 4DDC) package. The most importont controlled variable is
product concentration CZ but the liquid 1evels, wlrond.wz, must also |
be controlled within operat1ng levels. In the multi loop control
system, levels W1 and‘ are controlled by mampu]atmg the two
“bottom flow rates, Bl and BZ,‘respect1ve1y and the product concenf
tration-CZ is contro]]edvby adjusting the steam flow rate S into the
firet effect. Further deta11s concerning the evaporator equwpment. :
1nstrumentat1on, and control 1oops can be found in the theses of

Newell [29]}and Jacabson [30].

3.2.1 Stochastic State Space Model

| Several models of the double effect evaporator have .‘

. ‘.been developed in previous 1nvestigatlons by Newell [29] andlwllson [35]
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They range from tenth-order nen-linear state-space models to first-
order transfer function models. In the simulation study, the model
used is the fifth-order, linear, stochastic statc-spéce model
developed by Hamilton [28].. This theoretical model was derived from
1in¢arized material apd energy balances and adequately describes the

process. This discrete, stochastic model is of the form:

x(t+1) = gx(t) + au(t) + nd(t) + w(t) (3.1)
y(t) = gx(t) + v(t) | (3.2)
where

x is the itate vector (5 x 1) g oo,

u s the control vector (3x1) -

d is the disturbance vector (3 x 1)

y s fhe output vector (3 x 1) S
BARE thggypas_u‘remeht noise vector (3 x 1)
_ g_ is the pfogesg'n01Se vector (6 x 1)

t is the sampling instant

and ¢, 4, 1, [ and H are constant coefficient matrices of the

-appropriaté dimensions.,

The state, control, disturbance and output vectors are

"defjned as:

r~ -

| o W' | o
/ ‘. { Ty L ) ) ' r- vy -
\ . B
. x = ' H1‘+l o u = | B
o LT
C2' .
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— - r =
F nk

d = CF! y = W2' (
| HF c2! ‘ll
L . - -

note normalized pérturbation variables, i.e.

where W1',

(ss denotes the nominal
steady state value)

les are defined in the Nomenclature section and
jdy state values and the numerical values of the
coefficig ices are presented in the Appendix of Chapter Three.

"asurement and prdcesé noise vectors v and w are assumed
to be zero] ) uncorrelated, Gaussian noise sequences of N(O, cﬁN)
and N(0, ¢ . spectively. The six process noise variables in the
vector w areWillf noise components of the }hree disturbance variables
and the three ogimtrol variables. Thus, coefficient matrix g'is

Al.

“specified as

0 3.2.2 i | ivation of’the Stochastic Pulse TransferkFunction'Models
| | Sinte thé minimum variance and self-tuning regulators |
are based on stochastfc\modelé of the form of equéiion (2.1), such
‘modé1s will now.be_derivedkfor the double effectvevaporat?r. The
starting pdiﬁt in the derivation is the stochastic state space mode]
in equat1ons (3. 1) and (3.2). | . |

In order to der1ve a transfer functmon model of the evaporator. .
one output. one cantrol‘vartable and one noisg element have to»be

selected from the fifth-order state-space model. Then the transfer
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functions relating these variables nust be derived in order to
determine polynonials A(q_]), B(q']) and C(q-]).

The pulse transfer function matrix relating the output and

control variables of the state-space model is given by

-1‘§;f H adj[]

det | I

;q']]gq']
a (3.3)

—
]
>
L

where "adj" denotes the adjoint matrix and "det" denbtes the determinant.

The pulse tramsfer function matrix relating the output and process noise

variables is given by

13 o
Qr
o8
[
—

Ho—
1
—d
—
L

-] $ L . '
Gla ) = T (3.4)

[=%
[
e
g
[}
HO-
L

Once the output, control, and process noise variables are
selected, then the correspondirig pu]Se’t(ansfer functions are the
corresponding elements of the matrices in equations (3.3) and (3.4).

Let these pulse transfer functions be denoted by

R A AR P L UL I
9y, lQ )= - : I PR
yu 1+ a]q'] AP asq'5 : Alg 7).
_ . N ‘
and Ty | QS\
| - . -2 o \g -1

S dq” +dq "+ ... +dq V(g ")

gw(q*‘]) = ]‘: g] - ?5 ‘. — 5 = :_1 - (3.6)

y T+ag™ + .. +a9" AT

Thus when measurement noise is not present (i.e. v = 0), the output
equation will be ‘ A

e

y(t) ='gyu(q'1)u(t) 4‘9yw(q'1)W(t5'> o S



38

or
e(q)) D(q™)
y(t) = 240 u(e-1) + A w(t) (3.8)
Alg ') Alq ")

where {? u and w are the selected elements of y, u and w, respectively.
Note that equation (3.8) is in the form of the Xstrém-Bohlin
model in equations (2.1) and (2.3) with k=0'but d, = 0, and ¢ in
equation (2.1) is equal to one. However, this difficulty can be
easily resolved as shown below.
| Since {w(t)) is a sequence of independent N(O, ogN) random
.variables,rthen it follows that the delayed sequence, q']w(t), has

the same properties and can be denoted by e(t); i.e.
a7 Tu(t) = e(t) | (3.9)
Let'D(q'1) in equation (3.6) be rearranged as

d d

D7) = d (1 ¢ a% g+ ? a4 S (3.0)
Then equation (3.8) becomes
| -1 d d,. de _
y(t) = B ey v T oe el v 2 aha )
Alg™") Alg ) ! B B
| . (3.11)
. J
or . - : - ~ W . 4 : :
- ~d d _
B( - ] 2 -1 5 -4 f
y(t) = =334 u(t-1) + ~— (1+ 15q7 + ... + 770 e(t)

(3.12)

' . ‘ , S ¥
Comparing equations (3.12) and (2.3), it can be seen that a
single!input,'single-outht stochastic model of the evaporat‘I:With

only process noise has been deriyed with , .
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V= d] L3 : d]
' ) d2 d
74 ) ¢ c o
] 4 d]
< = d3
¢ 2 a; . Cp = 0

Alternative Models

Two alternative transfer function models can be derived for
the evaporator dppending on the type ot noise elements which are
retained from the state-space model.

In the above derivation e(t) was specified to be an element
of w(t). towever, if instead, e(t) was chosen the element of
the measurement noise vector corresponding to the chosen output,

then A(q']) and B(q'1) remain unchanged but C(q-1) = 1. This model

viould correspond to the predictive model that was’hsed in section 2.4.

A third type of model can be'derived by retaining the

appropriate e]emeﬁt of !jt) in equation (3.2) during the derivation

-

of the pulse transfer functions. This would give

-1 : SR |
yht) = i-ii#) uft-1) + %‘lj))»w(t) v y(t) (3.13)
q : q

.

where v(t) is the element of v(t) corresponding to the choice of y(t)..

If the additional assumption is miffﬁfhatlv<t) = w(t) = e(t), then

equation (3.13) becomes ) \./i oo ,
o L |

y(t) = B—(g;:lu(t-l) . . e(t) - (3.14)
A@) AT o

”

whére
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) ATy o (3.15)
or
M(q_l) =1+ m]q_] oot msq'5 (3.16)
Equation (3.14) can be written as
t(q " ] -1 -5
y() = Sty s — (e ma ¢+ meg T )e(t)
Alq ") Al ")
(3.17)

Again comparing equations (3.17) and (2.3), it can be seen that

another Astrom-Bohlin model of the evaporbtor has been derived where

o= ]
¢; = m i=1, ..., 5
Note that this last model could also be derived by f:;-:i;;fthat

the original state space model is of the form

x(t41) = 3x(t) + su(t) + rd(t) + Fv(t) | (3.18)

y(t) = Hx(t) + v(t) | | (3.19)

where [ is a (5 x 3) %atrix. That is, by assuminq.that the process
- and measurement noise vectors are identical,

“ Fbr ﬁhe evaporator system, the most important control 1odp
i; éhé'steam/product concentration loop, and the proheSS»noiie
variable of interest is the one correspoﬁding to the feed f]owfate
since this is nof%a]Iy the mbst severe disturbance. Thereforg a

pulse transfer function model invelving these three variables will *

" now be derived,
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The pulse transfer function relating product concentration
C2 and steam S was obtained from the state-space model using the
GEMSCOPE computer program [31] and the state-space mbde] in the Appendix
for Chapter Three. Since in the state space model, C2Z is y3, and S is

Uy this transfer function will be denoted by gyu where:
31

_ ] R ) 1.2
o .o L 0.0 (008000 ) (100763 DI
YUz Alg™") (1-0,439q" ' )(1-0.922q" ') (1-0.960q" )(1-q"")
(v (3.20)

The pulse transfer function relating product concentration

C2 and Wi the noise term corresponding to feed flow F is

. - . A .2
g . Dlg ‘2 _-0.002q71 (1-0.71297 ) (1+0.81vy .

yWay , L X
N7 AN (1-0.439q71)(1-0.922471)(1-0.960g ) (1-g 12

(3.21)

Therefore if measurement noise 1is nthpresent, the stochastic pulse

transfer function model for the evaporator is

0.014 - 0.002q" - 0.009g7°

1-2.320q"" + 1.710q°% - 0.388q”

| Y(t).=. 3 u(t-1)

1
2

-2
= 0-0014 o () (3.22)
- 0.388q :

0.002 + 0.0002q"
1-2.320q"" ¥ 1.710¢”

" Note that all three polynomials A(q:]),‘B(q']) and C(q'T) in
equations (3.20) and (3.21) contain a twice repeatéd zero of g=1.
" These factors cancel out and do not appear in the model of equation

(3.22).
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3.2.3 Minirur Variance Pequlator for the fvaporator

For the evaporator model in the previous section, the

time delay is zero. Thus equation (2.6) with k=0 reduces to
2(q7) = 1

and from the identity in equation (2.5), -

6(a™") = 2.427 - 2.293q"" + 0.388972

Then the minimum variance controller for the model (3.22) is

- 2 N '
*0.388q _ () (3.23)

- 0.679q-2)

2427 - 2.293q")
]

0.014(1-0.12%q

u(t) =

which can be written as
u(t) = -177.2 y(t) + 167.4 y(t-1) - 28.3 y(t-2)

‘ |
+ 0,127 ult=1) + 0.679 u(t-2) (3.24)

3.3 Computer Proaram for the Simulation Study

' ' ~'The objective of this simulation Study was to‘investigate'

the response of the stochastic étate-§pace evaporator model for open
Toop conditions and for cases.when conventional multi-loop contro\lers.
were- used, A computer simulation program ca]lea STR-2 was written
foryuse on the 16M 1800 computer iq the Department of Chemical
Engineering. As shown in the flow chart of -figure 3.2, the program
begins with constant initializationvand various option-specifitatidhs;
The outputs are calculated from fhe sfdchastic fifthAqrder state;spacé
eVaporator model in equations (3.1) and (3.2). Process and/or measure-
ment noisg of'différent noise levels can be added} 'Contro1 obtions

: inc]udé no control, tonventional multi-lodp'cdntro}.~the sélf-tuning

s
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regulator, or minimum variance control. for all closed loop runs,
the control signals are constrained to conform to the physical
Timitations of the actual evaporator system,

In the simulation study, evaporator variebles of interest
and parameter estimates of the predictive model for‘each run were
printeq. The evaporator variables and the parameter estimates were
also punehed on‘cards for the purpose of plotting. _Two plotting
program core]Oads; RBNO2 and JCH10, written by Newell [32]‘and
modified slightly by Hamilton [33] were used to plot the evaporator

variables,

. 3.4 Open Loop Results | ' : . \\\

The open loop runs were made with six process n01se variables
each at the. 10% level (i.e. Spy = 0.1) and with or without unmeasured
step disturbances. These runs were made to give some iqdicetion of
the fluctuations ef evaporator variables. These runs-Were also made
to serve as a comparlson for the closed- loop runs. Different Gaussian
random noise sequences w1th zero means were generated for the six
process q01se variables in each run and these same nowse sequences
were'repeated for all other runs. The disturbance and manipulated
variables tﬁat;efe plotted do not include proeess:noise.(except for
the first figuee). for the sake'df clarity, Whis ayoiﬂsithe extensive -
~'over1apping of'noisy curves fﬁat would reshit if'ihe noise components
were 1nc1uded Ih a11 the simu?at1on runsithe system was assumed tn

be at "the hormal steady state at the start of a run. A list of the

;runs-presented in this qhapter—js shown in Table 3.1

\]
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‘ Note:

TABLE 3.1

OPEN LOOP AND MULTI-LOOP PROPORTIOHAL CCNTROL RUNS

AN runs included six process noise variables (zero mean.and

standard deviation of 0.1)

Run number 3259 included-measurement noise in all three outputs

(zero mean and standard deviation of 0.05)

45

329

FIGURE RUN N0, oxs%gg;\ucgs K ACCUM. 10SS (at t=300)
3.3 -3107 - - 0.0325 !
3.4 N4 (-20%F, +20%F) . o,.3aos~“ OPEN LOOP
3.5 255 - (-30KF) . 633 |
3.6 3137 - -4.89 0.0325
3.7 3136 - 0.0 ooss2 | .
| o | MULTI-LOOP
"3.8 21 - o g.ozu ' paopclmnom
3.9 3D (-202F, +208F)  -4.89 0.1215 | contRoL
3.10 nwe (-30%CF) 4.8 0.106) |
EX) - 48 0.297
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3.4.1 [ffect of Process Noise

As shown in figure 3.3, when the only disturbdnces are

the si£ process noise variables with SpN T 0.1, al otﬁthe state
variables remained fairly constant except for Wl, the level in the
tirst effect. This shows that the megnitude of the process noise
was not large enough to cause significant fluctuations in the evaporator
variables. | |

The manipulated and disturbance variables (s, B, B2, F, CF, TF) .
which are Gaussian random noise sequences are only shown in figure

3.3. In subsequent simulation runs, these additive noise components

are omitted to avoid overlapping of curves.

3.4.2 Effect of Unmeasured Step D1sturbances

_ Figures 3.4 and 3.5 111ustrate the effects -of unmeasured
step disturbances on the open loop system, In f1gure 3.4, a 20% step
down in feed Flow followed by a 203 step up approximately 50 minutes _
1ater:were applied. While most of the vartables nemain»within:reasonable <
- limits, tne first effect level was‘drainedtcomeetely’due.to the inte-
| grating nature of the liquid level, (The legend for these end_succeeding
lfigures is?explained-in thevAppendix for Chapter Three ) |
| In figure 3.5, a 30% step down 1n feed concentration was |
o appiied As a resu]t the concentrat1on in the first effect dropped

,;which in turn caused the product concentratlon “to decrease.

Thus for the uncontrolled evaporator system, unmeasured step

~ disturbances produce poor control, -

B
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3.5 Conventional Multi-Loop Control . \ '

\

A simple control strategy that has been implewented on the
actual evapofator system with fairly qood success is multi-loop :
digital proportional controi. As mentioned in section 3.2, the three
major contro] loops are the two level loops and the product concen-
tration leop. The primary control objective i§ to maintain product
concentration at the normal steady state value.

In this section; simulation runs were~made using conventional
proportional controllers'in the three major control loops. The purpose
of these runs was to investigate tha efflects of process nofise, process
and measurement noise and also the effect of unmeasured step d{stur-
bances on the conventionaT control system. THé'nomina] propo#%ioni]
gains were specified to be the constants used by Oliver [33]. The
effect of using different proportiqﬁal gaiﬁs for tbe product concen-

tration controller was also investigated. .

3.5.1 Magnitude of Prgportiona] Gain in Steam-Product
, , —

Qoncentratioﬁ Loop.
"The nominal propdrtional gains are [34],
W1/81. loop 'le = 3.52

W2/B2 loop = 15.8

Kz, = 1
€2/S loop : K., = -4,89

The control signajs from-the'threevloops werefconstrained‘to conform.

to the limitations of the real system. They were constrained as’

*fo]]qws: :



+1.0

A

Figure 3.6 i]1ustyates the.response of the evaporator when
mu]ti-loop-proportiona]'centrol is used and six process noise variables
“ are present. The control of CZ is fair while Wl is significantly
4 improved over the open foop response in figure 3.3.

Figures 3.7 and 3.8 show the evaporator responses when Kc2 is
0 and -20.0, respective1y. The levels, W1 and W2, and the two bottom
flow rates, Bl and B2, are omitfed since they are very similar to the
curves in figure 3.6. F}om figures 3.6 to 3.8, it appears that
’ - 1ncreas1ng the proportional gain Kc2 resu]ts in higher frequency
i osc111at1ons and smaller dev1at1ons in C2 However :when Kc2 is
” .j ~ increased to -50.0 (f1gure not shown), the frequency of the C2

v ' oscillations increases but the magnitude of the deviations from steady

v ~ state also increases. Thus the C2 response can be improved by

)‘ : increasing the numerical values of the gain only up to a certain limit,
j ' ‘x. : ‘o . ) .- . ’
S beyond which the performance deteriorates. - : .
- : . . Cr ' i O
N ’ *
! i 4
¢ ©3.5.2 Effect of Step D1sturbance§
*i . R } when a disturbance of 20% step-down in feed flow

‘gf - followed by 20% step: up in feed flow was app11ed the CZ response
A . in f\gure 3.9 1nit1a11y 1ncreased and'S decreased because of the
}% B .
:3 - ,sudden decrease in feed. flow rate. This behaviour is characteristic

Lo of proport1ona1 control swnce there is a1ways an offset after a step
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disturbance. Furthermore, since a linear rodel is used in the study,
the effects of step disturbances and process noise are additive. This
1s apparent from a corparison of figures 3.6 and 3.9,

Figure 3.10 shows the evaporator response to a 30% step
down in feed concentration. Once aqain the process noise variables
give a cértqin pattern to the C2 curve and the steé‘disturbance

I

results in a general decrease in C2 and an offset,

3.5.3 Effect of Measurement Noise !

When measurement noise with S 0.05 w!! added to
each of the three outputs and process noise is also present; the
results in figure 3.11 were quite similar to the corresponding run
withoﬁt the measurement noise -(see figure 3.6) except there were more I~
f]uetﬁations in the outputs.v The measurement noise also produced '
1argé fluctuations in the three control variables S, B1, and B2 as
wouﬁd be expected. MNote that the output variables plotted in figure
- 3.11 do noté%nc1ude the additive measurement noise elements, for the
sake of clarity.

Séveral other runs were tried using different proportional
~gains in the S/(2 1oob. As the gain was decreased the C2 fesponse

improved. In fact, the best C2 response was obtained using zero

gain ‘in the S/C2 loop. | ‘

A
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3.6 Conclusions

Several stochastic pulse transfer functicn models of the
evaporator have been derived starting from a stochastic state-space
model. The particular form of.the pulse transfer function depends
on how the noise varjable is specified (i.e. process noise vs measure-
ment noise). The open loop simulation results indicate that 10%
process noise in the three disturbance and three control variables
does not significantly effect the evaporator. However, Unmeashrem
step disturbances do have detrimental effects on the sy%iem. For
example, a 20% step down in feed flow cauges the first effect to
drain completely.

When conventioha] multi-loop proportional control is used,
the process noise caused small fluctuations in all three outputs.
With the addition of a step disturbance, larger offsets occurred.
Wheh measurement noise is added, the fluctuations in the actual
product'concentration'increase while the three control signals
exhibited’much larger fluctuations. ~¥ncreasing tEf proportional
gain of the product concentration controller resu{ts in increased
oscillations but smaller amplitude fluctuations in product concen-

tration. However, this is only true up to a certain point, beyond

which the contro) of C2 deteriorates .

-
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CHAPTER FOUR
A SCLF-TUNING REGULATOR FOR THE DOUBLE EFFECT EVAPORATOR:

SIMULATION RESULTS

4.1 Introduction

This chapter pre;ents 3imu1atjon results for_the evaporator
when the self-tuning regulator (éTR) is used to control product
concentrafion C2. 1t was mentioned in the previous chapter that it
would be more realistic to use the fifth-order state-space mode)
in’ the sinulation rather than the pulse transfer function model

| because the actual evaporator is an interacting multivariable system.
Therefore it would not‘be realistic to consider only a single-output,
a single-input, and Br~ rrise variable ahd neglect theif interactions
with the other evaporator variables, ﬁ

For purpose of comparison with the convenyional mU]ti-]obp
céntro] scheme, the two level control-loops were left Unchanged but
the groportional controller for the S/C2 6ontrol 1oop‘was repiacéd
b;‘fﬁé‘se1f-tun{ng~regulator. Thus the input variable of_the pre-
dictive mode] iS steam flow rate; the output variable isiihe broduct
concentration, and the noise variable is in effect a;combination oé

'ﬁgll'pkoceSS_noisg and measurement noise variables plus the disturbances
due to ihyeractions between the evaporator vafiable;;‘ A block diagram
showing the implementation of a se]f—tdning_reguiator {n the multi-
vériable evaporator.sysiem is shown in figurev;,T. |

This chapter investigates the various desigh options that

,ire_;vailable in the self-tuning reguTator»andhits’obera;ion;&nder .
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UNMEASURED
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Figure 4.1  Block qiagram of the: closed Toop system: the self-tuning )
A regulator is used -to control C2 and conventional '
proportional controllers are used to control W1 and W2
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realistic conditions. Practical considerations in applying the self-
tuning regutator and the conclusions of the simulation study are
presented at the end of the chapter. A list of simulation runs for

sections 4.2, 4.3 and 4.4 is shown in Table 4.1,

4.2 Base Case Conditions

The self-tuning algorithm has been explained in detail in
section 2.4. Basically the algorithm can be divided into two parts
at every sampling instant: estfmation and control. .Before the self-
tuning algorithm can be used, the constants and initial values listed

below must be specified:

Exponentialrforgetting factor

Initial covariance matrix 5(0)

Initial parameter estimates §10)A
~ Scaling factor Bof“
Model order

Time delay k

The simnlation‘study of the second order numerica1 eXamp]e
in sect1on 2.5 has prov1ded exper1ence in the selectzon of these |
: faetors. Based on th1s experience a set, of constants and inltial
parameters was selected for the base case. run and served as a -basis
of compar1son for the other runs.

The exponentwal forgetting factor was chosen to be 1.0
so that there vould be no exponential weight1ng of past data. The
1nit1a1 parameter est1mates, (e (0)}, were chosen to be zero based

on the assumptxon that prior information about the evaporatar system

e S
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was unknown. An initial covariance matrix of P(0) = 10,000 I was used
since there was little confidence 15 the initial parameter estimates.
Results obtained from the derivation of the pulse transfer function
“mode} were used to select the other constants for the base case run.
The correct order of the predictive model and the correct time delay
kere used, that is, n=3land_k=0. Also the correct scaling factor,
By * 0.014, was used. In the simulation runs, tHe noise covariance
. was assumed to be the correct value, i.e. R = OSN‘ ‘This choice was
made since preliminary runs indicqted that the value of R was not
crit{ca1 For example, R=1 and R=0.01 gave almost identical results

o
for the case when o3, = 0.01. Wittenmark and Wieslander [(11] have

PN
| recommendeg.hsing R=1"1f the actual noise covariance is not known.
The base case run was carried out using these constants
and initial parameters. The response of the system‘ahd'%he‘parameter‘
festimates when process neise is present are shown fn figures.4.é’and |
4.4, ;espectively.‘ The {erge "bump" at the‘begineﬁng.of the C2 curve
‘cén_be explained as fo]lows..‘Since zero~initia})parameter es;imates
~ were used, it takes seVeeal sampling 1ntervais before theerecursive
Ileést squares esti%ates‘have numekica1 values other than zero, and
several more intervals before the est1mates are near thelr final
values (see f\gure 4, 4) Therefore dur1ng th1s in1t1a1 transient
per1od the c0ntrol of c2 may not be good ‘which is the case 1n this
run., The . algorlthm was able. to adapt fa1r1y rap1d1y, and after about
'“20 mlgutes. the contro1 of C2 was qu1te good The control variable
.IS exh:bits bang bang-behaviour due to the large parameter va1ues
,useq 1n'the ;ontrp?tlaw.alln’figure 4;4’and,succeed1ng'plots of -

Ty
. -
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paraneter estimates .the final values of the pararcter estimates are
."" nétcd in the figures.
The parameter estinates in fiqure 4.4 of the base case run
shiow large adjustments during the transient period. This was due
to the large diagonal elerents in the initial covariance matrix P(0).
'The rate of convergence of the parameter estimates was quite fast.
Since the evaporator variéb]es were qgenerated from a fifth-order
state-space model with six process noise variables, therefore, not
only are the parameter estimates biased, they are also be
“different from the trahsfer fﬁnction parameters derived in section
3.2.2. Thus i is impossible to compare thé estimated parameters
from different runs with the derived parameters. Note also that
different opérating conditions or use of different initial parameters
in the sé]f-tuning regulator resulted in different paraﬁeter estimates
at the end of each of the runsi
" Several different sets of process noise sequentes were tried
for the same base case ruﬁ to check the randomness of the noise .
Sehuenées. The evaporator responses (figures not shown) were very
similar except for the initial "bump" of the C2 curves. Different
process noise'sequentes appear to effect the sizg'of the initial
"bump" of the C2 curve and the one shown in figure 4.2 is the worst
one. The final parameter estimates for different noise seduences
were very similar. .
g7 itvwas exb]ained %n‘section 2.4 that it may not be possible
v . .
;?}g:?;dﬂestimate,all the mpdel paiameterg’under closed Toop conditions.

.
.
P [ 4

R avoid'this difficuity, 8, is usually assumed to be a known constant
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as sugaested by Rstrém ang Wittenmark [1]. Figure 4.3 shows a run
in‘which all of the par&moterzdincludinq p Were cstimatg@. The
evaéorator response of this run is very similar to ‘the base case
run except the C2 curve contains no initial "bump" and has small
sustained oscillations. The parameter estimates in fiqure 4.5 show
that the {ii} are very close .40 those obtained in the base case run
and éo is very close to the derived value in the pulse tran;fer
function evaporator model in section 3.2.2. However, 51, and g Ry

- converge to very small values. Therefore 1t'appoars that even
though the control of C2 is not very qood, ?o can be estimateq
fairly accura:ely. Thus for some systems, on-line estimation during
closed-loop conditions is one way of getting an in“ia] value of By
that can then be held constant for later runs. When successful,

this approach eliminates the need for a priori specification of Bo'

4.3 Ini§1a1 Constants and Parameters %gr the Self-Tuning Algorithm.

" The purpose of the simulation runs in this section is to
séhdy the response of the system when. different 1n1t1a1 values are
_spet1f1ed for the self- tun1ng a1g0r1t2~ The range Qf 1n1t1a1 values
which can be used without unduely upsett1?§.the system or resulting.

in unstable behaviour was also determined . ¥This is quitefimportant

because un]es{!}he self-tuning regulator can be used for a re]atively-

wide range of constants and parameters, it will not be that attract1ve

as a contro] strategy for use in industrial grocesses.

t

In general, the selection of u, 5(0), and {ei(O)}_is not

very difficult. Cased on his simulation and experimental experience,

©

P}
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Wittenmark [7] has reported some quidelines on their selection.  The
value of + should be chosen to be between 0.99 and 1.0, and unless there
1srprior infgn"athu14vaiiable,.R(O) = (0 snhould belﬁfd. If;H(O) =0
s used, this-meanslarge e]chentskof E(O) should be used because of

tne low confidence in fi(O). A ranae (101 . P(O) . 10,00d 1) is
recommended by Wittenmark [7]. These three paraceters can be further

adjusted by examining the response of the controlled system and the

parameter estinate curves. The effect of different cboicés of these

L]

parameters are examined in sections 4.3.1 and 4.3.2: \

. The selection of the constants for the requlator is more
difficult sﬁnce this depends on the user's knowledge of the physical
system to be contto]led. Thereforg, before the self-tuning requlator
can be used, a rough idea of the system order énd the process time
delay srou]d be known.‘As for By according to Wittenmark [71 a
wider rapge of values can be used if the contfol_signa1 is constrained
as was the case in the evaporator simd]ation. In section¥ 4.3.3 to
4.3.5,t%e performance of *the self-tuning regulator is evaluated for
conditions where the systém ordgﬁ,'time delay and values of'eo are
only apbroximate]y knowﬁ. o

o

L

4.3 Exponent%a] Forgetting Factor u .'ﬁCK? .
y uhchanged

' ’ . .' ! . »
The evaporator responses remained rgfht1v

for yglues of u in the range, 1.0 z'u é-0.9,'but thé parameter
estimates in figures 4.§'énd 4.77bec?mé more oscillatory as u dectgases.
When y is decreased to 0.8, (figure not shown) the parameter estimates™

fluctuated wipély and the evaporator response showed signs of becoming -
nd the waporator rp > 9f bec

d o

?

.
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L3

unstable., In general, {t is advisable to use a value slightly less
than one for » [7]. This would ensure better tracking of mode
parameters especially parameters that are e1ou1y time varying.
Therefore the ability to track paramesers and the quality of steady

-
state control would depend on the user's choice of .

4.3.2 Initial Covariance Matrix P(0) and Parameter Estimates

—

{ei(o)}

The choice of the initial covariance matrix P(0)
z ~
+ \

depends on the user:s confidence in the initial parameter estimatés
{éi(O)}. For 61(0) = 0, several values-of P(0) were tried
(10,000 I 2 g(O) 2 0.001 2). TynicaT evaporator reisonses are .
shown in figures 4.8 to 4.11. Redchng the elements of P(0)
_resu]ts in,éma]]er elements in the gain vector K(t) wh{ch in turn.
causes Smaller changes'(per.step) in the parameter estimates (see.
equations 2.25 to 2.27). This is quite evident when the.two
estimytes plots are compared with the base case. For P(0) =100 I,
the "bump" at the beginnfng‘of the C2.curve in fignre 4.8 was reduced
due to the smaller diagonal elements, Sﬁt these elements were still el
large enough to ensure convergence of the est1mates For P(0)~= 1,
the parameter est1mates converged much slouer and at the end of the ‘
run, the gain vector K(t) was too small to cause further changbs in
the estwmates. Consequently, thé control of (2 was. not as good

The perﬁofmance of the self- ~tuning reéulator when non-zero B

1nitia1 parameter estlmates and P(&S 10 000 I are useA is shoun 1n

L figures 4 12 to 4.15. For both e (o) * 5 and e (0) = -10. the

-

-
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convergence properties were very qood due to the larqe value of g(O).
The C2 responses of the two runs were different during the initial
transient due to che different sians and magnitudes of the initial
parameters estimates. After theuinitial period, the cortrol of C2-
vias quite good in both cases. (Note that the scale of the di plot

in figures 4, l4 and 4.15 was 1ncreased by a factor of two in com-

parison w1th prev1ous figures.) . .

4.3.3 Scaling Factor 8,

o A large range of}e,o values varying from 0.0QOOllto 1.0
‘ were'considered Far 0.1 > ‘ > Q.00001, the product cOncehtration-
was maintained w1th1n acceptable l1m1ts although the control o;‘CZv
deterlorated ;t the two extremes, 0.1 and 0. 00001, .and there appears
to be an opt1mum value of B in between. For By values outside’
_fthls range 1arge sustalned osclllations in C2 occur. wheﬁ

2

values close to By = 0. Ol4 were trled the C2 responses were ‘good
‘ apd were very. Slmllar except for the 1n1tial “bump Though a
wdeta1l,ed search for the ophmum value of B was not peﬁmed the
best run. in terms of accumulated loss uus observed when B°'= 0. 03
ipAgain the lower accumulated loss is primarily due to the smaller
"inlt\al “bump“‘ . | ‘_ |
: . In general for relatively large values of Bo’ the 01 curves .‘jf
T.had large fluctuat1ons and were still adausting at the end-of the run ‘
1;;but the Bi curves converqed quickly The opbosfte situatlon occurred

-ffwar relatively small values of e " the 5 & curves conve’_

”.Af, curves flyctugggd Typlcal results are shown 1n flguru 4. 16 ta (B l9.‘
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14

Wittenmark [7] has 5uggested that the user can examine the response of
the control variable to find out if a acod choice of ‘o has been
made’. If the cqntrpl signal is hitting the constrained limits too
often; this means that % is too small; if the control signat is not
hitting the constrained limits at al],vthis means that Y should be‘
decreased. These situations were observed by Wittenmark [7] in his
simulation study and are.also i]]usirEted‘by the steam response in
figures 4.16 and 4.17. Different values of 3, were also tried for
smaller elements in E(O)Oand similar results were obtained.

“1f no contro1‘cpnstraints are applied, a value of 8, = 0.02
results in unstable responses. This supports Wittepmark's conment [7]'
concerning the effect of contro] constraints on the operable range of

5

‘ 8
80. .

4, 3 4 Model Order n o T

, In the base casg run, the" correct model order of n=3
| was specmfied (see figure 4. 2) F1gures 4.20 and 4. 21 show evaporatOrv

' responses’ ‘when p= 2 and n=4 were used as the ‘asgumed mode1 orders JThe-

o order of the predictive mode1 dﬁd not seem to ianuence the c2 response »

very much after the 1nit1a1 trans1ent per1od Note that the "bump" in.
d.'the?1n1tia1 part of the c2 response increases as the assumed model '
order increases. This can be explained as fol]ows. Nhen 2 hvgher
 order model is used more phrameters have to be estimated and since :
».:zero 1niiiij conditaons were assumed the infonnat1on vector ﬁ_contains

f’only zero elements 1n1t1a11y‘ If the recursive 1east squares algOrithn

o ;}in section 2 4 is examined closely, it can be s!en that the e1§%ents of ;}-



|3pOW 43pu0 ) - | nwvoe . \,. . ,.0

Y “(41S/11S) dsuodspd *dea3  |z'y aunbry . 49p4o c .AE.m\Emv omco%eg %>u cw v o.:..?..,_

-

SLININ NI LU B | SANIN NI L

os s 0. =% oot e . on 2 0
40 . #f ¢ . o ..vo..

\

2
NIWAT N M0 WY3LS

v

e .
NIVET N O VAIS

i

+
’
N
e
14
.
+

»

L
9

-+

v

.-

t

4
.

. N
<

TIAY 3 N NCNDD

TOAD 3N NNDD

)

ot

q .




79

the parameter vector have non-zero values only if the corresponding
information vector qlsd has non-zero e]e;ents. Therefore, for higher
.order models, it takes more sampling intervals before, the information
vector and the parameter vector have nonfzero.e1enmnts: ‘As,a result,
higher order models will generally give poorer control duridg the
initial transfent perioda

Additidna] runs were berforhed with n=1 and n=5 (figoﬁes not
shown). For nf1,'the requlator has only one parameter and is actually
a prcportional 60ntfo]1er§ the evaporator cesponse was similar to
those shown in section 3.5.‘ For n=5, the evapofator response was
similar to thelrun where n=4. _The'parameter estimate§ for the runs
‘where 1 s.n < 5 all had good contergence properties. Figures 4.22

and 4.23 show the parameter estimates plots for n=2 ahd n=4, respectiVely.

S . ' - %
4.3.5 System T1me Delay k .

" Simulation runs were also made uding assumed ‘time delays
of k-l and k=2. Since the actual tlme de]ay in the dertved pulse
transfer function medel is k=0, contro1 of C2 became worse as k =
1ncreased as would be expected However for k-Z‘the control was
'st111 satisfactory which suggests that‘overest1mat1ng the delay may -
not degrade the performance of this system too nuch F1gures 4 24 '
and 4.25 show the evaporator response and the parameter estimates for,

*

k=2,
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4.4 Porformance of fre Solf-Torang Peoglator tndey m”ﬁld_@tﬂ

. .

eratira fonditions

An evaluation of the performance of the self-tuning requlator
. ;

for a variety of operating conditions was & prime objective of the

simulagion study. In this section the effects\if process neise level
and the Noclysion of measurement noise and unmeaSured step d1sturbances

are stcribed. A 1list of simulated runs for this sectLon\is shown in

Table 4.2,

L
4.4.1 5££g;t~of Process Noiseﬂleve1, TN

In’the base case run, a 10% process noise level was
used (i.e. oy C 0.1). F1nure 4.26 and 4.27 show evaporator responses
when 1% and 507 pr6cess noise levels are used, respectivaly. Increasing
the noise level resulted in an 1ncrease A/Poutput variance and Iarge
fluctuations in all the other euaporator variables, as would be
expected. Note that the parame;er estimates in figure,4.28 and 4%29'ﬂ
are quite similar a1thougn increasing the noise level results in more
fluctuations. 5

)

4.4, 2 Effect of Measurement Noise .

Add1t10n of 5% measurement no15e to the three evaporator
outpuls resulted in poor control of C2 as shown.an flgurq/4.30{ The
corresponding parameter‘estimates are shown in figure 4.32. A run with
only measurement noise and no process-noise.(not-shown) gave results
similar to figures 4.30 and 4.32. These s su]ts"indjcate that 5%
measur ent noise is more significan; than 10% process noise. |

¢ L)
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It is N¥nteresting to note that the latter part of the €2
response in figure 4.30 is ﬁbrse than the response in fiqure 3.11
where proportional control is used with KCZ = -4.89 for the same

process conditions.

4,4.3 Effect of Unmeasured Step Disturbances

In practical applications ityis seldom feasible do
measure all possible disturbance variab]es: Consequeﬂ&ly, the per-
formance of the self-tuning requlator when unmeasured, non-zero mean
disturbances occur is quite impdriant. | ’

For a low process ddise level ofvopN = 0.01 and two sfep
disturbances in feed flow, the self-tuning regulator resulis in
satisfactory control as shdwn in figure 4.31. The corresponding
param_eter estimates in fi};re 4.33 show that the estimates change
rapidly after the first step disturbance, d/; not after the second
step change. Th1s somewhat unexpected behaviour can be explained as

follows. After the first step down in feed flow, the product concen-

traiion fncreases slightly (thiélcan not be observed in.figure 4.33

~ but can be clearly seen in the computer printout). Therefore, the

output elements in the information vector y (t) are above their steady
state Values..qhd,this_causesefhe elements in the covariance matrix
P(t) to.chahge. Jhis adjusiment in g(t) resultes in 1afgee edements.'
in thedgain r §(t) which in turn causes some adjustment of the

parameter ates These changes id'the estimates when used in the

/I\control law seem to have the same effect as 1ncreaswng the gain in &

proportiona1 controller. Th1s can be observed by comparing the: steam '



flow rate in fiqures 4.26 and 4.31.

| The set of pararcter estimates at t 3 75 minwere able to
handle the second step disturbance quite well. As a consequence, the
product concentration, covariance matrix and gain vector were all
.obscrved to undergo much smaller changes which meant there was little
change in the estimates.

- Figures 4.34 and 4.35 show the evaporator response for 10%
process noise and step disturbances in feed flow and feed composition
resheétive]y. Thé C2 responses in both runs are very similar to the
response for the base case conditions (see figure 4.2). These results
indicate that the sé]f-tuning requlator can handle unmeasured step
disturbances quite well, The corresponding pérameter estimates are
shown in figures 4.36 and 4.37. Note that the estimates in figure
4.36 do not undergo sudden changbks after the first step change at
t = 25 min, as was the case in figure 4.33. This was attributed to
the higher process noise level in figuré 4.36 since the 10% noise level
fended tp redude the effect of the 20% step changes in feed flow rate.

It is i:ieresféng to note thaf €2 in figuré 4.35 does hot have an offset.
‘When al} the parameters of the predictive model (including Bo)
were estimateq/and uqmeasured step disturbances were épplied, the control

_ of €2 was not.very good. Figures 4.38 and 4.39 show two cases where

| feéd flow and feed concentration disturbances occur. The two C2

responses weré stgnificantly worse thah the ‘same case Qithouf the stepé
disturbances'(see figure 4.3)._ This illustrates that, poor‘CZ response;.j’
can result if all parameters are.estimaﬁgd during closed loop. operation. - -

|

The corresponding parameter estimates plots'are_shown in fﬂgures;4.40
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and 4.41. for all runs where_.d is estirated, the {:1' converged to

values very close to zero.

4.5 Practical Strateoy for Implerentiro Self-Tunina Reaulator

WWhen a process control computer is used to control an

industrial process, {t will probably not be economical to replace
most of the conventional «digital controllers in individual loops
with ée]?-tuning regulators. This is because se]f-tueing regu1atqrs
require more execution time due to the recursive least squares equations’
and they also require more stofage space for input/output datae The
process computer might not bevab1e to handle the extra work load or
have sufficient stora@e space for the extra data. One wey of gettiﬁe
around this problem is to use the self-tuning }egulator only on
important control loops and/or after process conditions have experienced

a significant change. Furthermore, the self-tuning regu]ator need
only be applied until good parameter -estimates and a sat1sfactory .
controller have been obtained. Then the estimation step can be by-

-

pessed and the now constant parameter estimates can be used in the

control calculaﬁions‘(i.e. a contro]]er'with constant coefficients in

~

. the control law).

Figure ﬁ.42 shows a run in thch the controller had constant #®
‘ parameters which were obtaingd from the final parameter estimates at the
end of the\base case run. Evéﬁ when tWo 40% step disturbances in feed.
f}ow were app11ed the controller was able to control C2 qu1te well
Theoret1ca11y. 1f the estlmator is belng used for very long

periods of tlme the elements in both "the covar1ance matr1x and the gain

-
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vector in the alagorithm decrease as the paramveter ecstimates converge.
This 1s Satisfactory as long as process conditions do not change. But
if the process conditions do change, the elements of the‘qein vector
are now too small to be of any effective use in updating the parameter
estimates. To avoid this type of sﬁtudtion, the requlator should be
re-initialized periodically. This can be done by re-initializing the

covariance matrix. Figure 4.43 shows a run in which the initial parameter

estimates were the final estimates obtained frem the .base case run and

n-wo -

(0) =100 I was employed at the begiiuling of the run. The corresponding.
parameter estimates are shown in figure 4.45, Note that the estimates
‘deuiate from the jpitia1 values at the beginning Qf the run but gradually
approach these values towards the end*of the run.

b One way of avoiding the prob]em of "poor est1mates and poor
control dur1ng the trans1ent per1od has been suggested by Nlttenmark (7]
and is as follows. Suppose\p well- tuned conventional controller is used
initially and least square - ‘estimation is performed to determ1ne the
parameters of the pred1ct1ve model, Then the switch to the self- tuning
: regulatdr can'be made after'tue parameter e;timates have become fairly.
thstant. | | . “

Figufes 4.44 and 4.46 shdw a-ruhvjn whichué propbrtibnal
cohtrO]ier was used in the S/C2 loop for the’firet ld.minutes with
C2 = -4, 89‘ The self tunxng regu]ator Was ‘then substituted for |
the proportional controller at the 15 minute mark. Note.that’thek
initial "bump"fjn prevtous C2 curves is eliminated since the Se{fe d
tuning regulatdr starts»wifh befter~initia1:parameter estimates; ;‘

" namely, those that were generated'during proportional coqtrol;"Thus
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this strateqy provides a systematic technique for a burpless transfer

from a oonventiona1 control strategy to the self-tuning requlator.

4.6 Conclusions

From the extensive simulation study of the dowble effect
evaporator model, it can be obsérved.that the self-tuning regulator
isxxery simpie to use.. The whitial choice of constants and parameters
required for the requlator can be mddelwithout detailed knowledge of
the process to be controlled and the r gufator performs fairlx well,
even for poor cheices. Once the regulaior is operational, these
constgﬂ!% can be adjusted}to better values by examin:no the process
‘data and the parameter estimates. ' . L

The self-tuning regulator also performed we]] qggn different
unmeasured disturbances of relatively large magn1tude were applied,
but did not fare as well when 5/o measurement noise was added.

B Practical ways'of imp]ement{ng the self-tuning regulator

were suggesied'in section 4.5. These methods tend to ensure good
performance'of the regu]ator when 1; is used periodically on a long
term basis, | | | .

In geni521 the self-tuning regu]ator deftn1te13~xmrformed
better than the comentwna] pmportmn-al controﬂer in‘ simu‘iat\on

4 .

st success‘?esults because the algoﬁthm is deffgndm
| mize the output vamance n? the presence of noise - f;,
] *

The simu1at1on resu]ts showed the good convergence prdﬁertles

'

of the self tunlng algorithm, The system was stable unless very poor

constants were used in the algorithm The algor1thm tself 1s very

’



simple and there are no complex mathematical operations involved.
The compactness and the simpT¥city of the algorithm plus its ability
to handle relatively large process noise levels and unmeasured

disturbances make it very attractive for industrial applications.

)



CHAPT&R FIVE
SELF-TUNING RCCULATOR FOR THE DOUBLE EFFECT EVAPORATOR:
EXPERIVENTAL RESULTS

5.1 .iﬂ_tiegip_m

This chapter presents experimental results of the application
of conventional-multi-loop control and‘the self-tuning reqgulator to the
double effect :yaporator The pilot plant evaporator that is interfaced
to the IBM 1000 process contro] computer has been described in Chapter
Three. The simu]at1on resu]ts for the avaporator have been presented in
Chapters Three and Four. .This chapter‘a1so includes‘a brief description
of the control computer program the} was used. The experimental results
are then presented and compared with the simulation results. Finel]y,
conelusions on the practical uses of the se]f—tun1n§ regulator in

industry are given.

5.2 Experimental Procedure

. In order to compare the simu]ated aﬁd experimental kesu]ts, a
similar set of runs was pe:/prmed on the actual evapoﬁator system
In1t1a1 cond1t1ons were ma1nta1ned close to those useg in the simulation
runs. Prior - to the start of each exper1mental run, the evaporator was
brought to the nom1na1 steady state cond1t1ons by means of multl -loop
digital proportional-1ntegra1 contro]lers (the nominal steady state
values are shown in the Appendix for Chapter'Three). The confrol program

- was }yen 1n1t1ated and the evaporator data vere collected via : '
| ,ilnd1v1dua1 DDC (D1rect D1gital Contro]) loops at every sampllnqlwnterval
and were stpret on d1sk f1]es; ‘The contro] and sampllng periods were

specified to be 64 seconds as in the_swmulat1on runs. The control
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signals calculated from the control algoritnms vere set as setpoints to
tne individual DDC control loops. At the end of eacn run, all the
collected data were printed and also punched on computer cards. Documen~
tation of a typical experimentation run i1s shown 1in ehe Appendix for
Chapter Five, including heat and materﬁa] balances and a log of pressures,
temperatures and flow rates eﬁc. #?FE?e records plus the computer print-
' out of the evaporator vagiggies and paﬁemeter estimates, and the
recorder]charts for each run have been compiled in an "Experimental &fin
. Data Book".

A statistical analysis of normal steady state experimental
data has been performed by Hamilton [28T to estimate the actual process
and measurement noise levels. These estimates wefe found to be much
less than the 10% and‘S“ levels used for process ;b1se and measurement
noise, respectively,.in the simulation study. The actual estimates
caitu]ated by Hamidton were 0.1% to 5% for the process noise and 0.1% to
2% for the measurement noise. ip all the runs, the evaporator variables
were filtered by simple filters such aé exponential or Union filters so
that smooth and accurate data would. be used and recorded. Thelthree
output variables were filtered by e;ponent1a1 filters w1th filter
'constants of 0 75.

9
'5 3 Computer Programs for the Experimental Stugx

. The real-time computer programs that were used in the closed-
loop exper1menta1 study were. bas1ca1]y the ones deve]oped by Newe]l [36].v.:
Program core]oads RBN30, RBN3I, RBN32 ‘and RBN33~ were mod1f1ed so that
three d1fferent contA&l strategies could be used: mult\ -Taop propor-

-~ tional contro]. the se]f—tun1ng-regulator,and mxnimum var1ance'control.



_To avold confusion with the original program corelogds, tnese nodified
corc]oqu were re-named, FLC30 to FLC33. The initialization procedures

of these. control progréms are essentially the same as those used by

Newell apd these procedures can be found in Newell's "User's Hanugl" [36].
Programs -RENT9 and NCN2J, used to print and puncn the accumulated
experinental data, were also modificdﬁéo include the parameter estimates

and were re-named as FLC19 and FLC20. Plotting programs RBNO1 and RBNO2 "™

[32] were used to plot the evaporator variables.

5.4 Experimental Evaporator Results

‘;B verify the main résults of the simulation study, a similar
set of experimental runs were performed. Again, conventional multi-loop
control techniques such as ‘digital proportional control and propgrtional
plus integral cbntro1'were applied. Then the self-tuning regulator was
used in the steam/product concentration control loop and the effects af
various design decisions and parameter vaiues were investigated, as~in
the simulation study.

In addition to the lowerbprocesé noise levelscin the'éctua] , i
avaporator system, several other changes had to be made” for the experi-
mentallruné. First, tignter constrainté‘wefe placed on'tﬁe steam %1ow
~ rate which Maé}]imited to beiweenlo.s and 2.5 ib/min. The ‘upper bounq -
| was‘chosen‘to limif ﬁhe pressure in the first effect to a éafe opérating.
IeVeJ. The lower -bound was éhosen to be 0.5 ]b/min.ihstead of zero to
prevent negagive pressure in the first effect as a result~ef stoppagqﬁ
of bdi]jng and condensation of overhead vapoqr,(dgzzond, the proportiona1
ga{ns in the two level.control loops-had to'be reduced to less than

half the normal values which were used in the simulation study. The
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TAGLE 5.1
CAPERIVUTAL RESULTS (OR CONVERTIONAL (ONTROL STRATEGIES
TYPL OF STEP
FIGURES RUN NO. CONTROL D1STURBANCES
5.1, 5.3 26 ML prop. control (+20° F, -20% F)
'}'”7,.5.2, 5.4 27 ML prop. contral (-30% CF)
5.5 21 ML PI control (+20% F, -20% F)
5.6 24 ML PI control (+20% F)
5.7 25 ML PI control (-20% F)
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roason tor reducing tpo gatns was that the bang-bang characteristics of
the 3%uwasigndl resulted 1 Tarqge Fluctuations in the first effect
pressure and the first effect level measurenents, which in turn affected
the first effect bottom flow rate, and the second effect level and bottom
flow rate.  These interactions between uroccss‘wariables resulted in .
poor control of product concentration. To avoid this undesirable
situation, the proportional gains in the two level control loops vere
decreased in order to reduce ;he interactions.

These differences in operating conditipns should be kept in
mind when the simulation resnlis are compared with the experimental
results. Tﬁe experimental runs for conventional multi-loop control and
tne self-tuning requlator are shown in Tables 5.1 and 5.4, respectively.
Since the experimental runs were performed for different periods of

time, the parameter estimates listed in Table 5.4 and in the figures

were tnose recorded at the'ZHﬂ of the runs.

5.4.1 Conventional Multi-Loop Control

Conventional multi-loop proportional control using the

- modified version of the multivariable control programs [36] was applied

L4

with the following proportional aains for the three control loops.

" ABLE 5.2 '
PROPORTIONAL CONTROLLER GAINS
- S/C2 loop’ | | R . Kc2 - -?.89 ‘
WI/Bl . loop , Kg = 15
v2/B2  oop . K = 65
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%ﬁfﬂfkhdt the proportional gains in the two Tevel control Toops are Jower
thag those svd in the simulated study of Section 3.5.

The evaporator responses for feed flow and feed composi}ion
step ddsturbances are shown in Figures 5.1 and 5.2. The €2 responses
and the two effect levels and bottom flow rates in both figures are less
oscillatory then those in the simulation results. This is due to the
lower process noise level and lower gains in the leval control loops.
Both the feed and first effect concentrations (CF and C1) were only

)
measured before, but not during, the experimental runs, thus, the Cl

curves are not saown and CF is a straight line in Figure 5.1.

During these closed loop runs, the least squares estimator in
the self-tuning algorithﬁ'was used to estihate the parameters of the
predictive model. The initial constants and parameters specified for
the algorithn were thdse used in the b;se case run in Section 4.2. The
parameter estfmates for these two runs aré‘lﬂbwn'ih Figures 5.3 and 5.4.
The convergance of the estimates is not very good because the evaporator
varfab]es undergo little excitation.

The DDC versign of multi- 1oop proportional p]us integral
control was a]so appligd since this is a w1de]y used/convent1onal
control techniqge. The c]osed-]oop response of the evaporator to two

207 step d1sturbances in feed flow_ for King and McNeill's DDC

contro]ler constants [37] in Table 5.3 is shown in Figure 5.5. (KP and

KI are the proportional and~integral constants, regpectlvely, readers

are referred fo the DDC Manual [39] for more informatioh on DDC antrol
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Evaporator response (EXP/-30% CF/ML prop. control)
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TABLE 5.3
" PROPORTIONAL AND IHTECRAL CONTROLLER CONSTANTS

CONTROL ~ KING & MCNEILL [37] HAMILTON [38]

LOOP kP KI kP K1 CONTROL INTERVAL
S/C2 3.5 0.04 - 3.125  0.0234 64 sec
W/Bl 6.0 0.009° 6.0  .0.009 2 sec

W2/82 32.0 0.009  32.0 0.009 ' 2 sec

The conﬁrb1~of C2 was betéer than in Figure 5.1 as expected, and the
level control was also improvedf The DDC controller constants used by
Hamilton [38],shown in Table 5.3 wene also tried and the nesu]ting | B
_ evapokator responses are shown in Figures 5?6 and 5.7. Comparing .
Figures 5.5 and 5.6, it can be seen that Kingvand McNeill's constants.
resu]ted'innsmdllen fluctuations in Bl.anquZ but lnrger-fluctuatiqns in .
S.' A]So the cont;ol of Cé after the first step disturbance was better.
From these runs, it appears, that conventional multi—loop
lstrategwes prov1de fa1rly good contro] of C2 and also keep the two levels
near their steady state values even when step d1sturbances are applied

3

5.4.2 Se]f Tun1ng Regulator -

- The exper1menta1 runs for the se}f -tuning regulator are -
SUmmarlzed in Table 5. & o _' .
; The base case. run in Sectwon 4 2 was also tr1ed exper1mentally
'and the response is shown in Figure 5. 8 Process varlables C2 Hl W2,
' Bl B2 and S all have sustained oscil1at1ons even though no step

- »;dlsturbance was applied. This can be explained as fo1lows.. At about
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the 10 minute mark, C2 docreases because of the lower steam flow. As a
result, the steam flowrate increases and boils off more water from the
first effect tnus louering 1. EBecause of the d?crease in W1, Bl
gecreases (due to the W1/B1 control loop) which in turn causes W2 and B2
to decrease. (2 increases due to S and BI, and tne self-tuning regulator
then reduces the steam flow rate to compensate for this. When the steam
signal drops, the whole procedure is rcpeated but in the opposite
direction,: From that point onwards, a]].the key variables have sustained
oscillations. The corresponding parameter estimates plots arg shown in
Figure 5.10 and all have good convergence properties. Aééin, the final
parameter estimates are listed in the figure.

Several unsuccessful attempts were made to eliminate these
oscillaéions. Values of £ of 0.03, 0.05, and 0.005 were tried but the
.results were similar to those in Figure 5.8. Then the control and
sampling periods were reduced by half but the oscillations sniTl
occurred. The two level proportional controllers were- then replaéed by
the standard PI contfol]ers (with Hamilton's consgants), but ;his did
not provide any improvement as can be seen from Figure 5.9. The
cofresponding_pafamgter estimates are shown in Figure 5.11;

| B& éxémining the results obtained when self-tuning regulator
Was u;ed, it seemed that the strong interaction initiated by the bang-
: Sang‘behavipur of steam-could be reducéd by.reduciﬁg thé?prbpoktional
gains in the level control loops. Thus, a run was tried using zero
~‘gains in the level controllers. The-resu]t was that B] aﬁd‘BZ were held
‘constantqand the coﬁtr61 of C2 was good (figure‘not Shown). But the two
Tevels drdppéd below theif operatihg‘ranges due to the integrating nature

~of the}two holdups. To avoid this sithation, another run was.trie¢
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using very small gains in the two level control loops. Tne self-turing
requlator was able te keep the evaporator at the nominal steady state
as shown ™ Figure 5.12. When 207 step disturbances ih feed flow were
applied, the self-tuning regulator was able to handle the disturbances
without.difficu]ty as shown 1n Figure 5.13. Note that with the low
gains used in the level loops, the increase in feed flow resulted in a
large upsurge in the first effect level. Tne corresponding parameter
cstinate plots for these two ruﬁs are shown in Figures 5,14 and 5.15.
The convergence of the edtimates was quite good.

In order to prevent large offsets in Wl after a step disturb-
ance in feed flow, the proportional gains in the level loops were
increased to %he values shown in Table 5.4. These gains which are
about half the values used in the simulation study were also used in the
remaining experimental runs. Two runs were performed using the base
case paramet'\s in the self-tuning a]gérighm with two different types of
step disturpdnces as shown in Figures 5.16 and 5.17. In Figure 5.16 -the
C2 résponse was good and the regulator was able to handle the two 20%
step disturbances in feed ffow quité wei]. With the larger gains in the
level control loops, the le{elg were controlled much better; The C2
performance was comparable to the analogous run in the simulation sﬁﬁdy‘
(see Figure 4.34). In comparison with the conventional P and PI control-
lers (see fig. 5.1 and 5.5) the self-tuning regulator produces smaller
deviations in (2 but resulted in small sustained oscillations towards
the end of the run.  In Figure 5.17, the 30% step disturbance in feed
concentration had little pffset.on C2 as compared}to;the proportiona]
contro] Eun in Figure 6.2. The strong influence pf S on the levets and

‘the bottom flow rates is again apparent in Figures 5.17. The correspond-

¥
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ing parameter estimates are §nown in Figures 5.13 and 5.19.
Figures 5.20 and 5.21 illustrate the effect of Jsing values pf

= 0.1 and ‘o 0.00) in the self-tuning algorithm. The characteristics
of the steam signals are similar to those bbserved in the simulation
study (see Figures 4.18 and 4 19). For the larger scallng factor of
rg = 0.1, the steam 51gna1 exhibits sxm11ar small f]uctuat1ons initially
but it eventually results in susta1ned oscw]]at1qps. For the smaller
"sgaliné factor of /, = 0.001, the steam signals hit the constrqin£s 
more frequently. The parameter estimates in Figures 5.22 ‘and 5.23‘§how
. even a c]osér reéemb]ahce to those obtained in the simulatfon stUdy.
For Eo = 0.1, the {&i} have 1arge f]uctuatjohs and the'{éi}~converge,
while for Bo ='0.001, the exact opposite caﬁ be observed.

Méde] orders of n = 2 add n = 4 were useq in thevself-tuning
requlator and géVe phe results shown in Figures 5.24 and 5.25, respect-
’ ivé]y. Step disturbances-in'feed f]bwvwere applied to bothlyuns and
‘the control of~C2 was,good.- For n =?‘-2,-thfe,C_2 performance was one of
the best observed in the experimenta1'$tudy; The correspondiﬁg |
parametef‘estimates are shown in Figures 5.26 and 5.27, respectively :

Experimental runs usvng the self- tuning regulator 1n whlch all
,‘the par;mebers 1nc1ud1ng s were estimated, proved to be unsuccessful u
as compared to those runs in the S1mu1at1on study The steam sxgnai

would drop to the lower l1m1t and stayed there untll the runs were

: tenninated
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S5.403 Practical Strategies for Teplosenting the Self-Tuning
Requlator
Practical strategies for applications of the self-tuning
regulator were considered in the simulatien study of Section 4.5, In
tiis section, two of these strategies vere tried experinentally.

In Figure 5.25, the parameter estimates recorded at the end of
the experimental run in Figure 5.14 were used as constant parameters in
the control law of Equation (2.23). This &Onstant parameter control law
is the minimum variance controller for the empirically determined
transfer function model. The satisfactory (2 response verifies that .
once good parameter estimates are obtained, the estimator can be by
passed and these constant paraneters can be used in the control law
-until conditions warrant the use of the estimator again. '

The strategy of using the estimator to estimate model
parameters (except &0) while the evaporator was under conventional
probortiona] control was also tried.f The results are shown in Figure
5.29. The estimator was used for the first 24 mihutes and the resulting
parameter estimates were then used as the initial ‘parameter estimates
at t X 25 mfnutes when the conventional controller wif‘replaced by the
self-tuning regqulator. A scaling factor of 66 = 0.02 and an exponential
%orgetting factor of u = 0.995 were used in this run.

The purpose of this strategy was to generate good parameter:
estimates before the self-tuning regulator is_}nitiated. In the
simulation run .t w;s found tﬁat.this method eliminated poor control
during the transient period when the parameter estima;es were adjustfng *
(see Figure 4.44). In all the experimental runs, because.of,fhe 1ower

-

process noise 1e§el. the control of (2 was satisfactory dqring the

A
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transient period, so the merit of using this stratogy is not as

apparent.  The corresponding paxaﬁoter estimates are shawn in Figure 5.31.
A similar run was performed using the same large level loop

gains that were used in the simulation study and the base case fnitial

parameters in the self-tuning regulator. The results are shown in

Figure 5.30. The C2 response was good for Quenmjor portion of the run,

but towards the end, the high gains in the level 1oops again caused

sustained oscillations in tha control and output variables. The

corresponding parameter estimates are shown in Figure 5.32.

5.5 Conclusions
For multi-loop proportional contro1; the experimental responses

contained less,fluctuations'than those obtained in the simulation study.
This was due to the lowér process noise levels in the.actualeVaporatOr.‘.
The exper1menta1 results also show that the steady state control of C2
was fair and that C2 responses were sattsfactory when step dtsturbances
were applied. The standard DDC version of multi—loop propOrtional plos
integral control gave slightly bettervcontrol of C2, as expected, aod “
the (2 response wou'ld probébly be improved if there were 1oosef control
ovef the two effect levels (i.e., 10wer gains). All the conVentional
mu1t1 loop cgztro] strdtegfes that were appl1ed gave much better CZ
responses than those reported by Jacobson [30] |

. - The expervmental application of the - se}f tuning regulator for
the base case condvtwons of the s1mu1atiop study was unsuccessful ‘All‘
of the control and output variables had sustained oscillations due to .
: control loop interact1ons However. when the gains 1n the level control

~100ps were reduced by a factor of two the self tuning regulator appTicq-
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tion was successful. With the smaller proportional gains in the level
control loop, good experimental results were obtained gor ba;e case
- conditions. A direct comparison of simu]at;on'and experimental runs
could not be made, sihce the proportional gains of the level loops were
different, the steam signals were constrained wtthin narrower bounds,
the actual process noise levels were lower, and dutput variables contain
small measurement noise. In general, the performance of the se}f—tuning
“regulator was quite good and the characterjstics of the regulator
observed in the simulation study were verified in the'experimental
| results. - The correstnding paraheter estimates did not convergefas well
as ih}the simulation runs but were sti]] satisfactory. |
 Three different values of % vere tried and the.characteristic
influemce of éo over the steam sianal and the parameter estimates was
simi]ar to the'stmu1ation results. D1fferent mode] order were trled |
«(n = 2,3 and 4) and all gave satlsfactory C2 responses These experl-
menta] results ver1f1ed the observat1on -in the simulation study that the
choice of model order was not crrtical. |
it was also_dehqnstrated that once a good set of‘parameter
' estihates.have been‘obtatned,‘these'parameters could be held constant
| and used'ih the reguiator until there were signfticaht changes 1n'
":process COﬂdlthﬂS The proposed strategy of est1mat1ng the model
'parameters under convent1onal ‘feedback control for a certain period

" before swrtch1ng-to the~self-tun1ng regu]ator d1d not show any improve- B
-ment for the actual evaporator system Th1s occurred because the .

:evaporator was. close to steady state during the estination period, and

with low process no1se levels and little or no excitntion in the steau

. svgna1 the estimator could not generate good estimates for use 1n the
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self-tuning regulator.

Experimental runs in which all the parameters (including:eo)
were estimated were not successful in contrast to the successful °
simulation runs. In all of the unsuccessful runs, the steam signal
would drop to the lower limit init%a1ly and remain there until the run
was terminated. Thus it appears that attemptiﬁg to estimate all the
parameters .in the self-tuning redulator results in non-identifiability

of the parameters and poor control of C2. Consequently, one parameter
S e g

should be fixed for the evaporator system as recommended by Astrom and

Wittenmark [1].

: To summarize, the se]f-tuning regulator'performed quite well

even with an approximate set of 1n1t1a1 parameters and handled unmeasured

tep d1sturbances quite well. In compar1son with well-tuned P or Pl

controllers, the self-tuning regulator resulted in 51m11ar sgeady state

control but better control when unmeasured step disturbances occurred.

-

”However the mer1ts of the self- tun1ng regu]ator were not fully demon-

1]

strated in this. app]xcatlon due to the 1ow pgocess noise levels

r

Ay
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CHAPTER SIX
A\ ’ ) ,
CONCLUSIONS | N

The purpose of‘this investigation was to provide a detailed
evaluation of the self-tuning regulator and to investigafe its
performance in a practical application to a pilot plant, double effect
evaparator., Simulation and experimental studies have demonstrated that
the evaporator application was'successful and have-shown that the
requlator works well for a relatively wide range of design oaramefers.

. The following design parameters vere investigated: ‘exponential forget-

- ting factor, initial covariance matrix, initial parameter estimates.
scaling factor, model order and systemltimé delay. The self-tuning
regulator was also evaluated for non-ideal operating conditions including
utrrerent process noise and’measufement noise levels, and unmeasured

n‘step,disturbances. )

]

The conclusions concerning the effects of the various design

parameters can be summarized as.follows:

l.j Scaling factor'eo; The scaling factor is the.most diffjcult,para;
meter to specify. _In'lhe'simulation study a wide ranoe of values .
(0.1 2 8, 2 0.00001) gave satisfactory results when the control |
signal was cOnstralned This ‘was reduced signlficantly when the
‘control signal was. unconstrained An. experimental run udth |

l

= 0 1. resulted in large fluctuations in the output indicating

, that only a smaller range.of values can be used<in-practice Both o

the simulati on and experzmental results show that smaller values of

g produce 51gnificant fluctuatlons in {8 }s raold convergence °f.

/
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{li;, and large, frequent {1uetuations in the cont#bl sigral. The
A\ ‘ ’
converse situation occurred for large values of o Here {éi}

EOnverqed quickly, fli} fluctuated and the control signal was ¢

smoother.

Model order n; The assumed order did vot significantly affect the !
process responses. Except for the_initiél'twenty»minute transient,
..second, third and fourth order evaporator models gave practically the
sahe simulated respohses, but in the experimental study, under-

estimation of the model order (n -'2) gave better contr?W of the

; ’

output.’

System time delay k; Overestimation Qf the process time delay by two

‘sampling . intervais (128 seconds) still resulted in satisfactory

“control in the simulation study Th1s factor was not 1nvest1gated J//

exper1menta11y since the actual evaporator systein has no time delay.

Initial covariance matfix,g(o); The selection of the initial

cbvariaﬁce matrix and iﬁitial ﬁéraﬁeter estimates should be hade
together 51nce the choice of the initial covar1ance matrix is based
on- the degree of conf\dence one has in the 1nit1al parameter estimates
If poor initial parameter estwmates are used,»then large_d1agonal
elements in the ﬁnitiaj'cbvariahcefmatrix should be assigned. Large
'diagqnal elements in_g(o) produce: large initial adjuStments‘of the"
paremeter.estimates followed'by fast COnVergence;' Derfng-the initial
traﬁsient large vakiatiohs in ehe centrel signal occur and unlesS‘the
control s1gna1 is bounded th1s will produce - undesirable results. ,

_Smaller diagona] elements 1n P(O) produce a s\ouer rate of convergence '
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an% smaller changes in the parametg?'estimates during the initial part
of.the response. In the simulation study, choosing P(0) = 100 ]
provided qood converagnce of the parameter estimates starting from

zero initial va]uegsgﬁHowever, P(0) = 10,000 ] was used in most simu-
lation runs and in all experimental runs to ensure fast convergence of

the estimates to satisfactory values.

Initial parameter estimates E(O); The self-tuning regulator worked

well in the simulation study for a wide range of poor initial estimates

including 61(0) = 0, -5, and 10, when large diagonal elements were used

n P(0). Zero initial parameter estimates were used in all experimental

runs and rabid convergence of the parameter estimates occurred. Thus
. ) . :

a priori knowledge of actual system parameters is not necessary for

» satisfactor} performance of the self-tuning regulator.

»

. Exponentiaf forgetting‘faétor u; Values of u between 0.9 and 1.0

did not significantly affect the simulated responses but the
parameter estimates fluctuated more for smaller values. A value -

of u = 1.0 proved to be satisfactory in the experimental study.

In thlS app]1cat1on, Tt was found that the des1gn parameters, -

%<

v
M

.values after examining thettranSient process response and the parameter

.

estimates

The s1mu1atlon resu]ts showed that the self- tuning regulator

can handle unmeasured step- d1sturban¢es better than a d1gltal propor- ,
' t1ona1 controller. The experlmental runs confirmed this resu]t but

gave small osci]latuons around the steady state 1n some runs due_to the
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k]
significant fluctuations in tne manipulated ,variable. In the simu]atign
study, the output variance increased as the process noise level |
increased and that tne addition of 5 measurement noise resulted in
large fluctuations 1n'the controlled variable. It was found that
estimating all of the parameters including the scaling factor was
possible in the simulation study though the control of the output was
not very good; However, this method did not work well in the experi-
mental runs.

The interacting nature of the mu]ti-input,bmulti-outbut
evaporator system strong]ylaffegted the performance of the self-tuning
regulator. This was cleafiy seen in the experimental results where the
inf]bence‘of other evaporator variables, such as the botfom flow rates,
resulted in large sustainc? .:;fffations when norﬁa] proportional gains

were used in the two level control'loops. These interactions were
,significantly.reduced by decreasing the gains in the level control loops
but ver} small oscillations about the desired steady state sfi]]
persisted in most runs.

In general, the self-tuning regulator performed well especially
when a good set of initial parameters weré used. The regulatof is very
simple to use and does not involve complex mathematical opefatidns. lt‘
can take into account system time de]ajs and can have different numpers
of'con:rol paramgters depending on the assumed system model. It can be
used‘continudus]y-so.that it will automatically adjust contyol parameters

T

on-line to suit changing operating conditibns or processwdynamjcs, or it

can be used periodicQSIy for the purpose of tuning control parameters.

&

A practical scheme‘?c' implementing the self-tunihg’re901ator in whiet
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a conventional controller is used ?n1tia]1y before 5.1tching to the
requlator has proved to be useful in this vork and 1S rccommehdcd. The
self-tuning requlator is provably best suited for stochastic processes
witn relatively high process noise levels and frequent unmeasured distur-
bances since its design is based on stochastic control theory. Igs_use
is recormended especia]1y_if conventional control teciniques are unable

to provide good control for these conditions.

6.1 Egﬁgre Work
The simulation and‘experimental studies in this thesis provide

a detailed examination of the self-tuning regulator and general

guidelines for its use. However, there are a number of areas that

require further investigation and these will be discussed as follows.

1. The self-tuning algorithm can be extended to include feedforward
conﬁro] 6f a measured disturbance [7,22]. This extension can be
applied to the evaporator system by using meaéuremenfs of either
feed flow rate or feed concentration. Although it has been shown

~that the self-tuning regulator can handle unmeasured disturbances
welf, this feedforward investigation may prove valuéble for other
systems.

2. The §e1f-tuning regulator can also be modified to include setpoint
control of the output variable [7]. This extension would increase.
the capability of the regulator. o 3-} | |

3. Thé scaling factor in the regu]étor was normally assumed to be

~constant‘in this stdﬁy.. The effecﬁ of holding some other parameter

- constant instead of the scé]ing factor‘or the effect of fixing

severai parameters couldralsotbe studied.
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Only a single selt-tuning regqulator was uscd for one particular
LOHkFU] Toop in the evaporator application. A 10giCJILEQFanion
would be to use sclf-tuning regulators in several control loops
either scquentially or simultancously.
In this study, the self-tuning roegulator vwas used 1n an interacting
multivariable system andsthe effects of interaction were not
directly taken into account. However, from previous evaporator
studies, 1t is known that the first effe;t bottom flow rate affects
the product concentration to a significant extent. The influence
of this control variable could be included in the self-tuning
regulator by using a two input, one output process model. This
extension may redhce the experimental difficulties caused by’ control
loop interactions. |
The self-tuning regulator is usually designed to minimize the
output variance. Other performance indices that include control
variable terms have been recent]y‘proppsed [[5,\6,23} and should be
evaluated. These nodifications might reduce-the relatively large
magnitude fluctuations in the control variab]e;
The extension of the self-tuning type of control strategy to .
multi-input, multi-output systems is currently Qnder investigation
{21j‘ If successful, such an extension would certain]ylincrease
the flexibility of the control strategy and:the eyaporator would bef

an appropriate system for an application\
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ROTENCLATURE

a)  Alphabetic

)

A Polynomial in Rstrom - Boh]in mode)
a; Coefficient in polynomial A
8 Polynomial n istrOm - Bohlin model g
b, “Coefficient in polynomial B
Bl First effect bottom flowrate
B2 Second effect bottom flowrate .
C Polynomial in Rstrém - Bohlin mode] ]
¥ ‘ Coefficient in polynomial C
- First effect concentration
C2 . Second effect concentration
CF Feed\concentration
D Polynomiaj
di Coefficient in polynomial D
d Bisturbance vector
£ ‘Expectation operator
e . Randém normalbvariable
F  Feed flow rate
G . Po]ynomial N
9; o Coeffic{ent in polynomial G
Y Output coefficient matrix
H1 ' First effect enthalpy ,
HF ' Feed enthalpy
I ‘Tdentity matrix

- Gain vector

{7=
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k Time delay

2 ' Numbor of . parameters ' i ;) ’
M Polyncmial | '

m : Coefficient in polynomial M '

N ' Normal distribution

n Order of model

01 L Overhead from first effect

02 , Overnead from second effect

P Covariance matrix

P1 Pressure in first effect =

P2 | ~ Pressure in second effect .

" Backward shift operator

~N <

R ] - Covariance of noise variable
f S ~ Steam flow rate
T . Temperature in first effect
T2 Temperature in second effect
L1 Feed temperatqzs ,
t Samp]ing instani '
u Control vector - : : )
}  Loss function | \VRk‘
w Measurement noise vector
N1 First effect holdup
W2 ~ Second effect holdup
X State vecfor
Output vector
/ Po]ynomiai . ‘ ,
Zy Coefficient in. polynomial 2 ' 2;3 |



b)

c)

PN
MN
53

Greek

Coefficient of predictive model

qil "~ Coefficient of predictive mode]

Scaling factor
. Process noise coefficient matrix
Control coefficient matrix
Moving average process of driving noise e
Parameter véctor |
Constant
Exponential forgetting facto;
Disturbance coefficient matrix
Standard deviation

Information vector

Subscripts

ith element. o)

Vector

" Matrix

Process noise
Measurement noise

Steady state

Super;@r{gts

i .
. Matrix transpose

Matrix inverse

/
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Estimated value

' Perturbed variable

e) Abbreviations

adj Matrix adjoint

det Determinant = @

prop Proportional |

cc _ Concentration controller

CR. _ Contentrationbreéorder

FC - Flow controller

FR | Flow recorder

LC .‘ Level controller

PC | * Pressure controller ' ¢
KP Pfoportional constant

KI - Ihtegral canstant )

PI o Propoftiona] plus iﬁtegral

f) Codes for Cmputer Plots

AL,V :' Denote t{merf step disturbance '

a,bD , Denote initial steady state

Type of Run : .
SIM simulated g
~ EXP  ,_ - Experimental - | y



Disturbance (« / X% / XX):

+, - ' Positive or negStive step

X% Step size as percentage of steady state
) 1}

XX Process variable disturbed

.

Control Mode:

oL | Open loop
ML . Multi-loop conventional controf
STR | . Self-tuning regu1atbr

PI : Proportional plus integral
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APPENDIX FOR CHAPTLR THREE

Mormal Steady State Operatina Conditions

Five element state vector

First effect holdup
First effect concenfration
First effect solution entha]py

Second effect holdup .

- Second effect concentration

Three element control vector

Steam flowrate to first effect

First effect_bqttoms flowrate

* B2 Second effect bottoms flowrate

Thrée element Séifurbance vecgtor

F+ Feed flow rate -

CF Feedi¢oncentration'

X
W1
Cl
H
W2
2
u
S
Bl
d
{
xT = M,

HF  Feed enthalpy

W2, 2]

161

)
46 1b (16.0 in) ./

4.59% glycol
190 BTU/1b

42 1b (11.0 in)
10.11% glycol

2.00 tb/min
3.49 1b/min

' &9 Th/min

5.0 1b/min
3.2% glycol
162 BTU/1b

d °
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(b) Matrices for the Discrete Evaporator Model (based on Steady State

condition in (a) and a sampling interval of 64 seconds)

1.0 -0.0008 -0.0912 o o |
0 0.9223  0.0871 0 0
;- 0 -0.0042  0.4377 .0 0
. | 0 -0.0009 -0.1052 1.0 0.0001
| 0 0.0391  0.1048 0  0.9603
[ _0.0119 ¢ -0.0817 o
0.0116 0 0
o= | 0.1569 0 0
-0.0137 0.0847 -0.0406
. .13/ - -0.0432 0
- S
01182 0 ©-0.0050
-0.0351 0 0785 0.0049
7 = -0.0135 -0.0002 0.0662
| 0.0002 - o -0.0058
| 00019 00006 0.0058 |
; o a0 o0 0
, b o 0 o 1 o0
- | 0- ~0 "0 0 1
It T - T | . =
L o y |
5’ N EYY
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APPLHCIY FOR CHAPTER FIVE
. The following < a Tisting of computer printouts
containina infarmation abog} the controllers and steady state condi-
tion of the evaporator that are collected at tne start of a typical
experivental run. The reader is referred to the #ser's Manual [38]
for information on the comouteruﬁrograms used.
(a)  Computer printout from progranm FLC32
et SELF=-TUNTNG CONTROL EXTCUTIVE stes

INITIALIZATION DATA FOR RUN 12

 J
DATA STN2AGE TLTERVALESEC)= 0
COtMTE® INDICATORS® 0
COMNTROL ITNTFRVALISEC) = 64
JFLAG= 2 KFLAG=99 .
STD, DEV.{(PROL, MNOISEY= 0,10 STD, DEV,IMEAS, NNISE)= 0.00
KP(1l)= -4,89 KP({2)Y= 1,50 KP(3)= 6.50

3

INTTEAL CONSTANTS
BO=0.01400 M= 3 K= 0 = 1,000

INTTIAL CONTROL PARAMETERS

O 0.00 0.00 0.00 0.0 0.00 ,
, INITIAL COVARTAMCF MATRIX %!. .
10000 .001 0,000 0 000N 0.000. 0.000
0.070 10170.991 1.220 0,000 0,000
. n.020 - nN,.N00 13900.391 0.C00 0,000
0.000 0.000 3.000 10080.001 0,000
0.000 04000 0.000 ’s.ooo 10000.Q01 .

E3

STEANY STATE vgjes FOR XM, U, AND D

~ 0.16040F N2 0.22160F 03 0.10930¢ 02 0.,99899€-01
0.18006F 01 - " 0,31480E 01 0.13580E O1 ,
Y 0445020E.01 0.3210QE-01 0.18830F Q3 v
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Computer-printout from procram PYLOG

1S A LISTING OF Torf
ASSCOTAYLT MeAStRE T Lt

(b)

| ST N I S

ReECt D Ser U Ty ] Th

LOOK 1D MEASUREMENT
141 3,063 L8/M]N
139 ¢ {1,633 LRr/sM]N
149 4,496 LA/M]N
151 3,143 LR/MIN
152 1,439 LA/HIN
132 +1.798 LR/M4IN
150 1,540 LR/MIN
126 1.38% LA/NMIN
143 4K,.59) (8/¥]IN
136 16070 IN H2D
137 1109 IN H20
125 5,090 IN H2D
135 4.81) PSIG
136 17,560 [N HG
tez FY, shu DEG F
133 190930 NEG F
159 168,600 DEG F
143 0.032 ’
164 221,600 DEG F
129 0,099

MEASUREMENMT CDES USED ARE

{

GIVLU ERRDP CODBES

ND ERPOR DETECTED R
1L.00P RECOR ¢

LOO® HOT I'N TABLF

CALL GYVLU STATEMENT

1
2
3
4

1
2 .

VALUE

NOT N

[NVALID 10,
JINVALED DATS

LOOP OUYT NF SERVICE

]

N

“LO6P IN SERVICE

Tret

L

+

LOOP DESCRIPTION

FEFD WATER FLOW

FFED SOt , FLOW

TATAL FFED FLOW

Al

R?

STEAM PLOW

CNRNONSATE FROY SEC QNN
CUsDFMSER COMD. FLOW
COOULING YATER FLOW
FIRST FEefF( (T LEVEL
SEPARATOR LFVEL
CLUOCNSATE LEVEL  »
FIPST SEFECT PPESSURE
SFCUND ERFELT PRFSSURE
FEEN WATER TF>PrRATURE
FEen SQL. TEUPEXATURE
TOTAL FEFD TF“PERATURE
FFEDN CO'.CEMTRATION

FIRST EFFECT TFMPERATURE

ACTUAL PRODUCT CONC,

L]
[

MEASUREMENT VALIF CONDITION COoes .

1

2
L ]
&

INPUT
FNPUT

AAD
NDRMAL

-

LOW ALARM LIMIT
HIGH ALARM LINMIT

PEASIRE D VAL R

PROCF 95 VAR IABLE RECMRD (LOOP RECORD) CONDITINN CODES: .i/f

EACH LOOP
LT LoN CONES.,
15 APR 1S
15727 HRAS
COornpTIeN CONFS
GQIV tRE PVR  MEAS
1 2 2
: 1 2 R
1 2 2
p 1 2 2
1 2 , 2
1 27 2
EFFECT 1 2 2
1 2 2
1 2 4
1 ? 2
1 2 2
1 2 2
1 2 2
s 2 2
1 2 2
1 2 2
, 1 2 2
”4‘4h 1 1 1
1 2 2
1 2 2
el
]
v’ -
’,

164



(¢} Corputer printout fror prooram 8J20D

STEANY STATE TFHOLRATURES

MPX TEMP L (F) DESCRIPTION
-16318 217.9 TR20 -ﬁFIRQT FHFECT, SNOLULTILMN AT 100 OF» NOMNCOMER
-16316 218,9 TR 3 - FIRST CLFFFCT, S”L\l".l(‘w\i ABNVE THE TUBES,
-16314 1564.8 TR14 - FIRST EFFFCT, SNLUTTION AT THE ROTTOM,
~16313 153.0 1E33 = SECOND FFFECT. CORDENSATC AFTER THE COOLER
-16312 162.2 TR 6 - SFCUND FFFCT, SOLUTION AT THE ROTTOM,
-16311 219.2 TR32 = SECOND FFFS;T. STFAM BLEED,
~16306 72.6 1R27 - STEAM, DUTLFT OF THE FEED WATER HEATER,
-16305 160.9 5 TR34 - SECOND EFFECT, PROPUCT JUST REFORE PUNP,
-16304 14,2 TR21 = SOLUTION TANK,y INLET SOLUIIOQ.
-16303 153,2 TR18 - | .
-16302  19).6 T1.: - TIIZ. TNTAL AFTER MIXING.
-16301 189,.6 Tfll - FEED, VATFR BEFQORE MIXING, ”
~16300 189.3 - TT10 - FEED, SOLUTION BEFORK MIXING.
-16299 85,5 TT13 = COMNENSER, COMDENMSATE INSIOE.
-16298  298.3 "YR1S - STFAM, TN FIRST EFEECT BEFNRE ORIFICE,
-16297 253.1 CTR13 - FIRST EFFECT, STEAM IN THE CHEST.
-16296 lf_zsz.a'A TR 5 - FIRST EFFECT, STEAM COMDENSATE,
-16295 221.6° TR19 = FIRST EFFFCT, SALUTION N.\“OTTOFZOF'DDNNCOMER
. ' : . - L2 ¢
~16294 | 218,13 TR 2 - FIRST EFFECT, VAPOUR LEAVING, |
-16293 . 188.S TR 7 - FIRST EFFECT, FFED AT INLET, :
- -16292 182,84 TR 4 - SECOND EFFECT, FEED AT lNLET. - *
=16291 ~33,1 IRlb - SECOND EFFECT,. STEAM AY TOP OF CHEST.
16290 172.9 Tk ? - setnqo FFFECT, SOLUTION AT 0P,
’51626-9 - xa'g.e rax'f Q[P'Mtudﬂ‘\ Autmxm LFAVING, . C
-16288 ) 161.7 N TR12 - SEPARATOR, vapnuu LEAVINGS
-16287 161.4 . YRln - SECDND EFFECTe STFAN AT INLET ro CHEST.
. -16284 194.0 TR2A - SECOND EFFECT, srun CONDEMSATE BEFOQE CODLER

- . . : . oo P
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L4

~16284 9,4 “TR 1 - CUMDENSER, COOLING WATFR LEAVING,
-162813 9N, 4 TR3IND ~ RUN DOWN TANK, COOLING WATER LEAVING,
-16282 9.1 TR31 - RUN DOWN TANK, L1QUID LEAVING.
-16281 86.0 TR11 - CONDFNSER, CONNENSATFE LEAVING,
: h
)

(d) Computer printout from program HMBAL

15 APR 78
15728 HRS ¢ : (
' [ §
: . ERFOP OF CLOSURE (PEPCENTAGE)
. : INPUT-OUTPUT
OVERALL BALANCES
\ ' '
TOTAL MASS BALAYCE C . 84177 LB/MIN 0 3.94 )
COMPONENT PASS DALANCE ¢.203 LE/MIN < 2.?t%%3
: HEAT BALANCE e.12¢F e3 BTU/MIN ( a.99 %)
FIRST EFFECT.BALANCES = o
TOTAL MASS BALANCE . -8.218 LB/NIN C  -8.66 )
. . P . . ) . . ) |
'SECOND EFFECT 4ND CONLCENSER BALANCES o
TOTAL MASS BALANCE - 8,387 ' LB/MIN ¢ 2.2a4 )
) ¢ .. .
H . ‘



