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ABSTRACT

This is a thesis on the design andvapplication‘of GMOS'square-j .

o

wave oscillators. It  is,divided into three studies, the first of\
“which is an examination of eleven simple multivibrators The goal is -
to gain a basic understanding how square—wave oscillatorslwork and to

. provide a series of recommendations for their design. Next 'is a des-
cription of a magnetically- controlleﬁ bscilletor which was fabricated -
in 5 micrometer CMOS. This circuit combines an' oscillator with a
magnetic sensor. It is sensitive to fﬁeld components perpendicular to
the‘thip surface and immune to parallel ones. The final topic con-

{ « . ~
siders the application of square-wave oscillators to gpase-locked

l

loops. The voltege-controlled oscillator found in the feedback path

'of any PLL must be designed carefully for the overall system to be

.

linear.
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7 Chapter 1

"~

Introduction

. +
L

This thesis deals with some topics within the broader area of
CMOS square-wave oscillator desigﬁ.

] - ? . - ' . =
A squar‘lwave oscillator is any c1r!&§t whose output is a square-
. . 3 - . : .
wave. A square-wave is a voltage waveform which- spends practically

all of its time at one of two distinct voltages. That is to say, the
e ‘ : .

‘output voltage of the oscillator is always at one or the_other'of the

o

4

two levels and,peripdically switches between them. The output need

. . . . .‘q N . K .
not spend the same amount of time in one state as it.does in the other

e
v

but, from peridd'to period, the durations of the two states are con-
stant,

The timing. of all oscillators is controlled by an énergy stérage

N

o giement.(quartz crystal, capacitor, inductor, etc.). All of the cir-

cuits consideredvhere will use one of the following: a capacitor- -
resiétor.cémbiqation (éndvthereby»rely-;ﬁ'an exponential time con- “3
stant); a capacitor, charﬁed and discharged with a cohstant current
source; or’some combination of the two, as a basis foé timing. Fig..
1.1 éhows ﬁ\Siack diagram of a general square-wave oscillator.

The literature contains a great deal about bipolar integrated

oscillators as well as ICs which use them as the building blocks of a

<

larger‘system. - The same cannot be said”forkCHOS. CMOS integrated

circuits which use oscillators do exist but, for the most part; the

[

_designs have been copied frbm those already uSed in bipolar techno-

} , . .
logy. This is unfortunate because CMOS, which uses MOSFETs, provides



“the designer with new possibilities for the synthesis of snuare -wave
. »

oscillator circuits. This happens simply because bipolar ﬂransistors
"~ and MOSFETs work differently. It is therefore not necessary, -and
perhaps not even wise, to substitute n-channel for npn and p- channel

\
for pnp in one of the old’ designs to create a CMOS oscillator. On the

'fcontrary; it is prudent to redesign oscillators given the devices at
' 'hand This thesis attempts to fill some of the void in the literaturﬁp,

and to study design problems which are peculiar to CMOS.
@®

Square wave oscilla@brs find application everywhere All micro- .
processors use crystal osc111at6rs to synchronize the various compo-
. .
nents in the computer system. Integrated c1rcuit timers, whlch are o
general: purpose circuits that perform t1m1ng functions. are used in |
"hundreds of different situations [Jgakl. Communica\ion\also relies on'

* square-waves in the form of the pulse-coded modulation and\pulse:yidth

[
~.

modulation transmission schemes. ' ' ' \\\\\

\
In addition to the theory and basic de51gn problems found in

. »o
Chapter 2 of this thesis, Chapters 3 and-4. 4iseuss two §pecific
applications of square-wasz oscillators: a magneticallyfcontrolled
‘oscillator and a phase-locked loop. The following is an introduction
to the three substantive chapters of the thesis

Chapter 2 éttempts to do two things. The first is to gain a
basic understanding of how square-wave oscillators work and to provide
a series of recommendations for théi\\design. The focus of this study
. is not bn CMOS as such, but is general enough to apply to CMOS,
bipolar or whatever. The‘second-goal°of the chapter is to fill part

of the void in the literature regarding nonsymmetric square-wave

oscillators.



These problems will‘be‘addtessed By-conpidering.eleven basie
'citcuits. Analysis technﬂqee;'are demonstrated first etder the
assumption that the active components, which form pert of the circuit,
operate perfectly. Then, the effects of real actiQé deéices oﬁ‘the
circait s operation ts diecussed; This,yill,lead to recoﬁmendations
fe;'avoiding the pitfails ef oscillator deéign which these deeice51Can
cause. In particular, the switches used for changing the oscillator
:from one state to the next exhibit‘something called "charge injec-
tioe,ﬁ the effects of which may be devastating to the circuit's opera-
tion.  An analysis and a method fo; combating the effects of charge-
injection is included in the last part of the chapter:.

The thitd chapter contains a description of ‘thefirst of two
integrated circuits covered by this thesis. It is ; squafe-wave
ﬂosc111ator whose output frequency varies 11nearly with the magnetic
field perpend1cular to the surface of the chip. This circuit is
called a "magneticelly-controlieE“ oscillator (MCO). This project was
undertaken primarily as a design exercise; to gain experience at
preparing afézécuit for submission to'a silicon fgundfy (layout, rule
checking, etc.); and to determine the practicality of‘eombining a
magnetic sensor and a square-wave osci&ig;pr on the same chip.

‘The integrated circuit consists of: a split-drain megnetid field =
sensor (a sensor ehich provides an output current which is propor-
vt{znal to-the incident magnetic field) connected to the‘input of a
cerrent-gdntrolled oscillator (an osciilator whose output'frequency
varies withainput current). ,

In addition, to a description of the MCOs design, this chapter

provides a general discussion of the problems involved in combining

«



Toaw °

mgnetic sensors and circuitry on the \same chip: Results of the

fabricated integrated circuit are 1ncluded and based o those, an

improved design for the MCO is proposed ‘
. \

The third and final topic examined in this thesis (foond in
Chapter 4) is the application of . square wave 05c1llators to phase--

locked loops (PLL). Without going into the details. a phase- locked

'vloop is a feedback control system vhose primary function is to convert
frequenéy signals to voltages. (It can, ‘therefore, toke the output of
ﬁhé MCO and convert it into a voltage thch is proportional‘to the
f.magnetic ﬁield ihcidont on the MCO.)h‘On ;he surface, a phase-locked

loopomay seem like an unlikely candidate for this thesis but, as it
turns out, that portion.of a PLL which relies on a square-wave oscil-

lator is critical. The voltage-controlled oscillator (itsvoutput '

- —

frequency is proportional to an input valtage) which is found in the

feedback path of every PLL system, must ‘be designed carefully,

'particularly with fegérd to linearity, if the sy§Eﬁm)is to be linear.

“\_. The chapter details the design of an Integrofedﬂ?LL ihtended for
PRI a~“ . o : . .
fabxigatiop in CMOS In addition, a treatment of what PLLs are, what
.'co ,,

. theya 6’ how they are constructed in ‘technologies other than CMOS and

<

Ki

‘Iithe*basics of PLL theory are included. Assorted PLL appl@cations are

also described. .

v

~To summarize, this thesis discusses three aspects of square-wave

oscillators, the material includes both the theory of their operation -

and some of their applications.

©

. G
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Chapter‘2 ' -
Square-Wave Oscillators: Theory and Design Problems

2.1-intrqduction } )

- A great deal is already ksown about square-wave oscillators,
\particula;fy symmetric ones. There is extensive literaiure conéerning
the generation of square waves using bipolar technology. What is
missing from this body of knowledge is a treatment of nonsymmetrié
square-wave oscillatorsfand the problems with oscillator design which
are peculiar to CMQS. This chapter will attempt to fill part of that
" gap. ¢ | '

The following is a discussion of eleven basic honsymmétric
square-wave oscillators (or multivibrators,'as they are sometimes
calied). fhey ﬁill be stpdied on the buildiné block level. That is
to say, the act?al.details qfkthe actiVe'devices are not considered
but rather are left as individual blocks with generalized characteris-
gics. This means that the statements made about these circuits are
valid ‘regardless of whether they are intéﬁratéd or &iscrete. bipolar

or CMOS. - ' ' .

e ‘
" 'First, this chapter will discuss the analysis of these circuits

gSéuming that all of the active components operate ideally. Then, the
effect of the active circuit blocks ﬁ;ve on the circhi;'s function
will be considered. -The material concludes with a treatment of a
subtle but important problem: the effect of charge injection.

A word about terminology. It is thé usual practice to refer to

the period of time when the output is high as the "mark" and that when

——

i

[
it is as low as the "space".



"Mark to space ratio" is, therefore, a good way of referring to the

2.2 Analysis of Ideal Multivibrators . R

4

degree of nonsymmetry of the output waveform. There is no real dif-
ference, however, between circuits which generate mark to space ratios
of 1000 and those of'10-3. One is obtained as the inverse of the
other; the probleg;of generating it in the first place is the same,
This brings up an ambiguity about what is meant Q;;;he phrase, "small

mark to space ratio." In this thesis, that phrase will mean a ratio

close to one: & nearly symmetric ciécui;. "Large mark to space

ratio," will refer to nonsymmetric‘waveforms regardless of whether the

¢ ¥ %
mark is considerably lofiger than the space or vice versa.

#

v?

2.2.1 Usuafﬂfgéﬁﬁique

This chapter will deal with eleven circuité. Seven of these
requ;;é single-pole-single-throw (SPST) switches (Fié. 2.1-2.7) and
the remaining fbur require‘one double-pole-single-throw (DPST) switch,
each (Fig. 2.8-2.11). In addition to thevswiﬁches thes: circuits are
conspructed with active devices such as buffers, cgmpa;atérs, current
sources and passive compénents, resistors and capacitors which regu-
late the oscillator's iiming.

Initiallf;_i& is assumed that each oflthe active components is
perfect: switches have zero "ng resistance and switch in zero fime;
the buffer's‘output follows its input exactly; fhe‘comparator exhibits
no offset; eté. Upon ﬁhk&ng these simplifying assuﬁptions, analysis

of the circuiti is simple [Strauss].

.-
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For example, consider the circuit of Fig. 2.4. During the first
quasi-stable state (I) both switches are open and capacitor C, is
charged by current source IO; V1 is iherefqre a linear ramp. During
this state Vz"follows Vl. The output, and-hence the switches, change
state when V2 (and Vl) reach VRef.’%After the switches close, Vl aﬁd .
the output‘pf the buffer drop to zero volts (and, of course, it is .

5 'l

‘aésumed that this happens instantaneously); V2 jumps to‘Vcé, because

C2 is uncharged, and then decays toward the steady state voltage,

3 R4 voltage divider. When V2 ret s to VRef the

switches open and the process repeats.

defined by the R

ane the basic mechanism of the circuit's operation is undéi-
stood, the analytical analysis is trivial. Often there are certain
criteria which must be metAx;foreaa barticular.pircuit will function
at all. These operating‘conditioné should be determined firit. In
this case, ih the second quasi-stable state, it is possible to pick R3

and Ra so that the steady state voltage,

’-.
rvccR3 B
Ry > -
3 4 " -
is*greater than 'V (The steady state voltage is that which the

‘Ref*

exponential would decay to if it were allowed to proceed uninhibited.)

If this happens fﬁe second state never ends and the circuit ceases to

&
oscillate. It is necessary, therefore, that

W o>V 2 (2.2)



et

é’cnd‘TII, the duration of the two states, 1h terms of the circuit's
. {

‘component parameters. That for the first state .is straight fdrward,

The voltage Vllis given by,

v, = %t ' N (2.3
173 . - - > ¢ )

' #®  and, since V, = VRef ghen t -‘TI.nthen

cv ) .
I . .
[o}

. :
The analysis for the second time frame, the exponentdal part, {E&

_nearly as easy. It is necessary to first consider some of the general

All exponential waveforms can be described by, .

v — '-t/T '
Vo= Vo - (Vg - Ve .(2.5)

'
ra

where VSS

voltage and 1 is the time constant {Strauss]. Furthermore, the time
» -~ . .

is the final, steady state value of V, Vi is the initial

elapsed between V "Mi and the final value, V = Vf. is givenbsy,

vf;' Vss, - -
T=g n(—— ") (2.6)
Ve~ Vss
. Both these formulae are particularly usefud, because each of the terms

(Vi. vSS’ 1, etc.) can usually be extracted from the circuit'bylt

inspection. In this example, for the second time;frame—(II), it is

) ¥ A

,{h“ The next task is the determination of the two expressions for TI
&N . N . .

\



L} : )
obvious that, )
Vitr = Vee 5 (2.7)
Verr ™ VRef - @

‘. .
ahd because the R3. R voltage divider defines the steady state vol-
- tage,

’

——

vccRA

v . _SC4 | : (2.9) -
SSII :
Ry + R,

Fle

The time constant, given by the product of the capacitance and the

Thévenin resistance that it sees is, in this case,

0y

11 = 1 (Rql[R,) , - a0

It is then a simple matter to apply (2.6) to obtain,

R
. vcc(l_-__,_f__j)
' Ry + R, '
) T, = C(R,||R,)anf ] (2.11)
I1 3110

V R '

cc b
vRef )
Ry +-R,

~

The relationships (2.2), (2.4). and (2.11) completely describe
the operation of the ¢treuit 1n question under ideal conditions. A
s1m£iar set is detived for each of the other circuits and for seven of

them the prbcedure is identical:

1

\\ a) prior to doing anything ensurgrthat the mechanism of the circuit's

i
Y

\ " oscillation is clearly understood;
V\ .

3

\ . :
\ ,
\ to ensure correct operation; and

\\.

LN

b) determine which conditions, if any, must be pldced on the circuit
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A : ‘ v

= & : nmma. : - x .
c‘fvlndivlduclly determine the rol’tlonlhlpl |ovcrnlpg the two

quasi-stable statol“by extracting the nocollory quantities lrom
the circuit (VSS' Vo T etc.) and applylng‘tho l‘.i??rlate
formula(e). )
lhls oethod} once mastered, will yield the tlmlngxexpressionsofor

a square-vave oscillators far more expeditiously than ary of the more

general technlques such as the Laplace transform. Formplae for TI and

T,, and the restriction(s) roqulfﬁd for'corroct oporation for each of »

11
the circuits are given with their diasroms in Figs. 2.1-2.11.

2.2.2 Exceptions to the Usual Technique

Unfortunately. the above method cannot be applied to two of the
circuits: those of Fig. 2.8 and 2.9 [Filanovsky, '83].' This is’
becauce'of the particular orientdtion of the components R3, Rb' and C2
in these two networks., These components take an actlyc role in deter-
mining the timing of ooth quasi-stable states and. beccuse of this,

one of the states is controlled by both capacitors In the other

eight circuits timing is either completely controlled byZone,capacltor

or, in the eases where there are two capacitors, each governs one

state solely. , o o a

-—-

form is the usual cholce). This need for the less intuitive approach
{s not a serious drawback in and of itselfj ‘Ercept that the actual

calculation is more painful and time consuming, the Laplace transform
will yield an accurate solution. The second disadvantaée, which stems

from the first, appears when one attemots to chooce.the passive com-’

- : : )



RY)

~ poneants for a particular TI and TIi' The waveform at the input of the
compar.tor.\vz. {s such that its mathematical expression cannot be
used to find a closed-form expression for T;. For example, tﬁnt

dkpression for the circuit of Fig: 2.9 is, "

. _— .
IR,C R C.(R, +R,) ’
c R :
1 4 ) ,
R [4
: | . (2.12)
I I
- —(Ry + R,)C, + 2t
c 2 ¢

1 1

By virtue of the terms in t and'ét. a soluéion for TI is impossible.
Therefore, while it is possible £o find TI' numerigally. given the
‘'value of eath of the circuit quantities, the taék‘éf «<hoosing those
quantitiés for a given TI is hbpele;sly complicated. !

This intrinsic difficulty can only be ‘addressed by restr;cting'
the scope of ‘the application of t?ese‘two circuits and then formu-
lating ah appfoximate theory which, wiihin that scope, is reasonably
correct. This can be done/by 1nsi;ting that t?e mark-to-space r;tio
be large. (While it can gg‘said that al;lof\the circuits are iptended

e7for nonsymmetrié use and that it seems that a large mark-to-space
e al
ratio is specified'from the outset, tﬁese are the only two uﬁon which
it is nééesséry to place a‘formal resvriction.J The othef networks can
. : . a :
easily-be dsed as symmetric or near symmetric oscillators witq?dt
compromising thgiaccuracy'qf the theogy.).

If the following constraint is observed,

' »
T, >3 C,(Ry + R)) ‘ | (2.13)



:"‘only-onefterm in t, setting :

" on the mark-to-space ratio.
. - : : [+}

<

[

The exponen-

tlal term in (2 12) can therefore be neglécted and, ‘since. there is now
\ , C

, N oo T
Vo1 * Vil (2.14)
. in (2.12) yields,
.‘rk . ty" : ‘ . ‘v'.
v ’C . i 5 » |
S =-—R—e-ﬂ+Rc e T (2.15)
S I 472 J - o
- L T .

an equatxon that a c1rcu1t de51gner can usp to determ1ne the component

: values The duratlon of the: second quas:-stable state TII’ is solély

gowurned by an exponent1al waveform and' can therefove be determ1ned in

am

the hormal ﬂhshion ‘ ' o e %

1

The same type of ana1y51s ‘can be perfdrmed for, the circuits of
s : S bt »
‘Fig- 2.8 and agaln the results of this, with the necessary restr1Cf

Q

tions are g1ven Wlth the c1rcu1t dlagram. It~para11els the opher ‘

e«actly,‘ VZI has too many - terms to permit a solution for T and

therefd&e“it is necessarx'to restrlct the second capac;tor s time

A

constant such that- = ——

FUNE I T

&

N S cz(R3//RA)‘ SR ,; : o M (3,16)

N ‘ . .
“

-~

. o obtéih'an approximate;solutioh. ‘Again, this séts a practical limit

v

°

405 e

v



2.3 Analysis of Real,Hultivibfators’ : g

Up to now, there have been two tyﬁés of restricti&hsﬁp%aced on
' o ' o

the operation of theSe circuits. One @s‘a’fundaméhtal kind bf’con-‘
straint. V1olate one of°these and the circuit will not wqr k The @ﬁ o
. [ \! Eo £ A
other type does not preclgde‘oscillation butg‘if these rules are L

encroached, the.thgoretical formulae will fail to predict mark %pd

. g)

space;dufations accurately. These are therefore of a more practical
y i~ .

p V] I
nature because, to be useful, it is as important for a circuit to be -

designable as it is for it tdgoscillate.

The precediﬁg ;nalysis has -assumed that a%l of the active com-
gonénts (switches, buffér,amplifiérs,‘egc.) in the various circuits - -
operate perfectly. This is, ofvééurse, not true. Cur!ohs}y enough;
the restrictions placed~5n thé’cirCuits as required by éhéy;g;idqality
Qf Lhe active circﬁit blocks also fall into two groups. Oﬁe stems

from a purely practical consideration. The dividing line between

satisfactory opefétion and failure depends entirely on the degree .of j

. 2

“accuracy which the‘app;ication demands. The other type of problen,
. . - : | y
“although it does not destroy the oscillatory nature of the circuits, -
. X - 0 1‘4
reeks havoc with their output waveform to such a degree that they no

1

longer are seen to operate the way they were intended to. o .

" 2.3.1 Practical Réstrictim
" There "seems to be no limit to the number of factors wﬁiph inhibit

the operémion of these circuits. Every active component ig_the cir-

t

. cuit has certain phys1ca1 limitations Wthh the operatlng conditions

(mark and space durat1ons, temperature, etc.) must satlsfy for the’

-



¢
\ .

[

timlng equations to_be‘accuteﬁe. It is neeessary,.the:efore, to

evaluate how each of these limitations effects T, and T . ‘With this

knleedge it will be ﬁbssible to choose appropriate active\circuit
3 ’ S

blocks for.a particular application with an eye toward accurate,

. v
stable operation. "
.‘O
4 o

PEI

2.3.1.1 Buffef: Slew Rate -

o
o

In the circu1ts where the 1np¥t of the buffer experlencee a vol-
tage step (Figs 2.4, 2.5, 2.8, and 2. 9) its slew rate cannot be neg-
lected. The bﬁf’er's output will not follow the input as requ1red but

’ -
will 1nstead ramp in the d1rect1on of the 1nput at a predeterm1ned
rate. This s1tuation w111 change the t1m1né equatlons because the _
seCOnea{y ;iming circuit (33, R,» and CZ) w1ll now havej as its fetc-

“ing function, this ramp rather than the vql§age step that was earlier

assumed [Filanovsky '84].

. e . / .
It is obviously possible to derive, u51ng the Laplace\transform,,

‘ . -

an equat}on'for'the-voltage waveform at the 1npu§ of the comparatdr

, °.
given the input ramp. What happens, however, is that this waveform
has terms‘in ep and;s makihg impossible a closed form solution-for T,
Since, as has already Qeenidemeqs;rated, this is an‘unacceptable
sttuatioe from a designer's.point‘bf_view, it is‘necessary to place a'.
constreint on the buffer's slew rate so that the tiﬁing of the circuit
is predictable. | ‘ o

Generally speaking, the actual duration of the affect;ﬁ state is
lengthened approximately by fhe amount of time the buﬁgers spends

slewing. This rule-of-thumb will overestimate the impact that the
& ‘ o

buffer has on timing and is therefore ﬁseful_iﬁ making design deci-

L ey

- .
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& . .. 's

sion§.‘ For example, if the waveform requires a pulse width accurate
s o0 : ‘ '

to withifi 57, then it is necessary € choose a buffer with a slew rate

s

high enough that: the time spent slewing is less than}5Z of the puise

width. Lo ‘ .

. . . ) “ . ] . .
2.3.1.2 Comparator and Switch Time Delay s

Comparators and switches dg not change state in zero time. This
(3

@

.creates a situation similar to the one above. For a given csmparatqr

and switch type thefemis a minimum attainable pulse width. If one-

@

‘tries to create shorter and shorter pdlses, the delagﬁtﬁrough the

charges C.i toward &?, . When it does reach V

- °
1

comparator and switcheé occupies a larger percentage of the pulse
width. |

Th;s problem'isvcompounded°by the tendency fér the delay to
change theheffeétive reference'voltage oflthé comparison..”Cohsider

the circuit .in Fig.f2$6. In the first state, the current source Io

the comparator

Ref Ref’

changéSustate which turns the switches‘on.‘}Buf by the time tﬁis has
hapéeneq, Iéfﬁas cha%ged C somewhgt:abg;e Vkef. When the cirpuit-
commeﬁcsa the second'quasi-stable state, it>;é from this higher VOl"
tage that the capacitor starts to-discharge. The same tmxgg happens
at the end of the second state. The capacitor voltage overshoots the
switchlng threshold by an amount defined by the length of the‘delay
This situat1on fortunately provides a stralghtforward way for the
designer to deal w1th these txme delays. It is, of course, to his .

advantage to choose switches and comp;rato}s which are fast enough

that their effect is negligible. When this is not possible, the cir-

Lol
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cuit's timing equations can still be derived by first calculating the

voltage overshoot caused by the first timevdelay. Once these poten-

tials are determinea, analysis can proceeg in the usual manner.

I

. » o , 5
T illustrate this, consider the circuit of Fig. 2.6 redrawn in

Fig. 2.12 with waveforms which refTect<the effect of time delay.DT

(T represents the totdﬁ ‘delay " through both comparator and switches).

il

The voltage whete switching ultimately occurs during -the first state

- - P
is, . ' "
f
R : | |
Vor = — Ty + Vet ’(2.17)
C
1 , * .
and, in the second- state is h
o) L_TD
: Vv R R,C
V...=T1R, - (LR, -_Ref 3y =21 ©(2.18)
TII o 2 o 2 _ g
-R3 + Rb

v H v
These two voltages become the starting and terminating points of the

two half-cycles for the purpose of calculating TI and TII' These

| ¢
become

- TD § ]

( V.. .G R R.C.
ro-1 s REEL 3 2,
Io R4 + R3
- Tp '
+ CR, (1 - e ] o (2.19)
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e
.and
IT
oD oL
| o Vrer” Tofe :
TII ='TD + RZCZ enf . ] % (2.20)
; V, (R :
Ref 3 \ )
. - IORZ,

R3 + RA .

Although the formulae havé become very cumbersome, they are still’

useful.

'2.3.1.3 Other Problems
Among the subtler difficulties which can crop up in these gir-

cuits are problems with nonzero switch resistance.xﬁinite amplifier or

! a

comparator input resistance and problems caused by internal voltages
+ which momentarily exceed the powervsuppiy range.  All of these can

easily-be avoided through properochoice of multivibrator type or
act&ye component- design. If not attended'to they are capable of ruin-
ing the operation o% any of these circuité.

"on"' resistance. It is therefore"

Allkanalog sw{tchee have finite’
necessary to ecsure that the tiéing resistors (RZ’ §3. RA) are large
with respect to switch resistance or that, in the calculation of state
duration, the two are approptiately lumped tOgethet. The citcuits
which have a switch d1rect1y across a capacitor (Fig. 2.1, 2.4 2.7,
2.8-2. 11) have another possible problem that the switch resistance
will prevent complete d1scharge before completion of the second state ﬁ

The only recourse here is to choose a switch with a sufficienbly low |

resistance.
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Nonideal input and output resistances of the buffer amplifier or
comparatoé_;;ﬂ‘cause accuracy prdblems in much the same"ya&. ‘&ime
constants will be altered and wavgfo:ms_may not start and stop wﬂete
ﬁhey‘are expected to. Prudent design\can preQent thé output resis-
tance from causing aﬁy difficulties. If CMOS.is used in construction

v

of the amplifiets,’i<§§§ resistance will rarely, if ever, be a prob-

. +
lem.

In some of the circuits‘cohsidered here (Fig. 2.8-2.11) the input
waveform of the compathor exceeds the supply voltage for a port?on of
a cycle. This ma§ Cagse timing .problems if the comparator_design ]
not intended for this use. For instance, some bipolar configurations
will start'drawing current into their‘inputs which would have a very

notiééable effect on the waveshapes and therefore the duration of the

quasi-stable states.

2.3.2 Charge ihjection

All of the practical—restrictions mentioned so far have been ’
placed on the circuits .for more ornleSS the same\reasonf to minimize
the degrée to which the éctive components affect pulse dﬁration and
thereby make it predictable. _This‘fihal problem is morezserious. If/'
this issue is not éonsidefed'there is a possibility that the circuit
will not operaéé'éroperly at all [Filanovsky, '85].
2.3.2.1 The Effect of Charge Injection on Oscillators:

Real analog switches displdy Qdméthing called "charge injection."
Thié reférs‘to a‘capacitive-like coupling between the switch's control

line and its two terminals. When a voltage step occurs aﬁ the

4



19

At s
switch's control input, this coupling cah cause a minute voltage k<

change at one or both of its terminals. This is an important consi- ‘W

deratiop in multivibrator design because it is possible for tﬁis feed-

through phenomenon to .disrupt the proper transition from one quasi- "

stable state to the other.

Consider the circuit in Fig. 2.2. Switch Si»cannot harm the

-operation of the system because V will be held coﬁstant by C. If one

1
capacitive coupling, and if the size

&

of this parasitic capacitor is of the same order as C, then V1 will

L

9] ’
visualizes charge injection as a

certainly be prone to change. It is assumed however that C is consi-.

derably larger than the parasitic capécitance. This, for practical

reasons, will always be true. On the other hand, Vziis susceptible to
charge injection. Suppose that the output is low and V2 is nearing -

\

Ref’ At the instant .of ition of V. ‘V, will jump slightly due

ouT* "2

;o charge inéection. This voltage jump will precede the closing of 52
by a few hundred nanoseconds @Qe to the nature of the switch circuit-
ryl I£ is therefore possiblé that if V2 is pushed in a negative
direction, the compar;tor will prematurely return to the fir%g state.
On the other hand, if V2 jumps positiveiy; all will be fine.

It is necessary, -therefore, to typify switches with respect to

charge injection: a switch is called 4 positive switch ¥f, on

v
»

closing, charge iﬁjectiqnveffects a positive jumb;tn voltage at its

terminals; it is teérmed a negative switch if closing it produces a

»

negative jhmp. Using this definition one can say‘that, for proper

operation, the circuit of Fig. 2.2 should be built with positive

switches. ' Contrast this with that of Fig. 2.5. For this circuit to
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.} A .
operate properly, V2 must move in a positive direction when S2 opens.

It is therefore necessary to build this circuft with negative ones.
‘ ~ .

s,

2.3.2.2 Hodelih Charge Injection
The smart way to combat the charge injection pgoblem is obviously
to build circuits using the correct type.of switches. It'is possible,
however, to crudely model the effect ?f charge injéctl?n*vﬁen a cir-.
cuit and its svitches are mismatched and theréby pfedict the dﬁration
of the high frequency transition period. 'ft is acknowledged that this
mod;ling is'pur;ly f&r intereét's sake and that it has little applica-
;ion'to thevd%§ign process. _ g |
- Figure 2.i3 shows the equivalent circuit diagramsﬂused to model
énalog switches. In both cases, the input signal is féd through to
the switch terminals via capacitive "voltage dividers." Since beth

. . '
switches are normally off (that is, open when the input is low) and

Since a positivevgoing'edge at the input of Fig. 2.13a causes a posi-
tive voltage jgmp at its terminals it is thergfore a positiVe 'switch.

" Likewise, the circuit in Fig. 2.13b is a negative switch because a
pdsitive-éoiﬁg'edgézgi,i}s input effects a negative voltage jump at
its terminals. - | v

Genera}ly speaking, .,the output waveforms of a comparator are not

-symmetrical. Tha;‘is t; say, the time delay and the rate of change of
the oﬁtput.voitageb(slew rate) depends on whether the‘éutﬁuf is |
changing from low to high or High to low. The analysis performed here

.will assume th#t the low to hig _Zransition is perfect (zero delay,
infiniﬁe slew rate) and ﬁhht the high to low transition is.delayed by

TD‘with a slew rate of‘SR. Obviously, when analyzing a particular
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case, it is necessary to model the comparator in a way consistent with

its actual performance. '
Consider again the circuit of Fig. 2.2*wheﬁ constructed with
negative switches. Sincé“S1 is connected throggh R2 to a large timing
capaci}or, Cl' any signal feedthrough that appears there wili'have no
impact on the circuit's operation. S;, on.the other hand, will cause
problems. Figure 2.14 shows how the switch's parasitic capgcitor: fit
into the network., Only those capacitances «hich will impact“operagfon
are drawn. 7
The sequence of event;’;;;;nsomething like this. During the
first quasf*stable state, C1 charges yp causing a voltage ramp at V1
which Vz follo;s as before. Any capacitance introduced by the switch
is too smalfﬁtd’have an effection tgis procéss. When V2 reaches vref’
the output of the comparator steps from low to high. The consequences
6f this voltage step are seen at the swi?fﬁ terminal immediately but
the switch will not close until its ;witching delay elapses: Unfor-
tunately, before the switch gets an,opportunify to close, the downward
jump at V2 cause; the compérator to change séate aéain, this time with
the previously mentioned delay, TD‘and the negative-gbing yoltage
ramp. »
" Figure 2.15 shows the switch model circuit and the response
expected at V2 whén the input is driven with each of the waveforms
produced by the comparator. The calculation of those responses can be
done using the Laplace transform. Once these respdﬁses are known, the

waveforms which appear at Vz‘and Vo can be ronstructed by adding the

various pulses together, approprigtely délayed in time.

o
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The whole process ends when the downward jump at V2 when the

output is positive-going is not enougﬁ to bring V2 below.VRef which

would~atherwise 1nitiate anéther éycle. ,

;:j;é the high frequency oscillations occur, both switche§ remain
open and therefore V continues to rise. In(hoqmal designs however,
V moves slowly enough that it can be considered constant for the
entire d ion of the high frequency phase -‘ .. ‘ '

Compa e the waveforms of Fig. 2.16 with the photograph in Fig.
2.17b. Clearly, the analysis has some credibility, If realistic
numbers are used for the various-model patameteréj C;:ACB, TD' etc.

,(which can be found in data books or measured) the‘pfedictéd duration

of the high frequency interval is correct, at least to orde;-of-magni-

o

_ tude.

L

2.3.3 What Was Not Studied

As:was stated at the beginning of this section, there seems to.be
no limit to the number of practical problems which pla;ge thesekcir- i
cuits.. It should therefofe"come as no surprise that there are quite a
fﬁ“ issues which this thesis does not address.

'Tempegpture affects every circuit to some dégree. Even circuits

. which boast ftemp;rature independence'" .are usually that only to first
order: they emplsy a cancellation scheme which gets rid of théir
primary dependence on temperature.

There will undoubtedly be a relationshi§ between temperature and

-

. Ti and'TII for each of the circuits considered. It is not enough,

however, to study them on the same hypothetical level that the pre-

ceding issues were because the actual circuitry will have a very



siﬁnificant effect on the teﬁpetatﬁre performance. It would be neces-
sary to consider each case individually, at the transistor level.

As with any elegufggic circuit the operation of these wi{l Be
effected by electromagnetic noise. fh an oscillator this is
manifested in a slight Qeriation of the pulse duration from period to
period. It can actually be observed, in extreme cases, on an oscil
loscope ;ith a delayed trigger. Particularly if the mark-to-space
ratio is high, the shorter pulse, when expanded to fill most of the
h;Lreen, can be seen to move back and forth along the time axis. In a

N
manner similar to temperature, a study of pulsetzzath jitter would
~involve an analysis of specific circuits, at the transistor level, if
kthere'ie toAbe any hope of making recommendations YSfidesigning low

noise oscillators. ™~

2.4 Summary ‘ ’ A - A

Although specific reference to a particular integration techno-

logy'has been omitted, the statements made are general enough to apply

-

to any of them, including CMOS. This hag been accomplished by concen-

trating on the circuits at the building block level e

- Using this approach it has been possible to analyze khe'ﬁircuits
on an ideal level as well )s determine many of the proble s which
plague them when they are constructed using real components. In

particular, the effect of.charge injection and how to avoid it, was

discussed.

'ér



- Ay A
N
N .
¢

. ~ Chapter 3
A Hagnoticnlly-Coﬁtrollod Oscillator
.

3.1 Introduction

Sensors in silicon aré at present commonly used;fOt measuring
parameters éuch as force, pressut?. acceleration, temperature, posi-
tion, 1§n and gas concontrationéziﬁignetic field, and radiation level
[(Allan]). A current trend in the fabrication of these sensors is to
integrate them Qith appropriate signal conditioning.circuitry on the
same chip'so'that a high performance output is qptalhed'[ﬂarth],
[Wolber;"79], (Wise]. The signal conditioning citcui;;y provides
amplification or conversion of the output»signal to a suitable form
rendering it immune to noise or interference which can lead to severe
degradations of the output. With the growiﬁg dominance of cMoS aﬁalog
and digital circuitry, such integrated sensors have led to the birth

i

of the "smart" sensor [Koi, [Wolber, '831], [Yamasaki]. ‘'Smart" Qen-
sors have the capability-of providing in . situ compeﬂgationvéf sensor
nonlinearity, temperature dependence, offset,,or any other undesirable
effécts. Furthermore, ié can allow for the automatic fécalibratioq of
the basic‘sensqr elément or for high speed‘ptOCESsiné éf signals as
required in robotics (parallel processing of multiyle trafisducer sig-
" 'nals). Apart fro# its improved output performance, 'smart" sensors;
are low\in cost (since théybcan be mass produced in estaSlished tech-
’nol§gies such as CMOS or bipolar) ﬁﬁd high in reliability.
.Sevenq% fgsearchers have exploited\fC technology and combined

integrated sensors with*aﬂ@topriate circuitry. The rationéie for

doing this varies from signal conditioning or cbmpensation to the

g e
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sinoie need for getting the sdgnal oetrpf the sensor. Manv pressure
sensors employ the piesoresistive esfeét. The signals are then
locally converted tq either a voltage [Yamada] or frequency- h(‘_Bor.kyl.
[Sugiyama]. " Park and Wise [Park] demonstrate a capacitive orelsure
sensor with a voltage output which txses a switched capacitor technique
for the conversion process. {ccelerometers oftén use a cantilever
bpam which bends under force [Eleccion]. The ﬁovement of the beem is
detected by measuring tne capacitance between the beam and chip sur-
face beneath it. The variations in caoacitanee (due to the»chip acce-

leration) is then converted to a voltage before it leaves the -chip

[Peterson].‘ Huising et al. [Huising]. describe a flow sensor which
!

uses the temperature. sensitivity of a transig:;r and provides an out-

~

put voltage. Schwartz and Plummer [Schwartz] use an array of pressure'

transducers each with its own amplifiers for a medical ultrasound
imaging application. Recently. Pollaﬁet al. {Polla] reported an

E integretion'of multisensinngunctions (with various sensors) and

‘conditioning circuitry; all on a eingle chip.

For magnetio-field-sensitive applications, there have been a -
‘substantial number of integratéd sensors/circuitslreported rn the
literature. A comptehensive overview of this suhject can be found in

*KfBaltes] Perhaps the first integrated magnetiCﬂfield senlitive IC
reported in the literature was the differential amﬁlificationvmagnette
sensor, also known as DAMS [Takamiya]. 'The'DAHS’;onprised of a Hall
device‘integrated with‘two transistors Various other structures
(some similat to the one above) with on chip amplification and fabri-
cated in bipolar or CMOS technology have been reported [Popovit, '83],

& (Huang]. [Popovxé. '84]. Other integrated magnetic field sensor ICs

L S
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include cpmpensation circu1try such as temperature compensation
(Goicolea] or offset compensatio [Misra] and there are some that

inﬁluda,conditioning circuitry for\a frequency output [Cooper].

\«,This‘chapterﬂdescribes a magnetgsensitive N-channel split-draim
MOSFET (MAGFET, see Fig. 3.1) uniquely integrated with a current-con-
trolleddoscillatorﬂ(CCO) on a single chip. 'This "magnetically-con-

. ] B . “

trolled osoiiaator" (Mco), whjch was fabricatéd in 5 un CMOS ‘tech-

nolosy. 1s senS1tive to magnetic fields perpendicular to the. chip
. A s o

surface The. output of the MCO is a square wave whoqe frequency

' varies linearly ”lth and is modulated by the 1nput magnetic signal.

°

o b

Section 3.2 addresses the,various issues thatvconcern the: de51gn"
-’ B

= of citcuits 1ntegrat§§}y1th magnetic figld sensors, fabricated in

standard CMOS technology— In part1Cular, the biasing of sensors, the

design of circuits to perform the spec1f1ed function. and the problem‘

of creattng a c1rcuit whose operataon is 1mmune to the magnetic field

e

 -'Section 3. 3 briefly describes the operation of the MAGFET and- the MCO
e

c1£Lu1t and their respective model equations ’ Séction 3. A 1llustrates

,and discusses the results of measurements performed on the MCO chip.

3. 2 Design Considerations - ' . N .r'/

o . . ‘ .

: There are several 1ssues ‘which the. c1rcuit de51gner of an integ-

<o

[
rated magnetic fielﬂ’——‘sor/c1rcu1t system has. to con51der These

“issues can be classified into three ba51c categories. b1a51ng, cir-

Il

cuit design, and c1rcu1t 1mmun1t, to the magnetic field,



3.2.1 Biasing ‘x ;% . ) .

The goals of the biasihbﬁcigcuit are basically twofold. It

should provide tﬁe appropri;te current to maintain the operating point
" at 'which the MAGFET exhibit; an Sptgmal response. It also minimizes
the influence of supply voltage va}iations on circuit berfofmance{
This alloﬁs the user of the IC to choose a supply voltage which is

La e

convenlent w1thout comprom1s1ng bhe ‘circuit performance
t

3.2.2 C1rcu1t Design
The de51gn of the circuit 1tse1f is based on the following three

questions. How must the circuit operate in order to optimally extract
the-signal from the‘;ensor? Does the_sign;l require ény compensation?
Does ﬁhe signai reduire any conditioning béforg it is transmitted?
.3 ‘Theianswer t6 the fifst question is sensor oriented. ‘The circuit
must be designed to cope with wﬁatéQer form the signai of the sensor
may- be in,'e.g.; voltage, current,vresistanqg, Sr capaciténcel In |
, ﬁhis case,Géincebthe sensor provides a current output (see MAGFé S1
shown ih Figs. 3.2 and 3.3), the sensor is matched with ammetér-ty e
circuits. ' ) _ . .=

Co;Béhsation is often n%cessary to cdrrect for t- <ensor's
dependency on quantxtles other than the one being measured. In this
1ntermed1ate stage -one can also use electronlcs to remove any )
temperature dependenbe, nonlinearity, offset, or any other undesirable
effeéts.‘ An‘impoftant consideration to note-is that for nonlinear
sensor;‘(e.g., lateral ﬁaghetotfansisﬁors), nonlinearities caﬁ often

be' circumvented by using a differential form of the sensor -output

signal such as differences in collector currents or voltages.
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. The application for whieh the system is intended, wifl determine

-

what form the output will take. ‘Voltage or current output are the

©

most popular for reasons of simplicity and.versatility. Here, the
circuit usually consists of an ordinary voltage or transconductance:®r

amplifier. It is a useful form to put the signal in, .particularly
B . ' " “y

[

when the actuator is in close prdximity to the sensor. For purposes'

o ———

- of long distance transm1551on, the signal is converted to a frequency
This prevents degradation of S/N during transmission. This is demon-

strated by the magneticallyfcontrolled oscillator. Frequency modula-

¢

tion was chosen since it also offers the possibility of frequency
multiplexing thereby allowing several signals to be transmitted over

the same channel. The disadvantage of this technique is the necegsity
g ———E—— . .
: 7

“to convert the .signal back to some other form One can use a colnter

AI\J‘

\ s
to convert it to a digital sigrial or a phase locked loop to turn 1t

into a voltage. ?

3.2.3 Circuit Immunity to Magnetic Field ‘ | : _G.féf
The final and probably the most important,considerat}on is the
effect of the quantity being‘measured on the oircuit.. This. is parti-
cularly important in magnetic field applications because every cem-
ponent in the system, not just the sensing element $ﬂ_subjected t'ji) .
. 4 L
the field. | > : o i
Ordinary MOSFET s are, more or less, immune to magnetic fields
which are perpendicular to the ch1p s surface. If the field is paral:
.lel to the chip,’and if there is a body bias" (VSBg* 0), there is a

nonlinear modulation of the drain current as a function of VSB'and the

magnetic field [Lysenko]. If the circuit is 1ﬁtended for use .in thlS



situation it is necessary to either design it with, the transisté:'s

“source connected to its substrate or, if that is not possible, to find

a scheme which compen§htes for the change in drafh curreﬁt with VSB

\

~and the magnetic field.
Any resistors used in a circuit will be squected to the magneto-

‘resistive effect. This causes an increase in resistance with an.

°

increase in magnetic field, regardless of its direét;on. The effect
* |

is small for bulk silicon, e.g.:,pnB 5’1.02_pn‘fqr fields of 1 Tesla
(p

B is ‘the magngtic resistivity and oy the zero field resistivity).
If the resistor is long and thin however, the effect tends to disap-
pear [Jensen]. As a result, the MCO uses resistors that are thin and.

long. In any case, practicdl resistors in MOS énalog circuits use

this structure because of the low sheet resistance of tK& various

‘diffused layers.  § | o « l

- b~ °
3.3 MCO Description . .«g

- The MAGFET is an N-channel MOSFET with a split-drain Sfructute“
(see Fig. 3.1). A maghetic inductioJDB perpéndicular to the blane of
the chahnel givés fise_to aFLofentz force on the injected farrlgrs;
causing a variation in ID(B). Based on fwd-dimens;onél numerical
ﬁodeling [ﬂathan], the MAGFET configuration as well as. operating.
conditions were dﬁtimized with respect ﬁq.sensitivity‘and noise. The
two-dimensional elecf;op cufrent‘density (neglecting diffusionf
effécfs), governing the sensor action, in the pfesence of a not too

. : .
large field (unBz < 0.3) perpendicular to the chip surface, is given

by

n
t
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-u Q (xny,) v % av '
.= __E_E_%_ﬁtif(__‘+ u.B, ) ‘ o (3.1)
1"+ (unBz)‘ 3x 3y«
-uQ (x,y) 3V, 3V : ”
Jo = ——~——-———' (— - u B, —) (3.2)
Y o, 4+ (u B, )2 oy % ax

\ir
% : _ |
in the usual‘ggtation (36]. Equations (3.1) and (3.2) are a good
" . N
approximation for N-channel MOSFET's beiow 4 Tesla. If the_field is -+
1 not too large ((BI S T), I (B) varies linearly (within O.iZ)_with B.
Baseq&on the modeled results, the sensor S1 was suitably adapted
as a circuit componeot performing the duties of a current mirror wh1ch-
connects a VT~b1as source [Grey] to the current-controlled oscillator
(cco) (see Fig. 3.2). The difference here, however, is that the out-

put“current of the mirror and hence the CCO's output frequency are

magnetic-field dependent.

c . . £
The Ccco consists of two current sources (M9 and M12) connected

through swit;hes (M10 and Mll) to an external capac1tor C (F1g
3.3). The’capacitor. in turn, is connected to the 1nput of an\ihver-
ting Schmitt tr1gge: M13 through M18) whose output controls the two
switches When the output of the Schmitt tr1gger is high, the
switches are in the pos1t10ns drawn 1n-th. 3.2. 1In th1s case current
will flow from the upper current source into the capacitor causing a
positive going voltage ramp at V (see Fig. 3. 33 When the upper.
threshold of the Schmitt trigger is zeached, the output w111 gO lou, '
bgth switches will change position and current will flow out of the
capacitor-resulting in a negative-going voltage ramp at the node VC

The process‘repeats when VC reaches the Schmitt trigger's lower thres-

hold.
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The MAGFET, Sl, is wired as a current mirror with one drain -

connected to a VT.§1as source and the other to a set of three current

ot

mirrors which control the output frequency.  Since the current

ultimately.cohtrols the slope of V., then

Cl

4V /dt = 1.(B) / Cpyr. | - )

v

If the width of the Schmittwtrigger's hysteresis 106p is VST’ then one

half of the period of the waveform is given by

‘ T/2'= VeqCryr / Ip(B). | L A & N

Hence the output frequency of the MCO is

:

f =OID(B)°/ 2V

ouT STCEXT® - (3:3)

Beq?use of the linearity of the MAGFET S1, f will vary'linearlyA

ouT
with B. : o .

The VT bias source makes the cgfrent more ot less independent’ of '

the powef sapply voltage. A Wilson .current mirror is used to ensure
; - Y . .

that the two currents charging the capacitor are almost equal. This

and the symmetry of the Schmitt trigger ascertains that the output

waveform has a SOZ duty cycle.

3.4 Results and ﬂiscussion

The MCO'was fabricated by Northern Telecom, Ottawa, using a 5 um
.polysilicon gate CMOS process. Testing of the circuit was performed .

by placing the chip and a calibrated ‘HP-316-CP axial indium antimonide

Hall probe in a magnetic field. The magnetjc field is generated by a

A

P
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8
Varian V-4005 four inch eléctromagnet operated by thé Varian V-2900
controlled maghetic power supply.
The ou;pu; freduency of the MCO was studied a§ a function of the
magnetic ffela;strength. The sensitivity of the MCO 'is defined as § =
Af/foAB wherg fo is its cenfre frequency coffesponding to B=0 Tésla. :

Oscilloscope waveforms for different magnetic field strengths (B = +I,

-t

0, and -1 Te¥la) are shown in Fig. 3.4. Fig. 3.:(b) shows £he MCO's
‘output freéuency at zero field. This cofresponds to the centre.fre-
quency, f = fo = 2,36 kHz; From Fig. 3.5, we can see §hat the output
frequency is adliﬁgar fﬁéction of the input magnetic field. This is
‘expected (as seen by equation (3.5)), since the drain current Ip (B):
qxhiﬁits nonlinearities of igss than 0.17 for the range |B| Sim
The sensitiyity, S of the MCO is approkiﬁately 7.8%/T which agrees
well with the sensitivity (7%/T) obtained from the prototype version

of the circuit [32]. 1In all the results shown abo&e, the external

capacitor, CEXT was 10 nF and the current drawn by the circuit was 620

pA, for VDD = 10 and VSS =0 V.

'l'héT Vo

For this reason, the circuit often refuses to start oscillating when

bias source has two operating points, one where I = 0.

turned on. A puise generator fn series with the power supply deliver-

'ing a.single pﬁise of about 10 us»duration is capable of starting the

T

sort of'start-up circuitry, or not at all.

circuit. It is récommended that the V,, bias source be used with some
Because the output frequency is linear with the maghetiC‘field

perpendicular to the chip surface, the‘mégnetoresistive effect is

negligible. The-o gr'honsensing components should be immune to this

orientation of magnetic field. Measurements ;ndicaté that the output
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frequency is independent of magnetic fields that are parallel to the
chip surface up to |B| s 1 T. Most of the transistors on the MCO have

J

no substrate bias (Vgg = 0). In such cases, I_.. is independent of B .

DS
[Lysenkol. Circuit structures which have transistors with Vgo $ 0 are *
immdne to magnetic fields by the nature @f the way they work. In the
Vp bias source (Fig. 3.3), M2's operatign has no effect on the current
which flows through the sensor, Si. The magnetic field probably “
changes the.gate-ﬁo-sburce'voltage ;f M2. The Wilson current mirro?
replicates the current that is supplied to its input. Since éll four
transistofs (M4 through M7) -are subjected‘to the same magnetic field
and are all oriented the same way, it continues "tk maintain an opefa-
"tion independent of B. The Schmitt triggers (M13 t 6ugh M18) cur;ent
may change because of the influence of magnetic field but, due to the

way it works, that does not have any impact on the yidth of the

_ hysteresis loop, V

s ST

The preceding analysis shows that in the presence of a vector
magnetic field; the MCO is immune to the tﬁo components of magnetic
field that are para{lef to the chip surfsce. |

One of the serious‘broblemé faced was finding a suitable hodmag-_
netic package’ to m§unt our magnéﬁic—fiéla-sensitive IC. As a resﬁlt,
the die was mounted on a suitable heat conducting substrate. This
meant that the MCd was susceptible to the various kinds of electrical -
noise generated from the meaéuring equipment and power-supplfes.‘
Commercially évailable packages.are intended for normal ICs since they
contain magnetic baterials providing the preper electromagnetic

shielding.
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3.5 A Proposed MCO InteérntedlCircuit

A redesign of the MCO wa#yundeftaken in an attempt to rectify
some of the problems associated with the earlier one (Fig. 3.7). The
new desigﬂlfeatures an on-board capaciﬁor which removes the neéd for
one pad, reducing the number of pads tg three (supply, gro;nd and
output). Because the timing caficitor is now integrated with the
circuitry apd because of the circuit changes needed to accommodate a
smaller capacitor, the new MCO will occupy avlot more area than the
old'ope. It will still, however, be quite compact by VLSI standards.

The VT (threshold Qoitage) bias source, the root of ;ever§1 prob-
lems in thé old design, has been replaced by a V. (thermal vbltage)
bias source. This one relies on the slight diffe;encé in VBE between .
two bipolar transistors (bl gnd:QZ) with different emitter areas when
carrying‘the same current. This voltage difference appears across the

four 1440 Q resistors. The current flowing down the two branches of

\
the Vt bias source is given. by [Gray], }
: . :

~ Vyn(n)

: )

(3.6)

where R is the valu% of the resistor (in this case 360 Q) and n is the
" number of times Qi‘s emitter is larger ﬁh;n‘Ql's (4, here). The fact
that the resistor; and Vt both haVe-positive‘temperaturevcoefficients,
thisﬂéurrent source should display géod temperat&re performance. The
bias chrrent is also insensitive t§ power supply fluctuati§ﬁs.
Replication ofithe sensor's output current is performed Sy two

cascode current mirrors (M6 - M9, M12, Mi3, and,MlO, M11, M15, M16).

Some of'the;samples of the.old MCO exhibited a slightly nonsymmetric
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output waveform and it is hoped that the choica of/knscode mirrors and

the use of L = 10 um as a minimum wherever matching is required will

correct that.

S
The switches (Ml!2» and M17) have been moved such that their

sources are connected to’VDD or ground. This gives VGS

Ehey are on. That, combined with the fact that neither experiences

= |0 V when

any Body bias, allows for smaller devices. The drawsaék is that the
output of the Schmitt trigger must be inverted Sefo;e it 15 sent to
the switches.ﬁ - - &

Two CMOSNinverters, with progressively larger W/L ratios, follow
the Schmitt trigéer to pr;vide currenf-gain for driving external
loads. Fig. 3.4 shows that ;he square-waves are rounded at the cor-
ners. This distortionvshould disappear with this nevw output scheme.

Every attempt has been made to make this circuit insensitive to

magnetié fields which are parallel to the chip's surface. Whether the

.
14

final I.C. will be immune is uncertain. Four resistQts have been used

instead of one. This makes them loﬁger with respectkto their width
and.therefore helps to minimize {he magnetoresiétiveﬂeffectf The
redom1nate use of current m1rrors for transporting cheAsxgnal within
the chip has b’ repeated because of the mirror's apparent immunity
to magnetlc field. What is qpt known is whgther any change in the VBE
of Q1 or Q2 with ﬁagnetic fiela will alter ﬂh; bias curreﬁt or whether
thé current mirrors which have gain will exhibit a seﬁsiti;ity to B
unlike the‘ones that do not. Most of the othgf structures (inverters,

sensor, switches) have no body bias and should. therefore not be

bothered by fields, parallel or perpendicular.
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3.6 Conclusion and Outlook N

This chaptef has addressed the various issues éoncerning'the
1ntegratio; of magnetic-field-sensitive devices with support cir-
cuit;y. Aa example of a practica} circuit is il&ustrated. This cir-
cuit (MCO) 1§'se;sitive to magnetic fields perpendicular to the chip
surface and immune to field components parallel to it. The MCO 153
intended for the trﬁnsmission of magnetic signals in low noise, remote

sensing applitations. This arrangement enables the multiplexing of

several magnetic signals for transmission over the same channel.

»



- r,*. v-
Chapter 4

Phase-Locked Loops , . 9

4.1 Introduction to Phase-Locked Loops

This chapter describes the second of two circuits which embloy
square-wave oscillators and which were designed and implemented in IC
form: a lineardphase-locked loop (PLL). |

A phase-locked lobp(is, fuﬁ%amcntally. a frequency to voltage
converter. Oﬁe of its components, and probably:'the most important

one, is a square-wave oscillator whose output frequency is controlled

with an input voltage. This “voltage-controlled" oscillator (vco) is

‘found in the feedback péth ofythe PLL system and is thereby indirectly

respbnsible for the frequency- to voltage conversion process.

‘To see how this type of indirect conversion‘process takes place,
consider the circuits shown in Figure 4.1: a squaring circuit and a
square-root circuit. The squaring circuit is straight-forward; it is
an obvious application .of a multi£lier.

The square-root circuit performs its\task in an indirect J@y. It
uses a multiplier too but in the feedback path. The operationair
amplifief, by virtue’of its monstrous gain, forces the signal éoming
out of the multiplier to be the same as the signal at ﬁhe other op-amp
input. The only Qﬁy that it can échieve this is to place, at its
ouiput, the gignal sougﬁt in the first place: the'square-root of %z'
| Placing an element in the feedback path like that gives the over-
all system a trapsfer function which is the "ihverse"lof that of the

element. It is quite common in electronics that a particular opera-

tion is,mére easily and accurately' performed than its inverse.

37



38

Square-root circuits and phase-locked lobps get around this problem
throughljudicious use of negative feedback. ' .

The basic idea behind a phase-locked loop is to create, like the’
‘'square-root circuit, a feedback gystem using a VCO that would perform
the VCO's inverse: the conversion of a frequency into a voltage.

One of'the important results of this a;proaeh vhere ﬁhe feedback-
| path component is responsible for the operation of the uhole.cigcﬁit-
is that any nonideekities in that component will directly impact.the
ideality of the overall System: This is one of ehe basics of feedback

]

v

control theory. If the PLL is to be linear it is therefore necessary
that the VCO be linear.

Bcsides.the VCO, there are two other components in a basic PLL 7
system. These are the phase detector (PD) and the low pass (loop)-

filter (LPF).

-

4.2 Basic PLL Building Blocks
A block diagram of a PLL system, which illustrates the interfeia~“
tionship between the various blocks; ;s shown in Fig. 4.2., As |
explained earlier, the Vco preduces.a signal whose frequency is
?eroportional éo its 1nput veltage. (In many practipai PLLs, the VCd's

output is a square-wave.) The d c. component of the phase detector

v

(and hence the LPF output) is a function of the difference in p%g .

-

between VIN and VVCO'. If VIﬁ and VVCO are of different frequenc o

the phase detector's output should move slowly in sueh d;reciion as to
& o : : .
_negate this frequency difference. This happens, of course, because

the phase detector's output changes the output frequency of the VCO-

{fyeo

). Provided that the two frequencies are‘'initially not too far

.
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apart, the system will settle to the condition where V.. and V

IN *"¢ Yyco oTe
- of the same frequency. When this happens the PLL fa. said to be

"locked." .

T

‘When a phase-locked loop is locked it acts (at least to first

orher) as a linear control system and ‘can be analyzed using a11 the
nor;b* chtrol‘theory tools (Bode plots, Lqugcq transform, etc.).
This ;naiygis will be demgnstr;ted shortiy. On the éther hand, whén a
phase-locke& Ibép“is hot loéﬁéd. itswaétivity is govor;cd by an
unwieldily second ordef, ﬁdnliﬁear-diffe}ential équation for ‘'which a

closed form séluéion 49es notﬂexist; This does n' eally impact on

the uéefulness of PLLs because, ‘when unlocked.‘ e of little

practical application. In an effert to underst locking and = -

—

unlocking processes,.however, some ;eséarchers have simulated the PLL
equatioh on an analog computer and used the resulting data to form

rules-of -thumb which are useful to the circuit designer [Best],

@

[Gardner]}.

4.3 Common Circuit Implementations of PLL Blocks

a

There are several ways in which PLL blocks” may be implemented. -
/‘
An appropt1ate circuxt solution is spetific to the application for

‘ whxch the system is int%?ded and with which technology it is realized
The following are some examples of tradxtional PLL circuits. .,

9

“34.3.1 Phase Detectors

4.3.1.1 Multiplier-Type -
R /

Probably the most obvious way to implement a phése detector is

L3

[
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with an analog myltiplier. - A Gilbeft cell type circuit is commonly

N @ ) i . . \ .
.used for this purpose. Consider that .
VIN & VI_N sinw * t_ ) - (401)
. L L ]
énd . . R
Vyco = Vo sin(wt + @) | e . (4.2)

R . . ';)
e 1

o deséribﬁlthe signals at the inputs of the phase detector. The output

_will'then be the product of these, or
: \

VoV . * _ ' -

. INTVCo [sin(? + 90°) - cos(thO+ 8)] (4.3)

v
PD T

v

This expression cont@ins two terms, a d.c. one which varies with'# and
-~ Lt \‘\ .

i

an a.c. term, the frequency of which is twice that of the input

- R * ‘
signal. This a.c. component is removed by the low pass filter which

follows the phase detector. The effective transfer‘function of this

”rphasg dg;ector‘is gherefore, . T o ] -
. ‘ ‘ Ly
C VLV oo S o0
VPB)='_£§_YEE.sin(@ + 90°) . _ S (&.A[)
> 2. . . o
. .- \

_'This équationwdescribes the basic charagteristicséof a multi-

plieretype‘ph;se deteéto;. First, they are not lgnear; VPD.does not

vary with @ but rather with sinf. If § 1s*not ldge it can be adgguied

.

that - B | e L

psing SR L s

¢ P 4

‘ which is satisfactoryiih'hany applications. Furthermore, as stated’
IR , ) i . v

. Y -

e b



previously, nonlinearities in the feedforward path of a control system o
tend to be compensated for.

The gain of the phase detector is,

v, Vo V.. " .
Kpp = PD _ TIN'VCO | .’ (4.6)
d 2 .

gain is | i i and V

The gain of this phase detector varies with V . ~when the two

v vco
are sinunoids. This dependence can be removed by‘using square waves
for the two input sdgnals. |
- One of the advantages‘of mult}plier-type»phase deteotofs is that
o the} accept a vafiety~of input signals. vThey have the disadvantage of
requ1r1ng several tfan51stors, and therefore, a lot of silicon- area,

and that they are ‘well sulted to 1mplem%ntat10n gn b1polar technology
. 1 N

not present a probYem (many PLL appllcatlons fall into thls category)
: Pw S
then an exclus1ve -OR gate can be used as a phase detector It is

\ e\x\:

%1mpler than the mult1pl1er in eonstructaon and can be easily imple-

7‘1\

The ou;put of an exc1u51ve OR gate is high when one or the other
/e N

e -

of the inputs is high, but not both. Figure 4.3 shows the phase

detector waveforms when VIN leads VVCO by less than 90°. It can be

aAfseeQ\;hat the dwc./éomponent‘of the output is negative. _Conversely.

/
/

.7 - the/dic. component will be positive if VI& leads VVCO by more than

A o/ : ‘ o

/ C , .} : ]
PR L. . R < N
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90°, The d.c. output is zero when the two inputs differ by 90°, as

was the case for the multiplier-type phase detector.'

-

Like the multipl1er. the frequency of the a.c. component of the

P

output of this phase detector is tw1ce that of the input and will be

removed by the filter which follows it. Theitransfer ‘function of this

-

circuit is

T v e @ - 900 - - “ (4.7
| | ,

where VDD is the supply voltage and # is, as before, the dlfference in

phase between the two 1nputs. Not1ce here, that the gain is- f1xed and

2 that the output d.c. value is a 11near function of input phase.

<
»

7

i 4 3.2°'Voltage- Controlled Oscillators

&

One of the’ ‘more* common wayd to implement a voltage- controlled
. o$cillator is shown in Fig. 4. Aa (Note that the input voltage of the

for gonsxstency w1th PLL nomenclature ) Operatlon
\

ouT

of the circuit relies on two voltage-controlled current sourcesi

A -

VCO is called V

These are connected, through switches, to a. capacitor and take turns
. ‘ ® ) ; - « . .
driving current through it, first one‘way and then the other. :The

9
switches are built in such a way that one Is_open when the other is
4 - 7
¥ A )

closed and vice yersa.. In th1s wayw when the upper (lower) sw1tch is
: : - — J 5 Vi .
closed, and the lower (upper) mépen @he capac1tor voltage V rises

T
vy

(falls) linearly\§1th time (Yréiié éb) L fo
. The sw1tches gre cdhtrolled by the output of a Schmltt tr1gger.
[ 4

j*- ~ the input of which is V . Its transfer fun"t1on is shown in. F1g

’ Q. Ac. When V is rising and reaches V the Schm1tt trigger's outgggs

L4 \

! S



 to.do this is -

goes low. This causes the upper switch to open and the lower one to
close. Vc starts falling. The Schmitt trigger's ouiput goes igh and
the switches reverse their positions agaip.. The Schmitt frigge ’év .

output is also the VCO's outpgt,.cho. “The output frequencyuof the

\VCO is given by
OUT)

Ve

I(v

f =

vco (4.8)

1
i

- Voltage-control is achieved, as was stated earlier, with voltage-

v
. a

controlled current sources. Since output frequency is proportional to
o ‘ . o

A

ouT" One way

I, linear oﬁérationMrequires that 1 be préﬁbrtional to V
) * ’ ‘(‘

by .
raposed in sectiom 4.6.2.

[

. [ . L E N
-The loop filter is the most banal of the three main PLL blocks <«

* ;
but it *is by no means unimportant. Design of the loop filter is

cfitical to the correct operation of the entire PLL system. It is

here that the phase-locked loop is fine tuned, permitting user control

1
.

" over loop dynamic response and accufacy.
¢ There are four types of loop filtets, two active and two passive.

They are shown with their corresponding,transfer func;ions in Fig.

- 3

4.5,

Applicétionsdictates which of the four is the appropriate type to
[ i .
‘ w3 2\' . .

n

use. The filters with twonsingula:f;ies:allow the user greater con-

3

¢
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4.4 Theory of the Linear Phase-Locked Loop

et
. ‘;,Qb F 44
Cy e
trol over the lock range. (The lock rangebis one of the four ranges .
of PLL dynamic operation; more about them later. Crudely stated, the

o

lock range is the useful operating range of a PLL system ) An active

filter contains a pole at w = 0 and therefore forces the phase error

to zero in the steady gkate. (Th1s means, of course, that VIN and ~

VVCO are 90° out of phase because of the nature of practlcal phase

detectofs. : , ‘ o - . )

oh

4.4.1 Linear Analysis ST ﬁa

As stated preV1ously, the phase -locked loopﬂawhen locked, is

identical in character to any other linear control system and can be

\) -“

analyzed as such [Best]. For this linear ana1y51s, each of the blocks

must have linearized transferaan tions (the'phase detector will be

‘3
assumeé to be 11neari§ﬁ5hough they never’ are). Upper case characﬂ%rs :

will be used to denote transform quantities (Q refers, therefore to
. “ ] .
the Laplace transform of w). Throughout, the term "phase,"” will refer

to'hdfh,phase difference and'frequency. For example,

BN = “Int * P . | o - 4.9)

& . '
Consider the block diagram in Figure 4b. Transfer functions for

each of the PLL blocks are:

Vep = Kpp{®ry = fyco: C Ge10)

" for the phase detector;

.



v, = F(s) VPD ' 0 (4.01))

¥
¥

for the low pass filter; and

_ Xeo

v, 5 (4.12)

A

®veo
s
for the voltage-controlled oscillator because ' B
Yyco = ¥veo Vo V . v (4.13)

and phase is thebtime integral of frequency. Algebraic analysis of

~the block diagram yields,
Sveo _ Kvco Kep F®)

PHASE ~ - = -
8y S+ Kyeg Kpp F(s)

H (4.14)

which is called the phaée transfer function and,

Ge s ‘ '
= . , (4,15)

8in St Kygo Kpp F(s)

« Hgpror =

known as the-error transfer function. These last two equations under-

Fl

line s;me of the traits of phase-locked loopé.

A PLL whi;h contains a first order loop filter is a second order»'

control system énd is theréforefreferred to as a segﬁgd‘o>der”pﬁh§e-
olocked loop.

. ;w'Wben an“éétive loop filter is‘usea'such that,

Y

k) F(s)w;.i_t_i:_ A \ _ (4.16)
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H(A.lé) becomes,

Zanns + wi

H = (4.17)
PHASE, s2 + 26 s + “i .

with

A

K : ,
w '=/ 5299——39 . ‘ . 4.18)
n . T, | , | .

7, K K
£ = _3 VCO "PD . ; : . (4.19)
2 Tl

3

For the passive loop filter this result is

L]

Yn 2
¢ g - —) t o
. _ Sén Xvco Xep (4.20)
PHASE 2~ 2 Al
s"+ 2L ws tuw
» “n”. " “n
where

- [~ X .o
w ='/—399~—39 " T (4.21)
vt o '

and

1 K 1 .
Al - R N SO (4.22)
SVt Ko Kep

The result.(4.20) can be shown to be'appfoxiﬁately the same as that of

(4.17) if
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Kyco ¥pp > ¥y | o | ” (4.23)

which is usually the case in practical bhase-locked loop systems.

when (4.23) holds, the PLL system is called a high gain loop.

h,b.Z Nonlinear ‘Analysis .
The preceding analysis is‘vékid only when the PLL‘éystem is
R .
locked. 'The normal operating situation has the PLL constantly locked

-

and therefore ‘the linear anélysi§ gives 'insight into how>the PLL?
usually performs. .What the analysis does not explain is unéér what
conditions the PLL becomes locked and what is necessary to ensure
that, once locked, the PLL remains so.

Since many applications require that the PLL system discriminate
bétween a band of frequenéy ﬁhere'locking is désiyed ana the rest of
_the spectrum where everything, signals and noi{ﬁﬂi§§.to be ignored, it
is necessary that the system have a definit}!é;fénge beyond which
locking never occurs. This is called the hold range. '

' The ﬁold raﬁge is the absolute edge of a PLL's stable region. It
{s the point where the PLL will finally unlock when the ‘input fre-
quency is being chaﬁged’ve:y slowly.

In addition, it'is required tﬁat the PLL systeﬁ have a region, -
within»which.locking occurs ‘quickly at that, once locked, the systeﬁ
is guaranteed to remain locked. This is known as the‘ldék range. The
lock range is sﬁaller*tﬁan thé hold range and, therefore, there is a :
zone ;;%Qéen the two where locking is possible, but only under certain ’

conditions. '
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Pull out range is the name given to the maximum instantaneous
frequency change at the input which will unlock the system. If VIN is
initially at fo’ the center frequency, a frequepcy step at the input

‘of less than the pull-out tahge will cause a linear response in the
system. (As will be seen later, it is possibie to unlock a PLL with a.
very rapid increase in the input frequency. it is therefore not
entirely accur?te to téik about a PLL's step reséohsé because_the.
input frequency's rate-of-change must always be below some value.)
When the input step occurs:the output voltage will move in the approp-
riate ¢irection; perhaps oscillaté, and converge on a new steady state
value (pérformance, of coﬁrse, debends on the values of Wy and ¢) b?t
the process.will beban;entirely linear oﬁe. On the other hand, if the
frequency step applied to the inpﬁt happens to be larger than the
pull out range, the system will unlock and any trans1ent activxty will
be decidedly nonl}near. Depending on the size of the step. the PLL
may or maf not Iock again. '

_The fourth range of PLL operation is the éull-in'range.. Tﬁis
refers to the mgximum.range %here locking is possible. It is larger
‘than the lock range but locking:ip this region may take congiderably
' longe; (a few seconds is not uncommon) than in the lock region.

The four ranges are shown in their‘typical interrelationship ’in
Fig. 4.7 and formﬁlaé giving them in terms of the other PLL quantities
can be found in Table 4.T. |

The lastbcriterion which aust'be satisfied refers to the maximum

‘rate-of-change of frequency. which the PLL will tolerate when the input

' frequency is being ramped. It is,
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. 2 . -
Awn w. | (4.24)

If this is violated the PLL will unlock and then be subject to the
normai locking conditions depending whether or not the frequency ;amp
ends‘up in the lock or pull-in rgngés. In mogt PLL applications tﬁe
.input frequency either chapges quitéislowly or not at all; this final
criterion is.wtherefore, easy to megt.

T§ conclu&l. it is fh% usual practice\éo design a PLL system
knowing where fhe desired location?of tﬁe'various ranges should be and
then, by using the design formulgg in Tg?le 4.1, tb determine the PLL
systgm qmntities (center fi-'equekr:\éy, V&g\ain. filter t:fype, critical
frequenties, etc.). This pracéiee Qiil ensure th;t ;hé locking cri-

teria are et for situations when the PLL is supposed to lock and that

they are not when it is not.

4.5 PLL Applications

Although they may seem 1ikeba rather exotic device, PLLs have
locked onto a myriad of applécatiohs. The§‘have been particularly
useful in the area of telecommunications.‘ The.folléwipg is-a sampling

_Bf PLL applications. -

4.5.1 M Hodulationfghj Demodulation
] .
By far the mostﬂ&%vious application of phase-locked loops is FM

demodulation. Because the basic operation of the PLL is frequency, to

3

voltage conversion, they are a natural for this function. Further,

since it is the VCO that determines the overall transfer function of a

"

PLL. system it is prudent to use an identical VCO for the modulation of

Eﬁ signals at the transmission end.



50

Frequency modulati;n has several important characgeristiqﬁ which
make it a vital transmission technique. The PLL's tendency to ignore
noise when fecei;iﬁg a signal makes FM a. preferred medium for trans-
mission through noisy enviromments. The fact that a PLL will disre-
gard every signal whose center frequency falls outside its hold range
means that several signals may be multiplexed together and transmitted
ovér the_same channel.’ At the receiv;ng end it is a simple matter for
each phase-locked loop to d{Stinguish one signal from all the others.

A form of FM, frequency sﬁift keying (FSK), is used in modems to
perform data transmissibn and reception. Ones and zeros in the ori-
ginal data are represented by two tones at the transmitting end (four
Atones are used in fuil duplex systems, two for each directiog). A
phase-locked loop in the redeivei-cén then convert‘the FSK signal baék
to serial data. ‘ » ~

Touch-Tone telephones“use another variation on the FM theme. A
telephone has twelve’pushb&ttons arranged in an array with four rows
‘and threevcolumns. Eaéh row and each colﬁmn has a frequency assigned -
to it; when a button ;s pushed ‘the 'two tones assigned to that row and
column are generated and sent down the phone line to the exchange.

At the exchange are seven PLL systems each configured to detect
'oﬁghof the seveﬁ possiblé frequencies: In addition, ?ach phase-locked
loop has attached.to it a loék detectof (Fig. 4.8), the output of
which indicates when the PZfri; locked. When a butto; is pressed
then, two of thg PLLs’yill lock and subsequent logic circuitry will

record the event. A PLL system with a lock detector is often called a

tone decoder.
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4.5.2 AM Demodulation

‘Paradoxically, PLLs also find application in the demodulation of .
AM (ampliéude modulation). This is particularly true for those types
of AM where the carrier frequency is not added to the transmitted
signal (thi§ is called suppresgedfcarrier AM). In this case it is
impossible to use fhe envelope detector thatvis found in receiver of

I

the more common "large carrier' AM.

4.5.3 Clock Signal Recovery .
One problem which occurs in data transmission is the reconstruc-
tion of the clock signal g‘gm the pulse stream so that they may be

used it a synchronous logic circuit. This is a common application.for

phase-locked loops. The PLL can be lockéd onto the incoming datﬁ

T2

signal and, even though the data is not periodic, the VCO will provide

auseful clock signal.

A.S.A;Erequency Synthésis ~

A frequency synthegiZer is a ciréuit which produc;s onebof
several freduencies with precision and ;tability. Fig. 4.9 shows how
a PLL system méy be modified to perform this task. ,

There is an additional component iﬁ the loop, féllowing the VCO:
a binary counter ;hich will read iE.N and divide the VCO input fre-
queﬁcy by that number. In this way the VCO frequency will be N times
highér than the input frequency when thg system is locked. ‘

The input sig is obtainéd from a quartz oscil%gtor ;ndva fixed

frequency divider (when used in this context) ensures that the output

frequency is highly accurate and that it does not drift.

-

/
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4.6 A CHOS PLL Intqu:.d Circuit ’ B

’ This section describas the design of minimum area phase-locked
loop which features stingy power consumption and high versatility.
Such a "standard cell" design could be used alone or as part of a

. complex VLSI system comprised of both analog and digital gigfuitry,?{'
The, area constraint was attackedjby devising'ciréuit buildihg blocks
which use as few t;pnsistorgias‘possible; the entire éircuit employs

'35 transistors and occupies about 0.35 mmz‘

i
A schematic of the cir-

cuit is shown ia Fig. 4.10.

The netﬁork has been configured to accommodate'qg many poténtial
uses as possible. The loop may be broken b;tween‘the VCO and the PD
to allow the insertion of a.counter for frequency synthesis. Tbe
inclusion of an op-amp permits the use of active as vell as passive
loop filters. Finally the VCO can be used independently of the other
components foi modulation of FM signals. This permits hdlf-dgplex
communicatioﬁ with one PLL chip at each station;performing both.

modulation and démodulation tasks.

What follows is.a description of how‘each individual block works .-

and how it wps designed,
4.6.1 Phase“betectOt

The phaée deéectqr used in the integrated circuit is a'standard
CMOS analog switch (Fig. 4.11). It was chobéﬁ for three reasons. It
is simplevénd requires very little area (fou: miqimum sizeitrénsis-
tors)._.It is ﬁearlyeas flexible as the mul:iplier—i&pe phaée'detec-

tor; it permits a variety of input waveshapes. Finally, the fact

«
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that its configuration is unique to CMOS adds to the novelty of the

solution. « ,

Assume that the input signal is a sine wave. If the VCO ‘output
is of the same frequency as the input, the input signal will bepassed
to the output daly one half of the time (Fig. 4.12).

VCO”by less than 90° the d.c. component of
the output will be positive. If it‘leads by more than 90° that com-

If the input leads V

ponent of the output will be negative. Phase detpption is thus
achieved without the use of a multiplier: o T
To determine the relationship between output'vo;fhge and phase

one need only write the first term of tMe Fourier series of the'outpqt

At

waveform. - This yields
P
2 ° v o
i A =-— sin(@_ + 90°) (4.25)..
o e -

B -
m Lo

;ﬂu gr " . . " e s
BRZEE £ N

" _@3*bch %§ functionally identical to that for a multiplier- tgpé‘phase .
L The gain of this phase

3

A.6.2 Voltage-Controlied Oscillator | O
A bl&ck.diagram of the voltage-controlled oscillator used in the
PLL IC fs the same as the one shown in Fig. 4.4 redrawn in Fig. 4.13.

A reiteration of the way the circuit works is as follows.: If

Vvéo;is high the top swiﬁch is closed and the bottom switch is open.:
. ' ; ' §



" The capacitor is connected to’ the upper current source and the volt!!e

Lo

‘ g
; Vc~increases linearly. AWhen V = V the output goes low' both

c .
switches toggle and V decreasas towards -VA. Voltage control of
output. frequency 1s ach1eve8 by creat1ng variable current sources.

tw Conszder the eircult of F1g~ 4 14. The current Iidelivered to the §

'/A load is the sum- of I o f and'whatever cd?rent is flowing through the )

S © . o . A «

‘ resxstor e b 3 vooT ,

P . , -
ﬁssumlng that the re51stor current is a sﬁill percentage of IR £

\ . T Gl By
‘ VGS wlll be neatly constant with I and.I will be g1ven by - b
. ‘ -~
N Vo 42V -V
I=TIp¢+ L ?? N (4.27)
e§ R Y P, )

3 ~ o é //

I w1ll\therefqre vary 11nearly with V;N Once established the ;ﬁf-‘p_

rent Iis replicatéﬁ W1th current mirrors to prov1de the two sources 5

Y

necessary for: operatlon of the VCO. S1nce the output f: equency.1s_'

- ?

| proportional to I dt will also be proportional to VIN
W
deviatlon fgom this idea waskthe replacement of the

¥ B o ,

. et A ’ : , .
- mirror with a‘wglson-current mirror éM16 through M19).. This is done

iffput current

. %%

.. - . O
" to ens-ure that current in“the. upper and #over sources are matched
(Fig 4. 15) e e

The Schmltt trigg éi)ls structed 1th tran51stors M13 through

L. MBS To understand th

perat1on [ 3 theﬁcircuit con51der a low to
. high trans tion on. the 1nput.‘ Initialf; M29, M31, and M27 are off and

- M26, M28. and M30 are on. Trans1stor M30 mon1tors the output and
2 2 « :

while on, acts as a source folldwer ‘ As the 1nput voltage 1ncreases

ﬁ31 anngZQ beglns to, turn on Howevér M29's/threshold voltage is
>l rw ° !
ot modified by the source to substrate voltage At a spec1fic value of

-

input Voltage the regenerative feedback loop will be closed through

N ~
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8 »

\)»

. . Qe :
M30 and M29 and a very fast transition from high to low occlirs at the

The converse of this hapﬁéhs.during the high to low

‘ outpul.
tion on the input. In this $1ﬁuation the regenerative feedbac
is formed by M27 and M29. ) - _r . L
is dependent on transisﬁor geohet;y and

The hysteresis voltage VH i
can be found as follows [Dokit]

supfly voltage. An qxpréssion"for Vy
Voo o+ V .
T (4.28)

R Gy - v
,»H (1 + F)(l +\/B /8 ) (1' 4»/.K_l‘))(1 +»/’Bn/\8p)

are the process gains for the n and p channel transistors
The assumptxon has been

/

w@eré an ?p
respéctively, and (W/L)38 ’ (W/L)
@ . K =———_.-—-’K .__..—_._— ¢
"o/, P /(w/L>, _
. 3! . The same

! N
is the same for three n-channel transistors
i : :

f

made that £~
n
applies for Bp' ‘

_ S

4.6.3 Operation Amplifier S/ o
i o oL / ‘ v
. \

4.6.3.1 Basic Circuit”™
The basic conflguratién‘of'éhe op-amp is shown in Fig. 4.16. The

. \ )
/ ‘.

ahpllgiér éon51§£s of tyoAgain Qtagegl a differential pair and a com-

mon source ahplifief{ fhosé two stages each contrib;te a voltagé gain

of roughly élxty ;or an overall foryard gain of 3600 or 70.dB  The '
k ' pli Hs

[

“" current source, IB’ is necessary\for bfaSing the two ampl1fiers

X

structure and that the power ampl1f1er w1ll be. dlscussed later.
This ampllflér'appears ‘in Gray and Meyer [Gray] upside down»(so
P

The”$

that the d1fferent1al pair-are p-channel transistors)
: R 23 ':
w0
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‘differential pair transistors are the only ones whose sources afa not
. . AP

, conn@cted to one of the supply rails. Thié fact makes it susceptible

-

to the body effect: a situation where the effective value of V, is

lowered by a nonzero gate source-substrate bias. Since gpe Némthern

.

Telecom CMOS process starts with an n-wafer, n-channel transistors sit

in a p-well which is isolated jroﬁ the rest of the wafer, it is theres

v

fore sensible to use n-channel transistors for the differential pair

and to connect the p-well to their sources thus avoiding the body’.
. * [ . ’ :

-

effect. ]
. \ - g
The differential gain of the first stage is given by o >
B | o |
T i (4.29)
852 * o1 . . , A
. » ) N b ‘ "
and that for the second stage is” =, '
| , a0 - . ,
-8 , : |
- °mb . ‘ .
‘ sz s — A (A.30) ‘
- + 8 4 ' . c =
8os " Boll _ ,
where gm'is the tranSconductance gt éID and 8, is the sméil
oy e
- T , 'GS :
“signal output conductance “al ' g varies with I_and g_ -
- ) D o D o |
’ (g, = —). )
° v
3'ps

Variesiwith the squate-root of I, so it ds necessary to keep Ij small

- to achieve high gainr This eXplai;s the use 8.5 pA for the tail cur-

£
"

%e:

renfﬁ?( che asetempiad pair and 9.6 pA for the common séurce ampli-

fier. (Further, since 8, varies with square root JW/L and g, varies

2

Vith /L it is reas nable to chooée tfansiétoré (M1, M2, and Mll).tb

o,

e lgde and. sHort énd load transistors (M3, M4, and M6) to “be narrop
' f _ e ‘ 5

|

|

/
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and long. The finai W/L ratiolegs found using SPICE simulations.
’ ‘

This particular configuration has a rather large input offset voltage.
13

- According to (Gray] the offset voltage can be minimized if the currént

. densities.in w3, wé. ‘and w4 are equal. To achieve this the follouing ®

relationship must be satisfied:

o (w/L)3 _‘(w/L)A _ 1 (w/L)S

(4.31)

.”(w/L)ﬁ f (W/L)g ) 2 (vi/L)i1

4.6.3.2‘Po§er Amﬁiifier‘ - . | .
Transistors M8 and MIO form a class AB power amplifier. The

op- amp 'is requhred to drive external loads so 1ts output must be buf-

fered. This configuration acts as a voltage follower and provides no’

additional voitage gain. - Transistors M7 and M9 keep a constant vol-

"tage between the gates of the output devices to prevent crossover

distortion. The transistor dimensions were chosen to provide about.

500 microamps of output current. drive.

-

4.6.3.3 Biasing

Probably the most palnful trade offs involve the de51gn of the

bias source.' The bias c1rcu1t must at least provide correct bias

A Y N

current for the amplifier stages given a particular supply'Vﬁ%ﬁage and’
temperature. Two simple configurations which fit this gﬁ%crxption are
shown in Fig.‘&.l?. The first of these (a) resultS‘inhan unacceptably

: P : v 5 .
high value fo¥ R. The. second (b) restricts the user to a particu%;r "

e ‘ ‘ o .

‘ " ‘ , N
value of Vcc' Not only is it supply dependent, it is supply

LY

v L
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¢

Qintolerant It was hoped  that the network's performance would not

\AA

significantly change with. changes in supply voltage so an alternat1ve
bias‘circuit wagxsought - , _ . L.

\ The circuit hhich wAaS finally used is Shown in Fig 11. The
2]
- resistor is still rather large and Occupies a considerable percentage
: $
of the total chip area. That notwithstanding, the circuit prov1des

- . . g

bias current which . 1s independent of supply voltage. The d1fficult

. design problem is choos1ng the resiséo Cons1der thlS if VDD _AVSS '

- 10V, Vg =1 Vs T =100 A Enen o |
V1 v ' _ .
R = ~ =10 k. . e (4.32)
100 vA : L o

. and power, P = (100 pA)(gp V) = 1 oW,

Neither of these nunbers ig”very-comforting. We can make R

‘\,.

smaller at the expense of}more power d1ssipa€1on or we .can be frugal
with the power consumpt1on and put 4Yp with a long meandering r251stor
(using‘75 Q/Ethich is the}sheet resigmance of p-dlffu91on, 20 k =

1340). CMOS, which prom1ses high Current density and low power con-
. o ,
" sumption seems to deliveﬁ:neither, s

-~

"Once the reference current has been established the bias current

: for each of the various éthges can be attained with the correct choice

i
it R

of transistor d1mensionsgs
B
The bias circuit has .a minor defect the possibility exists that

the tran51stors will not turn on when the. Circuit is power up. It is

il
3

suggested [Gray] that a‘start-up«cireuit which forces current into the

bias network to initiate its operation. The start-up circuit then
; . o

removes itself from the bias adrcuit but continues to dissipate power.
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Placing a capacitor from the source to the drain of M13 ensures

that current will flow when the circuit is turned on by pulling the

:gate of MI2 to ;Vcc and tbus placing 2VCc across the resistor. The

current created by this vdléage difference should be ample -to ensuré
- - ’

the turn-on of the bias circuit (Fig. 4.18). Had this been used in

the MCO's bias circuit, the problems which plagued it may have been

avoided.

4:6.4 Fﬁbricatidn-and festing

| Preliminary tests were performed on a breaabpard proﬁotypéqusing
CMOs traﬁgfggor arréy; from:Interdesign [Interdesién]. Ié was détEr-w\
mined at tgat time that the phase detector.and voltage-controlled
oscillator worked as intended. The PLL's specifications ané given in
Table 4.2. | i

The chip was sent to Nérthetn Telecom (via the CMC) for fabrica-

fion.'VUhfortunAtely there were just'enOugh layout errors (35 tofpre-
vent any of the circuit blocks from functioning. A-phofomicrograph of
the resulting,si&icon paper Qeight is' shown in Fig. 4.19. Lack'ofb

\ ) .
time made correction and refabrication of the circuit impossible.



s . : ' Tﬁi}ithesis cgasists of three indiv1dua1 projects. They are

- L -

..similar in the sense that. they all address the problem of square wave

oscillator design. Together, these three topics do not form a defini-

“

tive or all- inclusive discussion on this field. Indeed, the scope is
rather narrow;ymany problems are left unsolved, many applicatiors
unexplored.~ It has been limited primarily by the duration of the

Master s program.

a

The first of the three topics is a study of the fundamental
operation of the square—wave osc1llatoF. The focus is on how the
basic oscillators uotk, what factors can cause their output frequency
to deviate from that predicted by theory and whether any of the design
details‘is capable of pteventing the circuits from operating properly.

"7 The most important conclusion.is‘that concerning the effects of
switch charée injection on,square-uave oseillators. - Charge injection

can have a devastating effect on the operation of square-waye osdilla-
(4]

tors.: Fortunetely, it is possible'to design the circuits.in such a
way that they become immune to its effects " Switches can be typified
as-positive or negative accarding to their tendency to 1nject charge 4

and then matched to an approp;iate circuit topology In this way the
= ‘o
troubles that this action can cau‘e are avoided.
“

Some of these ideas were applied to the%ign of a magnetically- Q

_controlled oscillator.. The circuit involves ap 1ntegrated magnetic-
field sensor which controls a square-aave osdi?la{pr s output ;h'3:°
ftequency: o .. ’ Qg “; c

@ ey
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The exercise demonstrates the ease with which CMOS permits the
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r‘)

creation of magnetic sensitive devices and their support circuitry.
Although the MCO chip worked as intended, it was found to be lacking
in some respects and a new design, which accounte@ for the earlier

one's def1c1enc1es, is pfqused

v

The ,third top1c was the application of squq;e wave oscillators to

phﬁse-locked loops, This included a description of a linear PLL »

.

designed for Northern Telecom s 5 um CMOS process
Phase-locked loops are an appropr1ate topic for a thesis on

square-wave oscillators because it is the VCO (an oscillator in the ‘

-feedback path of the PLL) which is the critical éohponent; a well

designed VCO yields a well designed PLL. Unfortunately, layout errors

rendered the chips received from the silicon foundry inoperative.
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. ’ (/P8 =
Hold range Passiye filter AuH KVCO KPD
Active filter : a0y = "
Lock range One-resistor filters AmL =W
Two-resistor filters AwL = Zann

Pull-in range . bw

. 8 \
PI = ﬁ‘”n Kveo Xpp

W ~ Pull-out range ; Aw 1.8 wn(g +1)

Po

* ) -
In practice, bwy is limited by the frequency range of the VCO.

Table 4.1 PLL design formulae. ) .



General Charact ‘1stics
N , ’
Power Consumptién (+5 V supply)
Supply Range

Cell Area (less pads)

0perati$ha$ﬁkmplifier

d.c. Gain
- Maximum Output Current

Slew Rate

[ N
Y

Phase Detector

PD

Voltage-Controlled Oscillator

Maximam'Frequency
KVCO

Center Frequency

"1 mA

5 x 10-&

7 oW

45V to+ 15V
0.3 mmﬁz'

f;

3600 °
-

v

1 V/us

2 Vm

500 kHz

2.5
Voot

Rp + 2.5 (Vpp - 8)

VppR1lr

Table 4.2 PLL specifications.
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1.1 Block diagram of a general square-wave oscillator.
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Fig. 2.15 a) Switch circuit; b) and c) input and’ output waveforms.
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Fig. 3.1 Three-dimensional Qiev of ‘an N-channel split-arain MAGFET
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and its circuit symbol.
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Fig. 4.1 a) Sﬁuarin_gv circuit; b) square-root circuit; K is the gain

of the multiplier, usually K = 0.1.
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Fig. 4.13 Block diagram of the VCO.
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