
University of Alberta 

Process and Troponin 

by 

Ryan Michael Blau Hoffman © 
A thesis submitted to the Faculty of Graduate Studies and Research 

in partial fulfillment of the requirements for the degree of 

Doctor of Philosophy 

Department of Biochemistry 

Edmonton, Alberta 

Fall, 2008 



1*1 Library and 
Archives Canada 

Published Heritage 
Branch 

395 Wellington Street 
Ottawa ON K1A0N4 
Canada 

Bibliotheque et 
Archives Canada 

Direction du 
Patrimoine de I'edition 

395, rue Wellington 
Ottawa ON K1A0N4 
Canada 

Your file Votre reference 
ISBN: 978-0-494-46334-5 
Our file Notre reference 
ISBN: 978-0-494-46334-5 

NOTICE: 
The author has granted a non
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 

AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 

L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 

Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 

Canada 

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 



"Who am I? What am I?" 

—Brian Sykes 



To my parents 



Abstract 

A process-oriented mechanism of troponin is presented. The mechanism differs from previous pro

posals in two basic ways. First, the kinetic pathways for the activation and inhibition of striated 

muscle contraction are proposed to be mediated by different regions of the troponin complex. The 

process of inhibition is not activation in reverse. Second, disorder-to-order transitions (protein fold

ing events) are proposed to have mechanistic significance. 

The three tissue isoforms of troponin I were characterized with intrinsic disorder prediction al

gorithms. This lead to the discovery of isoform-specific variation of the intrinsic disorder in troponin 

I. The most highly variable region between the isoforms spans residues 57-95 of the fast-skeletal 

isoform, which is known to form a coiled coil substructure with troponin T. Consideration of the 

results in light of the structural data motivated the proposal of a novel mechanistic cascade, in 

which conformational transitions of tropomyosin are communicated to the troponin core domain, 

with isoform-specific modulation of this communication through the differential stabilization of the 

coiled coil substructure. 

The functional processes of troponin can be modulated through ligand binding. The binding of 

W7, a drug-like inhibitor of striated muscle contraction, to cardiac troponin C (TnC), is examined 

through several studies. Binding to the separated domains of TnC is characterized with global 

analysis, in which all titratable signals are simultaneously fit to the global dissociation constant. 

This (non-standard) approach facilitates model selection and comprehensive interpretation of the 

data. I develop a global likelihood analysis that models the error distribution as a Gaussian. I assert 

(but do not prove) that the fitting of a population of titratable signals improves the robustness of the 

analysis so that titrations with highly pre-asymptotic endpoints can still be well-determined. 

The structure of the calcium-activated regulatory domain of cardiac troponin C (NTnC), bound 

to W7, is then presented. This unpublished result shows that W7 occupies a location on the surface 



of NTnC appropriate to occlude the binding of the target peptide. This provides visually explicit 

insight into the mechanism of W7 activity in striated muscle. 
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Chapter 1 

Process and Troponin 

The research of my mentor falls under the rubric of structural biology. His laboratory endeavors to 

understand life processes by visualizing, at the level of individual atoms, the shape and topology of 

protein molecules in their manifold functional states. This introduction focuses on the logic used in 

the day-to-day proceedings of structural biologists. 

1.1 Process, function, and purpose 

A process is a spatially and temporally ordered sequence of events. A function is a process with a 

purpose. The program of structural biology discloses structure-function relationships. I emphasize 

that a structure-function relationship is the same thing as a structure-purpose relationship. An 

implication of this is that structural biologists endeavor to know the purpose of life processes. 

Life, as a natural phenomenon, does not occur for any purpose in the usual sense of the word. I 

will avoid a debate over the the true purpose of the organism. Instead, I posit that the purpose of the 

organism is to sustain its living condition. This will seem quite incorrect to many of those trained in 

evolutionary biology but the statement reflects the biochemist's usual mental proclivity. Each instant 

in time, a living cell sustains its own living condition through drawing upon available resources. 

Life processes fulfill the purpose of life. To the extent that an individual life process contributes 

to the purpose of an organism, this process itself can be assigned a purpose. In this purview, the 

aquaporins serve the purpose of conducting the flow of water. The contractile proteins serve the 

purpose of directed movement. The processes sustaining an organism can be assigned purposes by 

isolating the machinery that mediates them. Importantly, one needs to dissect-out the correct set of 

components in order to realize their potential to complete a purposeful task. Once a correct group 

of components is isolated, purposefulness can be determined. 

1.2 Structure and process in simple machines 

The program of structural biology can be demonstrated through an analogy to simpler scenarios. 

The following section illustrates a thought experiment: a researcher (call him Fred) is given the 
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three dimensional coordinates corresponding to a simple machine in all of its functional states, and 

is asked to explain how the machine works, towards what purpose. 

Figure 1.1: What is the function of this machine? 

The inclined plane 

The inclined plane is one of the simplest machines. But given the structure of an inclined plane 

(Figure 1.1), Fred hesitates to recognize it as a machine. What orientation does the machine occupy 

when it functions? Are there other components in the system that also need to be considered? If 

Fred assumes that the structure of the machine contains all of the components required for purposeful 

function then he is already at a mental impasse! 

Fred cannot divine the function of this machine from only looking at its structure. He begins to 

imagine scenarios whereby the machine interacts with other objects. He may start by assuming that 

the orientation of the machine, as shown in Figure 1.1, is arbitrary. Fred then realizes: if the machine 

is pushed into a softer medium, it will divide the medium. Perhaps the machine is a wedge? 

The reader knows the machine is actually an inclined plane and not a wedge. But Fred does not 

have this information. The wedge and the inclined plane have identical structures but have different 

processes associated with their functions, different purposes. One can be used for dividing a whole 

into parts, the other for lifting a mass. Neither function can be excluded or supported based on the 

structure (Figure 1.1), but Fred frames a hypothesis anyway. 

Figure 1.2: Two 'structures' of the inclined plane containing its 'substrate' (the grey mass). The 
reader can assume these both correspond to functional states. Other information needs to be consid
ered in defining the function, namely the process that connects the two states. Here, the process is 
called 'sliding.' With knowledge of what 'sliding' means, can the purpose of the inclined plane be 
determined? 
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Suppose the structure of the inclined plane was determined in the presence of some of its func

tional components, in two of its functional states (as shown in Figure 1.2). Fred looks at these 

structures and thinks, 'Well, that's a funny way to wedge through a medium — those chunks of me

dia look smaller than the wedge itself! Perhaps it's actually an inclined plane?' Fred is on his way to 

correctly assigning a structure-function relationship! Are these structures sufficiently informative to 

allow a structural biologist to describe the process of lifting? Not really — Fred needs to know that 

the weight is being moved in opposition to the force of gravity. Fred needs to know that the weight 

can be slid continuously over the surface of the plane, that the frictional coefficient of the plane is 

sufficiently small. Fred needs to invoke a process to connect the functional states. 

Fred's problem is that to call something a machine, one needs to assign to it a function. One 

potential function of the inclined plane is 'lifting' in which the potential energy of a mass is increased 

by moving it away from the center of a gravitational field. An inclined plane makes lifting easier 

but less efficient compared with directly raising the mass. Note the difficulties with arriving at 

lifting as the purpose of the inclined plane. For example, the reverse process — dropping — can 

also be mediated by an inclined plane. But the process of dropping is hindered by the use of an 

inclined plane — it makes dropping slower and more controlled. Still, one can imagine scenarios 

where this would seem purposeful. The context or scenario constrains the possible structure-function 

relationships; these relationships cannot be meaningfully defined outside of a context. 

The knife switch 

The electrical knife switch is much closer in purpose to the biochemical machines than the inclined 

plane (Figure 1.3). The knife switch has only two functional states, called 'off' and 'on,' which 

regulate an electrical circuit. Knowledge of the switch's structure in the off and on states could 

seem sufficient to describe its function. In one state, the circuit is completed and functional, in 

the other state, this path is disrupted so the circuit cannot function. But this level of description 

fails to capture some very rich features of how the machine functions. Without prior knowledge of 

how electricity flows, without knowledge that the two states can be interconverted (how to flip the 

switch), descriptions of the two states will not suffice to describe the function of a simple electrical 

switch. 

it- » »^zj 
Figure 1.3: Two 'structures' of the electrical knife switch. Darker regions are electrically conductive. 
The switch has been dissected away from its functional context - an electrical circuit. Can the 
function of the switch be determined from these structures of its states? 
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The two functional states of a switch are interconverted through a process: 'flipping the switch.' 

Each functional state modulates a process: 'the flow of electrical current.' In general, knowledge of 

the functional states of a machine will be insufficient to describe its function without consideration 

of an underlying process. This would be true of any (real) machine that performs work. All (real) 

work is associated with a dissipation of energy. The amount of energy dissipated depends on the 

path taken between the two states, not on the energies of the states themselves. 

The examples of the inclined plane, and the knife switch, illustrate that the function of a machine 

cannot be directly disclosed from visualization of the machine in its functional states. What is 

required is knowledge of the underlying process that the machine undergoes as it functions. 

1.3 Troponin as a switch 

The central metaphor of troponin research is troponin as a switch. Troponin is a molecular switch 

that regulates striated muscle contraction. Like most biochemical machines, troponin is usually 

studied in one of its functional states. There are at least two states for troponin, and many research 

groups worldwide labor to correlate the appearance of the switch in a given state with its function. 

The above examples show a number of potential problems with this approach. The main problem is 

the difficulty inherent in isolating the minimal unit of troponin function; this problem will resurface 

throughout my Thesis. 

Figure 1.4: Two 'structures' of large portions of the biochemical switch troponin, corresponding to 
two of its functional states.2 The lozenge at the bottom is not actually in the data; it was added so 
that the function could be more easily visualized. How does troponin work? 

Like most biochemical machines, troponin is multipartite and multifunctional. Various observa

tions have lead to (various regions of) troponin being characterized as a switch, rheostat, scaffold, 

coupler, spring and damper. Any given structural characteristic of troponin could be variously inter

preted in terms of these functions. Can a structural biologist correctly correlate the appearance of 

this machine with its purpose? I think this is possible given knowledge of the types of processes that 

the machine can undergo; possible but difficult. 

Like most biochemical machines, troponin is a protein. Can one understand a proteinaceous 
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machine through analogies to the macroscopic machines? The answer again hinges on the types 

of processes that the machine undergoes in the course of function. Many of the types of processes 

that a biochemical machine undergoes are fundamentally disparate from the simple machines. For 

example, a knife switch interconverts between functional states through the intervention of a human 

hand, whereas troponin switches through the statistical-mechanical phenomenon called mass action. 

The biochemical machines 

Proteins regulate the chemical reactions that sustain life, form structures that coordinate these reac

tions, and form engines that translocate the structures. In short, proteins are the machines of life. 

But how apt is this metaphor? 

In What is Life?, decades before the first observations of protein structure, Erwin Schrodinger 

compares the machinations of life with a mechanical, macroscopic example — that of clockwork. 

He explains how a clock at ambient temperatures is effectively at zero absolute temperature because 

thermal fluctuations do not impact its function. A clock is a purely enthalpically driven machine; 

both working and stopped states have the same entropy. He argues that the organism also operates 

mechanistically, and therefore is also enthalpically driven [3, p. 85]: 

" . . . few words more are needed to disclose the point of resemblance between a 

clockwork and an organism. It is simply and solely that the latter also hinges upon a 

solid — the aperiodic crystal forming the hereditary substance, largely withdrawn from 

the disorder of heat motion." 

Schrodinger correctly anticipates the structure of DNA, and all of the machinations of molecular 

biology, from this beautiful line of thought. But his arguments are self-limiting in their scope: 

most of living machinery functions over comparatively narrow temperature ranges compared with a 

clockwork. The influence of temperature in the function of a machine shows an influence of entropy 

in the mechanism. An organism's machinations function over a narrow range of temperatures and 

therefore cannot be accurately modeled as an clock-like assemblage of simple machines. 

1.4 Process description of protein structure 

My understanding of reality is process-oriented. The physical interactions that stabilize matter into 

atoms, molecules, and objects are constantly regenerating the entities that we perceive to continu

ously exist. On an appropriately small spatiotemporal scale everything can be shown to fluctuate. 

For the simple machines, these fluctuations can have little impact on their function, as Schrodinger 

argues. But the biochemical machines only manifest their structure-function relationships in the 

presence of these fluctuations. Protein science shows that contingently solid entities can result 

from thermal fluctuations. These contingently solid entities are ordered (folded) proteins. In this 

way, Schrodinger's argument re-emerges from its own ashes: the biochemical machines recover a 

clockwork-like functionality from an underlying disordered, thermally-driven motion. This disor-
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dered thermal motion is the process that generates protein structure and function. From the stand

point of protein structure, the process is called conformational fluctuation on the energy landscape. 

The energy landscape 

Proteins are paradigmatic examples of complex systems [4]. This complexity results directly from 

their being very many possible configurations of the system, with many configurations being similar 

in energy. This situation is termed energetic frustration. The energy landscape concept has emerged 

as a universal descriptor of the configuration space of energetically frustrated polymers such as pro

teins [4-7]. An energy landscape describes how the energy of a system varies with the configuration 

of the parts. 

Normally, the energy landscape serves as mental device to visualize the stabilization that the 

protein undergoes as it folds. In this context the landscape is called the folding funnel. This stabi

lization offsets the entropic cost of ordering the protein into a single conformation. Figure 1.5 shows 

four energy landscapes that, depending on the identity of the protein and the chemical conditions, 

describe the conformational preferences of proteins. These are qualitative models but they will be 

useful towards later discussions of the stabilities of regions of troponin. Figure 1.6 shows how the 

entropic and enthalpic components of the free energy would vary for these four landscapes. 

protein 
free 
energy 

disordered 

ordered 

Figure 1.5: Four simplified depictions of energy landscapes. All of these landscapes can apply to 
proteins. The free energy is depicted on the vertical axis. Within a given landscape, movement in 
the horizontal direction corresponds to change in conformation. The parabola-like landscape at the 
left is characteristic of an ordered protein; its landscape is called a folding funnel. A folding funnel 
is deep compared with the size of a typical conformational fluctuation, in contrast, a disordered 
landscape (at right) has minima that are readily explored by typical fluctuations. 

Manifestations of conformational fluctuation 

Figure 1.6 shows four regimes of protein conformational existence, spanned by the protein entropy 

and enthalpy. The regimes are defined in terms of limiting values of enthalpic stabilization of the 
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protein and residual entropy in the protein. This model should be considered to apply to regions of 

proteins; a single protein molecule will usually occupy multiple areas of the ontological space. 

protein entropy 

protein 
enthalpy 

Figure 1.6: A process ontology of protein conformational space. The four regimes are defined 
by limiting values of stabilization (which increases as one moves upward) and ordering (which 
increases as one moves leftward) that result from the process of conformational fluctuation. For 
example, the reversible folding of globular domains can be understood as a transition from the 
disordered to ordered regimes. Structure-function relationships can be defined in all quadrants of 
this ontological space, or from interconversions between quadrants. 

Ordered and flexible proteins 

Ordered proteins have an energy landscape that preferentially stabilizes a single conformation. The 

amount of stabilization is large enough that the backbone atoms occupy a single conformational 

state. The stabilization of a single backbone conformation also establishes a persistent internal 

reference frame, so that ordered proteins can also be described as rigid as in the rigid body concept 

of classical physics. Examples of ordered regions of troponin include those regions assigned a 

scaffolding role, primarily the divalent-cation-saturated C-terminal domain of troponin C. 

The majority of globular proteins studied to date fall into the ordered-flexible continuum. Flex

ible proteins are stabilized into a distinct structure, as with ordered proteins, but there are multiple 

stable conformations that interconvert. The energy landscape has multiple minima that are all simi

larly stabilized, but this stabilization is large enough that the backbone motion is hinge like. These 

proteins are called flexible to emphasize that they contain rigid parts connected by hinges. A flexi

ble portion of troponin is the N-terminal domain of troponin C, which has been shown to undergo 

conformational exchange in solution. When stabilized into a crystal lattice, or into a particular 

functional state, flexible proteins are indistinguishable from ordered proteins. 

Elastic and disordered proteins 

Elastic proteins are the limit obtained when destabilizing the energy landscape of an ordered protein. 

If the energy landscape has a single attractor, but the stabilization of this conformation is insufficient 
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to constrain thermal fluctuations to a single conformation, the protein is elastic. The term elastic 

alludes to the plasticity of the conformational state, and its ability to return to a defined equilibrium 

conformation. Examples of elastic proteins include those described as molten globules. 

Intrinsically disordered (or natively unfolded) proteins have only recently begun to divulge their 

structure-function relationships. Disordered proteins are often dismissed as "unstructured" because 

their energy landscape does not stabilize a unique conformation. There is a powerful connotation 

of dismissiveness in the use of the term unstructured in a field self-styled as Structural Biology. 

This dismissiveness is unjustified. Chemical structure is intimately linked to the notion of chemical 

identity [8] so existence of primary structure always implies something three-dimensional. The 

disordered proteins are not unstructured but rather are polystructured. A single conformation cannot 

describe their structure-function relationships. The assignment of structure-function relationships 

for disordered proteins should not seem too implausible following the above discussion. Most (if 

not all) machines function through the interconversion of functional states. 

1.5 Process and troponin 

I title my Thesis in homage to Alfred North Whitehead's Process and Reality to emphasize my 

process-oriented description of troponin and troponin function. The chapter you have just read 

shows that protein structure and function are both manifestations of process. Scientific research is a 

process. The meaning of written words is not intrinsic: you, the reader, are an essential factor in the 

process of establishing meaningful and coherent communication. I thank you in advance for your 

efforts — I hope the process is rewarding. 

The next two chapters of this work describe how a process-oriented description of troponin can 

be used to unify structural and functional observations. I split this presentation into two chapters to 

demark more clearly the boundary between consensus and speculation. The next chapter summa

rizes the background knowledge of troponin structure-function, setting the stage for the presentation 

of my work. 

Chapter 3 (p. 18) integrates three of my publications ([9-11]) into a troponin mechanism. First, 

I discuss the presence of conformational disorder in troponin. All three components of troponin 

have disordered regions that were poorly incorporated into the description of mechanism. In this 

chapter I present my favorite research contribution, the discovery of isoform-specific variation in 

the intrinsic disorder of troponin I. The chapter closes with the presentation of several models of 

functional disorder in troponin. 

As mentioned above, biochemical machines interconvert their functional states through the ef

fects of mass action. The energetics of mass action are examined through binding studies. Chapter 

4 (p. 42) summarizes an odyssey that harkens back to my initial project in the Sykes lab. This 

project focuses on the binding of W7, a calmodulin antagonist and an inhibitor of striated muscle 

contraction, to cardiac troponin C. Most of the chapter is centered on reconciling local and global 

descriptions of the process of binding, drawing from two of my papers [12,13]. This odyssey is 

still ongoing, as I have not found a statistical procedure for selecting the appropriate subset of local 

signals for the maximally robust reporting of the global event. I do show that taking the path of max-
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imal ignorance — considering all of the local signals — is a more rewarding practise than manually 

selecting the signals for analysis. 

The binding studies directly examine the process, but provide only qualitative descriptions of the 

functional states. In Chapter 5 (p. 71) I describe the experimentally-derived visualization (structure 

determination) of the W7-bound state of the regulatory domain of cardiac troponin C. The procedure 

used to obtain this structure is not completely novel, but it is unconventional, and so I detail this 

procedure. The structure does provide unique information into the function of W7 and perhaps 

other ligands for troponin C or calmodulin. 
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Chapter 2 

Switching in Striated Muscle 

The introductions of troponin papers are interesting to compare. Each serves as a sort of mini-review 

of the pertinent literature. Any consensus between these many mini-reviews reflects a true scientific 

consensus because the same facts are echoed from all over the community, not just from the experts 

commissioned to write actual reviews. One of the first things I learned from delving into the forest 

of literature on troponin is that the introductions can be boring to read after a while. But when lost 

in this forest of data the background patterns also become comfortably familiar. 

This chapter summarizes the background knowledge of structure-function in troponin.1 Back

ground knowledge is widely accepted and is not expected to change given new data. Here I survey 

the reductionist program from intact muscle tissue to recombinantly expressed, purified components. 

This chapter closes with the widely-accepted steric blocking mechanism of troponin regulation, in

cluding the knowledge of protein structure in this mechanism. The march of reductionism proceeds 

throughout the remainder of my Thesis. 

2.1 Striated muscle 

The regulation of striated muscle contraction is a centerpiece of science. The renaissance scientist 

Galvani discovered the electrochemical regulation of muscle contraction over 200 years ago [14]. 

The observation of an inorganic trigger for a physiological event presaged the end of vitalism and the 

beginning of electrochemistry [15]. Striated muscle is the first biochemical machine to be operated 

outside of the organism, the first evidence of life's physical underpinnings. 

Striated muscle includes the voluntary and cardiac muscle tissues2. As the voluntary muscles 

coordinate motility, breathing, and venous blood circulation, and as the cardiac muscles drive arterial 

circulation, striated muscle is an integral component of a boatload of organisms. Much effort is 

directed towards the understanding and manipulation of this class of essential tissue. My mentor and 

his coworkers have made important contributions to the understanding of the regulation of striated 

muscle contraction, specifically, the workings of troponin. 

11 have derived this material from the introductory sections of my publications, primarily references [9-11]. 
2The other major muscle tissue is smooth muscle, which is involuntary, and controls vasoconstriction and peristalsis. 
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2.2 Regulation by [Ca2+] transients 

Inside a striated muscle cell, Ca2+is sequestered into a compartment called the sarcoplasmic retic

ulum. This lowers the free [Ca2+] to sub-juM levels [16]. Electrochemical stimulation of the mus

cle cell body leads to a cascade of depolarization events inside the cell, akin the propagation of 

depolarization in a neuron. The depolarization cascade culminates with the release of Ca +from 

the sarcoplasmic reticulum, raising the cytoplasmic [Ca + ] to /iM levels. The Ca +binds to tro

ponin leading to the movement of tropomyosin and the activation of muscle contraction [16,17]. 

The troponin-tropomyosin system is not a force-generating component of muscle; muscle contrac

tion continues in an unregulated fashion in the absence of troponin-tropomyosin. Generations of 

scientists have, collectively, disassembled and reassembled the regulatory apparatus, each insight 

providing impetus to the march of reductionism. 

The function of a biochemical machine is defined in the context of the organism. As such, 

striated muscle is best-studied in the living organism itself. As with most biochemical machines, it 

is not feasible to directly monitor the function of troponin in the living organism. The consequences 

of troponin function — regulation of muscle contraction — are more readily observed. So troponin 

is usually characterized in terms of its effect upon striated muscle contraction (or some correlate 

of contraction, like ATP consumption). There are three broad classes of striated muscle tissue in 

humans: cardiac muscle, fast-twitch skeletal muscle, and slow-twitch skeletal muscle. The latter 

two isoform are both voluntary muscle. 

2.3 Model tissues: the heart and soleus 

Two striated muscle tissues have received most of the attention. One, the soleus, contributes to calf 

flexion. This muscle is readily dissected from rabbits and has been a favorite model tissue for over 50 

years.3 The heart is another subject of intensive study for multiple reasons, none the least being the 

prevalence of cardiovascular disease in developed countries. A variety of techniques exist to study 

the heart within or without the organism, including dissecting individual muscle fibers from the 

bulk. More recently, a third system has received much attention - cardiomyocytes (cardiac muscle 

cells) grown in cell culture. Both muscle tissues lend themselves preferentially to different types of 

inquiry. All of these functional contexts impart a dauntingly rich variety of functional manifestations 

of the same underlying switch, somewhat akin to the plethora of automobiles employing the same 

underlying internal combustion engine. 

Studies of in-place muscle fibers 

The observations of Galvani show that striated muscle can respond to an electrochemical stimulus, 

even when the organism is long-dead by most accounts. This experiment is still recapitulated under 

the somewhat obscure naming, in situ. The phrase, Latin for in-place designates that a muscle 

3One reason rabbit troponin was favored, historically, is that its TnC ortholog has a single sulfhydryl group, making it 
amenable to study with sulfhydryl-modifying probes. 
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fiber is dissected away from an animal and mounted in an apparatus where the force generated 

from contraction can be measured. The components of the muscle fiber can then be studied in 

their functional place albeit outside the organism. Most in-place studies also employ biochemical 

techniques in order to permeabilize the fiber and to manipulate the intracellular conditions. 

Permeabilization 

In order to switch an in-place muscle fiber between contraction and relaxation conditions, scientists 

typically permeabilize the muscle fiber. Solutions of ATP and Ca2 + promote contraction, chelator 

and ATP promote relaxation. But these solutions can only equilibrate with the muscle fiber if the 

fiber is permeabilized. Permeabilization consists of chemical or mechanical skinning; with chemical 

skinning a non-ionic detergent is used to permanently disrupt the outer membrane of the muscle 

fiber [18]. Besides allowing for manipulation of intracellular Ca2 + , the permeabilization treatment 

also facilitates the re-equilibration of the protein components. 

Equilibration 

A skinned muscle fiber can be exchanged for its troponin, or individual troponin protomers. This 

technique is routinely used towards the introduction of recombinant troponin (often harboring an 

experimentally-induced mutation) into a functional context. Substitution of cardiac troponin into a 

skeletal muscle fiber, and the inverse manipulation, help to clarify which portions of the regulatory 

apparatus confer tissue-dependent functions. Experiments of this variety have secured the overall 

assignments of the functional roles of the thin filament. With the functional assignments secured in 

broad strokes, experimentation can proceed towards the most reductionist levels. 

2.4 Structure-function relationships of isolated components 

A number of studies have oriented on isolated components of the thin filament, with the histori

cally pivotal discovery of troponin by Ebashi in 1955 being the clearest point of departure from 

the holistic studies [19]. Subsequent work (including [20-24]) delineated the three components of 

troponin, and established their functional roles in broad strokes. The steric blocking model of Potter 

and Gergely was articulated in 1974 [25], establishing the overall functional roles of the troponin 

proteins. Troponin is composed of three subunits: troponin I (Tnl), troponin C (TnC), and troponin 

T(TnT)[16]. 

2.4.1 The function of troponin: the steric blocking model 

The steric blocking model describes two functionally relevant states of tertiary and quaternary struc

ture, corresponding to high and low sarcoplasmic [Ca2+]. In both of these states, TnT is stably 

bound to tropomyosin (Tm), coupling the position of Tm with the conformation of TnT. In the in

hibited, low-Ca2+-state, Tnl binds to actin [25], preventing myosin-actin crossbridge cycling and 

inhibiting muscle contraction [22]. Ca2+ binding to TnC initiates conformational changes which 
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blocked force-
generation 

Figure 2.1: The steric blocking model. Note that this diagram illustrates functional relationships, 
not the actual structures of the proteins. Portions of myosin and tropomyosin (Tm) are both depicted 
in black; actin is the white, dimpled surface. Actin binding is indicated with magenta outlining. The 
three troponin proteins are labeled. In the low-Ca2+state (left) the myosin head cannot bind actin, 
so force is not generated. Ca2+-binding to troponin (specifically, TnC) leads to a series of motions 
which allow the myosin head to complete its ATP-dependent force generation (right). The motions 
of the myosin head are indicated with juxtaposed silhouettes. 

propagate to the other troponins, releasing the thin filament from inhibition. While enhanced over 

the years [26-30], this overall description has stood mostly unchallenged [30]. See Figure 2.1 for 

the troponin mechanism in the broadest possible strokes. 

The three troponin protomers have distinct structural and functional roles. Two of the proteins, 

troponins I and T, are homologous but highly diverged. They are still disclosing new structure 

function relationships. Troponin C is highly homologous to calmodulin, and is a much more typical 

globular protein, and is also much better understood in terms of structure-function. As should be 

evident by the end of this chapter, the best-understood regions of troponins I and T are those that abut 

troponin C. The following sections briefly introduce the three troponin protomers, so that the reader 

is aware of the overall structure-function relationships before high-resolution models are reviewed. 

2.4.2 Coupling of Tm and Tn: Troponin T 

Troponin T (TnT) is named for its tropomyosin-binding capacity [31]. The general layout of the 

protein has two domains, initially identified through partial proteolysis. The N-terminal (or Tl) 

domain is stably associated with tropomyosin. This proline-rich domain is thought to adopt an 

extended or fibrous conformation, and makes multiple contacts with tropomyosin. The mode of 

coupling with tropomyosin is not known in detail. The C-terminal (or T2) domain makes well-

known contacts with both troponin I and troponin C. 

TnT is one of the most variable of all of the thin filament proteins as all tissue isoforms are 

also present in splice variants. The functional significance of these isoforms is a subject of ongoing 

inquiry. This protein has not been extensively studied by myself, nor my colleagues in the Sykes 
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lab. It gets the least amount of attention in my Thesis. 

2.4.3 The inhibitory factor: Troponin I 

Troponin I (Tnl) is named for its inhibitory properties. It binds a stretch of polymeric actin in a 

1:1 fashion, obstructing the binding site for myosin [16]. The stretch of Tnl that occludes myosin-

binding to actin is called the inhibitory region*. C-terminal to the inhibitory region, the switch region 
5 selectively binds to NTnC in the presence of Ca2+. This Ca +-dependent interaction is the 'main 

event' of troponin activation. 

Tnl is thought to make two points of contact with actin [29]. The second actin binding site 

has been localized to the residues C-terminal to the switch region; this region of Tnl is extensively 

discussed in the next chapter. In its functional context, Tnl does not have a 1:1 stoichiometry, and its 

ability to impart steric blocking necessitates the presence of tropomyosin and TnT [16], and perhaps 

also the C-terminal actin-binding site. 

The cardiac isoform of this protein has a ~30 residue extension that distinguishes it from the 

fast- and slow-twitch skeletal isoforms. The cardiac-specific extension is a phosphorylation target 

for protein kinase A [32]. Other functional regions of Tnl will be introduced later. 

2.4.4 The Ca2+ sensor: Troponin C 

TnC has two ordered domains separated by a linker. Each domain contains two Ca2+binding sites. 

Sites 1 and 2 are widely considered to be the actual regulatory sites, while sites 3 and 4 are 'struc

tural' or continuously metal-bound over a contractile cycle [25]. TnC's structure in the low-[Ca + ] 

state has been known for decades [33,34]. Ca +-activation, saturation of sites 1 and 2, leads to 

exposure of a hydrophobic pocket in the N-terminal domain [35,36]. This exposed hydrophobic site 

is the binding target for the switch region of Tnl. 

2.4.5 Three-state models 

The steric blocking model originally described two-states of the thin filament, defined in terms of 

high and low sarcomeric Ca2+-concentrations. The steric blocking model has been extended to 

three-states. This was proposed in kinetic studies by McKillop and Geeves [37], with important 

contributions from Lehrer [38]. Later work also resolved three structural states of the thin fila

ment [39-42]. These states can be characterized by the position of Tm relative to actin [43]. As 

polymerized actin and tropomyosin are both helical proteins, their conformational states can be 

monitored with fiber diffraction and helical reconstruction techniques. 

The contraction-inhibited, low-Ca2+state, is denoted the blocked (B) state [43]. The B state is 

in equilibrium with the Ca2+-activated (C) state [38,43,44]. The transition from B to C corresponds 

to Ca2+-activation. The C state is in equilibrium with the open or myosin-induced (M) state, where 

myosin can tightly bind actin [43]. It should be emphasized that the M state can only be occupied 

4Cardiac T11I128-147 or fast skeletal Tnlg6_ii5 
'Cardiac Tnli47_i63 or fast skeletal Tnln5_i3i 
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when myosin is bound to actin. A depiction of the three-state steric blocking model is presented in 

Figure 2.2. 

Figure 2.2: The three-state steric blocking model. The progression from the blocked to the closed 
states (moving from left to center) corresponds to Ca2+activation, as shown in the two-state model 
(Figure 2.1) but with tropomyosin (Tm) continuing to interfere with force generation even as myosin 
weakly binds (magenta outlining). A Ca +-independent, myosin-induced shift in the position of Tm 
leads to the open state (right) where force is generated. 

2.4.6 The troponin core complex structures 

Recent crystallographic studies have provided structures of large portions of the troponin complex, 

in both skeletal and cardiac systems. These structures visualize many protein-protein interactions 

previously predicted by structural studies on smaller fragments of the Tn complex [30]. As such, 

they are 'empirical reviews,' incorporating many independently-procured insights into a comprehen

sive picture. 

The Ca2+-activated cardiac troponin core complex 

The cardiac troponin (cTn) core complex structure, in the calcium activated state (Figure 2.3, right) 

was presented by Maeda and coworkers [45]. This X-ray study afforded two models, each derived 

from distinct crystal forms, and refined to 2.6 and 3.3 A resolution. Each model had two cTn 

molecules in the asymmetric unit, so the study determined the structures of four molecules of Tn. 

The two complexes crystallized lacked the N-terminal domain of cTnTi_i82, and varied in the 

length of the Tnl component crystallized. One crystal contained cTnl3i_i63, the other contained 

cTnI3i_2io-

Cardiac Tnl and TnT are visualized as two pairs of alpha-helical chopsticks grasping TnC by 

its C-domain (see Figure 2.3, right). The two chopsticks interdigitate in a coiled-coil fold, forming 

the IT arm. Prior results anticipated the coiled-coil interactions stabilizing the IT arm [28], and 

the various contacts between Tnl and TnC. The cTn crystal structure, however, showed a novel 

orientation of the N-terminal domain of TnC (NTnC) with respect to the remainder of the IT arm. 
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The C-terminus of cTnl (CTnl), containing the switching and inhibitory regions, extends off of 

one chopstick, and interacts with NTnC. The core cTn molecule has two major subdomains, with 

the regulatory head containing NTnC and CTnl, and the IT arm containing the C-terminus of TnC 

(CTnC), the N-terminus of Tnl (NTnl), and TnT. The structures intimate a cascade of protein-protein 

interactions upon Ca2+ activation of cTnC, with the IT arm's orientation/stability being potentially 

modulated by cTnC activation. 

Crystal structures of the inhibited and activated skeletal troponin core complexes 

Fletterick and coworkers recently reported the (chicken fast-twitch) skeletal troponin (sTn) core 

complex structure, in both Ca2+-activated (resolved to 3 A , Figure 2.3, center) and inactivated (7 

A , bottom of Figure 2.3, left) states [1]. This pair of structures represents the highest resolution 

description of the Ca -induced switching of troponin. As in the study by Takeda and others [45], 

all of sTnC, most of sTnl (sTnIi_i82 [for Ca2+-activated state] or sTnIi_i37 [for inactive state]), 

and sTnT2 (sTnTi56_262) were crystallized. Consistent with previous data, sTnl and sTnT form a 

pair of chopsticks grasping sCTnC, with the regulatory portion of Tnl extending off the end of the 

C-terminal chopstick. 

Electron-microscopy-derived models 

Cardiac and skeletal muscle are both called striated muscle for their regularly repeating appearance, 

visible with light magnification. The striations allude to the similarly regular organization of the con

stituent molecules. This long-range molecular ordering allows for fruitful imaging and diffraction 

investigations. The use of electron microscopy and helical reconstruction techniques have allowed 

for the visualization of the thin filament at the molecular level, defining the relative positions of 

actin and Tm in the presence and absence of Ca2+ [41,43,46-48]. Such efforts have documented 

the rolling movement of Tm upon Ca2+ activation [47]. 

Troponin has largely resisted characterization in its functional context by image reconstruction 

techniques. The thin filament proteins actin (in its polymeric state) and tropomyosin both exhibit he

lical symmetry, which is usually exploited in helical reconstructions, but troponin's position around 

the thin filament axis does not exhibit the same symmetry, and therefore has been recalcitrant (but 

not unyielding) to helical reconstruction efforts [41,46]. As the structural and mechanistic results 

become increasingly better-integrated into a holistic picture, the poorly resolved aspects of troponin 

fall into sharp relief. 

2.5 Foreground results 

The description of the background knowledge of structure-function in Tn should help to emphasize 

the poorly-resolved areas of troponin. These are the tropomyosin-binding domain of TnT, the termi

nal regions of Tnl, and the interaction sites of Tnl and actin. Of these areas, there are two structural 

results that would inform the current discussion if they were accepted as consensus. As those results 

are discussed in light of my own work, I introduce them in the next chapter. 
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Chapter 3 

Disorder in Troponin 

Shape without form, shade without color, 

Paralyzed force, gesture without meaning; 

from The Hollow Men by T.S. Eliot, 1925 

Following from the central metaphor of troponin as a switch, both ordered (rigid-body) and dis

ordered (flexible, or hinge-like) portions of the machine can be anticipated. Some of these features 

have been readily assimilated into popular mechanisms, primarily the events surrounding the Ca2+-

activation of TnC. Another proteinaceous mechanism for switching, the disorder-to-order transition 

(protein folding), was not anticipated by the early exponents of troponin as a switch. 

Due to a number of practical considerations and theoretical limitations, the ordered states have 

been much more readily described in the context of a functional mechanism. But without a descrip

tion of the process of conformational interconversion, a troponin mechanism is as vacuous as T. 

S. Eliot's hollow men. High resolution structures provide the shape of troponin, but this image is 

paralyzed into a single mechanistic gesture, and without intrinsic meaning. This chapter integrates 

all of my1 interpretations of conformational fluctuation in troponin. 

3.1 Mechanistic disorder 

Most disorder-function relationships in Tn are either debated or not considered at all. The first rea

son for this is that the disordered regions of troponin are not described by high-resolution models, 

and so they are not amenable to interpretation within the dominant structure-function paradigm. The 

question of whether these molecules are truly disordered is frequently raised. This is a reasonable 

line of inquiry because most reductionist studies are performed very high water activities compared 

'Others that have contributed include my coauthor Tharin Blumenschein. Tharin is the original proponent of the fly-
casting mechanism for the association of Tnl and actin, following from her work characterizing Tnl dynamics in the troponin 
core complex by NMR relaxation spectroscopy [49]. I contributed the role of disorder-order transition in the process of 
activation, crystallized the idea that the kinetic paths for activation and inhibition are structurally distinct, and built the 
models and diagrams to communicate the mechanism. This collaborative work was published as Reference [9]. Material for 
this chapter is derived from [9-11] as well as unpublished material. 
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to intracellular conditions (with protein concentrations on the order of 400 mg/mL). The short an

swer is, frequently yes [50,51]. In fact, crowding could be expected to promote intrinsic disorder for 

some proteins because the folded state can have a higher surface-area-to-volume ratio, and therefore 

require more solvent, compared with a disordered but collapsed state. 

The other frequently raised challenge can be articulated along the lines of, why would evolution 

lead to disordered machines, when ordered machines work so much more deterministically? This 

is a less reasonable position, reflecting a type of enthalpic-centricism. The fact that proteins can 

fold when driven only by random, thermal fluctuations is proof that disordered processes can give 

rise to some of the most exquisite machines known to the biosphere. A large body of literature 

describes plausibility, and in some cases, the necessity of conformational interconversion in protein 

function [51-58]. 

Disorder and dynamic allostery 

Hilser and Thompson have developed theoretical support for a role of intrinsic disorder in the context 

of allosteric coupling [59]. Allosteric coupling is the 'extent of allostery'; the extent to which ligand 

binding to one site causes modulation of the affinity of a second site. Their model is based on the 

assumption that a domain folds prior to binding a ligand, and that only folded domains can interact 

with each other, contributing an energetic term to the free energy. No assumption is made of the 

nature of the interdomain interaction (not even the sign of its free energy change). They map the 

parameter space, and find several optimal regions. They find the allosteric coupling to be maximal 

between two domains when one or both of the domains is unfolded a substantial fraction of time. 

Joshua Wand has also made a strong case for the plausibility of entropically-mediated allostery. 

He has developed his ideas in the context of calmodulin, which is highly homologous (~50% se

quence identity) with troponin C. His position has been expounded over many years, in many publi

cations [60-63] (not an exhaustive list), but the argument finds its most distilled presentation in the 

context of debate [64]. I cannot improve on his presentation of his position: 

"The time scales of structural transitions and functional events need not correlate with 

the rates of interconversion of multiple states. Thus, although the transition from one 

form to another may indeed occur in a given time regime, the origins of allosteric activa

tion may arise elsewhere, i.e., in the conformational entropy underlying the dynamics." 

3.2 Disorder in TnC: the DE linker 

The core cardiac Tn complex crystal structures (Chapter 2) visualize the complex multiple times, 

with noteworthy points-of-difference between each observation. Takeda and others interpret the 

four Tn molecules from two distinct crystal forms as reflecting the flexibility of the DE linker. They 

write, "... the linker between the two subdomains works as a universal joint." [45] When the four 

troponin core molecules are superimposed upon cNTnC, the end of the IT arm sweeps out a distance 

of ~27 A . This shows the N-domain sampling many orientations with respect to the IT arm. The 

authors assert the DE linker to be poorly structured "owing to the lack of specific interactions with 
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the rest of the molecule" [45] which makes sense in the context of the local density model for 

B factors [65] and NMR order parameters [66]. They cite the conclusions of mutational studies 

which suggest that deletions to the DE linker are not as deleterious to Tn function as substitutions 

that rigidify the structure. This interpretation alludes to the findings of Maeda and coworkers in a 

smaller cTnOcTnl crystal structure [67]. As the DE linker and Ip regions were crystallized, but not 

visualized, the DE linker»Ip region likely has multiple conformations with respect to the bulk of the 

complex. It is possible that the DE linker»Ip region is stabilized by similar interaction in both sTn 

and cTn, but that this portion of the crystal ensemble is converged in the sTn structure [1] but not in 

the cTn structure [45]. 

DE linker rigidity 

Should the DE linker exhibit substantial structure in solution, its a helical conformation would 

ensure a fixed relative orientation between NTnC and CTnC, which would seem mechanistically 

significant given the quaternary structure of Tn. For example, TnC's interdomain disposition in the 

sTn complex [1], is accurately predicted from the original crystal structure of sTnC»2Ca2+ [33]. 

This is a consequence of canonical a helicity in the DE linker, in both of these structures. It is 

parsimonious to consider the intact a helix observed in the Ca2+-activated sTn core complex [1], 

and other crystal structures [33,34], to be a substantially populated microstate in the native ensemble. 

The hypothesis exists: the DE linker is rigid in the Ca2+-activated state but not in the inhibited 

state [1,68]. Surely, a structured DE linker presents a stronger mechanical coupling of the head 

and IT arm, consistent with the linker possessing the property of rigidity. It could be described 

accurately as "relatively rigid" comparing the two states [68], reflecting that the NTnC and CTnC 

are more strongly coupled in the Ca2+-activated state. One may question whether this is actually 

a change in rigidity, however. If the DE linker alternates between being structured and disordered, 

it cannot be identified as 'rigid' as in the 'rigid body' approximation from mechanics2, but rather 

alternates between weakly and tightly constrained environments. For example, a pipe cleaner does 

not gain intrinsic rigidity upon insertion into a pipe stem. It simply becomes constrained. The 

DE linker may become more structured when bound to Ip but this does not make it inherently 

rigid. Although this point seems semantic, such language perpetuates the idea that the DE linker is 

converged upon a structured helix, in solution-state Tn»2Ca2+. Any increased rigidity in the system 

requires description of the mutual stabilization of TnC and Tnl. Appealing to my ontology of protein 

structure (Section 1.4, p. 6), the DE linker is flexible or elastic but not ordered. 

Evidence against DE linker rigidity 

Evidence against the rigidity of the DE linker, in both TnC and calmodulin, has been presented 

previously. A crystallographic study reviewed a number of TnC structures and concluded that the 

central helix was indeed flexible [69]. The helix was intact in the structures reviewed in that study. 

2 A rigid body's internal frame of reference remains untransformed in the presence of external forces. The definition of an 
internal reference frame implies that the orientation or location of the rigid body is irrelevant. 
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Analysis of both Bragg and diffuse scattering of calmodulin crystals concluded that uncorrected 

interdomain motions do exist at the expense of the rigidity of the central helix [70]. 

Backbone amide 15N transverse relaxation rates (R2) are functions of the rate of rotational re

orientation. Recent R2 measurements on {2H,15N}-labeled sTnC in uniformly 2H-labeled sTn [68] 

show that Ca2+-free sNTnC (assembled into the sTn core complex) has a higher rate of rotational 

diffusion than the remainder of the Tn complex [68]. Such dynamics do not preclude the DE linker's 

structure; rather, this structure is transient, or contingent on additional stabilizing factors. For exam

ple, sNTnC tumbles at a similar rate to the rest of the complex in the Ca2+-activated state [68]. This 

completely corroborates the structure of the sTn core complex [1] and the general notion that the 

DE linker undergoes disorder-to-order transitions in the context of its function. I depict this feature 

explicitly in my troponin mechanism (Figure 3.6, p. 36). 

3.3 Disorder in Tnl: the mobile domain 

Due to a slow rate of molecular tumbling, most of the NMR signals from 15N-enriched sTnl in the 

~52 kDa sTn complex were too broad to allow for observation [2,49]. A subset of {1H,15N}-HSQC 

crosspeaks (about 40 residues worth of signals) were sharp and dispersed, however, prompting their 

sequential assignment by Wakabayashi and coworkers [2] and independently by Blumenschein and 

others [49]. These signals originate in a domain of sTnl C-terminal to sSp, residues 131-182 of 

chicken sTnl. This domain has higher rotational diffusion than the bulk of sTn and is named the 

mobile domain (sMd) [2]. The name is intended to denote a stably folded domain that is spatially 

mobile, as demonstrated by the structure determination of this region. 

Structure in the mobile domain 

Murakami and others show how it is possible to define tertiary structure in the highly dynamic mo

bile domain [2]. The steady-state {1H}-15N NOE enhancement for this region averaged to 0.5. 

Compared with typical globular proteins, such NOE values are indicative of conformational ex

change. The presence of interconverting conformers does not, however, preclude the presence of a 

native conformation. This means that the native state consists of a family of nearly isoenergetic but 

nonidentical conformers. This region of sTn was structured with NOE-derived distance restraints; 

secondary structures were further stabilized using hydrogen bond restraints [2]. Hydrogen bonds 

were assigned in regions of assignable secondary structure as indicated by canonical medium-range 

NOEs. So this study showcases the ability of the NOE to disclose long-range interactions in fluctuat

ing protein structures. Other NMR observables such as the chemical shift, J-couplings and residual 

dipolar couplings, are scaled down more extensively due to the averaging of multiple conformations, 

and would prove less useful when defining the most-populated folded state. Indeed, in an indepen

dent study by Blumenschein and others [49], Ca chemical shift analysis of sMd (sTnIi3i_i82) 

indicates sufficient intradomain conformational fluctuations to average the chemical shift to nearly 

random coil values. The same chemical shifts were reported by Murakami and others [2]. The data 

of Murakami are highly consistent with those of Blumenschein but the interpretations greatly differ. 

21 



The mechanism of Wakabayashi and coworkers: Md-clamping 

The successful structure determination of the mobile domain (Md), and the accompanying cryo-EM 

analysis [2], allow for an elaboration on the mechanism of troponin. Ip and Md are attracted to 

the N- and C-termini of actin through long-range electrostatic forces. At low [Ca2+], Ip and Md 

bind to actin, in a conformation reminiscent to a 'C clamp'. The Tnl»actin interactions localize the 

IT arm in a region suitable to displace tropomyosin. Ca2+-activation of sNTnC allows for binding 

of Sp. This kinetically stable interaction disrupts the Ip«Md«actin interactions enough for Ip to 

localize to the central helix of sTnC. For reference throughout this work, I call this mechanism Md-

clamping. I think this mechanism is incorrect. The affinity of this region for actin is less than that of 

the inhibitory region [29] so Ip further stabilizes the binding of Md, if anything, not the other way 

around. This is further discussed below (Section 3.5.1, p. 34). 

Previous results describing intrinsic disorder in Tnl 

Granier and others mapped several immunoreactive epitopes of the human-cardiac Tnl isoform, and 

also predicted secondary structure (and by exclusion, disordered regions) [71]. They found several 

epitopes that bound to the cardiac-specific N-terminal extension (cNp), which they also predicted 

to be disordered. Ferreira and coworkers showed chicken muscle Tnl and TnT were partially dis

ordered through the spectroscopic monitoring of unfolding equilibria [72]. Cardiac Tnl and TnT 

were also previously implicated to be highly disordered using the PONDR VL-XT algorithm [73]. 

In cardiac Tnl, 156 residues were identified as being disordered (75% of all residues). In cTnT, 

235 residues (79%) were identified to be disordered. Finally, I emphasize the results of Sykes and 

coworkers [49] showing Tnl to be highly mobile when incorporated into the troponin core complex 

through NMR relaxation spectroscopy. 

Tnl isoform switching 

The cardiac isoform of Tnl (cTnl) has an N-terminal extension amounting to ~30 more residues 

than the skeletal isoform (sTnl). This region includes phosphorylation sites for multiple protein 

kinases including PKA and PKC. As such, the presence of a non-cardiac Tnl in heart muscle 

has readily anticipated functional consequences. In mammals, Tnl isoform switching occurs in 

at least two scenarios. The embryonic/neonatal expression of slow-skeletal Tnl in cardiac muscle 

is thought to improve the robustness of cardiac function in the hypoxic conditions accompanying 

birth [74]. As summarized in [75], expression of slow-skeletal Tnl in cardiac tissue has a number 

of well-characterized effects. These include an increase in Ca+sensitivity [75-77], a longer relax-

ation/relengthening time [78] (although this is not uniformly reported [77]), an increased resilience 

to pH changes [76], and a decrease in (3 adrenergic sensitivity. The decrease in (3 adrenergic sensitiv

ity is entirely attributable to the loss of cardiac Tnl's unique N-terminal extension, a known protein 

kinase A phosphorylation site [32,79]. The other effects are less easy to explain, although they are 

mostly attributable to the change in isoform [44,75]. Cardiac expression of slow-skeletal Tnl also 

occurs in the scenario of heart failure. Proteolysis of cardiac Tnl is known to occur in instances of 
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cardiac stunning3 [74,80]; the major proteolytic product is cardiac Tnli_i93 which has been charac

terized as having normal actin binding equilibrium properties, but an apparent decrease in inhibitory 

activity, as estimated by reduced myosin ATPase activity and isometric force [81]. Assuming an 

adaptive significance to the pathological expression of slow-skeletal Tnl, the unique properties of 

this isoform could lead development of novel cardiotonic drugs, or an enhanced understanding of 

the known drugs. 

3.4 Prediction of intrinsic disorder in Tnl isoforms 

TnFs propensity to intrinsic disorder is well-characterized. But few studies have focused on the 

isoform-dependence of ordering tendencies in Tnl. The following section reproduces an in-depth 

characterization of intrinsic disorder propensities in the three isoforms of human Tnl [ l l ] .4 

3.4.1 Hydrophobic cluster analysis of Tnl isoforms 

Considerations regarding the generality of hydrophobic stabilization leads to a graphical approach 

called hydrophobic cluster analysis (HCA) [82,83] which depicts the primary structure in a particular 

bidimensional representation. Hydrophobic residues that are not clustered in the linear (as normally 

written) sequence become much more easily detected through this analysis. HCA is useful for the 

identification of small domains subject to induced structuring and for the clarification of domain 

boundaries [83, 84]. HCA is sensitive to local structuring because it is just a particular way of 

collapsing a linearly represented sequence into a two-dimensional array. 

The HCA5 is depicted in Figure 3.1. The HCA algorithm draws lines around the contiguous 

hydrophobic clusters, making them visually apparent. The clusters are numbered starting from the 

N-terminus - this annotation was done through alignment of the HCA output so that the hydrophobic 

clusters were maximally overlapped between isoforms, as shown in Figure 3.1. The major limitation 

of HCA is that interpretation of the results is not unambiguous [84]. It could be argued, for example, 

that the conserved sequence element MF at residue 176 of fast-skeletal Tnl should be assigned 

an HCA cluster. Comparing the cardiac isoform with the others (over this region), only a single 

hydrophobic residue is present (F208) at this position, so I did not assign the cluster to be conserved 

across the isoforms. For similar reasons, the assignment of HCA2 is tenuous because the cluster 

spans only two residues, and one of the hydrophobes is absent from the cardiac isoform. Because 

the missing hydrophobe is substituted with alanine, which can act as a 'placeholder' hydrophobe in 

this analysis [83,85], I assign HCA2 to be conserved. I also note that clusters 4 and 5 are contiguous 

for cardiac Tnl. 
3A stunned heart is in a temporarily weakened state following ischemia. 
4Methods for this chapter are computational, and will be communicated in-line with the discussion. Tnl amino acid 

sequences were obtained from PubMed (http://www.pubmed.gov). Human fast-skeletal Tnl, slow-skeletal Tnl and cardiac 
Tnl were retrieved from GenBank accessions gil351297, gi437009 and gi30141910, respectively. The chicken fast-skeletal 
isoform, accession ga37473768, was also examined as this isoform is the subject of many structural studies. The amino acid 
sequences were analyzed with the N' Met present. 

5 HCA was performed using a webserver located at http://bioserv.rpbs.jussieu.fr, authored by C. Gaboriaud, V. Bissery, T. 
Benchetrit, and J.P. Mornon. 
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Figure 3.1: Hydrophobic cluster analysis of the three human isoforms of Tnl. Given an input se
quence the algorithm transforms the data into a two-dimensional representation, and automatically 
annotates the patterns of hydrophobic clustering. Conserved clusters have been manually annotated. 
Annotation of the data requires qualitative judgments as to the assignment of alanine or cysteine 
residues to a hydrophobic cluster and the minimum size of a hydrophobic cluster [83,85]. This 
graphic is reproduced with permission from Reference [11]. 
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The assigned HCA clusters (Figure 3.1) enrich the more traditional structure-function analyses, 

such as protein crystallography (Figure 3.2) and multiple sequence alignment (Figure 3.3). The 

conserved HCA clusters for Tnl are mapped onto its sequence in Figure 3.3; the dashed blue lines 

under the sequence alignments span individual HCA clusters. Structural-functional annotations are 

shown beneath the HCA clusters in Figure 3.3. It is evident that there is only an approximate 

relationship between the precise location of an HCA cluster and the accepted structure-function 

annotations. The L2 and H2 6 regions are spanned by HCA3 (Figure 3.3). The H2 and Ip regions 

are spanned by HCA5; the Ip and Sp regions are spanned by HCA6. This analysis suggests that the 

functional annotations do not directly correspond to distinct, hydrophobically stabilized structural 

modules. This could be illustrative of the important role of electrostatics in the stabilization of the 

Ip«TnC interaction [1,86]. 

Figure 3.2: The core skeletal (PDB 1YTZ) and cardiac (1J1E, chains D-F) Tn complexes, on left 
and right, respectively. They are oriented identically with respect to the C-terminal (bottom) domain 
of TnC (see the explanation in Figure 2.3, p. 17). TnC is depicted as a red surface. Tnl is depicted 
with a yellow cartoon. TnT is depicted with a blue cartoon. All nonhydrogen atoms of hydrophobic 
sidechains are shown for Tnl and TnT. Hydrophobic clusters for Tnl are labeled and their sidechains 
are circled. An interesting difference between the structures, the differential burial of HCA4, is 
highlighted with a magenta circle. Perhaps the observed HCA6-TnC interaction for the skeletal 
complex (left) is a related to stabilization propagated C-terminally from the HCA4 cluster, mediated 
by HCA5 (see Figure 3.7, bottom). This graphic is reproduced with permission from Reference [11]. 

Most of the clusters can be visualized on the structure of the Ca2+-activated fast-skeletal Tn 

core complex [1] and the Ca2+-activated cardiac Tn core complex [45], as shown in Figure 3.2. 

Both structures visualize only a portion of Tnl C-terminal to the switch peptide (containing HCA8 

and 9). There are only subtle differences in the structural localization of the HCA clusters between 

the cardiac and skeletal isoforms. Two HCA clusters (HCA6 and HCA9) are not visualized in 

the cardiac Tn structure (Figure 3.2, right), although just a portion of HCA9 is visualized in the 

6This nomenclature for Tnl's structural elements names regions as helices or loops. The N-terminal helix, HI, interacts 
with CTnC. A linker (LI) follows, then H2 makes the coiled-coil interactions with TnT, forming the IT arm. C-terminal to 
H2 is the inhibitory region. 
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skeletal structure (Figure 3.2, left). The principal difference between the structures is that the central 

linker of TnC is not observed to be helical in the cardiac Tn complex. This negative observation 

does not preclude the existence of analogous Ip»TnC interactions in the two protein crystals (see 

the discussion in Section, 3.2, p. 19). Cluster HCA4 is stabilized through interactions with TnT 

in only the skeletal structure. The magenta circles in Figure 3.2 highlight this variation between 

the two structures. Although this difference between the cardiac and skeletal structures has been 

identified previously [1] the present results suggest a potential functional role for this conformational 

switching, as developed below (Section 3.5.3, p. 37). 

Of the crystallographically-visualizable residues, a subset of residues are seen to fall in con

served hydrophobic clusters that are also solvent accessible (Figure 3.2). For example, HCA clusters 

3, 5, and 6 all contain hydrophobic residues that are not buried in either structure (although HCA6 

is not visualized in the cardiac structure (Figure 3.2, right). It could be expected that this solvent 

exposure is dependent on the regulatory state of Tn, however, this does not seem likely given that the 

low-Ca2+structure (PDB 1YVO, not depicted) shows virtually identical conformations of Tnl and 

TnT. Notably, the Tnl/TnT coiled coil is not differently stabilized in the two regulatory states of sTn, 

with the exception of the presence of the detergent molecule anapoe in the Ca +-activated skeletal 

Tn structure. The only substantial change in hydrophobic clustering between the high- and low-

Ca2+structures is the well-characterized Sp«NTnC interactions found only in the Ca2+-activated 

state. Disregarding the complicating factor arising from the greatly different resolutions for these 

two structures (high-Ca + - 3A; low-Ca + - 7A), a number of solvent-accessible hydrophobic clus

ters are conserved without conferring any quaternary contacts. Either these residues stabilize the in-

trachain native interactions (perhaps promoting main chain hydrogen bonding through bulk solvent 

exclusion) or they are poorly stabilized, which may be indicative of an underlying structure-function 

role [87]. Of course, the structural models may not describe all of the relevant protein-protein inter

actions; for example, the T2 domain of TnT may also make contacts with tropomyosin [31]. 

3.4.2 Charge-hydropathy distributions 

A number of physical properties of ID proteins have been identified [88]. ID proteins have low 

sequence complexity (entropy) and also have a high ratio of charged residues to hydrophobes [89]. 

The charge/hydropathy method is a good predictor of extended (or global) disorder, as found in 

maximally disordered proteins [84,90]. This approach is embodied in the Foldlndex algorithm [91], 

which calculates the local charge/hydropathy over a user-defined window size.7 

The Foldlndex analyses for Tnl are summarized in Figure 3.3. The software makes assign

ments of intrinsic structure or disorder based on a sliding window calculation of the charge-to-

hydrophobicity ratio. To assess the dependence of the findings on window size, the window size 

was varied from the default setting of 51 to 25 and 5. All three sets of results are depicted in Figure 

3.3: each of the human proteins in the sequence alignment is colored to show the results of the 

analysis, with red corresponding to residues assigned as having intrinsic stability and green repre

senting disordered segments. The results for a window size of 5 are reflected in the text coloring; the 

'Foldlndex [91] was run on the proteins with a a step size of 1 residue and window sizes of 51, 25, and 5 residues using 
the webserver (http://bip.weizmann.ac.il/fldbin/findex). 
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results for window sizes of 25 and 51 are shown as lines running on the top and bottom of the text, 

respectively. The coloring scheme was chosen so that it is easy to recognize regions where all three 

window sizes give concurrent predictions. When all three window sizes give matching predictions, 

the over-line, under-line, and text coloring match each other. The results for the 5 residue window 

size are the most variable so those results were selected for rendering the text colors. 

The Foldlndex results show non-identical sequence-stability profiles for the three isoforms and 

window sizes. The calculations using window size of 5 (Figure 3.3, text coloring of human Tnl 

sequences) showed more subtle variation between the isoforms, but an overall large degree of agree

ment. At this window size, Foldlndex gives a similar analysis to the HCA, as shown by the tendency 

for red-colored letters to lie over the blue dashes in Figure 3.3. Interesting points-of-difference are 

found in the region of the mobile domain. For example, considering the Foldlndex results for the 

window size of 5 (Figure 3.3, text coloring) the fast-skeletal Tnl sequence 153-DLRDV-157 has the 

central Argl55 predicted to be ordered. In the slow-skeletal Tnl sequence the same stretch is 153-

RPVEV-157 with residue Prol54 and Vall55 being predicted to be ordered. The cardiac sequence 

is gapped here, and the surrounding residues are not predicted to be ordered. 

With a window size of 25 (Figure 3.3, over-line), the three isoforms had a maximal amount of 

agreement. Structured regions for all isoforms correspond to HCA1 (part of HI), the N-terminal 

half of HCA3 (part of H2), and Sp. The cardiac and slow-skeletal isoforms have a structured region 

predicted to lie just N-terminal to Ip that is not predicted for the fast-skeletal isoform. With the 51 

residue window size (Figure 3.3, under-line), both of those isoforms had ordered regions predicted 

in the N-terminal amphiphilic helices (HI and H2), and for the cardiac isoform, the Ip region was 

predicted to be ordered. The fast-skeletal isoform is seen to have the largest extent of predicted 

intrinsic disorder of the three proteins; with a window size of 51 (Figure 3.3, underline) only a 

single residue - S34 - is predicted to be ordered (this has no literal meaning). There are few regions 

sharing high sequence identities (sequence identities are shown in Figure 3.3 as black asterexes 

over the alignment) as well as large amounts of Foldlndex-predicted structure. These regions are 

readily rationalized in terms of the known protein-protein interactions and are usually HCA clusters. 

Based on the default (51 residue) setting (Figure 3.3, underline), the intrinsically structured regions 

of the human cardiac isoform correspond to residues 65-78, 93-114, and 131-148. Residues 65-

77 are between HCA clusters 1-3. Residues 93-114 correspond to HCA clusters 3-5. Residues 

131-148 include portions of clusters 5 and 6. The slow-skeletal and cardiac isoforms had more 

ordered regions than the fast-skeletal isoform, for all window sizes. The most highly conserved and 

structured region includes Sp. 

The charge/hydropathy method is a good predictor of intrinsic disorder although the presence of 

binding partners (as is the case for coiled-coil-forming proteins) complicates the analysis [84]. In 

spite of this limitation, the interpretation of a large extent of disorder is strengthened given that the 

regions with a high local hydrophobic character correspond to the known tertiary/quaternary stabi

lizing contacts. Foldlndex is seen to only weakly predict ordered/disordered structural boundaries 

as shown by the sensitivity of those demarcations to window size. The applicability of the concept 

of domain boundaries to Tnl is suspect, as much of the structure of Tnl is contingent on binding to 

other proteins. Any subdomains in Tnl (like Md) are small compared with Foldlndex's default win-
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dow size (51). The integration of results from multiple ID predictors is advocated, even in routine 

applications such as domain boundary identification [84,90]. 

3.4.3 Machine-learning-based predictions of intrinsic disorder 

Intrinsic disorder prediction strategies also include machine learning approaches. In these ap

proaches, a predictor is first trained on protein sequences known to correspond to ordered or dis

ordered solution ensembles. The trained algorithm can then be applied to new data, which will be 

interpreted in the context of the training set. This biases the predictors towards predicting the fla

vor [92] of disorder prevalent in the training data. For example, the sequence composition of short 

disordered regions is different from that of long disordered regions [93,94]. 

There are many potential predictors one could employ. Since each publication presenting a novel 

approach emphasizes its benefits, choosing between the predictors is a daunting task for a nonexpert. 

The CASP (Critical Assessment of Structure Prediction) competitions allow for objective compar-

ision of the various prediction methods. In the CASP7 competition, intrinsic disorder predictors 

were queried with the same test set [95]. The test set was derived from proteins with known struc

tures; disordered regions were defined as regions crystallized but not modeled or regions that were 

not well-restrained by NMR observations. The test set is heavily biased towards short disordered 

regions (long disordered regions are not amenable to structure determination). Predictors trained on 

data that is similar to the test set are expected to perform better in this competition. 

In this study I used the VSL2B predictor [94], designed to locate both long and short stretches 

of ID. VSL2B contains three support vector machines (SVM)s arranged into two tiers [94]. The 

lower tier contains two SVMs that makes predictions based on two different window sizes. The 

predictors consider a number of features extracted from the sequence, including hydrophobicity and 

information content. The upper tier is a meta-predictor that makes decisions through consideration 

of the ouput from the lower tier SVMs. VSL2B is trained on a variety of manually annotated IDPs 

containing both short and long disordered regions [94]. The disordered regions were long (more 

than 50 residues) and were identified by various methods including crystallography, spectroscopies, 

and limited proteolysis. The ordered proteins in VSL2's training data consist of regions of crystal 

structures with low B-factors. 

The neural-network based VL3E predictor [96] considers estimates of evolutionary divergence 

when assigning probabilities of intrinsic disorder. The training set of VL3E incorporates and ex

tends that of VLSL2 [97]. VL3E is made of two other predictors; it reports the majority consensus 

between the two. One of the constituent predictors is trained on homologous sequences identified by 

sequence similarity, "... using homolgous sequences that diversify the training data and thus achieve 

better coverage of the attribute space of disordered proteins" [96]. The other predictor derives its 

probabilities of a given amino acid residue from PSI-BLAST profiles (position-specific scoring ma

trices generated from a multiple sequence alignment). 

Another predictor using multiple sequence alignment is DISOPRED2 [98]. DISOPRED2 is 

a support vector machine that is trained on sequence alignments of proteins with known crystal 

structures. Disordered regions are defined as those absent from crystal structures. As it is trained on 
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the missing regions of crystal structures, DISOPRED2 is trained to assume that proteins are ordered 

with disordered fragments, which makes it predictive of a specific type of disorder. 

3.4.4 Sequence-based estimations of local energy content: IUPred 

Another predictor, IUPred [56], assigns a measure of local energy content to a region of a protein 

sequence. IUPred is empirically parameterized to the inverse problem - prediction of structure - an 

attractive strategy because assumptions as to the nature of ID are not imposed. Due to this theoretical 

basis [55] IUPred can potentially predict novel flavors of ID [84]. 

IUPred8 predicts more subtle disorder profiles than the machine learning algorithms (Figure 

3.4C). This predictor located all of the HCA clusters, even the C-terminal clusters 8 and 9. There is 

a short region in the C-terminus that is predicted to be ordered for all of the isoforms, comprising 

only residues 167 and 168 of the fast-skeletal sequence. 

3.4.5 Comparison of predictions 

All of the machine learning-based algorithms predicted extensive disorder in the termini of Tnl, es

pecially the N-terminus of cardiac Tnl. As well, intrinsic disorder was predicted for some regions 

containing HCA clusters. The results for VSL2B (Figure 3.4A) are most directly comparable to the 

(51 residue window) Foldlndex profiles in Figure 3.3. For the slow-skeletal and cardiac isoforms, 

VSL2B predicts two structured regions corresponding to HCA clusters 3-7 (the IT arm, inhibitory 

peptide, and the switching region). Interestingly, VSL2B gives no hint of HCA 1, which (as a pep

tide) binds to CTnC with high affinity (2 ± 1/iM) [99]. Portions of Tnl are known to gain (either 

persistent or transient) stabilization from binding to other proteins, so the question of the length 

dependence of ID is paramount. The results imply that Tnl isoforms can vary in how disorder at the 

termini is dampened through the formation of structure. I address the potential role of stabilizing 

binding partners below. 

As shown in Figure 3.4B, VSL3E predicted the structured region corresponding to HCA clus

ters 3-7 for all three isoforms. It also did not indicate the existence of HCA 1. The predictions from 

DISOPRED2 (Figure 3.4D) seem to be the strongest observation favoring the presence of structure. 

That being said, this program also implicated a large amount of intrinsic disorder in CTnl (all iso

forms) and in cNp. The difference in ID between isoforms can vary from large (as in Figure 3.4A) 

to very small (Figure 3.4D). The VSL2B predictor [94] shows a large amount of variation between 

the isoforms (Figure 3.4A). The fast-skeletal isoform is predicted to be much more disordered than 

the other isoforms over the region C-terminal to H2 (fast-skeletal Tnl5s-i8i, HCA clusters 3-9). 

Consistent with the Foldlndex results, cNp (the cardiac-specific region) is predicted to be the most 

highly disordered region of all the Tnl isoforms. As shown in Figure 3.4B, the VL3E predictor [96] 

presents similar results to VSL2, but places the difference between isoform stabilities to be much 

smaller. The IUPred algorithm [56] scores most Tnl regions as meta-stable (Figure 3.4C). In contrast 

to VSL2B and VL3E, IUPred attributes the most highly disordered C-terminus to the slow-skeletal 

isoform. This discrepancy is mirrored in the DISOPRED2 prediction (Figure 3.4D). DISOPRED2 
8 IUPred [56] was executed from http://iupred.enzim.hu/. 
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Figure 3.4: Intrinsic disorder (ID) predictions for the human isoforms of Tnl. In all plots the solid 
line is cardiac isoform, the broken line is the slow skeletal isoform, and the dotted line is the fast-
skeletal isoform. The horizontal line marks the threshold for the assignment of ID. The cardiac 
sequence has been shifted by 30 residues to align it with the others. Structural-functional annota
tions are found beneath the plot; region boundaries are demarked with vertical lines. Note that the 
alignment of the annotations with the plots is approximate owing to gapping in the actual alignments. 
See Figure 3.3 (p. 27) for a more accurate alignment of the hydrophobic clusters with the functional 
annotations. The assigned HCA clusters are demarked with thick black lines over the annotations. 
(A) The VSL2B predictor predicts a large amount of variation between the isoforms. (B) The VL3E 
predictor presents similar results, but places the differences between isoforms to be much smaller. 
(C) IUPred scores most Tnl regions as meta-stable. (D) DISOPRED2 predicts the fewest differ
ences between the predictors used, and the largest quantity of intrinsic structure. There is general 
consensus that the termini of all isoforms are intrinsically disordered. This figure is reproduced with 
permission from Reference [11]. 
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is also unique in predicting the fewest differences in ID between the three isoforms; VSL2B gave 

the largest predicted differences between the isoforms. 

3.4.6 Predicting relative propensities to intrinsic disorder 

All predictors except DISOPRED2 (Figure 3.4D) suggest H2 to have more disorder in the fast-

skeletal isoform. In other regions there is less consensus; the relative stabilities for HI and LI 

(comparing the isoforms) are similar comparing VSL2B and VL3E, but dissimilar from IUPred. 

Also of interest is the large amount of variation between the isoforms in the locale of Ip, with the 

cardiac isoform having the most ordered regions and the fast-skeletal being the most disordered. Ex

cluding the DISOPRED2 results, the Ip region is predicted to be most disordered for the fast-skeletal 

isoform, intermediate for the slow-skeletal isoform, and most ordered for the cardiac isoform. There 

is discordance across the predictors as to whether or not the region is intrinsically ordered, but the 

N' HCA cluster of Ip (HCA5) is usually predicted to be more ordered than HCA6. 

The VSL2B and VL3E (Figures 3.4A, 3.4B) predictors assign greater intrinsic disorder to HI 

than to LI or H2. IUpred (Figure 3.4C) reports a higher ID propensity in LI than either HI or H2. 

The DISOPRED2 (Figure 3.4D), IUPred, and VL3E algorithms predict a sharp transition in disorder 

propensity between H4 and Md. The VL3E output showed, at the C-terminus of Tnl, only substantial 

differences between the skeletal and cardiac isoforms. Unlike the Foldlndex and VSL2B approaches, 

slow-skeletal Tnl was not strongly implicated as being intermediate in disorder between the other 

isoforms. The relative ranking of the C-terminal disorder was similar to the VSL2B and VL3E 

predictors: the skeletal isoforms were more disordered than cardiac Tnl. As DISOPRED2 is trained 

on crystal structures, and considers homologies when assigning ID propensities, this predictor is 

expected to show minimal differences between the homologous, crystallographically-visualizable 

Tn complexes. 

The use of the disorder prediction algorithms to give relative rankings of the extent of intrinsic 

order, as attempted above, is somewhat over-ambitious. The algorithms are usually geared towards 

detection of disorder and not its quantification. Furthermore, there is no explicit theoretical relation

ship to correlate disorder propensities with ensemble heterogeneity. There is no ID predictor opti

mized for the prediction of relative disorder between proteins having a similar primary structure9. To 

illustrate, DISOPRED2 - the program giving the most similar disorder propensities for the three iso

forms - is a support vector machine and is best-suited for binary categorization. This is reflected in 

its 5% probability threshold for assigning ID. Since the Md region (of known disorder [2,49]) is also 

highly conserved (Figure 3.3), the assumptions implicit in the DISOPRED2 do not appear to allow 

for discerning functional differences in ID between highly related proteins. Qualitative ranking of 

the extent of disorder in related ID proteins is beyond the scope of DISOPRED2. Furthermore, the 

training set of DISOPRED2 consists of crystal structures, so the contingent nature of TnFs structure 

may place it outside the scope of DISOPRED2. Similarly, the neural-net-based VL3E is optimized 

for the delineation of disordered/structured domain boundaries, and not for quantification of ID. 

VSL2B is also comprised of support vector machines, however, it is trained on different data and 
9AK Dunker, personal correspondence 
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also has a two tier configuration that confers length-dependence to its disorder propensities. The 

small sequence variations that are detected by Foldlndex (with a small window size, see the text 

coloring of Figure 3.3) may also cue VSL2B to assign different lengths of a given disordered region. 

The VSL2B results are seen to be most directly comparable to those of Foldlndex, probably because 

of the correspondence between long disordered regions (which VSL2B is optimized to detect) and 

global unfolding (which the charge/hydropathy method detects) [84]. 

IUPred stands out as the only algorithm describing Tnl as meta-stable because the score hovers 

around the P=0.5 threshold. In light of the physical basis for IUPred's parameterization, this likely 

reflects Tnl's nascent structure that is stabilized by other troponin protomers or by actin. IUPred is 

not trained on a manually annotated set of ID proteins, unlike the machine learning-based predictors, 

and therefore has the capacity to predict previously uncharacterized classes of ID [84]. Although the 

underlying model of IUPred [55] is too coarse grained to allow a high degree of discrimination, the 

relative degrees of stability shown in Figure 3.4 likely reflect relative degrees of intrinsic stability 10. 

The qualitative correspondence between the physically-based (Foldlndex, IUPred) and the machine 

learning-based (VSL2B, VL3E, DISOPRED2) algorithms substantiate the existence of isoform-

dependent variations in the intrinsic disorder of Tnl. 

3.4.7 Intrinsic disorder and Ca2+-regulation 

The main result from this study is that Tnl isoforms appear to vary with respect to their intrinsic 

stabilities, especially in the region spanning Ll-Ip. The results have a large degree of consistency 

considering the broadly different theoretical approaches underlying the alternative predictors used 

here. I conclude that isoform variations in the intrinsic stability of LI, the IT arm, and Ip may confer 

some of the tissue-specific properties of Tnl. 

The pervasive disorder of the C-terminus of Tnl is corroborated by all prediction approaches 

used here. This disorder may be the underlying cause for a poor consensus between existing struc

tural models of this region. The 52 kDa core human cTn complex [45] shows around 30 residues of 

cardiac Tnl after Sp as a single, extended a helix. This structure is stabilized by the presence of inter-

unit cell contacts, but the plausibility of this conformation is substantiated by the presence of HCA8. 

The core skeletal Tn complex [1] shows the final 12 residues of chicken-fast-skeletal Tnl in an irreg

ular conformation. Reference to the NMR structure of chicken skeletal Md [2] (PDB 1VDI, 1VDJ) 

features a large amount of solvent-exposed hydrophobes. HCA clearly identifies the main globu

lar regions, however most of the /? bulge is seen to be stabilized exclusively by hydrogen bonding. 

HCA cluster 9 is likely the folding nucleus for this subdomain, as is substantiated by the previous 

demonstration of long-range, inter-sidechain NOEs in this cluster [2], despite pervasive structural 

disorder [2,49]. As well, the presence of a tryptophan in HCA9 suggests a relatively high degree of 

intrinsic structuring, as Trp is heavily biased towards appearing in structured regions [84,90,100] 

10Zsuzsanna Dosztanyi, personal correspondence 
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3.5 Mechanistic significance of intrinsic disorder in troponin I 

Individual steps in the function of troponin are protein-target associations/dissociations. If the tar

get is also a protein, and this protein has a high propensity to unfolding, the immediate question 

becomes does the target fold prior to or subsequent to binding? The work of Hilser and Thompson 

(Section 3.1, p. 19) shows that under the assumption that folding preceeds binding, disorder-to-

order transitions can underly allostery. Others have shown plausible kinetic benefits from folding 

subsequent to the formation of the encounter pair. 

3.5.1 Disorder and protein-target association 

The earliest proposal (that I can identify) that intrinsic disorder promotes protein-target association 

is due to Brian Pontius [101] following experimental work in collaboration with Paul Berg [102]. 

He argued that disordered polymers could promote the initial binding of two DNA strands through 

long-range electrostatic effects. His argument mostly shows how the rate of association is greatly 

accelerated through the long-range electrostatics and increases in collisional cross-section. 

The fly-casting mechanism 

This idea was rediscovered in the research group of Peter Wolynes in an analogous context: DNA-

protein association. In their hands this phenomenon received its current moniker: fly-casting [103]. 

As Pontius argued, the collisional cross-section is increased for a disordered protein. But this does 

not immediately lead to a kinetic enhancement, because the proportion of productive collisions does 

not necessarily remain constant as the protein becomes disordered. Shoemaker and others [103] 

inject the energy landscape concept into this scenario, as a mechanism whereby the initial encounter 

pair of (unfolded) protein and target diffuses through the folding funnel towards the conformation of 

the bound state, instead of diffusing through space. This randomly directed search is heavily biased 

towards the native fold; as is the folding of any ordered protein, however the native fold is only 

realized as a higher-order structure. The fly-casting mechanism affords a kinetic enhancement for 

binding compared to scenarios where both targets are ordered prior to binding. 

Kinetic paths for conformational switching 

The fly-casting mechanism for troponin was first proposed by Blumenschein and others [49] to 

assign a mechanistic function to the mobile domain of Tnl. This proposal differs from the Md-

clamping mechanism of Wakabayashi and coworkers (Section 3.3, p. 22). In the Md-clamping 

mechanism the mobile domain binds to actin and further stabilizes the inactivated state. I challenge 

this idea from consideration of the process of inhibition. In the activated state the switch region of 

Tnl is bound to TnC, leaving the mobile domain in an extremely hydrated environment. When the in

tracellular [Ca2+] drops, the dissociation of Tnl and Ca2+from TnC become more strongly coupled 

events — the presence of the switch peptide drastically slows the dissociation of Ca2+from TnC. 

Rather than describing the initiation of inhibition as the reverse of the activation steps, I proposed 

that fly-casting allowed for a mechanistically necessary event to be more readily promoted [9,10]. 
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Figure 3.5: Summary of flycasting mechanism for troponin. Disordered regions of CTnl nucleate 
the interconversion of Tn's two equilibrium states. The primary structure of Tnl (or TnC) is depicted 
in horizontal rectangles. Approximate locations of binding sites are shown with diamonds. Proposed 
binding nucleation sites are depicted with stars. Lighter shading depicts weaker structure and cor
respondingly larger equilibrium spatial fluctuations. In the contraction-inhibited state (bottom), Md 
and Ip both bind actin. Upon Ca2+-activation, Sp nucleates the release of CTnl from the thin fila
ment. In the Ca2+-activated state (top), Md undergoes the largest spatial fluctuations, and initiates 
the return of Ip to the thin filament upon inhibition. This event is promoted by long-range electro
static interactions and flycasting. This figure is reproduced with permission from Reference [9]. 

Fly-casting activity would allow the mobile domain to assist with the dissociation of the switch re

gion, avoiding the unparsimonious notion that a disordered region stabilizes the bound state. My 

proposal is depicted in schematic in Figure 3.5 and explicitly in Figure 3.6. My specific contribu

tion here is the notion that the structural cascades leading to inhibition are not the reverses of the 

pathways of activation. Each step is reversible from a microscopic point of view, but the functional 

transitions of troponin do not occur through those pathways. 

Isoform-specific variation in fly-casting regions 

Under the flycasting mechanism, isoform-specific variations in the ID of CTnl could confer some of 

the isoform-specific regulatory properties. Crossbridge cycling (the mechanism of force generation) 

occurs on a time scale approximately 10 times slower than the switching of the Tn-Tm system [104]. 

This implies that for force kinetics to be modulated by Tn-Tm, the equilibrium distributions of the 

Ca2+-activated closed and open states (Figure 2.2, p. 15) must vary between isoforms [44,104,105] 

with many of these differences being attributable to variations in Tm [43]. Multiple lines of inquiry 

converge at this interpretation [106] although May turn and others find the closed/open ratio to vary 
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Figure 3.6: Depiction of flycasting mechanism for troponin. The details of how this model was 
constructed are in Appendix A. A. The thin filament, depicting the edges of actin monomers with 
black lines. The inhibited (purple) and activated (red) states of Tm are illustrated with thick colored 
lines tracing the backbone coordinates. The approximate location of Tn in both states is demarked 
with the callout box. B. The activated state (excluding TnT-Tl) is shown with a combination of 
schematic and space-filling representations at left; the same orientation is shown in cartoon form 
at right. In both images actin is white, Tm is grey/black, TnT-T2 is yellow, TnC is red, and Tnl 
is blue. The mobile domain of Tnl (Md) extends large distances, 'fishing' for its binding partner. 
The conformational disorder in Md is under-represented here due to the use of a fairly small (20) 
family of NMR structures. C. The contraction-inhibited state. The motions of NTnC are conveyed 
by superimposing the NMR structure of sTnC onto CTnC portion of the Tn core domain. Md 
is bound to actin along with the inhibitory region of Tnl, with the Md-Sp region being transiently 
structured. Approximate coordinates of the switch region of Tnl (Sp) are indicated with blue dashes. 
Ca2+ binding to TnC allows for subsequent Sp binding, releasing CTnl from actin. This figure is 
reproduced with permission from Reference [9]. 
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between tissue isoforms for only the low-Ca2+state [ 107]. The results weakly support the hypothesis 

that functional differences between isoforms originate in variations in the intrinsic structure of Md, 

but the effect seems too subtle to address with the tools used here. Based on the present results, 

I cannot attribute the longer relaxation time for cardiac muscle expressing slow-skeletal Tnl [78] 

to a lower rate of association between Md and actin as would be expected under the flycasting 

mechanism. 

3.5.2 Intrinsic structure in the switch region 

As shown in Figure 3.5 (left), the switch region (Sp), modeled as disordered in the actin-bound 

state, undergoes a disorder-to-order transition as it binds Ca2+-activated NTnC. The Foldlndex re

sults (Figure 3.3) suggest that Sp is intrinsically structured which is inconsistent with most other ID 

predictions (Figure 3.4). As such, there is some ambiguity as to the intrinsic structure of Sp. It is ev

ident that any intrinsic disorder of Sp originates from a mechanism other than a local compositional 

bias towards charged residues (which is the only mechanism considered by Foldlndex). Although 

Tripet and others concluded that Sp entropically hinders the binding of Tnl to actin [29] this does 

not necessarily indicate that Sp remains disordered when bound to actin. So the actual degree of 

intrinsic structure in Sp, and its potential to vary across isoforms, remains ambiguous. 

Of some interest is a key histidine present in the skeletal isoforms (HI30 in human fast-skeletal 

Tnl) that is thought to confer pH tolerance [76,108,109]. Recent work by Westfall and Metzger [109] 

shows that multiple substitutions in the H4 helix can result in similar phenotypes, adding subtlety to 

the 'histidine button' model of pH resilience in skeletal Tnl. The present results do not clarify the 

structural-dynamical mechanism underlying the isoform-specific nature of pH sensitivity because 

the results are equivocal regarding the intrinsic structure of Sp. 

3.5.3 Isoform-dependent stabilities of the coiled-coil region 

Structural and enthalpic changes can be correlated semiquantitatively [110]. Comparing the car

diac and fast-skeletal isoforms, the large variations in predicted ID for HI do not appear to impact 

their three dimensional structures (Figure 3.2). When incorporated into Tn, this region is similarly 

enthalpically stabilized in the two isoforms. Under the assumption that the two isoforms have sim

ilar entropy change of incorporation into the Tn complex, the fast-skeletal isoform is seen to have 

greater residual entropy in the complex11. A lone interaction between TnT and Tnl is observed in 

the skeletal core complex that is not observed in the cardiac structure (Figure 3.2). This interaction 

is between V83 of TnT (the T2 domain, as numbered in 1YTZ) and Y79 of Tnl. The difference be

tween the two structures leads to the TnT-T2 interhelical angle varying by more than 30°. Assuming 

the difference is functionally significant, and considering the present results, this interaction could 

enhance the conformational stability of the IT arm in response to structural changes in Tm-TnT. 

TnT may constrain Tnl differently between regulatory states, as depicted at the top of Figure 3.5 

with large amplitude conformational fluctuations in H2 in the inactive state, that are dampened in 

the activated state. As depicted in Figure 3.5, these fluctuations would stabilize the inactive state. If 
1 ' This argument also makes assumptions about solvation energetics being similar for the two complexes. 
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this model is accurate, the ID predictions suggest that the skeletal isoform is relatively disordered in 

the inactivated state, which would be consistent with it being more strongly inhibited, or "more off", 

than for cardiac troponin [107]. As the fast-skeletal isoform is less strongly activated by myosin 

binding compared with the cardiac isoform [16, 111], the greater intrinsic disorder of fsTnl reported 

here directly supports the hypothesis that the cardiac system has a stronger mechanical coupling of 

Tm»TnT with Tnl, as developed in [16]. 

3.5.4 The inhibitory region in the context of activation 

The conventionally defined inhibitory region of Tnl (Ip) does not completely span HCA clusters 

HCA5 and HCA6 (see Figure 3.3). Those two clusters are interrupted by the conserved sequence 

elements KRPP. Reference to Figure 3.2 shows that the two HCA clusters of Ip have different roles. 

HCA5 almost exclusively contacts itself and TnT, whereas HCA6 mostly makes contacts with TnC. 

Assuming the conformation of TnT is influenced by the regulatory state of Tm, this implies that the 

regulatory transitions of the thin filament can modulate the affinity of HCA5 for TnT. Since HCA5 

is proximal to HCA6, this also explains how the apparent Ca2+sensitivity of Tn can be modulated 

by the regulatory state of the thick filament, as is further developed below. 

The N-terminus of TnC is often called 'the regulatory domain' because it reversibly binds 

Ca2+and Sp [30], although various drugs are thought to modulate regulation through interactions 

with the 'structural' C-terminal domain [79,112]. The present results suggest a structural mech

anism for troponin that can be modulated by such drugs. The disposition of the IT arm in the 

cardiac structure could lead to weaker HCA5»TnT interactions, compared with the fast-skeletal 

structure (Figure 3.2). This structural cascade is depicted in the bottom of Figure 3.7 as a series of 

forces transmitted from Tm to the Ip»TnT»TnC substructure (Figure 3.7, bottom, green arrows on 

TnT). The destabilization in the Tnl-TnT coiled-coil region resulting from cascade would propagate 

along Tnl C-terminally, perhaps facilitated by the rigidity of the conserved diprolyl moiety bridg

ing HCA5 and HCA6, to weaken the HCA6»TnC interactions, thereby destabilizing the central DE 

helix of TnC. This would increase the rotational mobility of NTnC, promoting the dissociation of 

Sp (including HCA7) [1], and facilitating the transfer of Ip to the actin surface. I emphasize that 

Ip has been originally defined in terms of its ability, as a cyanogen bromide cleavage fragment, to 

inhibit muscle contraction; perhaps redefining Ip to span sTnCg2-n6 will allow for more informed 

functional studies of activation. 

3.5.5 Structural transduction of phosphorylation in cardiac Tnl 

The cardiac-specific N-terminal extension (cNp) contains phosphorylation sites for protein kinases 

A, C and D [32]. This region's ID is a consensus across all of the predictors used here. Intrinsic 

disorder is frequently identified in the locale of phosphorylation sites [113]. Signal transduction 

'hub proteins' - those that integrate multiple cascades - have been recently spotlighted as having 

a high propensity towards ID [58]. As cNp is a known point of integration for multiple signalling 

systems [32,74], cardiac Tnl fits well into that paradigm. Furthermore, Tnl has been shown to bind 

promiscuously, as it can bind to and influence a number of membrane associated proteins [114-116]. 
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ID proteins are often found in moonlighting (functionally promiscuous) roles [57]. Given the an

tagonistic effects of phosphorylation from protein kinase A versus C [32], it is likely that the down

stream effects of phosphorylation do not principally involve a disorder-to-order transition, unlike 

the SERCA-phosopholamban interaction [117]. It is more likely that the intrinsic disorder in this 

region facilitates promiscuous molecular recognition by protein kinases. To assess the possibility of 

a disorder-to-order transition being imparted by phosphorylation, the human cardiac Tnl sequence 

was modified (Ser23Asp and Ser24Asp) to mimic a pseudophosphorylation experiment. No change 

in predicted ID could be detected using Foldlndex or IUPred. Simply increasing the quantity of 

negative charge in cNp is insufficient for producing a large change in its propensity towards ID as 

assessed with the techniques used here. 

Recently, an NMR structure of the cNp region was published [118]. As in the case of the mobile 

domain structure [2], the NMR observations that were used to restrain the structure also directly 

disclose the high degree of disorder in cNp (for example, near-random-coil secondary chemical 

shifts) [9]. Our results imply that the structure of cNp is nascent at most. Howarth and others also 

perform a computational pseudophosphorylation experiment of cNp and indicate that secondary 

structure predisposition of cNp responds to this manipulation. This finding is inconsistent with our 

observation that pseudophosphorylation does not induce structuring in cNp. Howarth and others 

present a docking model for PKA-phosphorylated cNp. I suggest that the cNp-Tn interaction may 

be driven by cumulative electrostatic interactions, as has been recently demonstrated to have signifi

cance in the context of the phosphorylation of intrinsically disordered proteins [119]. Perhaps the ID 

of cNp, combined with its variable phosphorylation levels, allows it to function more like a rheostat 

than a toggle switch, as has been demonstrated previously in another biological system [120]. The 

lack of induced structuring in cNp is consistent with a recently proposed mechanism for the effects 

of PKA phosphorylation, in which the binding of switch peptide is mediated through electrostatic 

interactions [121]. 

3.6 Conclusion 

The results demonstrate the prevalence of intrinsic disorder in all tissue isoforms of Tnl. Detailed 

interpretation of the results shows that most, but not all, of the ID can be attributed to a high ratio 

of charged residues to hydrophobes. There is strong evidence that the isoforms vary in ID but the 

various predictors used do not concur with respect to the relative extent of ID, or even the rank order 

of ID between isoforms (considering a conserved region). The results motivate the development of 

predictors targeted to problems of this type. The cardiac specific N-terminal extension is predicted 

to be globally disordered using all prediction methods. I note that most regions of Tnl have been 

described as structured to varying degrees, in varying scenarios, and that the results indicate the 

inherent predisposition of this structure towards dynamics. 

The main finding in this chapter is that a 'structural' region of Tnl (a region having established 

structure-function relationships) has a high degree of ID and there is a large predicted difference in 

ID between the isoforms, as exemplified by (but not limited to) the H2 region. I contextualize this 

finding in a model of thin filament regulation (Figure 3.7). In this model, forces can be propagated 
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Figure 3.7: A model for troponin regulation of muscle contraction. Troponin is depicted in red 
(TnC), yellow (Tnl) and blue (TnT). Tropomyosin is shown in black, with labels denoting the B or 
C/M states. Actin-bound states are outlined in magenta (thicker outlines correspond to tighter bind
ing). Small black 'wiggle lines' indicate structural dynamics (only for TnC and Tnl). Small arrows 
depict the structural fluctuations that initiate (nucleate) protein-protein or protein-Ca2+interactions; 
the magenta arrows depict the binding of Tnl to actin. The inhibited, low-Ca2+ state (left) is de
picted with the low-Ca2+model described in [9], borrowing largely from the model of Pirani and 
others [41], The switch peptide (Sp) is shown as disordered prior to Ca +-activation; NTnC is folded 
but highly dynamic because the DE helix is flexible. Ca2+-activation, initiated by Ca2+-binding to 
NTnC and the subsequent binding of Sp, followed by the binding of Ip (progressing clockwise from 
the left image to the right) produces the activated state (right). Here the Tn complex from [9] is 
depicted, showing Ip interacting with TnT and TnC, and the mobile domain lacking structure. A 
Ca2+-independent conformational transition in TnT (cyan arrow, at top) is shown dampening the 
intrinsic dynamics of Tnl, thereby stabilizing the activated state. Deactivation is depicted as in [9] 
with Md initiating return to the actin surface through flycasting [103]. I suggest that dissociation of 
Ip is promoted by the structural cascade depicted with green arrows, communicating conformational 
fluctuations in Tm-TnT to Ip. This figure is reproduced with permission from Reference [11]. 
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from tropomyosin to the 'Ca -sensing' substructure through two cascades. One cascade (Figure 

3.7, top) begins with a conformational transition in TnT that is demonstrable through comparison 

of the fast-skeletal and cardiac core Tn complex structures. This transition changes the interheli-

cal angle in TnT, allowing for a new intermolecular contact with Tnl. The inherent conformational 

dynamics of Tnl are then dampened - 1 speculate the dampened state corresponds to the activated 

state. A second cascade (Figure 3.7, bottom) is a mechanically-mediated destabilization of the 

Tnl-TnT interaction culminating with the dissociation of Tnl residues L92-L95 (numbering for the 

fast-skeletal isoform) from TnT. I agree that, based only on the current results, assigning high am

plitude conformational dynamics to Tnl, in the troponin complex, remains tentative. The agreement 

between previous experimental results (like references [29,49,68]) and the present results is cer

tainly encouraging. I hope to spur more explicit reconciliation of dynamical and structural aspects 

of the troponin mechanism, and of the significance of the multiple isoforms of troponin protomers. 
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Chapter 4 

The binding of W7 

In this chapter1 I summarize a number of investigations into the process of ligand binding. The 

ligand of interest is W7, an inhibitor of striated muscle contraction, and a lead compound for the 

development of cardiotonic drugs. 

4.1 Cardiotonic drugs 

Cardiotonic drugs are clinically useful when forestalling heart failure [79,112]. These agents mod

ulate the contractile force of the heart. Levosimendan, a drug in clinical use, is thought to work 

through direct sensitization of cTnC to Ca2+ [122]. Such a drug mechanism is therapeutically de

sirable because intracellular [Ca2+] is not perturbed, preserving the regulation of other Ca-based 

signalling pathways [112,122]. 

The calmodulin antagonist W7 

H C72 C14 C16 

Figure 4.1: The chemical structure of W7 (N-[6-aminohexenyl]-5-chloro-napthalenesulfonamide). 
Standard numbering for carbon atoms is shown in italics. This figure is reproduced with permission 
from Reference [12]. 

'Content for this chapter comes from [12] and [13] as well as unpublished material. I will delineate the specific contribu
tions throughout the chapter. 
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W7 is a well-characterized calmodulin (CaM) antagonist, widely used to dissect Ca2+-mediated 

signaling pathways. Previous studies have reported that W7 binds CaM with a range of per-domain 

stoichiometries (1-6), and to sites of weak (K = 200 /JM) and strong (11 /JM) affinities [123]. 

The binding of W7 to chicken TnC»4Ca2+was also described with mixed binding modes, with 

the stronger K being 25 /zM [123]. This compound inhibits muscle contraction in skinned muscle 

fibers and in perfused hearts; cTnC has been implicated as the mechanistically-relevant target for 

W7 in the muscle fiber [124]. W7 and its analogs have two functional moieties: an aromatic 'head' 

and an amine 'tail' (Figure 4.1). Both moieties are required for activity. NMR spectroscopy has 

been employed towards the rationalization of W7's mechanism of action. A previously published 

structure of CaM»4Ca +»2W7 visualized a single molecule of W7 binding to each domain [125]. 

An NMR study on J8 [126], a closely related W7 analog, reported multiple orientations of J8 within 

the binding pocket of CaM (multiple binding 'poses'), with no definable conformation for the tail 

moiety. The study of the binding of W7 to cTnC, a protein sharing ~50% identity with CaM, 

may clarify the mechanistic picture as TnC and CaM have structurally analogous drug (and target 

peptide) binding sites [127]. 

4.2 NMR characterization of weak binding: a case study 

Monica Li wanted to study the binding of W7 to the Ca2+-bound C-terminal domain of cardiac 

TnC (cCTnC«2Ca + ) . She prepared an NMR sample containing 1.76 mM 15N-labeled protein and 

a stock solution of 130 mM W7 in DMSO-d6. She incrementally added the W7/DMSO and acquired 

{1H,15N} correlation spectra. Such NMR spectra correlate amide 15N nuclei with covalently bonded 
1H. These experiments monitor, at atomic resolution, changes in the chemical environment, and 

therefore reflect structural changes in a protein due to the binding of a ligand. 

The overlayed spectra are shown in Figure 4.2 Many of the protein NMR signals change their 

frequencies as a function of [W7]; they are titratable. As the titratable signals move continuously 

from initial to final points, without significant line broadening, they are in the NMR fast exchange 

limit which has important implications for the correct modeling of binding. 

43 



-G110 

G146 

1112 

T 1 2 9 < S ^ 
• 

^j^F153 

%I148 

G140B 

G159-* 
••""^ , $ T 1 2 4 

AG125 

e 
• 

• • 

• • 
i g * ^B3>F104 

S98 ^ g f r 0 
* % L121 <S** 

D149 

D113 

6 
§ . •K106 

1128 1142 

E161 

• 

• 

10.2 9.8 9.4 9.0 8.6 8.2 7.4 7.0 1 H(ppm) 

Figure 4.2: The binding of W7 to cCTnC«2Ca2+monitored with {1H,15N}-correlation spectra. 
This is Monica Li's data. The initial step in the titration is shown with filled-in contours; subsequent 
increments are shown as open circles. The peaks move continuously over the titration, without any 
substantial line broadening being apparent. A subset of {1H,15N} crosspeaks shift non-linearly, 
including F104,L121,T124,G125 and E161. Most of these residues are located in the linker region 
between the EF and GH subdomains. The non-linearity is pronounced and evident near the midpoint 
of the titration. This figure is reproduced with permission from Reference [12]. 
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4.2.1 Fast exchange conditions 

The term fast exchange has a quantitative meaning in NMR due to the possibility of chemical ex

change occurring at rates comparable with the spectral frequencies [128]. For example, looking at 

the titratable signal originating in Thrl29 (Figure 4.2) it moves about 0.5 ppm in the 1H dimension 

over the experiment. The frequency of the unbound protein is readily known {va); the frequency of 

the bound state (fb) can be approximated if we assume that binding goes nearly to saturation. For 

this discussion assume that Thrl29 shifts 0.5 ppm in the 1H dimension. On the spectrometer this 

data was acquired on (500 MHz XH), that means that the free and bound states differ by 0.5x508/106 

Hz, or 250 Hz. 

The observed frequency of the NMR signal is a function of the population of the free and bound 

states. Consider when the free and bound states are equally populated. If the chemical exchange 

process equilibrating the free and bound states occurs at an exchange rate (kex) of 250 Hz, a given 

NMR signal chemically changes its peak frequency on the same timescale that is needed to resolve 

the two signals. In effect, the signal's frequency becomes scrambled. As a result, no signal is 

resolved. This is called the intermediate exchange limit. 

If the exchange rate is much less than 250 Hz, and the free and bound states are equipopulated, 

then two NMR signals are seen of equal intensity. This called the slow exchange limit, where the 

following condition is satisfied: 

2ir\va - vb\ » kex (4.1) 

In the example of T129's behavior, the peak is not observed at its two frequencies corresponding 

to the free and bound state, but instead moves smoothly between the free and bound states. This 

indicates that the exchange rate is fast compared with the timescale required to resolve the two 

states: 

2?i>a - vh\ < kex (4.2) 

The peak smoothly moves from va to i/& with its position reflecting the population of the two states. 

This shows that, in the case of Monica's data, the binding event (when interpreted as a two-state 

process) occurs with an exchange rate much larger than 250 Hz. 

The fast exchange condition has an additional and fortuitous implication: the peak assignments 

of the free state (given in Reference [129]) are easily followed to the bound state. This makes the 

assignment of the bound state trivial. If the titration increments are sufficiently finely spaced, auto

mated assignment of the bound state is possible using current peak detection algorithms, for protein 

spectra of sufficient resolution. Weak binding is therefore amenable to semiautomated analyses and 

parallel structure determination studies. 

4.2.2 Linear perturbation model of binding 

Binding can be characterized with most spectroscopies, as the primary observable is nearly always 

weakly coupled to the structural changes induced in the environment of the probe. The following 

treatment applies to most spectroscopies, including NMR when the chemical exchange occurs in the 
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fast exchange regime (Section 4.2.1). Binding then produces linear perturbations in the observable, 

which can then be modeled as: 

5i = 5oofi + 60{l-fi) (4.3) 

Where Si is the observable signal at titration increment i, So is the initial (unperturbed) signal, /* is 

the fractional population of the bound state at increment i,2 and Soo is the signal at complete ligand 

saturation. The variables So and Si are assigned directly from observations. An incremental change 

in signal intensity can be defined as the difference between the initial signal and the one at increment 

i: 

A6i = 6i-50 = 600fi + 6o(l-fi)-6o (4.4) 

For the simple equilibrium L + P <-> P • L, an analytical expression can be derived relating the 

total quantities of protein and ligand to the observables, with the dissociation constant K and S^ 

being free parameters. This is shown below (Equation 4.6). 

4.2.3 Extracting a titration curve from 2D data 

At each stage in the titration the ligand induced change in chemical shift, AS, can be modeled 

as the vectorial magnitude of the AS along each spectral dimension. For a {15N,1H}-HSQC-

monitored titration, each two-dimensional datum may be interpreted as the scalar product of two 

one-dimensional displacements: 

ASi = ^ASH/ + (ASNACN)2 (4.5) 

ASi is the observable at increment i and CJV is sometimes included to scale the 15N chemical 

shift to a comparable value to that of its attached proton. Parenthetically, the choice of the scaling 

factor CJV varies in the literature.3 When the binding is modeled based on one signal, the choice of 

inclusion of the scaling factor has little impact on the outcome. 

4.2.4 The single-site binding model 

I distinguish between between binding sites and binding signals although in some cases it is natural 

to equate the two. Signals are NMR peaks that monitor a binding event whereas sites are the actual 

interfaces that contribute to the stabilization or destabilization of the bound state. Not all NMR 

signals that monitor binding necessarily form the binding site, nor must all binding sites contain 

titratable NMR signals. An open question remains as to the best procedure for defining a binding 

site based on the observation of a population of titratable signals having variable degrees of coupling 

to binding. 

2If the total protein concentration, [Po], is equal to [P] + [P • L], then / ; = Kp-r-

'Sometimes this takes a value of 1 (no scaling), sometimes 1/5 to correct for differences in the large chemical shift 
anisotropy of 15N, other times it corrected for its different gyromagnetic ratio (CN = 715^ /71^ ) [130]. The choice of 
CJV largely impacts the site specific variation in the magnitude of AS. If the chemical shift change in the two dimensions is 
proportional (shifting linearly) then there is no difference between the alternative choices of Cjv. 
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The dissociation constant for single site binding can be modeled with an analytical expression 

for the change in the response variable: 

M = ^ 5 ^ ((pi + U + K)- v
/ ( P i + L 4 + X ) 2 - 4 P , L i ) (4.6) 

where A<S* refers to the total chemical shift perturbation for increment i, <5oo and 5o are the 

factors defined in Equation 4.3 (the former is a parameter, the latter an observed value), K is the 

dissociation constant, Li is the total concentration of ligand, and P» is the total concentration of 

protein. This equation models single-site, reversible binding [131]. 

4.2.5 Nonlinear least squares 

Predicting chemical shifts is a difficult endeavor but the theory described by Equation 4.6 describes 

perturbations, A<5s, of readily observed initial chemical shifts. Given a model that predicts an 

observation from known (manipulated) variables, the model can be fit to actual observations through 

the method of least squares. An error function is defined as the sum of the squared residuals over 

each titration increment4: 

e(K, Joo, {A5}i) = Y, (A<W - A5pr£dA)2 (4.7) 
i 

The experimental data set is represented as {A(5}j - the set of AS values for all i titration 

increments - which is understood to be accompanied by known protein and ligand concentrations. 

The parameter values that give a minimum value for the error function are taken as the best fit. The 

use of the square of the residual, instead of its absolute value, is the main reason why least squares 

approaches lack robustness to outliers. For a Gaussian distribution of errors (and therefore a low 

frequency of outliers) the least squares solution is optimal. 

It is desirable to obtain a measure of the error in the fitted parameters. For the linear case, the 

quality of a least squares estimate can be summarized with another parameter, the standard deviation. 

For the nonlinear case there is no general expression of the error of the fit, and workers most often 

report a value based on a linearization of the fit. 

The least squares method is optimal if the errors in the data are normally distributed (the cri

terion of random errors) and if the magnitude of error is uniform over the data (the criterion of 

homoskedacity). (This is formally limited to linear models, as described by the Gauss-Markov 

theorem.) Small deviations from homoskedacity are acceptable but should the error be clustered 

toward the maximum or minimum values the least squares fit becomes highly biased towards the 

extrema. This lack of robustness is the usually cited reason for the supposed intractability of fitting 

pre-asymptotic binding data. This criticism will be further addressed below (Section 4.2.6, p. 49). 
4Numerous statements in this chapter derive from standard statistical textbooks, including [132] and [133]. 
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Figure 4.3: The binding signal from 
Thrl29 plotted as a function of the mo
lar ratio of total W7 to total cCTnC. The 
fitted parameters are: K = 1.54 ± 0.30 
mM, <5oo = 0.362 ± 0.024 ppm. The 
error ranges are determined through the 
default 'nls' function in R, which uses an 
iterative linearization procedure. 

4.2.6 One-signal analysis 

Monica's data show a plethora of NMR signals monitoring the process of binding. Two well-

resolved signals originate in residues He 128 and Thrl29. These signals both shift extensively over 

the titration, and so have high signal-to-noise (the noise resulting from imprecision in the quantifi

cation of peak position). Thrl29's 2D-chemical shift perturbations were quantified with Equation 

4.5 and are plotted in Figure 4.3. A least-squares fit against the single-site binding model was per

formed5; the fitted line is shown with the data in Figure 4.3. 

The least squares fit gives two parameter values, K and 5^. Both have physical meaning, but 

only the value of K characterizes the binding site. The value of Soo characterizes the binding signal; 

as defined in Equation 4.3, this is chemical shift that would be expected if the titration completed un

til endpoint. This can be seen by 'zooming out' the plot in Figure 4.3 until the asymptotic part of the 

curve is visualized. See Figure 4.4. Complete saturation of the binding sites was not accomplished, 

consistent with other binding studies of naphthalenesulfonamides [123,125,126]. W7's limited sol

ubility in water largely excludes the possibility of saturating the binding sites at the observed binding 

affinities and stoichiometrics. 

As studies of sparingly soluble ligands are commonly attempted, and weak binding allows for 

large concentrations of free (solvated) ligand, many investigations are necessarily confined to the 

pre-asymptotic phase. Accurate fitting of weak binding data is frequently confounded by the limited 

sampling of the asymptotic phases of the binding curve. This has traditionally been considered to 

be a basic limitation to the study of weak binding.6 

5The analysis is in Appendix C. 
6 Recently the orthodoxy have been challenged [134]; standard methodologies such as ITC remain tractable when charac

terizing weak binding, albeit in limiting circumstances. 
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Figure 4.4: The same data and analysis 
as in Figure 4.3 but with the axes scaled 
to show the asymptotic part of the curve. 
The graphical meaning of the two param
eters is: K is the X-coordinate of in
flection point at 50% of maximum sig
nal change; doc is the maximal signal 
change. The data do not adequately sam
ple most of the fitted surface. 

Signal heterogeneity 

Results due to Cui and coworkers, characterizing an equilibrium between calmodulin and a target 

peptide, illustrate an attempt to reconcile these issues [130]. Individual analysis of each of the 

binding signals affords a wide range of Ks. The standard error for the reported Ks, based on 

the least-squares fits, are approximately ±0.03xlO~5M; the Ks were reported as a range 1.2 — 

8.8xlO~5M. The error in the fit is therefore much lower than the variation in fitting different signals. 

Treating the reported Ks as a random sampling, the Student's confidence interval is 3.7-7.4xlO~5M 

which is smaller than their reported range. Clearly, the combination of highly precise single-site fits, 

with a large range of fitted Ks, posed interpretative obstacles. The authors report that although a 

set of sites have the largest A5s these signals were not considered because "their flexible motion 

effect may cause overestimation" [130]. While I applaud the transparency of Cui and others, the 

theoretical basis for excluding these signals is poorly motivated. 

Sorsa and others, studying the binding of levosimendan to cardiac TnC (cTnC), write [135]: 

"All titration data supported our conclusions that the effective binding site for levosi

mendan is in the cNTnC and that cTnl blocks the C-domain binding of levosimendan. 

It should be noticed that we did not characterize an exact binding site since we observed 

chemical shift changes on several amino acids of the N-domain. The affinity constants 

calculated for residues in different parts of the domain is, therefore, different (from 200 

liM upward) and an exact K value for the affinity of levosimendan to the cNTnC cannot 

be given. In addition, many amino acids could be involved in small structural changes 

due to eventual non-specific low-affinity binding site of levosimendan on cTnC." 

W7:cCTnC 
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Figure 4.5: The binding signal from 
He 128 plotted as a function of the mo
lar ratio of total W7 to total cCTnC. The 
fitted parameters are: K = 0.942 ± 0.19 
mM, 5^ = 0.414 ± 0.022 ppm. 

4.2.7 Parallel one-signal analyses 

This analysis can be repeated for the other titratable signals. He 128 has a very similar response to 

Thrl29 in Figure 4.2. For Ilel28 I have repeated the same analysis as for Thrl29 and plotted the 

results in Figure 4.5. 

The fitted parameter K for the two signals ought to agree because they are both reflecting the 

same binding event to the same site. But the error ranges reported alongside the fitted parameters 

are insufficiently small for the two parameters to agree to the level of statistical significance. The 

lower bound for K 'according to' the signal of Thrl29 is 1.24 mM, which is still larger than the 

upper bound of K 'according to' the signal of He 128, 1.03 mM. 

I elaborate upon two aspects of this problem. Firstly, it seems the error ranges are not properly 

being estimated. That issue is eclipsed by the larger question of how could the value of K vary so 

extensively when considering two signals of similar signal-to-noise? One answer is that there are 

two fitted parameters, and we expect one parameter to be the same, but the other to be site-specific. 

Normalization is a procedure which allows one to assign 5^ to a global value, so that the two fits 

can be directly compared. This is explained following a brief discussion of error. 

4.2.8 Sources of error 

NMR provides many observations that differ only in their incorporation of random error. For ex

ample, the binding of a ligand larger than a single atom is likely to influence more than a single 

chemical shift. The global binding constant is a function of all of the microscopic processes that 

give rise to it (although these need not be explicitly considered). NMR signals also perturbed by 

secondary conformational changes (processes not directly coupled to ligand binding) will appear to 

be cooperatively activated by binding and will show more complicated titration behavior. As such 

the random error in a chemical shift, in the context of a titration experiment, arises from technical 

limitations such as the accuracy of peak detection and spectral resolution, as well as structural limi-
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tations such as how strongly the multiple signals are coupled to processes that confound the binding 

signal. 

There is necessarily a large degree of error in the X-coordinate of a titration curve owing to the 

imprecisions in gravitometric and volumetric methods. Considering a popular micropipettor, the 

Gilson series, even optimal scenarios would have an error of ~ 5 % error in a volume delivery. The 

error propagates along the titration, so that the cumulative error in the last point is very large. This 

is unfortunate because the last points are influential in a least-squares fit, and because the last points 

are therefore considered to be key to estimating the location of the asymptotic phase. 

Importantly, titration error cannot play a part in producing any of the site-to-site variations in the 

fitted parameters. All of the titration signals result from the same titration and therefore incorporate 

identical contributions from titration error. The variations in the local K determined from fitting 

Ilel28 and Thrl29 could be from imprecisions in the experiments and algorithms used to define the 

titration curves, but not from differences in how they monitor / , . For two residues that have a similar 

signal-to-noise, monitoring the same phenomena, there is no reason for their fitted Ks to vary, save 

for disagreement with the underlying model. 

4.2.9 Normalization of signals 

The linear perturbation model of binding does not assign physical significance to the value of S^. 

But, in the context of the single-site binding model, two signals described by Equation 4.3 should 

shift the same, in proportion to their total displacement. I would like to illustrate some insights that 

can follow from careful analysis of local and globally fitted parameters in this situation. 

Starting with Equation 4.4,1 add labels to indicate local and global variables: 

Adir — 6ir - <W — Soorfi + <W(1 ~ fi) ~ 5()r (4.8) 

Where the index % denotes titration increment as before and r denotes a residue index to mark a 

variable as local (residue-specific — characteristic of a particular signal). The variable / ; does not 

have a local definition — it is the ratio Kp, which is a global quantity. 

At some later point in the titration, say titration point j , the incremental signal change is modeled 

as A5jr = Soorfj + #or(l — fj) ~ <W- The ratio of the signal intensities at two titration points, what 

I meant above by proportional change in signal, is given by: 

Aflir _ (Wfj + Sprjl — fj) - Jp r 

A5jr Soorfj + Sor(l - fj) - <W 

_ s0r J1 

<50r /J 

Ji 

This shows that the normalized chemical shift change for a particular signal (a ratio of two local 

variables) is a function of globals. So, if one normalizes the data (for a given signal, dividing each 
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Figure 4.6: The binding signals for the 
two signals Ilel28 and Thrl29 are shown 
with their local fits to the single-site 
binding model (black curves) showing 
different asymptotic behaviors after nor
malization. By globally fitting the two 
signals (fitting them to the same values of 
K and 8^,) the curve in blue is obtained. 

incremental Si by the last value) they would expect the values of <5oo to agree between different 

residues. By repeating the least-squares fitting of the data after normalization, <5oo can be fit to a 

global parameter. By changing the local 5^ to a global one, a degree of freedom for each residue 

is eliminated from the analysis. As shown in Figure 4.6, the global fit (blue curve) interpolates 

between the twin local fits (black curves). I propose that the multiple observations afforded by high 

resolution NMR allow for sufficient sampling power to determine, with accuracy and precision, the 

dissociation constant from the pre-asymptotic phase of the binding curve. My presentation here 

does not successfully generalize my position, but I aim to convince the reader of its validity in this 

situation. An obstacle to generalizing such a position from the examination of real data is that, until 

this point, the applicability of the single-site binding model (Equation 4.6) has been assumed. This 

assumption is now shown to be erroneous. 

4.2.10 Breakdown of the single-site binding model 

He 128 and Thrl29 are arguably the two most concurrent signals in the titration shown in Figure 4.2 

(p. 44). These amide groups are proximal in the primary structure, and they are similarly perturbed 

due to binding. In Figure 4.7 I show how inclusion of one more signal, from Leul21, completely 

confounds the analysis. 

Examining the raw data for Leul21, in Figure 4.2, shows this residue to shift in two different 

vectors over the titration. At low concentrations of ligand, the residue shifts primarily upfield in the 

proton coordinate. A sharp inflection point is seen near the midpoint of the titration, over subsequent 

points the signal shifts primarily upfield in the nitrogen coordinate. 

4.2.11 Towards a new binding model 

The titration behavior of Leu 121 immediately proves a breakdown in the linear perturbation model 

described by Equation 4.4. No one-to-one binding event will produce two distinct spectral perturba-

E o 
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Figure 4.7: Adding the normalized data 
for Leu 121 immediately suggests prob
lems with the current analysis. The 
new global fit with three residues (green 
curve) is completely outside the local fits 
for He 128 or Thrl29 (black curves) or 
the previous global fit from Figure 4.6 
(blue curve). The new fit suggests that 
binding is proceeding to a completely 
different endpoint than the previous anal
ysis showed. Re-examining the raw data 
for Leul21 (Figure 4.2) shows this sig
nal does not shift monotonically over the 
titration, confirming a breakdown of the 
single-site binding model (Equation 4.6) 
or the linear perturbation model (Equa
tion 4.4). 

tions at different phases in the titration. Other signals, for example those from Thrl24 and Phel04, 

recapitulate the titration response of Leul21. The signal response changes nonlinearly with increas

ing concentration of the bound state. A parsimonious interpretation is that there are multiple binding 

events occurring, one strong binding even being primarily monitored at low concentration of ligand, 

and a second, weaker binding event dominating the signal at high concentrations. In this section I 

outline some alternate explanations before opting to continue with the parsimonious analysis in the 

subsequent section. 

As previously discussed, interpreting curved HSQC trajectories due to a titration as two-site 

binding can present interpretative difficulties [126]. For example, the HSQC resonance for Leul21 

shifts predominantly in the *H dimension over the first increments of the titration (~ 0.5 ppm up-

field), and nearly exclusively in the 15N dimension (~ 0.75 ppm upfield) over the final increments 

(see Figure 4.2). These changes are difficult to reconcile with an interpretation of an enhanced lo

cal magnetic field at Leul21 due to orientations normal to W7's aromatic moiety. Such a rationale 

does not account for the apparent separation of the invoked local fields throughout the titration, as 

detected simultaneously by backbone amide nuclei. When expressed in ppm, the chemical shift 

should scale only with the perturbations to the local magnetic environment. The two nuclei of an 

amide group are separated by ~ 1 A and are therefore, to a first approximation, in similar magnetic 

environments. 15N, due to its large chemical shift anisotropy, is more sensitive to different con

formations than 1H, so the distribution of curved HSQC trajectories likely maps a [W7]-dependent 

conformational change rather than a direct ligand-mediated chemical shift perturbation [126]. 

Other factors could account for the apparent two-state equilibrium implied by the titration data 

for cCTnC»2Ca2+»W7. The solvation/desolvation of millimolar concentrations of W7 may signifi

cantly impact the observed chemical shift changes. The substantive changes in solvent composition 

over the titration are due to the presence of W7 (accompanied by the DMSO used to solvate it). 

Naphthalene is extremely hydrophobic, making W7 amphiphilic. This introduces the potential com

plication of phase equilibria such as aggregation of W7. If aggregated W7 interacts with cCTnC, 

W7:cCTnC 
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this could also account for the inflection points in the trajectories of 2D-NMR crosspeaks. 

Enumeration of all of the potential confounding processes is crushingly overambitious! Just 

considering the solvation/desolvation of W7 requires multiple equilibria in which water participates. 

For example, the W7 can repartition from its DMSO stock into bulk solvent: 

W7 • DMSOd + (p + q)H20 <-• W7 • (H 20)P 4- DMSOd • (H 20) q 

Solvated W7 could aggregate: 

aW7 • (H20) r «-> W7a • (H20) ( r_ s ) + sH20 

Hydrated W7 and hydrated DMSO could also be interacting: 

bW7 • (H 2 0) t + DMSOe • (H20)u <-> bW7 • (H 2 0) t _ v • DMSOe_f + vH 2 0 + fDMSO 

There are many potential confounding processes. A detailed description of the solution state 

equilibria necessitates the consideration of water activity, an effort that is difficult to justify as the rig

orous description of mechanism will only be applicable to the NMR titration itself. A binding model 

with an appropriate underlying form can still provide insights into the underlying phenomenon. 

4.2.12 The two-site, sequential binding model 

A two-site, sequential binding model (P+L^±P«L^P»L2) [131] allows for a precise fit to these data. 

This model features two dissociation constants, Kl and K2, and two values of the scale parameter, 

£1 and 52. A global fit to this binding model was attempted [12]. The global Kl and K2 were 

determined as follows. A nonlinear least-squares fit was performed for each site, leaving only the 

values of <51 and 52 free, and varying the values of Kl and K2 over a sampling grid. The residual 

sum of squares (x2) for each site was summed to give a global value (Ex2). The values of Kl and 

K2 that gave the lowest Ex2 are identified as the global parameters. 

Figure 4.8 shows the values of Kl and K2 producing the smallest global Ex2 . The analy

sis determines that K2 takes minimal values ( 4 x Kl in this model) [131]. This indicates that 

the microscopic binding constants for the competitive binding site are of comparable magnitude to 

the primary site. Figure 4.9 shows the site specific fits to the global binding constants. Examin

ing the distribution of nonlinear trajectories (paths through 'HSQC space') in Figure 4.2, one can 

qualitatively localize the secondary binding events to the region bridging the two EF hands present 

in cCTnC. This region experiences the largest chemical shift perturbation over all portions of the 

titration. 
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pKd2 

Figure 4.8: Determination of global Ks (Kl and Kl) for a two-site, sequential binding model [131]. 
The global \2 (Ex2) is plotted as a function of pKl (horizontal axis) and pK2 (vertical axis). The 
Ex2 surface is sampled at 252 points. Contour lines show levels of constant global x2; the global 
X2 is multiplied by 1000 to improve readability. The global x 2 minimum occurs with Kl in the 
range 1 0 - 3 0 4 - 1 0 - 3 0 7 (0.85-0.91 mM), and Kl = 4.001 x Kl (3.40-3.65 mM). The group of 6 
points in the lowest contours have a Ex2 <0.01112. This figure is reproduced with permission from 
Reference [12]. 
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Figure 4.9: 47 of the 2D-{1H,15N}-HSQC crosspeaks from the titration of cCTnC»2Ca2+ with W7, 
fit to a two-site, sequential binding model (Kl = 0.88 mM; K2= 3.5 mM). The raw titration data 
analyzed here are shown in Figure 4.2. The quality of the global fit is high, with few residues' fits 
having substantial outliers. This figure is reproduced with permission from Reference [12]. 
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4.2.13 Global fitting 

Protein NMR spectroscopists are provided with a wealth of site-specific titration data, akin to the 

simultaneous monitoring of many non-perturbing probes (nuclei). Such experimentalists usually 

wish to report global binding constants. This is most often accomplished by selective consideration 

of NMR signals that are strongly perturbed by binding. The most strongly shifting residues can be 

parsimoniously (and naively) assumed to be the most proximal to the binding site. Furthermore, 

strongly perturbed residues have the largest signal to noise content given that the 'accurate' pertur

bation in chemical shift needs to dominate the 'random' perturbations in the detection of a peak's 

maximum. The chief problem with selective characterization of the strongly shifting residues is 

that, depending on the averaging strategy used, the apparent precision of the result can be somewhat 

arbitrarily manipulated. 

In the case of W7 binding to cCTnC»2Ca2+, the breakdown of the single-site binding model 

was not at all indicated by examination of the data for Ilel28 and Thrl29. The general argument 

for globally fitting data of this sort is that exceptions disprove the rule and so one must be aware of 

self-inconsistencies in the data. Some titration signals are strongly coupled to artifactual processes. 

Other titration signals could be monitoring an allosteric response rather than the primary binding 

event. But in the case of weak binding, when only the pre-asymptotic phase of the binding curve 

is available for analysis, the tremendous site-specific resolution of NMR spectroscopy offers unique 

opportunities to oversample this phase of the curve. 

4.2.14 Conclusions: the binding of W7 to cCTnC«2Ca2+ 

The above discussion introduces the main experimental approach continued throughout this chapter. 

Most of the discussion from this point forward will not make reference to these data. The main 

reason for this is that subsequent experiments showed that in the presence of Tnl34_7i (HI), W7 

no longer binds to cCTnC»2Ca2+ [13].7 The binding of Tnl blocks the binding site for W7 so 

that the interesting solution behavior characterized in the previous section has little-to-no biological 

relevance. The W7-cCTnC»2Ca2+system does not contain enough of troponin's functional context 

to allow for the elucidation of structure-function relationships and is therefore presented here as a 

(problematic!) model system. 

4.3 The binding of W7 to cNTnOCa2+ 

Monica Li also studied the binding of W7 to cNTnOCa2 + . This experiment was expected to 

more readily inform W7's mode-of-action in the thin filament. For the cardiac isoform of TnC, the 

Ca2+-activated N-terminal domain is not stabilized into an 'open' conformation but instead under

goes a closed<->open conformational equilibrium. Binding of the Tnl switch region (Sp) stabilizes 

the open conformation (and initiates contraction). A ligand that can modulate the closed<->open 

conformational equilibrium, or can modulate the cNTnC»Ca2+-Sp binding equilibrium, is of po-

7This recapitulates the results of Sorsa and others, with levosimendan as the ligand, as quoted in Section 4.2.6 (p. 49). 
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tential chemotherapeutic interest. As shown below, W7 has both of these properties, similar to 

bepridil [136]. 

4.3.1 NMR-monitored titrations 

The methodology here is the same as used for the previous example, and is detailed in Appendix B. 

Figure 4.10 shows the correlation spectra acquired over incremental increases in [W7]. A subspec-

trum showing the response of methionine Ce methyl correlations is also shown. 
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Figure 4.10: Titration of W7 into cNTnOCa2 + , monitored with {/H^Nj-HSQC (top) and 
{1H,13C}-HSQC (bottom) NMR spectra. The initial point of the titration is shown with filled con
tours. Intermediate and final points are displayed with open contours. The final increments are 
assigned. Arrows indicate the paths underwent by the crosspeaks; dashed lines indicate the most 
probable trajectory for extensively broadened peaks. At top: most backbone amide signals shift lin
early. Amide sidechain crosspeaks from Q50 and Q58 are titratable (each sidechain generates two 
crosspeaks, which are connected with lines). Some residues' crosspeaks broaden over the middle 
points of the titration. At bottom: all methionine Ce methyl crosspeaks are titratable. The cross-
peaks from M80 and M81 shift in distinct ways. This figure is reproduced with permission from 
Reference [12]. 
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Most 2D-{1H,15N}-HSQC crosspeaks (Figure 4.10, top) shift 'linearly' (consistent with Equa

tion 4.4) which means the initial, intermediate, and final chemical shifts for a given NMR crosspeak 

can be connected with a straight line. Exceptions to this pattern include crosspeaks that do not shift, 

or that deviate from linearity. Figure 4.10, top shows two titratable backbone amide crosspeaks that 

shift along linear paths until the final increments. One of these, belonging to L48, is located in the 

linker region connecting cNTnC's first (non-Ca2+-coordinating) EF hand with the second EF hand. 

The other, corresponding to E66, is localized to the Ca2+-binding site. Many of the amide cross-

peaks undergo changes in lineshape over the titration: L29, G30 and D73 are noteworthy examples. 

This line broadening indicates exchange kinetics on the intermediate NMR time scale for these spe

cific signals. V28, S37, T38, and V64 are extensively broadened to the point of being unobservable 

near the midpoints of the titration. These signals shift in directions consistent with the 'opening' of 

cNTnC, usually effected through the binding of cTnIi47_i63 to cNTnOCa2"1" [137]. 

Nuclei located in Gin and Met sidechains recapitulate the chemical shift changes reported by 

backbone amide nuclei. The amide sidechain crosspeaks of Q50 and Q58 are titratable (Figure 4.10, 

top). The sidechain amide group of Q58 presents two chemically non-equivalent protons shifting 

in opposite directions over the titration (Figure 4.10). This behavior is demonstrated by the same 

residues under activation by cTnIi47_i63 [137]. It is therefore likely that the behavior of Q58's 

NMR signals are only indirectly coupled to W7 binding. The sidechain amide protons of Q50, how

ever, shift in the same direction. Electrostatic fields can impinge upon protein atoms upon ligand 

binding. Such events perturb the chemical shift of the nuclei of polarizable atoms. A modeling 

study of the mechanism of Ca2+ sensitizers in cTnC [138] concluded that Q50 and D88 had long-

range electrostatic interactions which impacted Ca2+ binding. This interaction was perturbed under 

binding of TFP, bepridil, or pimobendan. The present results support a functional role for Q50, 

which is clearly titratable (Figure 4.10). The chemical shift changes for the sidechain of Q58, cou

pled simultaneously to other spectral changes indicative of the 'opening' conformational transition 

of cNTnC»Ca2+, show that W7 can directly modulate the functional conformational equilibria in 

cNTnC. 

2D-{1H,13C}-HSQC crosspeaks originating from Met Ce methyl groups (Figure 4.10, bottom) 

show extensive changes over the titration. Crosspeaks from M47, M60, and M80 shift linearly as 

W7 is added to the sample. M80 experiences notable exchange broadening, with the crosspeaks in 

the midpoint of the titration being broadened to the point of being unobservable. M81 and M45's 

crosspeaks shift non-linearly; M81's path is so non-linear as to have a sharply-defined inflection 

point at the midpoint of the titration. The close proximity of M80 and M81 in the primary structure 

is not reflected in their Ce methyl groups' spectral behavior over the titration. 

4.3.2 Global fitting to single-site binding model 

As outlined for the fitting of the cCTnC»2Ca2+data (Section 4.2), the raw data were converted 

into titration curves, and nonlinear least-squares fitting was applied. The global parameter, K was 

systematically varied, and the local parameter, 5^,, was allowed to vary, reflecting the signal-specific 
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Figure 4.11: Determination of a global K for 
the cNTnOCa2+«W7 complex within a single-
site binding model. The vertical axis shows 
the sum of x2s for the single-site fits, given a 
particular K (horizontal axis). The minimum 
S^ 2 occurs over the interval of 0.15-0.30 mM. 
Over this range, 41 {1H,15N}-HSQC signals 
contribute to the fit. The algorithm used to ob
tain global fits automatically culls local fits with 
£x 2 s over 100. This figure is reproduced with 
permission from Reference [12]. 

variation in sensitivity to binding. The one-dimensional8 search of the £%2 space is shown in Figure 

4.11. A confidence interval for K of 0.15-0.30 mM, was selected based on this plot. I emphasize 

that, as with the previous analysis, the confidence interval is not selected by objective criteria and so 

this analysis is not completely satisfactory. Nonetheless, the global fit (shown in Figure 4.12) seems 

to adequately reconcile 41 binding signals. 

8There are 41 local parameters is this fit because the values of <5oo are fitted locally. 
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Figure 4.12: 41 of the 2D-{1H,15N}-HSQC crosspeaks, from the titration of cNTnOCa24" with 
W7, fit to a single-site binding model (K = 0.22 mM). The quality of the fit, considered on a 
residue-by-residue basis, is seen to be high. Note how the signals from residues 8,15,18,76, and 87 
all have residuals that systematically deviate from the global fit, and that systematically agree with 
each other. These signals are both weak (Ala 8) and strong (Glu 76) reporters of the binding event, 
and it is unclear which residues should be excluded based on signal-to-noise arguments. This figure 
is reproduced with permission from Reference [12]. 
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4.3.3 Likelihood analysis 

In general, the more strongly multiple observations corroborate a hypothesis, the more strongly one 

can assert its validity. The process of scientific induction - perhaps all cases of correct statistical 

inference [132] - is described by Bayesian statistical theory [132,133]. The relationship between 

the plausibility of a hypothesis and the weight of evidence are summarized in Bayes' Theorem: 

P(TC\tAS\I„\F<\ P({Mi},{<n}\K,E)P(K\E) 
P(ff|{A*«}, {<*},£) = P { m h { ( 7 i m <4-10) 

The set of observations {A5j} also denotes the known concentrations of titrant and target, and 

the set of experimental errors {<7j} is also taken as known9. The experimental conditions are explic

itly represented with the symbol E. Equation 4.10 has the following verbalization: the probability 

of K given the data, errors, and conditions is directly proportional to the likelihood of the data and 

the errors (given the value of K and the conditions), and to the probability ofK in the absence of the 

data (given the conditions), and inversely proportional to the evidence (the probability of the data 

and errors, given the conditions). 

Consider the experimental process: the researcher attempts a titration experiment (hypothesiz

ing the existence of an observable binding event) by NMR (limiting the solubilities of the system 

components to a realistic range) and observes a binding signal. The observation of a binding signal 

implies that the change in the signal of the target molecule is larger than the limitations of spectral 

resolution (which could be estimated beforehand, given the spectrometer field strength, the pulse 

sequences used, and the intrinsic linewidth of the signal). Application of Equations 4.5 and 4.6 al

ready implies prior knowledge of fast exchange kinetics, which constrains the possible values of K 

given the smallest observable change in the signal. 

Furthermore, consideration of multiple titration signals that are highly similar to each other 

lends much more plausibility to their mutual identification with a common parameter. The ability 

of the experimenter to selectively include or exclude a given signal, and the inability of orthodox 

statistics to prescribe the correct decision (akin to the well-known stopping problem in statistical 

theory), motivates an explicit consideration of the force of evidence as written in the denominator 

of Equation 4.10. A theoretically rigorous expression for this term in the denominator may allow 

for the selection of an appropriate subset of local binding signals consistent with the global model. 

I have not yet arrived at such an expression, but the assumption that all signals reporting the same 

event fall within one standard deviation of each other, as explored below, does lead to a useful 

analysis. 

A Gaussian likelihood function 

When there is no prior knowledge of the parameter value (corresponding to a uniform prior prob

ability distribution), and when the probability of a given observation (the rareness or quality of the 

evidence) need not be considered, the least squares and maximum likelihood approaches are very 

similar. For a Gaussian distribution of errors the two approaches give formally equivalent solutions. 

9 The index on a shows that the error varies with the titration increment. 
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An advantage of likelihood analysis is that the errors are explicitly fitted to a model (instead of being 

estimated from the quality of the fit) and that it can be extended to situations where prior likelihoods, 

or varying quantities of evidence, impact the certainty with which one may estimate the parameter 

values. 

In most cases of parameter estimation, Equation 4.10 can be reduced to the proportionality: 

PiKHAS&iffihE) <x P({A6i},{<Ti}\K,E) (4.11) 

so that maximization of the likelihood occurs at the most probable value of K. Modelling the 

probability distribution of each datum as a Gaussian, and the likelihood of the data as the product of 

the individual probabilities, the likelihood can be written as: 

P({A*}, {aW, E) = n J ] - T ^ L j e " 1 ^ (4.12) 
. j y/2ira,t 

where I have adopted a notational shortcut of denoting a probability distribution function: the 

variable K' is a point on the distribution, not the parameter value situated at the center of the distri

bution. The double product shows that the probability of each datum, for each increment i, and each 

signal j , contributes to the overall likelihood. 

Applying the analysis to the binding of W7 to cNTnOCa2"1" 

Appendix D.l shows the Mathematica script I wrote to implement this analysis. The main piece 

of algebra required is manipulating Equation 4.6 so that a K is predicted given a value of A<Sj, the 

observable, and a, the global error in the titration: 

AtfooL; AS; Pi 
K = -xir1 + -wr1 - L* ~ pt <4-13) 

Adj Adoo 

The term A<$oo is shorthand for the term 5^ — S0 in Equation 4.6. With equations 4.12 and 

4.13, I numerically evaluated the global likelihood, varying K' in Equation 4.12 and locating the 

maximum (after assuming an initial value of the global error a). Then, I optimized a in the same 

fashion (holding the value of K fixed to the previously fitted value). I initially evaluated this with 

all 41 of the (normalized) titration signals illustrated in Figure 4.12. 

The analysis implied that a number of signals, when fitted to the global parameters, had local 

fits that fell outside one value of the global a. Excited that I may have a procedure for selecting the 

correct subset of residues consistent with a global fit, I iterated the analysis, each time excluding 

signals that fall outside one standard deviation of the global fit. Over six iterations, the global 

parameters changed from K = 13.6(iM, Soo = 0.759, a = 238/iM (41 signals considered) to 

K = 144/xM, £oo = 1.06, a = 40.0^M (21 signals considered). 

I conclude that likelihood analysis is a plausible procedure for global fitting of these data and 

for the establishment of appropriate error bounds for the global fit. The analysis suggests a possible 

solution to the model selection problem when the analysis is applied iteratively, excluding outlier 

signals. With the error analysis on firmer ground, I return to the consideration of titration error. 
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Figure 4.13: The subset of 21 globally-
consistent titration signals after normal
ization. Although the errors in the Y-
coordinate are heteroskedastic, the vari
ation does not extend to the extrema, so 
a least-squares fit could still give an opti
mal value. Consideration of the cumu
lative error in the X-coordinate, which 
is heteroskedastic but the same for each 
titration increment is needed or the fit 

[titrant]:[target] will be overly precise. 

4.3.4 Titration error and normalization revisted 

It is illustrative to simultaneously plot the NMR signals (the 21 residue subset selected above) after 

normalization (Figure 4.13). The first and last data points are fixed at 0 and 1. The divergences 

between the multiple signals at intermediate points increase monotonically over the titration. Since 

least squares fits are highly influenced by extrema, the normalization approach ensures that both the 

zero point and the final point have infinite precision so that heteroskedacity in the Y-coordinate has 

negligible influence. 

Unfortunately, this happy situation draws emphasis to the confounding influence of the X-error. 

The excellent interpolability of the data demands more explicit modelling of titration error. Un

like the global change in the response variable, which is monitored simultaneously on corroborating 

sites, the titration error can only be directly estimated from performing replica experiments. Just 

as an astronomer gets a single opportunity to observe the death of a star, the protein NMR spectro-

scopist has finite financial resources for isotopic labels and spectrometer time, so conducting replica 

experiments of this kind is often unfeasible. 

For the analysis of a single titration, the typical error propagation used in the analytical treatment 

of gravimetric and volumetric methods can be used to estimate the error. If replica experiments exist 

the errors can be estimated from the observed variance, or a combination of the two approaches. For 

example, the random error in the preparation of a stock (titrant) solution becomes a systematic error 

when propagated through replica titrations (using the same stock of titrant). One way to incorporate 

estimates of titration error is weighted least squares. 

Weighted least squares 

Limited heteroskedacity (non-uniform distributions of the error) can be treated with weighted least 

squares. In this treatment, an increment's residual is inversely scaled by a weighting, Wj. This is 

commonly approximated as -^ (for errors distributed normally) or -g- (for error distributed accord-
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ing to a Poisson distribution). The target function for least-squares fitting (Equation 4.7) is modified 

to de-emphasize error-prone data: 

e(K, Joo, {A5}, {W}) = Y.Wi ( A ( W - A V e ^ ) 2 (4.14) 

As with nonlinear least-squares fits, there is no general expression for the quality of the global 

fit based on the final value of the target function. 
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Figure 4.14: Global analysis of the binding of W7 to cNTnC«Ca +with weighted least-squares. 
Each color in the plot represents a different value of the weighting vector. The solid black circles are 
the unweighted solution. The open circles colored brown, maroon, red, orang-red, orange, yellow, 
yellow-green, green, and blue incorporate 1, 2, 3, 4, 5, 6, 7, 8, and 9% cumulative error over the 
titration, respectively. The solid purple circles show the solution with cumulative 10% error, which 
leaves the last point completely excluded from the analysis. Still, excluding this point does not 
greatly perturb the solution, showing that titration error ought to be considered. 

I repeated the global least-squares analysis but with weightings. The script for the analysis is 

given in Appendix C.3.The results are summarized in Figure 4.14. By increasingly de-emphasizing 

the latter points in the titration, the globally fitted value of K does significantly change. The un

weighted analysis (Figure 4.14, solid black points) has a minimum around K ~ 160/uM. If each 

successive point in the titration is de-emphasized by 10% (which excludes the final point completely) 

the minimum shifts to K ~ 140/iM. 

The weighted least squares analysis motivates two conclusions. First, global analysis is suffi

ciently robust that explicit consideration of titration error does not confound the analysis. Second, 

global analysis is sufficiently robust to estimate K from the pre-asymptotic phase of the binding 

66 



curve, as even deletion of the final point does not greatly perturb the value of the fitted parameter. 

4.3.5 Titration of cNTnC«Ca2+ into W7 

The usual approach in my mentor's laboratory is to make a stock of ligand and to add that into a 

sample of protein, as the primary interest is the protein signals' respond to binding. The titrations 

analyzed above were all executed in this fashion. The binding of W7 to cNTnOCa2+(Figure 4.10) 

showed indications of multiple-site binding, or at least two different processes modulating signals. 

While this process did not impact the binding event as monitored at the backbone amides, the Met 

Ce methyls did directly evince two processes (especially Met81 and Met45). 

As discussed above, there are many phenomena that could be invoked to explain the multistate 

behavior. Many more mechanisms can be conceived than can be differentiated on the basis of the 

data (Section 4.2.11, p. 52). An obvious factor is the presence of DMSO, which is the solvent in 

which stock concentrations of ligand can be performed. Control experiments show that DMSO does 

not directly perturb the NMR signals of cNTnOCa2"1" (most recently articulated in Reference [ 139]) 

but it could introduce - actually it must introduce - solution equilibria that modulate the activity of 

W7. This raises doubts regarding the validity of the usual mass-action relationships which are strictly 

applicable to infinitely dilute solutions. 

To clarify the solution equilibrium, I performed a titration in which buffered protein is added to 

a solution of W7. The initial W7 solution is dilute in terms of total W7 concentration because there 

is no DMSO present to increase its apparent solubility. 

Figure 4.15: The binding of cNTnC«Ca2+to W7, monitored with ID XH spectra. The protein:W7 
ratio is shown to the right of each spectrum. cNTnC»Ca2+-binding induces chemical shift changes. 
Unexpectedly, the binding signal is more sensitive to titrant than was observed for the binding of 
W7 to cNTnC»Ca2+, indicating that the binding is much stronger. The pH varied within a unit over 
this titration, so the experiment was repeated with more controlled pH, shown in Figure 4.16. 

The titration is shown in Figure 4.15. The W7 resonances (at the bottom of the plot) can be 

tracked through the titration to their final points. As such they are in the fast exchange limit and 

can be analyzed with the same formalism as for the other titrations. These data afford the initial 

and arresting observation that binding, as monitored through this experiment, is as much as an order 

of magnitude stronger than the 0.22 mM dissociation constant previously determined (Figures 4.11 
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and 4.12). This experiment was repeated in order to confirm this finding (Figure 4.16). 

Figure 4.16: The experiment shown in Figure 4.15 was repeated with the pH more tightly regulated. 
The apparently strong binding was corroborated by this data. 

The most-downfield signal strongly responds to cNTnC»Ca2+-binding and was selected for 

initial analysis. The peak frequencies were extracted from the ID spectra in VNMRJ and the titration 

curve was visualized. 

The XH spectra in Figure 4.16 cannot be fit with a single-site binding model. The binding signal 

responds more quickly than could be anticipated for infinitely strong 1:1 binding. As such, the 

appropriate form of a binding model describing this equilibrium would allow higher stoichiometries 

than 1:1 binding. I proposed and Brian Sykes modeled the following solution equilibria to reconcile 

the findings: 

P + L < - > P « L ^ P » L « L „ (4.15) 

Where P is the protein (cNTnC»Ca2+) and L is the ligand (W7). The model has two equilibria. 

The binding constants for the second step, as well as the stoichiometry of the second binding event 

(n) allow for explicit modeling of secondary nonspecific binding. The simplest form of the model 

has the ligand-detected binding signal responding 1:1 with the depletion of the free species L (so 

one mole of P • L • Ln reflects the binding of n + 1 ligand signals). 

Although this model cannot be solved analytically, numerical simulation (see the spreadsheet 

in Appendix E) allows for confirmation that the form of the model is appropriate. As shown in 
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Figure 4.17, both the titration of W7 with cNTnC«Ca2+, and the titration of cNTnC»Ca2+with 

W7, are consistent with this model. Appropriate parameter values here are K\ ~ 40/iM, and 

K2 ~ 0.3pM with n = 4. These values are not inconsistent with the affinities reported by Hidaka 

and others [123]; with a global K2 of 0.3pM and a stoichiometry of 4, the microscopic binding 

would be on the order of v ^ z l O - 1 3 ~ 0.7mM. Examining the global analysis for the binding of 

W7 to cNTnC»Ca2+(Figure 4.12), one sees that the majority of signals (especially the most sensitive 

ones) have residuals of a positive sign at early titration increments. This strong binding event may 

account for these pervasive and systematic residuals. 

Binding of cNTnC to WJ 

0.20 0.30 

cNTnC:W7 

0 7 

•S o.s 

Binding of W7 to cNTnC 

0.00 0.50 1.00 1.50 Z.00 2.50 3.00 3.50 4.00 4.50 5.00 

W7:cNTi»C 

Figure 4.17: Simulation of the W7-cNTnC solution equilibria based on Equation 4.15. 

4.4 Biochemical implications 

It is evident that W7 binds to the domains of cTnC, perturbing their structures. This interpretation is 

favored over the alternative explanation of W7 promoting a wholly distinct fold, because a set of the 

crosspeaks are well-dispersed (reflecting a stable tertiary structure) and this dispersion is insensitive 

to W7 binding. The constructs used in this work lacked Cys residues (they are substituted with Ser). 

Previous studies have implied that C84 of cNTnC is required for the binding of levosimendan [ 140]. 

Evidently, in the case of cNTnOCa2+»W7, binding competency does not necessitate the presence 

of this residue, as was demonstrated for cNTnOCa2+»bepridil. The presence of another ligand-

coordinating residue could enhance the affinity of wildtype cNTnC for W7, however. 

The Ks obtained in this work disagree (by more than an order of magnitude) with a previous 

report of the primary (strong) binding of W7 to TnC»4Ca2+ [123]. It is difficult to reconcile this 

discrepancy because the previous study used intact chicken TnC, a distinct homolog, and differ

ent conditions. As well, the present work focuses on the domain-specific binding interactions, and 

attempts to characterize two binding sites for the cCTn02Ca2 +«W7 equilibrium. Two-site, se

quential fits for cCTnC»2Ca2+«W7 yield a K for the primary binding event of ~0.88 mM. It is 
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important to note that the K for the secondary binding event, 3.5 mM, is the smallest possible K 

consistent with the model used, which requires K2 to be more than 4 times the value of K\. This 

indicates the secondary binding site to be similar in affinity to the primary one. The advantage of 

the model used is that the solution is analytic; the disadvantage is that because the model is sto

ichiometric and not explicitly site-specific, the binding constants obtained are difficult to interpret 

alongside the characteristically site-specific data generated by NMR. The stoichiometric picture pre

sented here supports the theory that W7 is binding in multiple poses to cCTnC«2Ca2+, alluding to 

the conclusions of Craven and others in the study of CaM«4Ca2+»J8 by NMR spectroscopy [126]. 

The conclusion regarding J8 was obtained through an automated assignment of the intermolecular 

NOEs. Weak binding can reflect a larger external (mechanical/configurational) entropy for the lig-

and in the bound state [141] raising the issue of whether an atomic-resolution description of weak 

binding is possible without deconvolution of the ensemble-averaged observables. 

4.5 Conclusion 

This chapter summarizes an experimental and intellectual odyssey that has enriched my doctoral 

studies. The foremost conclusion I have reached is that NMR can provide more observations than 

an experimenter may be willing to interpret! I have motivated, but not proved, the conclusion that 

this interpretative burden is a blessing in disguise. Explicit reconciliation of the local signals into 

a global model allows for increased precision in the fitted parameters, which is helpful in the study 

of weak binding, where the asymptotic phase of the binding curve cannot be explicitly sampled. 

The statistical robustness afforded by global analysis motivates explicit consideration of the titration 

error. Through this work I have proved that W7 binding to either Ca2+-saturated domain of cardiac 

TnC is not single-site or one-to-one. My titration data for the binding of cNTnC»Ca2+to W7 shows 

that a strong binding event does occur and suggests appropriate conditions for the formation of a 1:1 

complex. In the next chapter, I visualize cNTnOCa »W7, one of the states reached through the 

process of binding. 
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Chapter 5 

Structure of cNTnOCa2+«W7 

"Biological processes are essentially dynamic. .. .Close collaboration with [non-crys-

tallographic] disciplines is necessary in order to test hypotheses within the framework of 

the known static structure. The continuing development of nuclear magnetic resonance 

techniques appears most promising for the detection of the transient structures not easily 

accessible to crystallography and may provide important structural information that is 

at present beyond the limit of resolution of diffraction methods." [142, p. 12 ] 

The term rigor denotes both precision and accuracy. There is a continuum of methodological 

rigor in the field of structural biology. Protein crystallography has, over its relatively long history, 

evolved towards rigor. Very high resolution crystal structures can have one or more observation per 

degree of freedom in the model, making the model actually determined. Most crystal structures are 

not of this quality, and rely on iterative model building to resolve the model. Initial models can be 

built from knowledge of analogous structures, including fragments of those structures. This structure 

determination strategy is called molecular replacement. The manifold strategies for phasing and 

refining a crystal structure are guided by a widely accepted validation procedure, to guard against 

over-refinement. The far opposite end of the continuum of rigor are theory-based predictions of 

protein conformation from knowledge of sequence. This important area attempts to predict the 

structure with no sequence-specific empirical data, one of the main goals of protein science. As 

the protein folding problem remains unsolved, no theory-based prediction can rival the rigor of 

empirical methods, although the gap is closing. 

The opening quote of this chapter, from a fairly old (around 1976) reference on protein crys

tallography, alludes prophetically to the role of NMR spectroscopy in structural biology. Indeed, 

NMR has shown to be an important complementary method to crystallography. But no NMR-based 

structure determination has approached the theoretical rigor of the extant crystallographic meth

ods, and this may be impossible. All NMR-based structure determinations have relied on empirical 

knowledge of target covalent geometry - these parameters come from crystal structures.1 

'An oft-repeated ritual is the indoctrination of new graduate students towards exclusively favoring crystallography or 
NMR, as if the methods themselves were as interesting as their subjects of study. 
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To determine a protein conformation by NMR a number of observations are required to exclude 

most of the conformational space. The conformers consistent with all of the observations form the 

NMR ensemble. An NMR ensemble has no relationship to a thermodynamic ensemble. When the 

members an NMR ensemble are highly similar to one another, this result is frequently referred to 

as a high resolution NMR structure which is misleading because the concept of spatial resolution 

does not apply here. Perhaps the term originally denoted a structure determined from high spectral 

resolution observations; if so, the popular usage has tragically diverged. I want to popularize the 

idiom high-precision NMR structure to replace the looser terminology. 

High-precision NMR ensembles reflect only a self-consistency in the data. Low-precision NMR 

ensembles can result from a lack of experimental observations (from practical reasons like lim

ited spectral resolution), or from self-inconsistent observations (from errors or from conformational 

heterogeneity). Most NMR-based structure determinations rely on the distance dependence of the 

intensity of the nuclear Overhauser effect (NOE). Importantly, the interpretation of NOEs as origi

nating from a single conformer imposes a physically implausibly high precision to the coordinates of 

the calculated ensemble [143]. I say all of this to emphasize that a structure determination by NMR 

is a means of describing the most-highly ordered conformer. The accuracy of NMR ensembles can

not be determined without prior knowledge of the structure. As such, the only accepted procedure 

for validating an NMR structure is its compliance with idealized covalent geometry [144]. 

As discussed in Chapter 4, the NMR-detected, W7-induced structural changes in cNTnOCa2+are 

consistent with the well-characterized closed-to-open conformational transition. Therefore, the pro

tein coordinates for the bound state are hypothesized to be well-approximated by those of the open 

conformation. This motivates a structure determination strategy that bootstraps from the past knowl

edge of the open conformation of cNTnC»Ca2+, akin to the molecular replacement procedure in 

crystallography. 

There are two structure determinations of the protein in this conformation from my mentor's 

laboratory. One study was historically important for establishing that cNTnOCa +occupies an 

open conformation when bound to the switch region of Tnl [137]. Another study showed the switch-

peptide and the cardiotonic drug bepridil bound, together, to cNTnOCa2 + [136]. This structural 

difference was assigned to be the mechanistic basis for the weaker affinity of the two ligands for 

cNTnC«Ca2+when they are both in solution. W7 was introduced as a model cardiotonic ligand 

in the previous chapter (Section 4.1, p. 42). In this chapter2, NOE-derived distance restraints are 

used to dock W7 onto cNTnOCa24". The results illustrate that drug binding to cNTnC»Ca2+can 

modulate the affinity for switch peptide, perhaps illuminating a cardiotonic mechanism of action. 

5.1 Assignment of W7 

The NMR spectrum of W7 (Figure 5.1) was difficult to assign. The molecule has two symmetrically 

arranged aromatic proton spin systems that cannot be readily distinguished from each other. Within 
2The results in this chapter are my unpublished results, based on data 1 acquired and analyzed. This work is the latest 

installment of a long-term collaboration with Monica Li. Some of the discussion derives from previous binding studies [12] 
which (correctly) anticipated the present structures. Unlike other chapters, the methodology is included in-line with the 
discussion because it had not yet been peer-reviewed. 
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each spin system, only the central spin is identifiable by direct inspection of the DQF-COS Y (Figure 

5.1, left). A number of experimental strategies were employed. Alternate solvents were tested3 

to see if the chemical exchange of the sulfonamide hydrogen could distinguish it from the amine 

hydrogens. If this signal were unambiguously identified, perhaps it can be correlated to the ring 

hydrogen H2. No appropriate aprotic solvents were found towards this end; we tried methylene 

chloride, acetone, and chloroform. W7 was insoluble in all of those solvents. 

Unambiguous assignments were eventually accomplished through natural-abundance 13C spec

troscopy at high fields (800 MHz :H). The directly-detected 13C spectrum was predicted to have a 
35C1/37C1 isotope shift for ring carbon C5, giving rise to two 13C signals with the expected peak 

separation (1.0 Hz) [145]. The ramifications of this lynchpin observation are depicted in Figure 

5.1. The key HMBC correlation supporting the unambiguous assignment reflects the magnetization 

transfer shown by the cyan arrows in Figure 5.1 at top left. 

With assistance from A. Otter, M. Miskolzie. 
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5.2 Assignments of W7 in the bound state 

Assignments of free W7 were transferred to the bound state through monitoring the titration of 

cNTnOCa2+into W7 (Section 4.3.5, p. 67) as shown in Figure 5.2. The subspectra shown in 

Figure 5.2 have the assignments for H3 and H6 lying on the same peak. Examining the titration that 

proceeded closer to saturation (Figure 4.15, p. 67) shows that the two peaks may be resolved in the 

bound state. The structure calculations presented here treats those assignments as ambiguous. 

Figure 5.2: Assignments for W7 in the unbound state (Figure 5.1) were transferred to those of the 
bound state by monitoring the titration with NMR. The peak labeled 'X' is from imidazole and is 
highly pH dependent. Please note the bipartite axis; the left and right halves are scaled differently; 
vertical scaling is the same for both halves. This is a subspectrum of the titration presented in Section 
4.3.5 (p. 67, Figure 4.16). 

5.3 Determination of intermolecular contacts 

Protein assignments can be transferred from the free state to the bound state through the same ap

proach as used for W7. The HSQC spectra used to monitor the titration presented in Section 4.3 (p. 

59) allowed for a number of protein atoms to be unambiguously assigned. 

Intermolecular NOEs were obtained using a three-dimensional, 13C-edited, 12C-filtered, trans

ferred NOESY experiment [ 147] included in Biopack (Varian Inc.). A chief advantage of this pulse 

sequence is that the directly detected dimension has no 13C enrichment, and does not require 13C 

decoupling, allowing long acquisition times and therefore high digital resolution. The spectrum was 

acquired at 800 MHz. Sweep widths were 8000.000 Hz in the directly detected (W7) dimension, 

7998.054 Hz in the indirect (protein) dimension, and 4022.335 in the indirect (protein 13C) dimen

sion. There were 2048, 160, and 64 complex points acquired in the direct *H, indirect XH, and 

indirect 13C dimensions. 

Processing was performed with NMRPipe [148]. Residual water was removed from the free 

induction decay by matching it to a time-domain polynomial. Strong apodization was required 

because the long acquisition time resulted in too much incorporation of noise into the indirectly 

detected dimensions. The direct dimension was apodized with a unshifted squared cosine function, 
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Figure 5.3: Intermolecular NOEs were observed through a {13C,1H}-edited,{12C,1H}-filtered 
NOESY experiment. Here, the spectrum is shown with the 13C dimension collapsed. Signals with 
positive amplitude (potential information) are black, negative signals (noise or artifacts) are in red. 
A number of 'bleed through' signals that originate from the protein but survive the 12C filter occur 
in the aromatic region of the spectrum. To assign this data, peaks at the ligand frequencies were 
exclusively considered (in green boxes). 

and a 5 Hz linebroadening was imposed with an exponential window. Forward-back linear prediction 

was used in the indirect dimensions. 

Spectral assignment was facilitated with NMRView and NMRViewJ. The residues involved in 

the 22 contacts that were assigned are highlited in Figure 5.7. 

5.3.1 Virtualization of W7 

The computational representation of W7 was defined with the HIC-Up server (http://xray.bmc.uu.se-

/hicup/) [149] and XPL02D (ftp://xray.bmc.uu.se/pub/gerard/xutil/) [150] and were manually checked. 

Xplor-NIH does not incorporate the W7 DIHEdral energy terms from the parameter files, leading 

to a lack of planarity in the naphthalene moiety of W7. I demonstrated this to myself by obtaining 

identical results with the DIHEdral terms commented out. Consultation with the primary author 

and maintainer of Xplor-NIH, Charles Schwieters, lead to the decision to restrain the aromatic-ring-

atom-planarity directly with a patch to the IVM module. There is a crystallographic structure deter

mination of W7 which does not describe deviations from this target geometry [151]. The coordinate, 
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Figure 5.4: Assigned regions of the collapsed spectrum shown in Figure 5.3. The vertical green 
lines show the W7 assignments. Horizontal cyan lines show the protein *H chemical shifts for 
the assigned signals. The carbon chemical shifts are given at right and correspond to the entire 
subspectrum in each box. 

topology, and parameter files are included in Appendix G.2. 

The amine group of W7 is expected to be protonated (cationic) in solution. The virtual represen

tation used here is unprotonated. As electrostatic forces are not modeled in the structure determina

tion protocol, the presence or absence of a charged group does not impact the results. The structure 

presented could benefit from additional refinement, including the consideration of electrostatic, po

larization, and solvation effects. 

5.4 Empirical target functions 

Structure determination by NMR typically consists of a molecular dynamics simulation in the pres

ence of non-physical potentials (pseudopotentials). The pseudopotentials serve to 'steer' the molec

ular dynamics towards solutions that are consistent with the data. Two types of pseudopotentials 

were used here. The first type imparts distance restraints, the second type keeps the backbone di

hedral angles in the allowed regions of configurational (Ramachandran) space. In Xplor-NIH, the 

latter potential is called a RAMA potential [152]. 

NOEs are often specified in terms of groups of atoms (for example, the three protons of a methyl 

residue are indistinguishable). All protein atoms are explicitly modeled at all points in the simu-
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lation. As such, a formula is required to convert the known distances in the simulation into NOE-

equivalent distances. Sum averaging is the most popular approach to this because it can treat both 

unambiguous and ambiguous (more than one pair of atoms being stipulated) restraints. 

There are two classes of distance restraints in the calculation. Restraints derived from the 

cNTnC»Ca2+-W7 NOEs were applied with a 'hard' cutoff so that they would be dominant in 

the calculation. The reason for this is that, should ligand-binding distort the protein structure, I 

wanted the results to reflect the the inappropriateness of my choice of initial coordinates. Distance 

restraints that are taken from other studies (the intraprotein [137] and protein-Ca +restraints [153]) 

were applied with a 'soft' cutoff for the same reason. The hard potential has the energy scaling 

quadratically with the violated distance; the soft potential increases more slowly with increasingly 

violated distance restraints. The script to generate the restraints is shown in Appendix F.l. The 

distance restraints are summarized in Appendix F.2. 

5.5 Structure determination by restrained docking 

A simulated annealing script, appropriate for NOE-driven docking, was derived from the Xplor-NIH 

example script, gbl-anneal.py. The script is reproduced in Appendix G.l. The protein topology 

was generated from its sequence using the Protocol module of Xplor-NIH. Initial coordinates were 

derived from chain 1 of the cNTnOCa2+bepridil NMR ensemble (PDB 1LXF) that had been man

ually edited to conform to the correct topology, changing Cys35 and Cys85 to serines using a text 

editor. 

All molecular dynamics and energy minimizations were performed with Xplor-NIH's IVM mod

ule [154] against all terms of the target function.4 Dynamics were performed in torsion space except 

for the final minimization. Initial coordinates of W7 and NTnC were separated by more than 80 

A; an initial docking at high temperatures (2500K) for 200 ps (2000 timesteps)5 Protein backbone 

atoms were held fixed; all other atoms had random velocities assigned from a Maxwell distribution. 

Next, the temperature was dropped in 100K steps to 25K. At each step, the system equilibrated for 

0.2 ps (100 steps). In this manner, W7 was docked onto cNTnC»Ca2+. The solution was further 

refined within the protocol. The docked complex was heated to 1500K and cooled to 25K in 12.5K 

steps to improve convergence of sidechain conformations. 

Until this point in the protocol the system has had no opportunity to relax the protein backbone 

coordinates. The velocities from the previous dynamics runs were inputed, and the system was equi

librated at 25 K for 200 ps (2000 timesteps) with no protein atoms held fixed. The final coordinates 

were then minimized with all atoms free. A final minimization in Cartesian mode was performed 

with backbone atoms held fixed. The script is presented in Appendix G.l . 

4The terms are: ANGLe, DIHEdral, IMPRoper, BOND, VDW (all restraining covalent geometry) and the RAMAchan-
dran and NOE terms (empirical terms to restrain the protein conformation). 

5The IVM module adjusts timestep length to keep the magnitude of rescaling roughly constant with each step. In the 
current case, the simulation proceeded for either 200 ps total or 2000 timesteps, whichever came first. 
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Figure 5.5: Convergent stereogram of the 10 lowest-energy conformers of 19 docked complexes 
shown as a Ca trace with W7 shown as sticks. Ca2 + , the CI atoms of W7, and the terminal nitrogen 
atoms of W7 are shown with spheres. Non-carbon atoms are colored blue (nitrogen), red (oxygen), 
green (chlorine), and orange (sulfur). The two binding poses of W7 can be landmarked using the 
red oxygens of the sulfonamide moiety. The N-terminal helix (helix N) of cNTnC is at the top of the 
figure; reading towards the C-terminus in a roughly clockwise fashion the four helices are named 
A-D. Helix D is pointing out of the page. 

5.5.1 Quality of the NMR ensemble 

Of the 50 structures calculated, 46 had no violations in the protein-W7 NOE term (I sometimes call 

this the docking term) reflecting completely satisfied dockings but also had wide-ranging energies, 

some being quite high. Of those, even the highest energy structure had almost no violations of the 

NOE terms. Rather, deviation from target covalent geometries accounts for all of the high energy 

structures. This shows that the protocol works very well for docking the ligand so as to satisfy the 

intermolecular NOEs, but that it can be improved with respect to energy minimizing the protein 

coordinates. W7 was seen to occupy two distinct orientations within the binding site. At this point, 

the intermolecular NOEs were set to an upper distance of 6.1 A. The calculation was repeated after 

decreasing the upper distance to 5.1 A. This manipulation raised the stringency of the docking term, 

and was expected to improve the convergence of the ligand. With the increased stringency, 19 of 

the 50 structures had no violations in the NOE term. 20 of the structures had one violated restraint, 

and the remainder had 2-3 restraints violated. The upper bound was again changed to 4 A and the 

calculation was repeated. This proved to be too stringent of an upper bound to allow for satisfaction 

of the restraints; none of the solutions had zero violations in the docking term. The 5.1 A calculation 

was selected for presentation here. 

The 10 lowest energy structures were further analyzed; below these structures are referred to 

as the ensemble. Figure 5.5 shows the ensemble. The backbone RMS over all 89 residues is 1.32 
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Figure 5.6: The surface of the ensemble is depicted; heteroatoms are colored as in Figure 5.5. The 
complex is oriented so that helices A and B are facing the reader; A is pointing upwards (See Figure 
5.5). W7's binding site is very well-defined despite the presence of two bound poses. 

A (ranging from 0.86—1.76 A), aligning them to the lowest-energy conformer. This is a similar 

precision to the deviation from the initial backbone coordinates: 1.42 A (ranging from 1.16-1.70 A). 

Backbone dihedral angles fall mostly into the most favored region of Ramachandran space (92.5% 

of residues), with 7.1% being in the additionally allowed, 0.4% being in the generously allowed 

region, and no residues being in the prohibited region, as determined with ProcheckNMR [155]. 

A feature of this experimental design is that the intra-protein and protein-Ca2+distance re

straints have been previously used to determine a very precise NMR ensemble [137], in excellent 

agreement with a subsequently determined crystal structure [1]. They can be thought of as control 

restraints. As such, should ligand-binding deform the protein conformation beyond the previously 

solved conformation, the control restraints will 'report' the discrepancy by increasing the system's 

energy. The ensemble has energies varying from -360.84 to -514.03 kcal/mol (on average -423.13 

kcal/mol), with almost all violations being in the non-covalent target parameters. There were no 

NOE violations in the Ca -coordinating pseudopotential. Of the violations in the intraprotein 

NOE potential, two occur in only one structure. The other three restraints are frequently violated in 

the ensemble. One restraint is intra-residue, between the backbone amide hydrogen and the hydro

gens of the C7 of Arg83. The other two violated restraints are inter-residue but are 'medium range' 

(they involve atom pairs separated by less than three sequence indices). The violated medium range 

restraints are between the Ha of Ile26 and the H7 of Leu29, and between the Ha of Val79 and Up 

of Val82. None of the distances in the model disagree from the target values by more than lA. The 

intraprotein distance restraints are tightly calibrated, and so the results in general corroborate the 

accuracy of the docking. 
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Figure 5.7: Sidechains coordinating W7 are demarked with white surfaces, with each ensemble 
member represented. Heteroatoms are depicted as in Figure 5.5. Residues are labeled in red. The 
intermolecular contacts involve residues in helices A-D. The depth of W7 with respect to the hy
drophobic pocket seems substantiated by the self-consistency of the contacts. Note that not all 
surfaces forming the binding pocket are "determined" (compare with Fig. 5.6). 

5.5.2 The binding site and poses 

Figure 5.7 shows the ensemble with a surface representation for the residue sidechains identified 

as contributing intermolecular contacts. Most of the binding interface is defined from contributions 

from these residues. They form a self-consistent description of a binding site disparate from previ

ously determined complexes, as discussed further below. The naphthalene ring of W7 is stabilized 

into a narrow cleft formed exclusively of sidechain atoms. 

The structures define a single binding site with two poses for W7's aromatic ring (Figure 5.5). 

Without establishing additional distance restraints to further constrain W7's binding pose, I do not 

know whether the two poses arise from lingering ambiguity in the data or whether they are actu

ally nearly isoenergetic, equally populated microstates. Repeating the structure calculation with 

tighter distance restraints did improve the convergence of the ensemble, but did not disambiguate 

the solution. 

5.6 Structure-function relationships 

Naphthalenesulfonamides, TFP, bepridil, EMD57033, and levosimendan all have polar and hy

drophobic groups; they have varying degrees of charge density on the polar groups. Towards defining 

generalized cardiotonic structure-activity relationships, several cTnOligand complexes have been 

solved to high precision. The structures of cNTnOCa2+»bepridil«cTnIi47_i63 [136] and cCTnO-
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2Ca •EMD57033 [156] both visualize similar protein-drug interactions, albeit in different do

mains of cTnC. Bepridil and EMD57033 both bind to a homologous hydrophobic pocket nestled 

between two EF hands. The generality of this binding site is further implicated by the X-ray struc

ture of the Ca2+-activated skeletal troponin complex [1]. In that study, the polyoxyethylene deter

gent anapoe binds to the N-domain of TnC, in an analogous location to bepridil in cNTnOCa + »-

bepridil«cTnIi47_i63. Anapoe is reported to be essential for the production of sufficiently ordered 

troponin crystals to allow for diffraction to high resolutions. The authors surmise that ligand bind

ing stabilizes unique microstates of cTnC's native ensemble, and report that anapoe enhances the 

contractility of skinned, permeabilized muscle fibers [1]. 

Figure 5.8: The two lowest energy ensemble members (which reflect the two binding poses for 
W7) are shown superimposed, over the backbone atoms of helices A-D (RMSD ~ 1.7 A), upon 
the initial coordinates. The ensemble members are colored in grey. Heteroatoms are depicted as 
in Figure 5.5. The first conformer of the calmodulin«4Ca2+«2W7 complex (PDB 1MUX, carbon 
atoms colored violet) was superimposed upon the initial coordinates (RMSD = 1.64 A). The first 
conformer of the cNTnOCa +»bepridil«TnIi47_i63 structure (PDB 1LXF, carbon atoms colored 
cyan) was aligned similarly (RMSD = 1.45 A). W7 in the calmodulin complex, and bepridil in the 
presence of Tnli47_i63, colocalize to a position other than W7 in the ensemble. 

The drug binding sites in cTnC have subtle structure-activity relationships. Both computational 

[138] and experimental [157,158] studies have concluded that multiple binding sites or modes could 

exist for several cTnOligand interactions. A study by Kleerekoper and others suggested that there 

are two drug binding sites in cNTnC's hydrophobic pocket, with one site (demarked by Met 45, 

60, and 80) conferring Ca2+-sensitizing effects, and the other site (containing Met 47, 81 and 85) 

also being capable of coordinating ligand, but being capable of occluding cTnIi47_i63 and therefore 

conferring Ca2+desensitizing effects [157]. The present results show that the binding site of W7 in 
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the absence of the switch region is not localized to an analogous position to that of the CaM complex 

(Figure 5.8). 

As concluded in my earlier work [12], the spatial distribution of binding-perturbed signals di

rectly implies the primary binding sites for W7 in cNTnC»Ca2+ to be the functionally important 

hydrophobic pocket. This is a suitable location to allow W7 to disrupt interactions with cTnl as 

proposed by Adhikari and Wang [124]. Adhikari and Wang consider (and exclude) the interpre

tation that another protein, including myosin light chain kinase, is W7's target; this possibility is 

not addressed by my PhD work. The dissociation constant for cTnIi47_i63 binding cNTnC»Ca2+ 

is 0.154±0.01 mM [137] - similar to the affinity of W7 for cNTnC»Ca2+ determined previously 

(dissociation constant of 0.22 mM) [12]. 

Figure 5.9: The switch peptide (cardiac Tnli47_163, in blue) is shown with cNTnC»Ca2+(in red, 
oriented with helix N towards the reader); both protein chains are from the structure 1MXL. The 
ligands from Figure 5.8 are shown with the same colorings. In the ensemble (grey carbons) W7 is in 
a position to sterically clash with the switch peptide. Bepridil (cyan carbons), which is bound in the 
presence of switch peptide, does not seem to occupy the same binding site as W7 in the ensemble. 

W7 binding to cTnC interferes with the binding of cTnl, increasing the dissociation constant for 

the switch region from 0.14 mM (Section 4.3.3, p. 64) to 0.5 mM [13]. As previously asserted, if 

most Met residues in cNTnC simultaneously interact with a single ligand, this would likely disallow 

cTnl binding [157]. The structures certainly suggest that when the switch region binds it would 

sterically clash with W7 (Figure 5.9). 
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Chapter 6 

Conclusion 

I have presented a process-oriented description of troponin, distilling three of my publications [9-

11]) into a single account of how troponin functions (Chapter 3, p. 18). First I summarized the now 

extensive evidence against rigidity in the DE linker (Section 3.2, p. 19). Borrowing from Maeda and 

others' description of this region as a "universal joint" [45], and with knowledge of the switching-

induced change in the stability of this region [68], I incorporated a disorder-to-order transition of 

this region into a mechanistic role (Figure 3.5, p. 35). 

My main contribution to the fly-casting mechanism of troponin was the motivation and proposal 

(Section 3.5.1, p. 34) and explicit modeling (Figure 3.6, p. 36) of distinct conformational cascades 

for the processes of activation and inhibition. In general, when I propose mechanisms from data (be 

they mine or others'), the best outcome is that the work is read, and the derivative hypotheses evalu

ated. I would like to advertise that others have already considered my work sufficiently meritorious 

to frame their interpretations within it. 

The muscle physiologists Gabriele Pfitzer and Robert Stehle, when characterizing the phenotype 

of the Lysl84 deletion mutant of murine cardiac Tnl, write [159]: 

"Considering [the mechanism] by which the initially intrinsically unfolded Md at high 

[Ca2+] nucleates by binding to actin (flycasting hypothesis) upon Ca2+-removal, Lysl84 

deletion could interfere with the efficient flycasting activity. As a consequence, a pos

sible scenario is that the kinetics of the complete transfer of [the inhibitory region of 

troponin I] to actin (switch-off) can be indirectly disturbed by the mutation in Md, but 

not the reverse transition towards cTnC (switch-on) upon Ca -binding to cTnC. 

"The hypothesis is supported by considering both, our present and previous functional 

results... 

"... Thus, our findings are in line with the hypothesis that perturbations of folding of 

the Md primarily affect relaxation kinetics. Following a similar way of thinking and 

considering previous results . . . we assume that a perturbation of the folding-unfolding 

kinetics of the [inhibitory region] (e.g. by the mutation R146G) would impair both 

relaxation and Ca + activation kinetics." 
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The publication disseminating the most recent electron-micrograph reconstruction of the thin 

filament from the William Lehman, Larry Tobacman and coworkers states, "Our results support 

the hypothesis that Tnl binding and folding on actin-tropomyosin are intimately involved in the 

mechanism of muscle regulation" [160] and then cites my mechanism. I think the weight of evidence 

handsomely favors the existence of a disorder-to-order transition in the function of the C-terminal 

region of Tnl, and the central linker of TnC. But the fly-casting mechanism involves more than the 

invocation of a disorder-to-order transition, it also denotes a kinetic speedup from this transition. 

Falsification of this mechanism is nontrivial but possible, and much of my work towards this end is 

inconclusive at this juncture and unattractive for presentation in my Thesis. 

I have discovered and reported the isoform-specific variation in the intrinsic disorder of Tnl 

(Section 3.4, p. 23), and have developed novel conformational cascades to contextualize the find

ings and to rationalize the known functional properties of the isoforms (Figure 3.7, p. 40). Both of 

the novel cascades introduce means for the intrinsic disorder of troponin I to modulate the rates of 

conformational switching. The region of coupling between troponin I and troponin T is identified as 

intrinsically disordered, and this disorder is implicated to be highly isoform-specific. As troponin T 

yokes troponin to tropomyosin, and as myosin-induced shifts in tropomyosin are known to modu

late the apparent Ca2+-sensitivities of the troponin complex, these cascades break new mechanistic 

ground. I am unable to correlate isoform-specific dependence of intrinsic disorder with functional 

properties (Section 3.5.1, p. 35) owing in large part to isoform-specific variations in troponin T and 

tropomyosin. The intrinsic disorder of the proposed fiycasting regions in the C-terminus of troponin 

I are strongly corroborated by these findings. The disorder of the switching region is less clearly 

addressed by the results. 

I then describe a higher-order troponin process: the drug-induced modulation of troponin activ

ity. Chapter 4 (p. 42) summarizes a number of binding studies in the general context of the study 

of weak binding, and the system-specific context. The drug-like naphthalenesulfonamide W7 is 

characterized in a number of solution equilibria with troponin C. Most of the chapter is centered on 

reconciling local and global descriptions of the process of binding. 

I have not found a statistical procedure for selecting the appropriate subset of local signals for 

the maximally robust reporting of the global event. I show that taking the path of maximal ignorance 

— considering all of the local signals — is a more rewarding practise than manually selecting the 

signals for analysis. This is becoming standard practise in my mentor's laboratory, partly as a result 

of my first publication [12]. I show that normalization of the data is valuable in the context of 

global fitting as it eliminates a degree of freedom, per signal, in the final model (Section 4.2.9, p. 

51 and Section 4.3.4, p. 65). I develop and apply a likelihood analysis that allows for establishing 

meaningful confidence intervals in the global fit (Section 4.3.3, p. 64). I propose and explore, but 

do not prove in any general sense, the possibility that the sampling power afforded by multisignal 

reporting of binding allows for accurate estimation of binding constants from the pre-asymptotic 

phase of the binding curve. 

My Thesis concludes, appropriately enough, with a structure determination of the end state of a 

binding process. The structure of the N-terminal domain of cardiac troponin C, in its Ca2+-activated 

state and in complex with W7, is determined with a minimal set of NMR-derived intermolecular 
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distance restraints (Chapter 5, p. 71). This unpublished result shows W7 localizing to a different 

binding site than was predicted from analogous structures. The position of W7 in the bound state 

is favorable for sterically occluding the binding of the switch region of Tnl, an illuminating finding 

considering the previously assigned function of W7 as an inhibitor of striated muscle contraction. 
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Appendix A 

Integrative model of fly casting 
mechanism 

The following is reproduced from [9]. It describes the building of the model depicted in Figure 3.6. 
The coordinates are available online as supplementary material. 

A.l Manipulation of molecular coordinates 

Recent published cryoelectron micrographic reconstructions of the skeletal muscle thin filament, 
in the inhibited, low-Ca2+ and activated, high-Ca2+ states, are accompanied by PDB files of the 
constituent molecules as downloadable supplementary material [41]. That model contains recon
structions for actin, Tm, and Tn. The extent of Tn modeled by the PDB files is limited to the core 
complexes recently solved by crystallography [1], although additional density, attributed to CTnl, 
was observed in the inhibited state [41]. Here we model this additional density using the recently 
published NMR structures of CTnI(PDB 1VDI [2]), and account for the absence of this density in 
the activated state using the corresponding structures solved in the presence of 0.1 mM CaCb (PDB 
1VDJ). Our goal is not to describe in detail the Md-actin interaction, but to provide a complete vi
sualization of the mechanism. The interdomain dynamics of TnC (in the inhibited state) were qual
itatively visualized using the solution structure of Ca2+-activated TnC (PDB 1TNW [161]. Many 
of the conformers are not depicted to simplify the picture. Molecular visualization, superimposition 
and docking was performed with PyMOL (http://pymol.sourceforge.net/). 

A.2 Depicting the inhibited state (Figure 2C) 

The previous model [41] presents the core domain of Tn docked onto the thin filament. In this 
state Md's structure is converged and actin-bound. To visualize this, the 20 conformers of the NMR 
structure of Md (high Ca2+ structure, PDB IVDI) were superimposed along the central globular 
subdomain (Mdi4i-i7o) and docked into the the cryoelectron model. This was accomplished by 
docking a single conformer, than superimposing the remaining structures onto it. The N-terminal 
helix of Md (a4) is proposed to have intermediate structuring, and was oriented away from the 
hypothesized binding site on actin. The actual binding site was selected visually, using the extra 
density [41] as a reference. This docking is severely underdetermined and should not be used to 
divulge high precision structure-function relationships. As previously shownd [2], superimposing 
Md in this fashion allows the unconverged ct4 to trace out a large radius, which corresponds to the 
C-terminus of Sp. 
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Our hypothesis is that while Md is actin-bound in this state (corroborated by density observed 
in [41, 162]) Sp is mostly unstructured. Immediately C-terminal to Ip, we propose Sp to un
dergo structural fluctuations into the space between NTnC and actin, constrained by Ip»actin and 
Md»actin. Accordingly, we do not attempt to visualize any aspect of Sp except its mean vector be
tween the two actin-bound regions of Tnl, which is represented by the blue dash marks connecting 
Ip to Md (Figure 2, bottom). These vectors range from 19-38 A in length and convey no structural 
information, making them valuable only as qualitative aids towards visualization of Sp dynamics in 
the inhibited state. 

By virtue of the DE linker's weak structure in this state, NTnC has relatively unconstrained 
rotational diffusion. To visualize this, the NMR structure of chicken skeletal TnC in the Ca2+-
activated state [161] was superimposed onto the CTnC component of the inactivated Tn complex. 
Specifically, a single conformer from the NMR ensemble was superimposed, by the a-carbons, onto 
chain ' C of 1YTZ (~ 1.4 A RMSD). The remainder of the NMR ensemble was superimposed along 
the C-domain. About half of the conformers were removed from the model to simplify the picture 
and to constrain the amplitude of NTnC's positional fluctuations. The use of the Ca2+-activated state 
does not detract from the model as the conformational state of NTnC is not (adequately) visualized; 
the use of the NMR structure allows for qualitative visualization of TnC's interdomain dynamics in 
this state. 

A.3 Depicting the activated state (Figure 2A, top) 

Visualization of the Ca2+-activated state required less modelling. A portion of Md is visualized 
in the crystal structure of activated Tn (Tnli3i_i43) and not depicted. The NMR ensemble of Md 
was superimposed upon the initial residues of a-4 (Tnl131_137). The two structural models were not 
covalently joined; the model is discontinuous at the Sp-a4 junction. We do not intend Figure 2 to 
depict the relative orientation of Md to Tn in either inactive or active states, since there is currently 
not enough information available for that. 
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Appendix B 

Methodology: W7 binding studies 

B.l Protein constructs 
The cloning, mutagenesis and expression of human cNTnC (C35S, C84S; residues 1-89) and cCTnC 
(residues 91-161) has been reported in reference [163]. 

Two synthetic cTnl peptides, cTnI34-71, acetyl-AKKKSKIS ASRKLQLKTLLLQIAKQELERE-
AEERGEK-amide and cTnI128-163, acetyl-TQKIFDLRGKFKRPTLRRVRISADAMMQALLGA-
RAK-amide, were prepared with standard methodologies as described by Tripet and others [29]. 

Protein expression 
15N- and {15N,13C}-labeled protein was expressed and purified as previously described [156,164, 
preps for cNTnC and cCTnC, respectively]. 

W7 

W7 (N-[6-aminohexenyl]-5-chloronapthalenesulfonamide) was purchased from Sigma-Aldrich as a 
dihydrochloride salt. Stock solutions of W7 in DMSO-d6 (Cambrige Isotope Laboratories) were 
prepared for titrations. Stocks were stored at -20°C, and were protected from exposure to light. W7 
concentrations were determined gravimetrically and corrected with UV absorbance measurements 
(eicm,297nm = 8060 from [165]). Gilson Pipetman P2 and P10 were used to deliver the stock 
solutions. 

NMR samples 

NMR samples were prepared through reconstitution of lyophilized protein into 100 mM KC1, 10 
mM imidazole, 10% D20. Protease inhibitor cocktail I (Calbiochem, lot B48045), DSS (0.17 mM), 
and NaN3 (0.01%) were added; CaCl2 was added to 10 mM. Samples were brought to pH 6.7 (un
corrected value) with NaOH (~30 /iL of 1M NaOH). Samples were filtered through a Millipore 
Spin-X column (0.22 /JL, pore size) and decanted into an 5 mm NMR tube. Sample volumes were 
500/xL, containing 0.5-2 mM protein. Protein concentrations were determined by amino acid anal
ysis. Titrations were initially performed with 15N-labeled samples (one replica each for cNTnC and 
cCTnC) and were repeated with {15N,13C}-labeled samples. 

100 



NMR spectroscopy 

NMR data were acquired at 30° C on a Varian Inova 500 MHz spectrometer possessing a triple 
resonance probe and Z-pulsed field gradient. The sample was not spun. The experiments were 
implemented in Biopack (Varian Inc.). All spectra were processed with NMRPipe/NMRDraw [148]. 
Processing featured forward-back linear prediction in the indirect dimension, and mild apodization 
and zero filling prior to Fourier transformation (in both dimensions). Peak picking and analysis 
was performed with the NANUC distribution of NMRView [166] as maintained by Pascal Mercier 
(Chenomx Inc.). 

B.1.1 Titration of cNTnOCa2+ or cCTnC»2Ca2+ with W7 

For both cNTnC and cCTnC, {1H,15N}-HSQC and {/H.^Cj-HSQC spectra were acquired at incre
mental concentrations of W7. The titration of 15N-labeled cNTnC had an initial protein concentra
tion of 0.50 mM; [W7] tota; was 0, 0.069,0.139,0.208, 0.277, 0.414, 0.551, 0.688, 0.959, 1.495 and 
2.542 mM (11 data points). This titration is the source of the 2D-{1H,15N}-HSQC data presented 
here. A second sample of cNTnC, with {15N,13C}-labeling, was also titrated; the initial protein 
concentration was 1.25 mM, and [Wl]totai was varied between 0,0.120,0.361,0.833, 1.426,2.361, 
3.509 and 4.630 mM (8 data points). This sample is the source of the 2D-{1H,13C}-HSQC spectra 
presented here. The titration of 15N,13C-labeled cCTnC had an initial protein concentration of 1.76 
mM, and [W7]toto; was varied between 0, 0.107, 0.322, 0.960, 1.80, 2.62, 3.84 and 5.02 mM (8 
points). The { /H^N}- and ^H.^Cl-HSQC data presented here are from the same trial. 

B.1.2 Addition of cNTnOCa2+ to W7 

A solution of 1.5 mM W7 was prepared in NMR buffer (above) and transferred to an NMR tube. 
The pH was adjusted to ~6.8 so the volume was 509 /nL. A stock of 2.0 mM cNTnC was prepared 
as described above was pH adjusted to ~6.8 (pH paper was used, my notes have the pH range as 
6.5-7). 10/iL increments of protein were added at each titration point. At each point in the titration, 
small aliquots of acid or base were added to maintain a constant pH. The pH seemed to stabilize 
after point 7 of the titration. 

B.1.3 Software 

Extraction of the raw data from the assigned HSQC peak lists was done with Perl scripts written 
by myself. The software xcrvfit was useful throughout my PhD for the interactive perusal of the 
data [167]. Some simulations and fitting routines were implemented in the free, open source soft
ware package R. The development and testing was performed using R version 2.5.1 (2007-06-27) 
(Gentoo/PPC) and R 2.6.0 GUI 1.21 (4833) (Mac OSX). Older work was done with Mathematica 5 
(Wolfram Research). 
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Appendix C 

R scripts 

C.l Least-squares fits to the single site binding model 
This script, as written, generates Figure 4.7. It shows a number of aspects of linear regression, and 
data visualization, using R's internal functions. The single site fits preceeding Figure 4.7 were made 
with smaller codeblocks from this script. 

# # 

#simultaneous fit 

inData <- read.table("121-128-129-combined-normalized.xcAD") 
inData.ligandConc <- inData[[l]] 
inData.protConc <- inData[[3]] 
inData.ratio <- list( inData[[1]] / inData[[3]])[[1]] 
inData.shifts.raw <- inData[[2]] 
numPoints <- length(inData.shifts.raw) 
inData.shifts.raw.lastPoint <- inData.shifts.raw[[numPoints]] 

testlnp <- list (10=°inData . ligandConc, pO=inData .protConc, delDel = inDat a. shifts, raw) 
testFit <- nls( delDel " ( maxShift / (2*p0) ) * ( (pO+10+Kd)-( (pO+10+Kd)~2 - 4*p0*10 )"0.5) 
, testlnp, start=list(Kd=0.0001,maxShift=l.05)) 
#the above gives a nonlinear least squares fit 

#below: making obs vs predicted plot; predicted function is discretely sampled 
•sampling <- 200 tnumber of points to sample curve at 
•extrapolation <- 40 fPercentage of input range to plot over — 1.1 means 'extrapolate 10%' 
tempLig <- seq(inData.ligandConc[1],extrapolation*inData.ligandConc[length(inData.ligandConc)J, 

length=sampling) 
tempProt <- seq(inData.protConc[1],inData.protConc[length(inData.protConc)], length=sampling) 
plot(tempLig/tempProt, predict(testFit,list(10=tempLig,p0=tempProt)),type = "l",xlab="W7:cCTnC", 

ylab="Chemical shift change (ppm)",main="Overlay") 
lines(tempLig/tempProt, predict(testFit, list(10=tempLig,p0=tempProt)),col="blue") 
points(inData.ratio,inData.shifts.raw,pch=19,col="blue") 
summary(testFit) 
testFit 

inData <- read.table("128-129-combined-normalized.xcAD") 
inData.ligandConc <- inData[[l]] 
inData.protConc <- inData[[3]] 
inData.ratio <- list ( inData[[l]] / inData[[3]])[[1]] 
inData.shifts.raw <- inData[[2]] 
numPoints <- length(inData.shifts.raw) 
inData.shifts.raw.lastPoint <- inData.shifts.raw[[numPoints]] 

testlnp <- list(10=inData.ligandConc,p0=inData.protConc,delDel=inData.shifts.raw) 

102 



testFit <- nls( delDel " ( maxShift / (2*p0) ) * ( (pO + 10+Kd)-( (pO+10+Kd)"2 - 4*p0*10 )"0.5) 
, testlnp, start=list(Kd=0.0001,maxShift=l.05)) 
#the above gives a nonlinear least squares fit 

#below: making obs vs predicted plot; predicted function is discretely sampled 
•sampling <- 200 #number of points to sample curve at 
•extrapolation <- 40 #Percentage of input range to plot over — 1.1 means 'extrapolate 10%' 
tempLig <- seq(inData.ligandConc[1],extrapolation*inData.ligandConc[length(inData.ligandConc)], 

length=sampling) 
tempProt <- seq(inData.protConc[1],inData.protConc[length(inData.protConc)], length=sampling) 
#plot(tempLig/tempProt, predict(testFit,list(10=tempLig,p0=tempProt)),type = "l",xlab="W7:cCTnC", 

ylab="Chemical shift change (ppm)",main="Overlay") 
lines(tempLig/tempProt, predict(testFit, list(10=tempLig,p0=tempProt)),col="green") 
•points (inData.ratio,inData.shifts.raw,pch=19,col="green") 
summary(testFit) 
testFit 

•normalizing fits for 128, 129 and comparing them 
•then normalizing and fitting simultaneously 

tsetwd("/Users/rmbh/work/THESIS/projects/crossVal-final/crossVal-preThesis/Rscripts") 
setwd("/Users/rmbh/work/THESIS/projects/crossVal-final/") 

require(stats); require(graphics) 

#inputing data 
inData <- read.table("129.xcAD") 
inData.ligandConc <- inData[[l]] 
inData.protConc <- inData[[3]] 
inData.ratio <- list ( inData[[l]] / inData[[3]])[ [1]] 
inData.shifts.raw <- inData[[2]] 
numPoints <- length(inData.shifts.raw) 
inData.shifts.raw.lastPoint <- inData.shifts.raw[[numPoints]] 
inData.shifts.norm <- inData.shifts.raw / inData.shifts.raw.lastPoint 
•plot(inData.ratio,inData.shifts.norm) 

testlnp <- list(10=inData.ligandConc,p0=inData.protConc,delDel=inData.shifts.norm) 
testFit <- nls( delDel " ( maxShift / (2*p0) ) * ( (p0+10+Kd)-( (p0+10+Kd)"2 - 4*p0*10 )~0.5) 
, testlnp 
, start=list ( Kd=0.0001, maxShift=l.05 )) 
•the above gives a nonlinear least squares fit 

•below: making obs vs predicted plot; predicted function is discretely sampled 
sampling <- 400 #number of points to sample curve at 
extrapolation <- 40 (Percentage of input range to plot over — 1.1 means 'extrapolate 10%' 
tempLig <- seq(inData.ligandConc[1],extrapolation*inData.ligandConc[length(inData.ligandConc)], 

length=sampling) 
tempProt <- seq(inData.protConc[1],inData.protConc[length(inData.protConc)], length=sampling) 

•plot(tempLig/tempProt, predict(testFit,list(10=tempLig,pO=tempProt)),type = "l",xlab="W7:cCTnC", 
ylab="Chemical shift change (ppm)",main="") 
lines(tempLig/tempProt, predict(testFit, list(10=tempLig,p0=tempProt))) 
points(inData.ratio,inData.shifts.norm) 
summary(testFit) 
testFit 

•inputing data 
inData <- read.table("128.xcAD") 
inData.ligandConc <- inData [[1]] 
inData.protConc <- inData[[3]] 
inData.ratio <- list ( inData[ [1]] / inData[ [3]])[ [1]] 
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inData.shifts.raw <- inData[[2]] 
numPoints <- length(inData.shifts.raw) 
inData.shifts.raw.lastPoint <- inData.shifts.raw[[numPoints]] 
inData.shifts.norm <- inData.shifts.raw / inData.shifts.raw.lastPoint 
#plot(inData.ratio,inData.shifts.norm) 

testlnp <- list(10=inData.ligandConc,pO=inData.protConc,delDel=inData.shifts.norm) 
testFit <- nls( delDel " ( maxShift / (2*p0) ) * ( (pO+10+Kd)-( (pO+10+Kd)"2 - 4*p0*10 )"0.5) 
, testlnp, start=list(Kd=0.0001,maxShift=l.05)) 
#the above gives a nonlinear least squares fit 

#below: making obs vs predicted plot; predicted function is discretely sampled 
•sampling <- 200 tnumber of points to sample curve at 
•extrapolation <- 40 tPercentage of input range to plot over — 1.1 means 'extrapolate 10%' 
tempLig <- seq(inData.ligandConc[1],extrapolation*inData.ligandConc[length(inData.ligandConc)], 

length=sampling) 
tempProt <- seq(inData.protConc[1],inData.protConc[length(inData.protConc)] , length=sampling) 

#plot(tempLig/tempProt, predict(testFit,list(10=tempLig,pO=tempProt)),type = "l",xlab="W7:cCTnC", 
ylab="Chemical shift change (ppm)",main="Overlay") 

lines(tempLig/tempProt, predict(testFit,list(10=tempLig,pO=tempProt))) 
points(inData.ratio,inData.shifts.norm,pch=19) 
summary(testFit) 
testFit 

C.2 Global least-squares fit 
This repeats the global single-site analysis in [12], but implemented in R. The original Mathematica 
scripts are available online as Supplementary Material [12]. 

#v. 0.1 (Oct. 23, 2007) 
#v. 0.2 (Nov. 4, 2007) 
#rmbh 

#RUN: plotGlobalNorm() after sourcing this in R 

setwd("~/work/THESIS/projects/crossVal-final/crossVal-preThesis/testSets/NTnCW721/") 
datasets <- Sys.glob("*.dat") 

plotGlobalNorm <- function (allData) { 
plotSingleNorm(allData) 
plotAHNorm(allData) 
} 

##routine to input a set of coupled titration curves 
ftdata should be represented with labels 
ftdata is stored without normalization 
allData <- data.frame() fusing data frames allows mixing of characters (say set names) 
allSetNames <- list() 
iter = 0 
for (dataset in datasets) { 
iter = iter + 1 
setName <- substring(dataset, 1, {nchar(dataset)-4} ) #drop 4-character suffix from filename 
allSetNames[{length(allSetNames)+1}] <- c(setName) 
inData <- read.table(dataset, header=FALSE, 
col.names=list("concTitrant","deltaDelta", "concTarget")) 
inData <- data.frame(setName,inData) 
if( iter==l )( allData <- inData } 
else{ allData <- rbind(allData,inData)} 
} 
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##routine to normalize and to simultaneously plot all raw data 
plotAHNorm <- function (allData) { 
iter <- 0 
allData.deltaDelta.norm <- data.frameO 
for (name in allSetNames){ 
iter <- iter + 1 
set <- subset(allData,allData$setName==name) 
deltaDelta.norm <- set$deltaDelta / set$deltaDelta[length(set$deltaDelta)] 
concRatio <- set$concTitrant / set$concTarget 
plot(concRatio,deltaDelta.norm,type="b",xlab="",ylab="",pch=20) 
par(new=TRUE) 
if( iter==l )( allData.deltaDelta.norm <- deltaDelta.norm ) 
elsef allData.deltaDelta.norm <- cbind(allData.deltaDelta.norm,deltaDelta.norm)} 
} 
title(main="All normalized signals", xlab="[titrant]:[target]", 
ylab="normalized change", new=FALSE) 
1 

##routine to normalize and to individually plot all raw data 
plotSingleNorm <- function(allData){ 
layout(matrix(1:25,nrow=5, ncol=5)) #make window large enough for 25 signals 
par(mar=(c (2,2,1,1)+0.5}) 
iter = 0 
allData.deltaDelta.norm <- data.frameO 
for (name in allSetNames)( 
iter = iter + 1 
set <- subset(allData,allData$setName==name) 
deltaDelta.norm <- set$deltaDelta / set$deltaDelta[length(set$deltaDelta)] 
concRatio <- set$concTitrant / set$concTarget 

titleString <- c("residue",name) 
plot(concRatio,deltaDelta.norm,type="b",main=titlestring,xlab="[titrant]:[target]", 

ylab="normalized change") 
par(new=FALSE,ask=TRUE) 
if( iter==l ){ allData.deltaDelta.norm <- deltaDelta.norm } 
else{ allData.deltaDelta.norm <- cbind(allData.deltaDelta.norm,deltaDelta.norm)} 
} 
} 

doNLSss <- function) titrationData , signalName){ 
inData <- subset( titrationData, allData$setName==signalName) 
inData.shifts.norm <- inData$deltaDelta / inData$deltaDelta[length(inData$deltaDelta)] 
inData2 <- list(10=inData$concTitrant, pO=inData$concTarget, delDel=inData.shifts.norm) 
nlsFit <- nls( 
delDel " ( maxShift / (2*p0) ) * ( (p0+10+Kd)-( (pO+10+Kd)~2 - 4*p0*10 )"0.5) 
, inData2, start=list(Kd=0.0001,maxShift=l.05)) 
nlsFit 
} 
#doNLSss(allData, 17) 

##routine to return the residuals for a fit 
getNLSss <- function) titrationData , signalName)( 
inData <- subset( titrationData,allData$setName==signalName) 
inData.shifts.norm <- inData$deltaDelta / inData$deltaDelta[length(inData$deltaDelta)] 
inData2 <- list(10=inData$concTitrant, pO=inData$concTarget, delDel=inData.shifts.norm) 
nlsFit <- nls ( 
delDel " ( maxShift / (2*p0) ) * ( (p0+10+Kd)-( (pO+10+Kd)~2 - 4*p0*10 )"0.5) 
, inData2, start=list(Kd=0.0001,maxShift=l.05)) 
# nlsFit 
residualSOS <- sum(summary(nlsFit)$residuals~2) 
fitKd <- coef(nlsFit)[1] 
fitMaxShift <- coef(nlsFit) [2] 
c(fitKd, fitMaxShift, residualSOS=residualSOS) 
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##routine to evaluate the residuals for a given query Kd, scale 
evalSOSss <- function; titrationData , signalName, Kd, maxShift){ 
inData <- subset ( titrationData, titrationData$setName==signalName) 
inData.shifts.norm <- inData$deltaDelta / inData$deltaDelta[length(inData$deltaDelta)] 
outputSOS <- 0 
iter <- 0 
for( delDelObs in inData.shifts.norm ) { 
iter <- iter + 1 
10 <- inData$concTitrant[iter] 
pO <- inData$concTarget[iter] 

#INPUT VARIABLES Kd and maxShift USED HERE 
delDelPred <- ( maxShift / (2*p0) ) * ( (pO+10+Kd)-( (pO+10+Kd)"2 - 4*p0*10 )~0.5) 
outputSOS <- outputSOS + (delDelPred-delDelObs)"2 
} 
outputSOS 
} 

##routine to map the SOS-error surface of the global data set 
mapGlobalSOS <- function( titrationData ){ 
outTable <- data.frame() 
tfirst build a list of all of the local fits 
localKds <- list () 
localMaxShifts <- list() 
iter <- 0 
for (name in allSetNames){ 
fit <- getNLSss( titrationData, name ) 
localKds <- rbind(localKds, fit[l]) 
localMaxShifts <- rbind(localMaxShifts, fit [2]) 
> 
ssGrid <- cbind(Set=allSetNames,localKds,localMaxShifts) 
print("All local fits") 
print(ssGrid) 

KdGrid <- sort(as.numeric(ssGrid[,2])) 
MaxShiftGrid <- sort(as.numeric(ssGrid[,3])) 
startMaxShift <- mean((as.numeric(ssGrid[, 3] )) ) 

print("Now optimizing Kd with fixed value of maxShift...") 
for (Kd in KdGrid){ 
globalSOS <- 0 
maxShift <- startMaxShift 
for (name in allSetNames){ 
localSOS <- evalSOSss(titrationData , name, Kd, maxShift) 
globalSOS <- globalSOS + localSOS 
( 
outTable <- rbind( outTable, cbind( Kd, globalSOS )) 
} 
print("...Completed optimizing Kd") 
outTable 
1 

#globalSOS <- mapGlobalSOS(allData) 
#plot(globalSOS) 

doWeightedNLSss <- function ( titrationData , signalName, weightsVector){ 
inData <- subset( titrationData,titrationData$setName==signalName) 
inData.shifts.norm <- inData$deltaDelta / inData$deltaDelta[length(inData$deltaDelta)] 
inData2 <- list(10=inData$concTitrant, pO=inData$concTarget, delDel=inData.shifts.norm) 
nlsFit <- nls( 
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delDel " ( maxShift / (2*p0) ) * { (pO+10+Kd)-( (pO+10+Kd)"2 - 4*p0*10 )"0.5) 
, inData2, s tart=list(Kd=0.OO01,maxShift=l .05), weights=weightsVector) 
n l s F i t 
} 

getWeightedNLSss <- funct ion; t i t r a t i o n D a t a , signalName, weightsVector){ 
inData <- subset( t i t r a t i o n D a t a , titrationData$setName==signalName) 
inData . sh i f t s .norm <- inData$deltaDelta / inData$del taDel ta[ length( inData$del taDel ta) ] 
inData2 <- l i s t (10=inData$concTi t rant , pO=inData$concTarget, delDel=inData.shif ts .norm) 
n l s F i t <- n l s ( 
delDel " ( maxShift / (2*p0) ) * ( (pO+10+Kd)-( (pO+10+Kd)~2 - 4*p0*10 )"0.5) 
, inData2, start=list(Kd=0.0001,maxShift=l.05), weights=weightsVector) 
# nlsFit 
residualSOS <- sum(summary(nlsFit)$residuals"2) 
fltKd <- coef(nlsFit)[1] 
fitMaxShift <- coef(nlsFit)[2] 
c(fitKd, fitMaxShift, residualSOS=residualSOS) 

) 

generateSimpleTitrErr <- function ( numPoints, percentErr )( 
out <- list () 
iter <- 0 
while (iter < numPoints)( 
out <- cbind( out, (1-iter*(percentErr/100 ))) 
iter <- iter + 1) 
as.vector(out,mode="numeric") 
} 

••routine to map the SOS-error surface of the global data set WITH WEIGHTS 
mapWeightedGlobalSOS <- function( titrationData, weightsVector ){ 
out Table <- data, framed 
#first build a list of all of the local fits 
localKds <- list () 
localMaxShifts <- list() 
iter <- 0 
for (name in allSetNames)( 
fit <- getWeightedNLSss( titrationData, name, weightsVector ) 
localKds <- rbinddocalKds, fit[l]) 
localMaxShifts <- rbind(localMaxShifts, fit[2]) 
} 
ssGrid <- cbind(Set=allSetNames,localKds,localMaxShifts) 
print("All local fits") 
print(ssGrid) 

KdGrid <- sort(as.numeric(ssGrid[,2])) 
MaxShiftGrid <- sort(as-numeric(ssGrid[,3])) 
startMaxShift <- mean((as.numeric(ssGridt,3]))) 

print("Now optimizing Kd with fixed value of maxShift...") 
for (Kd in KdGrid)( 
globalSOS <- 0 
maxShift <- startMaxShift 
for (name in allSetNames)( 
localSOS <- evalSOSss(titrationData , name, Kd, maxShift) 
globalSOS <- globalSOS + localSOS 

1 
outTable <- rbind( outTable, cbind( Kd, globalSOS )) 
} 
print("...Completed optimizing Kd") 
outTable 
} 
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#using the following weights: 
# weights3 <- c( 0.00, 0.02, 0.04, 0.06, 0.08, 0.10, 0.12, 0.14, 0.16, 0.18, 0.20 ) 
# interesting results compared with 
# weights2 <- c( 1.00 1.00 1.00 1.00, 0.10, 0.10, 0.10, 0.10, 0.10, 0.05, 0.05 ) 
# minimum SOS is for Kd = 0.00017056 using weights3; used below 

##THIS IS A HACK to CONVERGE AROUND THE FITTED KD with a FIXED maxShift 
mapWeightedGlobalSOS2 <- function ( titrationData, weightsVector ){ 
outTable <- data, framed 
outTable2 <- data.framed 
tfirst build a list of all of the local fits 
localKds <- list () 
localMaxShifts <- listO 
iter <- 0 
for (name in allSetNames){ 
fit <- getWeightedNLSss( titrationData, name, weightsVector ) 
localKds <- rbind(localKds, fit[l]) 
localMaxShifts <- rbind(localMaxShifts, fit[2]) 

} 
ssGrid <- cbind(Set=allSetNames,localKds,localMaxShifts) 
print("All local fits") 
print(ssGrid) 

KdGrid <- sort(as.numeric(ssGrid[,2])) 
MaxShiftGrid <- sort(as.numeric(ssGrid[,3])) 
startMaxShift <- mean((as.numeric(ssGrid[, 3])) ) 

print("Now optimizing Kd with fixed value of maxShift...") 
for (Kd in KdGrid)( 
globalSOS <- 0 
maxShift <- startMaxShift 
for (name in allSetNames){ 
localSOS <- evalSOSss(titrationData , name, Kd, maxShift) 
globalSOS <- globalSOS + localSOS 
} 
outTable <- rbind( outTable, cbind( Kd, globalSOS )) 
} 
print("...Completed optimizing Kd") 

print("VERSION2 (hackery): now converging on optimized Kd...") 
for (maxShift in MaxShiftGrid)( 
globalSOS <- 0 
Kd <- 1.705647e-04 
for (name in allSetNames){ 
localSOS <- evalSOSss(titrationData , name, Kd, maxShift) 
globalSOS <- globalSOS + localSOS 
} 
outTable2 <- rbind( outTable2, cbind( maxShift, globalSOS )) 
} 
print("...END: optimized global value of maxShift for Kd=l.705647e-04") 
outTable2 
( 

C.3 Global, single-site model with weighted least-squares 
This is the code to produce Figure 4.14 (p. 66). 

source("ssfit-global-ls.r") 

weightslpercent <- generateSimpleTitrErr(11,1) 
weights2percent <- generateSimpleTitrErr(11,2) 
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weight 
weight 
weight 
weight 
weight 
weight 
weight 
weightslOpercent < 

:s3percent 
;s4percent 
:s5percent 
:s6percent 
:s7percent 
;s8percent 
;s9percent 

generateSimpleTitrErr(11,3) 
generateSimpleTitrErr(11,4) 
generateSimpleTitrErr(11, 5) 
generateSimpleTitrErr(11,6) 
generateSimpleTitrErr(11,7) 
generateSimpleTitrErr(11,8) 
generateSimpleTitrErr(11,9) 
- generateSimpleTitrErr(11,10) 

withweightslpercent <- mapWeightedGlobalSOS( allData, weightslpercent 
withweights2percent <- mapWeightedGlobalSOS( allData, weights2percent 
withweights3percent <- mapWeightedGlobalSOS( allData, weights3percent 
withweights4percent <- mapWeightedGlobalSOS) allData, weights4percent 
withweights5percent <- mapWeightedGlobalSOS( allData, weights5percent 
withweights6percent <- mapWeightedGlobalSOS( allData, weights6percent 
withweights7percent <- mapWeightedGlobalSOS! allData, weights7percent 
withweights8percent <- mapWeightedGlobalSOS( allData, weights8percent 
withweights9percent <- mapWeightedGlobalSOS( allData, weights9percent 
withweightslOpercent <-mapWeightedGlobalSOS( allData, weightslOpercent 

plot(withweightslpercent,pch=19) 
points(withweightslpercent,col="brown") 
points(withweights2percent, col="maroon") 
points(withweights3percent,col="red") 
points(withweights4percent,col="orangered") 
points(withweights5percent,col="orange") 
points(withweights6percent,col="yellow") 
points(withweights7percent,col="yellowgreen") 
points(withweights8percent,col="green") 
points(withweights9percent,col="blue") 
points(withweightslOpercent,col="purple", pch=19) 

#the "ssfit-global-ls.r" script can alter the current working directory 
#setwd(''pathToStartingDirectory' ' ) 
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Appendix D 

Mathematica Script 

D.l Maximum likelihood analysis of titration of cNTnOCa2+ 
This script is named 'prototype-maxLikelihood.nb' A PDF of the notebook is included following an 
expansion of the input cell, given below. 

r e s i d u e s = { 3 , 4 , 5 , 8, 9, 1 1 , 12, 13 , 14, 15, 17, 18, 20 , 2 1 , 23 , 26 , 29 , 30, 3 1 , 32, 34 , 42, 43 , 47, 
48 , 4 9, 55 , 58 , 63 , 66, 67, 68, 69, 70, 7 1 , 72, 74, 7 6, 7 9, 87, 88 } ; n a m e l i s t : = {"Met 1" , 
"Asp 2 " , " A s p 3 " , " l i e 4 " , " T y r 5 " , "Lys 6", "Ala 7 " , " A l a 8 " , " V a l 9" , "Glu 10" , 
"Gin 1 1 " , " L e u 1 2 " , " T h r 1 3 " , " G l u 1 4 " , " G l u 15" , "G in 1 6 " , " L y s 17" , "Asn 1 8 " , 
"Glu 1 9 " , " P h e 2 0 " , " L y s 2 1 " , "Ala 2 2 " , "Ala 2 3 " , " P h e 2 4 " , "Asp 2 5 " , " H e 2 6 " , 
"Phe 2 7 " , " V a l 2 8 " , " L e u 2 9 " , " G l y 3 0 " , " A l a 3 1 " , " G l u 32" , "Asp 3 3 " , " G l y 34" , 
"Ser 3 5 " , " H e 3 6 " , "Ser 3 7 " , " T h r 3 8 " , "Lys 3 9 " , "Glu 40" , "Leu 4 1 " , " G l y 42" , 
"Lys 4 3 " , " V a l 44" , "Met 4 5 " , " A r g 46" , "Met 47" , "Leu 4 8 " , " G l y 4 9 " , " G i n 50" , 
"Asn 5 1 " , " P r o 5 2 " , " T h r 5 3 " , " P r o 5 4 " , " G l u 5 5 " , " G l u 5 6 " , " L e u 5 7 " , " G i n 5 8 " , 
"Glu 5 9 " , "Met 60" , " H e 6 1 " , "Asp 62" , "Glu 6 3 " , " V a l 64" , "Asp 6 5 " , "Glu 66" , 
"Asp 6 7 " , " G l y 6 8 " , " S e r 6 9 " , " G l y 7 0 " , " T h r 7 1 " , " V a l 7 2 " , " A s p 7 3 " , " P h e 74" , 
"Asp 7 5 " , " G l u 7 6 " , " P h e 7 7 " , " L e u 7 8 " , " V a l 79" ,"Met 80" , "Met 8 1 " , " V a l 8 2 " , 
"Arg 8 3 " , " S e r 84" , "Met 8 5 " , " L y s 86" , "Asp 87" , "Asp 8 8 " , " S e r 8 9 " } ; 

( * f u l l pa thname must be e n t e r e d below*) 

w o r k i n g d i r (*needs t r a i l i n g ' / ' * ) : = 
" / U s e r s / r m b h / D o c u m e n t s / w r i t i n g / p u b l i s h e d / w 7 _ b i n d i n g _ t n c 0 5 / o r i g i n a l _ \ 

s u b m i s s i o n / W 7 _ b i n d i n g _ c T n C _ s u p p l e m e n t / n d o m _ n h _ s c a l e / " ; 
f i l e g l o b : = " . x c A D " ; 

(*user i n p u t s t o p s he re* ) 

(*initialization*) 

Off[General::spelll] 
(* 
makes master input table from directory full of Xcurvfit input files 
*) 

getinput=Module[ 
{it,file,concL,concP,vars,obs} 

, { 
input={}; 
Do[ 

file= 
ToString[ 
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workingdir 
<> 
T o S t r i n g [ r e s i d u e s [ [ i ] ] ] 
<> 
f i l e g l o b 

] ; 

it = Import[file,"Table"] ; 
concL:=Transpose[it] [ [1]]; 
concP:= Transpose[it][ [3] ] ; 
vars=Transpose[{concL,concP}]; 
obs = Transpose[it] [ [2]]; 
AppendTo[input,{residues[[i]] ,vars,obs}] ; 
,{i,1,Length[residues]} 

]; 
}]; 

inputOrig = input; 

lastpoints= 

{ 
Transpose[input][[1]] 
r 

Part [ 
Transpose[input] [ [3]]//Transpose 
,Transpose[input] [ [3]] [[1]]//Length 
] 

}//Transpose; 
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(•applying learnMaxLikelihood.nb to the fitSS notebook*) 

(•define ' input' in the closed cell below*) 

(•evaluating the next cell defines a normalized data set*) 
normalize[data_] := Module[{norm, temp, resi, vars, obs, normObs}, 

{ 
norm = {}; 
Do[ 
temp = input[[j]]; 
resi = temp[[1]]; 
vars = temp[[2]]; 
obs = temp[[3]]; 
normObs = obs / obs[[-1]]; 
AppendTo[norm, {resi, vars, normObs}]; 
, {j, Length[data]} 

]; 
norm 
}] 

norm = normalize[input]; 
norm = norm[[1]]; 
(•undefine input so i don' t accidentally use it*) 
input =. 

(•make likelihood function' s exponential a difference between pred and obs Ads*) 
(•this time set up correctly - to describe a Gaussian of Kds (not A<5s)*) 

lhSSlocal [data_, kd_, scale_, sigma_, residue_] : = 
Module [{vars, obs, <5ss, evalss, target, b, x, x2, aO, al}, { 

vars=data[[residue]][[2]]; (•first index here is residue number*) 
obs = data[[residue]][[3]]; 
al := ((aO*x) /<5ss) + ((<5ss*x2) / aO) - x - x2; 
evalss [{LIG_, PROT_), SHIFT_] : = al /. {aO-» scale, x -> LIG, x2 -* PROT, <5ss-» SHIFT) ; 
Sum[ 
Log[ 
(1/ (2 * Pi * sigma A 2) "0.5) * 
Exp[-1* ((evalss [vars[[j]], obs[[j]]] - kd) "2) / (2 * sigma"2) ] ] 

, {j, 2, Length[vars]}]}] 

lhSSglobal [data_, kd_, scale_, sigma] : = 
Module [{vars, obs, <5ss, evalss, target, b, x, x2, aO, al}, { 

al := ((aO*x) / Sss) + ((<5ss*x2) /aO) -x-x2; 
evalss [ {LIG_, PROT_} , SHIPT_] : = al / . {aO -• scale, x -» LIG, x2 -> PROT, <5ss -> SHIFT} ; 
Sum[ 
vars = data[[residue]][ [2]]; 
obs = data[[residue]][[3]]; 
Sum[ 
Log[ 
(1/ (2 * Pi * sigma A2) "0.5) * 
Exp[-1* ((evalss [vars [[j]], obs[[j]]] - kd) "2) / (2 * sigma" 2) ] ] 

, {j, 2, Length[vars]}] 
, {residue. Length[data]}]}] 
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doGlobalSS[data_] : = Module[{max}, { 
(*NOTE: I don' t understand the order for output terms chosen by NMaxiraize*) 
max = NMaximize[ 

lhSSglobal[data, kd, scale, sigma] 
, {{kd, 0.0001, .00026}, {scale, 1, 1.2}, {sigma, 0.00001, 0.001}}]; 

max}] 
visualizeGlobal[dat_, {fitKD_, fitERR_, fitSCALE_, maxL}] := 
Module [{data, temp, a, b, c, d}, { 

a = fitERR; b = fitKD; c = fitSCALE; 
Do[ 
temp = 
Plot [lhSSlocal [dat, kd, c, a, j] , {kd, b-2*a, b + 2 * a} , 
PlotLabel -» j , PlotPoints -» 10, DisplayFunction -> Identity] ; 

d = maxL/ (Length[dat] - 2) ; (*vertical scale*) 
Show[ 
temp 

, Graphics[Line[{{b, 0}, {b, 150}}]] 
, Graphics [Line [{ {b + a, 0}, {b + a, d}}]] 
, Graphics [Line [ {{b - a, 0}, {b - a, d} } ] ] 
, DisplayFunction-» $DisplayFunction] 

, {j, Length[dat]}] 

}] 
getGSSvars[GSSout_] := 
{GSSout [[1, 2]][[1, 2]], GSSout[[l, 2]] [[3, 2]], GSSout[[l, 2]][[2, 2]], GSSout[[l, 1] ] } 

doGlobalSS[norm] 

{{2840.18, {kd^ 0.0000136064, scale -> 0. 759414, sigma-> 0.000237294 }}} 

visualizeGlobal[norm, getGSSvars[%161]] 

culledl= Delete[norm, {{10}, {38}, {40}}]; 
doGlobalSS[culledl] 

{{2790.25, {kd^ 0.000146375, scale -> 0.975626, sigma -> 0 .000156618}}} 

visualizeGlobal[culledl, getGSSvars[%127]] 

culled2= Delete[culledl, {{4}, {7}, {11}}]; 
doGlobalSS[culled2] 

{{2696.64, {kd-> 0.000173391, scale-> 1.03787, sigma^ 0 .000109058}}} 

visualizeGlobal[culled2, getGSSvars[%130]] 

culled3= Delete[culled2, {{3}, {4}, {5}, {35}}]; 
doGlobalSS[culled3] 

{{2506.25, {kd-> 0.000168152, scale -» 1. 05314, sigma -» 0.0000745819}}} 

visualizeGlobal[culled3, getGSSvars[%133]] 

culled4= Delete[culled3, {{1}, {7}, {18}, {23}, {25}, {27}, {31}}]; 
doGlobalSS[culled4] 

{{2063.92, {kd^ 0.000151326, scale-> 1. 059, sigma -> 0 . 0000445629} } } 

visualizeGlobal[culled4, getGSSvars[%136] ] 

113 



culled5= Delete[culled4, {{2}, {3}}]; 
doGlobalSS[culled5] 

{{1911.12, {kd^ 0.000146682, scale -> 1. 05873, sigma -> -0 .0000408406}}} 

doGlobalSS[culled5] 

{{1911.12, {kd^ 0.000146682, scale -> 1.05873, sigma -> -0 .0000408406}}} 

visualizeGlobal[culled5, getGSSvars[%140]] 

culled6= Delete[culled5, {{7}}]; 
doGlobalSS[culled6] 

{{1828.39, {kd^ 0.000144146, scale-» 1.05814, sigma -> -0 .0000400422}}} 

visualizeGlobal[culled6, getGSSvars[%146]] 

1 
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Appendix E 

Spreadsheet to Simulate the 
Association of cNTnC#Ca2+ and W7 
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Appendix F 

Definining distance restraints 

F.l extract_edfilt.pl 
This script extracts distance restraints from assignments of intermolecular contacts in an edited, filtered NOE 
spectrum. The input data is a three-dimensional NMRView peak list with the direct dimension being the ligand 
frequency. In the NMRView peaklist, protein assignmentes are given explicitly but all ligand resonances are 
labeled "99.HX" and are assigned within the body of this script. Note that the protein assignments can be 
ambiguous but only if there are two ambiguous atoms. 

Importantly, this script does not do any calibration based on the intensity of the NOEs. All restraints are 
calibrated between the same range, which is defined in the header of the script. 

# ! / u s r / b i n / p e r l -w 
#rmbh08 
#for the edited, filtered, NOESY, assigned in NMRView 
•applies approximate assignments of ring, tail protons 
•handling of ambiguous protein atom assignments 
#this version: assignments validated by BDS. H6 and H8 assignments switched. 

$verslon=0.7; #Jul 3, 2008 

$dist = 6; 
$lower = $dist-1.8; 
$upper = 0.1; 

my SassignedLines; 
my %ambiguousProteinAtoms; 

while(<>) { 
if(m,99.HX,){ #all ligand shifts are assigned as the same atom 

if(m,(99.HX\s?){2},){ ttreatment for two ambiguous protein protons 
m, (\d+)\s+\{99.HX 99.HX\}(. + ?)\{(\d+.\w+) (\d+.\w+)\}(.+?)\((\d+.\w+) (\d+.\w+)\}(. + ),; 
push(@assignedLines, "$1 \{99.HX\}$2\($3\}$5\{$6\}$8\n"); 
push(@assignedLines, "$1 \{99.HX\}$2\{$4\}$5\{$7\}$8\n"); 
$ambiguousProteinAtoms($1}="$3 $4"; #ambiguous peaks are tracked by index 
next} 

push(SassignedLines,S_)}( 

print "[generated with 'extract_edfilt v.$version'\n"; 
for(SassignedLines){ 

Sentries = split; 
$index = $entries[0]; 
$ligandShift = $entries [2]; 
$protonName = Sentries[8]; 

# $protonShift = $entries[9]; 
# $carbonName = $entries[15]; 
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# $carbonShift = $entries[16]; 
next if (exists $seen{$index}); #skip entries for ambiguous atoms that have already been 'seei 

•cleaning up atom names 
i f f e x i s t s $ambiguousProteinAtoms($index(){ 
$protonName = $ambiguousProteinAtoms($index); 
$protonName =" s, (\d+) \ . (\w+) (\d+)\.(\w+),(resid $1 and name $2) or (resid $3 and name $4),,-
$seen{$index}++; 

}else{ 
$protonName =" s, [ \ { \ } ] , , g; 
$protonName = ~ s, (\d+)\. (\w+),resid $1 and name $2,g; } 

•making protein protons into pseudoatoms 
$protonName =" s,HBl,HB\#,g; 
$protonName =" s,HE1,HE\#,g; 
$protonName =" s,HD11,HD1\#,g; 
$protonName =" s,HD21,HD2\#,g; 
$protonName =-" s , HG11, HG1 \#, g; 
$protonName =" s,HG21,HG2\#,g; 

#W7 assignments are made here 
# p r i n t "DEV: W7 s h i f t i s $ l igandShif t \n" ; 

if( $ligandShift < 4 ){ $type = 'tail'} 
elsif( $ligandShift > 8.6 )( $type = 'ringH4'} 
elsif( $ligandShift > 8.48 )( $type = 'ringH8'} 
elsif( $ligandShift > 8.25 ){ $type = 'ringH2'} 
elsif( $ligandShift > 7.6 ){ $type = 'ambigRing'} 
elsif( $ligandShift > 7.53 ){ $type = 'ringH7'} 
else) die "no W7 assignment; this shouldn't happen\n" ) 

•Distance restraint selections are defined here 
if( $type eq 'tail' )( $W7name = "name \#H1\#" } 
elsif( $type eq 'ringH2' ){ $W7name = "name \#H2"} 
elsif( $type eq 'ringH4' ){ $W7name = "name \#H4"} 
elsif( $type eq 'ringH8' )( $W7name = "name \#H8"} 
elsif( $type eq 'ringH7' ){ $W7name = "name \#H7"} 
elsif( $type eq 'ambigRing') { $W7name = "name \#H3 or name \#H6" } 
elsefdie "no W7 selection(2); this shouldn't happen(2)\n") 

•distance restraints are writen here 
p r i n t "assign ( $protonName ) (segid WW7 and r e s i d 1 and ($W7name) ) " ; 
print " $dist Slower $upper\n"; 

> 

F.2 The distance restraint table "intermolecularNOEsFinall.tbl" 
Igenerated with 'extract_edfilt v.0.7' 
assign 

assign 
assign 
assign 
assign 
assign 
assign 
assign 
assign 

assign 
assign 
assign 
assign 
assign 
assign 
assign 

assign 
assign 
assign 
assign 

(resid 48 and name HD1#) or (resid 44 and name HG2#) J (segid WW7 and resid 1 and (name #H4) ) 5 3.2 0.1 
(resid 48 and name HD1#) or (resid 44 and name HG2ft) ) (segid WW7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
resid 82 and name HG1# ) (segid WW7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
(resid 79 and name HG1#) or (resid 44 and name HG1#) ) (segid WW7 and resid 1 and (name #H8> ) 5 3.2 0.1 
(resid 79 and name HG1#) or (resid 44 and name HG1#) ) (segid WW7 and resid 1 and {name #H2> ) 5 3.2 0.1 
(resid 79 and name HG1#) or (resid 44 and name HG1#) ) (segid WW7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
resid 23 and name HB# ) (segid WW7 and resid 1 and (name #H2) > 5 3.2 0.1 
resid 23 and name HB# ) (segid WW7 and resid 1 and (name #H3 or name #H6> ) 5 3.2 0.1 
resid 23 and name HB# ) (segid WW7 and resid 1 and (name #H7) ( 5 3.2 0.1 
resid 45 and name HE# > (segid WW7 and resid 1 and (name #H4) ) 5 3.2 0.1 
resid 45 and name HE# ) (segid HW7 and resid 1 and (name #H2) > 5 3.2 0.1 
resid 45 and name HE# ) (segid WW7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
resid 60 and name HE# ) (segid WW7 and resid 1 and (name #H2) ) 5 3.2 0.1 
resid 81 and name HE# ) (segid WW7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
resid 81 and name HE# ) (segid WW7 and resid 1 and (name #H7) ) 5 3.2 0.1 
resid 26 and name HD1# ) (segid WH7 and resid 1 and (name #H3 or name #H6) ) 5 3.2 0.1 
(resid 44 and name HG2#) or (resid 48 and name HD1#) ) (segid WW7 and resid 1 and (name #H1#) ) 5 3.2 0.1 
resid 23 and name HB# ) (segid WW7 and resid 1 and (name #H1#> > 5 3.2 0.1 
resid 45 and name HE# ) (segid Ww7 and resid 1 and (name #H1#) ) 5 3.2 0.1 
resid 60 and name HE# ) (segid WW7 and resid 1 and (name ,#H1#) ) 5 3.2 0.1 
resid 81 and name HE# ) (segid WW7 and resid 1 and (name #H1#) ) 5 3.2 0.1 
resid 26 and name HD1# ) (segid WW7 and resid 1 and (name #H1#) ) 5 3.2 0.1 
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Appendix G 

Structure calculations 

G.l Script for NOE-based docking in Xplor-NIH 
xplor.requireVersion("2.18") 
xplor.parseArguraents() 

##this script is named 'anneal.py' 
##adapted from: gbl-anneal.py, originally by CDS 
##modified by RMBH for NOE-based docking of W7 onto NTnC-Ca2+ 
##former file name: gbl-anneal-clean-singconf-collapse.py 
# slow cooling protocol in torsion angle space for protein G. Uses 
# NOE, RDC, J-coupling restraints. 
# this script performs annealing from an extended structure 
# CDS 2005/05/10 

proteinTab="noe-tabs/lMXL.tbl" 
W7noeTab="noe-tabs/intermolecularNOEsFinall.tbl" 

outFilename = "anneal_STRUCTURE.pdb" 
numberOfStructures=50 

import protocol 
protocol.initRandomSeed() #set random seed - by time 
command = xplor.command 
seed=1325 #1 don't know whether this is doing anything 

mySEQ = "gen-prot/tnc-acys.seq" 
from psfGen import seqToPSF 
seqToPSF(mySEQ,startResid=l) 
protocol.initCoords("gen-prot/lLXFnoTnInoBep_ACYS_nochainID.pdb") 
protocol.addUnknownAtoms() 

command("parameter @gen-w7/w7-noDIHE.par end") 
command("structure @gen-w7/w7x.psf end") 
command("coordinates @gen-w7/w7x.pdb end") 

command("parameter @gen-ca/calcium.par end") 
command("structure @gen-ca/calcium.psf end") 
command("coordinates @gen-ca/calcium2.pdb end") 
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W7restrainString = """resname WW7 and (name CL1 or name C5 or name C6 
or name 1H6 or name C7 or name 1H7 or name C8 
or name 1H8 or name C9 or name CIO or name C4 
or name 1H4 or name C3 or name 1H3 or name C2 
or name 1H2 or name CI)""" 

BBrestrainString = """name C or name CA or name N or name o""" 

from potList import PotList 
potList = PotList() 

from simulationTools import MultRamp, StaticRamp, InitialParams, FinalParams 

rampedParams=[] 
highTempParams=[] 

# set up NOE potential 
noe=PotList('noe') 
potList.append(noe) 
from noePotTools import create_NOEPot 
for (name,scale,file) in [('protein',1,proteinTab), 

('calcium',1, "noe-tabs/Ndom_calcium.tbl") , 
] : 

pot = create_NOEPot(name, file) 
pot .setPotType("soft") #- if you think there may be bad NOEs 
pot.setScale(scale) 
noe.append(pot) 

rampedParams.append( MultRamp(2,30, "noe.setScale( VALUE )") ) 

noeW7=PotList('noeW7') 
potList.append(noeW7) 
for (name,scale,file) in [('w7',1,W7noeTab)]: 

pot = create_NOEPot(name, file) 
pot.setPotType("hard") 
pot.setScale(scale) 
noeW7.append(pot) 

rampedParams.append( MultRamp(2,30, "noeW7.setScale( VALUE )") ) 

from xplorPot import XplorPot 

#Rama torsion angle database 
protocol.initRamaDatabase() 
potList.append( XplorPot('RAMA') ) 
rampedParams.append( MultRamp(.002,1,"potList['RAMA'].setScale(VALUE)") ) 

# setup parameters for atom-atom repulsive term, (van der Waals-like term) 
potList.append( XplorPot('VDW) ) 
rampedParams.append( StaticRamp("protocol.initNBond()") ) 
rampedParams.append( MultRamp(0.9,0.8, 

"command('param nbonds repel VALUE end end')") ) 
rampedParams.append( MultRamp(.004,4, 

"command('param nbonds rcon VALUE end end')") ) 
# nonbonded interaction only between CA atoms 
highTempParams.append( StaticRamp("""protocol.initNBond(cutnb=100, 

tolerance=45, 
repel=l.2, 
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onlyCA=l)""") ) 
potList.append( XplorPot("BOND") ) 
potList.append( XplorPot("ANGL") ) 
potList['ANGL'].setThreshold( 5 ) 
rampedParams.append( MultRamp(0.4,1,"potList['ANGL'].setScale(VALUE)") ) 
potList.append( XplorPot("IMPR") ) 
potList['IMPR'].setThreshold( 5 ) 
rampedParams.append( MultRamp(0.1,1,"potList['IMPR'].setScale(VALUE)") ) 

# Give atoms uniform weights 
from atomAction import SetProperty 
AtomSel("all ").apply ( SetProperty("mass",100.) ) 
AtomSelC'all ").apply( SetProperty ("fric", 10 .) ) 

# IVM setup 
from ivm import IVM 

tors = IVM() 
tors.group(W7restrainString) 
tors.group(BBrestrainString) 
print tors.groupList() 
protocol.torsionTopology(tors) 

tors3 = IVM() 
tors3.group(W7restrainString) 
print tors3.groupList() 
protocol.torsionTopology(tors3) 

cart = IVM() 
protocol.initMinimize(cart) 
cart.group(W7restrainString) 
print cart.groupList() 
protocol.cartesianTopology(cart) 

# objects which perform simulated annealing 
from simulationTools import AnneallVM 
init_t = 2500. # Need high temp and slow annealing to converge 
dockCool = AnneallVM(initTemp =init_t, 

finalTemp=25, 
tempStep =100, 
ivm=tors, #tors has restrained backbone atoms 
rampedParams = rampedParams) 

torCool = AnneallVM(initTemp =1500, 
finalTemp=25, 
tempStep =12.5, 
ivm=tors, 
rampedParams = rampedParams) 

def calcOneStructure(looplnfo): 
""" this function calculates a single structure, performs analysis on the 
structure, and then writes out a pdb file, with remarks. 
H ti H 

# initialize parameters for high temp dynamics. 
InitialParams( rampedParams ) 
# high-temp dynamics setup - only need to specify parameters which 
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# differfrom initial values in rampedParams 
InitialParams( highTempParams ) 
# high temp dynamics — crude docking of W7 (protein coordinates are already minimizec 
protocol.initDynamics(tors, 

potList=potList, # potential terms to use 
bathTemp=init_t, 
initVelocities=l, 
finalTime=200, # stops at 800ps or 8000 steps 
numSteps=2000, # whichever comes first 
printInterval=l00/2) 

tors.setETolerance( init_t/1000 ) #used to det. stepsize. default: t/1000 
tors.run() 

# initialize parameters for cooling loop 
InitialParams( rampedParams ) 
# initialize integrator for simulated annealing 
protocol.initDynamics(tors, 

potList=potList, 
numSteps=100, #at each 
finalTime=.2 , # .2ps, 
printInterval=100) 

# perform simulated annealing 
dockCool.run() 

# initialize parameters for cooling loop 
InitialParams( rampedParams ) 
# initialize integrator for simulated annealing 
protocol.initDynamics(tors, 

potList=potList, 
numSteps=100, tat each temp: 100 steps or 
finalTime=.2 , # .2ps, whichever is less 
printInterval=l00) 

# perform simulated annealing 
torCool.run() 

#low temp dynamics — relaxing backbone positions 
FinalParams( rampedParams ) 
protocol.initDynamics(tors3, 

potList=potList, # potential terms to use 
bathTemp=2 5, 
initVelocities=0, 
finalTime=200, # stops at 800ps or 8000 steps 
numSteps=2000, # whichever comes first 
printInterval=l00/2) 

tors3.setETolerance( init_t/1000 ) fused to det. stepsize. default: t/1000 
tors3.run() 

# final torsion angle minimization 
protocol.initMinimize(tors, 

printlnterval=50) 
tors.run() 

# final all- atom minimization 
protocol.initMinimize(cart, 

temp: 100 steps or 
whichever is less 
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potList=potList, 
dEPred=10) 

cart.run() 
#do analysis and write structure 
looplnfo.writeStructure(potList) 
pass 

from simulationTools import StructureLoop 
StructureLoop(numStructures=numberOfStructures, 

pdbTemplate=outFilename, 
structLoopAction=calcOneStructure).run() 

G.2 Virtualization of W7 

G.2.1 Coordinates (.pdb file) 
The following fi. 
REMARK 
REMARK 
REMARK 
REMARK 
REMARK 
REMARK 
ATOM 
ATOM 
ATOM 

ATOM 

ATOM 

ATOM 

ATOM 

ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 

ATOM 

ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
ATOM 
END 

FILENAME= 
le is 
Hw7x. 

named 
pdb" 

Created by XPL02D V. 
XPL02D pseudo-
B-factors 
Occupancii 

DATE: 
1 
2 
3 
4 

5 

6 

7 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

41 

42 

43 
44 

<= 
:13-Feb-06 
CL1 
C5 
C6 
1H6 

C7 

1H7 

C8 
1H8 
C9 
CIO 
C4 
1H4 

C3 
1H3 
C2 
1H2 
CI 
SI 
01 
02 
Nl 
HAD 
Cll 
1H11 
2H11 
C12 
1H12 
2H12 
C13 
1H13 
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C14 
1H14 
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PDB fil 
-=> ate 

==> nr 

15:45 
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1 

1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

1 

1 

1 
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1 

1 

1 
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1 

1*w7x.pdb'' 

031127/3.2. 
e 
TO types 

of hydrogen 

l at Man 

S 

May 10 

• :47 created by user: 

5.624 
4.167 
3.969 
4 .670 
2.749 
2.626 
1.713 
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3.152 
3.327 
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-0.965 
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:13 2004 

1.00 
2.00 
3.00 
4 .00 
5.00 
6.00 
7.00 
8.00 
9.00 

10.00 
11.00 
12.00 
13.00 
14.00 
15.00 
16.00 
17.00 
18.00 
19.00 
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22.00 
23.00 
24.00 
25.00 
26.00 
27.00 
28.00 
29.00 
30.00 
31.00 
32.00 
33.00 

34.00 

35.00 

36.00 

37.00 
38.00 
39.00 
40.00 

41.00 
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for rml 

WW7 
WW 7 
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WW7 

WW7 

WW7 

WW7 

WW 7 
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WW7 
WW7 

G.2.2 Topology (.psf file) 
The following file is named "w7x.psf": 

PSF 

6 INTITLE 
REMARKS FILENAME=Hw7x.psf" 
REMARKS C r e a t e d by XPL02D V. 0 3 1 1 2 7 / 3 . 2 . 1 a t Mori May 10 1 3 : 0 7 : 1 3 2004 f o r rmh 
REMARKS XPL02D pseudo-PDB f i l e 
REMARKS B - f a c t o r s <===> atom t y p e s 
REMARKS O c c u p a n c i e s <===> n r of h y d r o g e n s 
REMARKS DATE:13-Feb-06 1 5 : 4 5 : 4 7 c r e a t e d by u s e r : rmh 
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4 4 !NATOM 

1 WW7 
2 WW7 
3 WW7 
4 WW7 
5 WW7 
6 WW7 
7 WW7 
8 WW7 
9 WW7 

10 WW7 
11 WH7 
12 WW7 
13 WW7 
14 WW7 
15 WW7 
16 WW7 
17 WW7 
18 WW7 
19 WW7 
20 WW7 
21 WW7 
22 WW7 
2 3 WW7 
24 WW7 
25 WW7 
2 6 HW7 
27 HW7 
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39 WW7 
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1H7 
C8 
1H8 
C9 
CIO 
C4 
1H4 
C3 
1H3 
C2 
1H2 
CI 
SI 
01 
02 
Nl 
HAD 
Cll 
1H11 
2H11 
C12 
1H12 
2H12 
C13 
1H13 
2H13 
C14 
1H14 
2H14 
C15 
1H15 
2H15 
C16 
1H16 
2H16 
N2 
HAB 
HAC 
HAA 

1 
3 
7 
11 
15 
18 
23 
26 
29 
35 
38 
41 

2 
5 
9 

12 
16 
20 
24 
28 
32 
36 
40 
44 

2 
5 
9 

11 
15 
18 
23 
26 
32 
35 
38 

81 
1 
2 
2 
3 
5 
7 
9 

10 
11 
13 
17 
19 
18 
21 
24 
23 
27 
26 
30 
29 
33 
32 
36 
35 
39 
38 
42 

1NTHETA; 
2 
3 

10 
5 
7 
9 
17 
11 
13 
15 
18 
18 
21 
23 
23 
26 
26 
29 
29 
32 
32 
35 
35 
38 
38 
41 
41 

angles 
3 
4 
11 
7 
9 
17 
15 
13 
15 
17 
19 
20 
22 
24 
25 
27 
28 
30 
31 
33 
34 
36 
37 
39 
40 
42 
43 

62 !NPHI: dihedrals 
1 2 3 

10 2 3 
1 2 10 
3 2 10 
2 3 5 
4 3 5 
3 5 7 
6 5 7 
5 7 9 
8 7 9 
7 9 10 

CLW1 
CW2 
CW3 
HW4 
CW5 
HW6 
CW7 
HW8 
CW9 
CW10 
CW11 
HW12 
CW13 
HW14 
CW15 
HW16 
CW17 
SW18 
OW19 
OW20 
NW21 
HW22 
CW2 3 
HW24 
HW2 5 
CW2 6 
HW27 
HW28 
CW29 
HW30 
HW31 
CW32 
HW33 
HW34 
CW35 
HW36 
HW37 
CW38 
HW39 
HW4 0 
NW41 
HW42 
HW4 3 
HW44 

0 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0. 
0. 

.OOOOOOE+00 

.OOOOOOE+00 

.OOOOOOE+00 

.OOOOOOE+OO 

.OOOOOOE+00 

.OOO0O0E+00 

.OOOOOOE+00 

.OOOOOOE+00 

.00000OE+00 

.00O00OE+00 

.00O00OE+O0 

.OOOOOOE+00 

.O0O000E+00 

.OOOOOOE+00 

.O0O0O0E+0O 

.O000O0E+0O 

.O000O0E+0O 

.OO00O0E+0O 

.OO000OE+00 

.OOOOOOE+00 

.OOOOOOE+00 

.O0O000E+00 

.OOOOOOE+00 

.O00000E+OO 

.O000O0E+0O 

.O00000E+00 

.O00000E+00 

.O00000E+0O 

.OOOOOOE+00 

.00000OE+00 

.00000OE+00 

.00000OE+00 

.00000OE+00 

.00O00OE+00 

.OOOOOOE+00 

.O0O000E+00 

.O000O0E+00 

.O000O0E+00 

.OOOOOOE+00 

.0000O0E+0O 

.0O00O0E+00 

.OOOOOOE+00 

.OOOOOOE+00 
,00O00OE+00 

3 2 10 
6 5 7 

10 9 17 
13 13 14 
17 17 18 
21 21 22 
25 23 26 
29 29 30 
33 32 34 
37 35 38 
41 41 42 

1 2 10 
2 3 5 
4 3 5 
6 5 7 
8 7 9 

10 9 17 
9 17 18 

12 11 13 
14 13 15 
16 15 17 
17 18 20 
19 18 21 
18 21 23 
21 23 25 
24 23 26 
23 26 28 
27 26 29 
26 29 31 
30 29 32 
29 32 34 
33 32 35 
32 35 37 
36 35 38 
35 38 40 
39 38 41 
38 41 43 
42 41 44 

4 1 2 
4 10 2 
9 1 2 
9 3 2 
6 2 3 
6 4 3 
8 3 5 
8 6 5 

10 5 7 
10 8 7 
2 7 9 

35.4530 
12.0110 
12.0110 
1.00800 
12.0110 
1.00800 
12.0110 
1.00800 
12.0110 
12.0110 
12.0110 
1.00800 
12.0110 
1.00800 
12.0110 
1.00800 
12.0110 
32.0660 
15.9990 
15.9990 
14.0070 
1.00800 
12.0110 
1.00800 
1.00800 
12.0110 
1.00800 
1.00800 
12.0110 
1.00800 
1.00800 
12.0110 
1.00800 
1.00800 
12.0110 
1.00800 
1.00800 
12.0110 
1.008O0 
1.00800 
14.0070 
1.00800 
1.00800 
1.00800 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

3 4 
7 8 
10 11 
13 15 
18 19 
21 23 
26 27 
29 31 
32 35 
38 39 
41 43 

3 2 10 
2 10 9 
3 5 6 
5 7 8 
7 9 10 
9 10 11 

10 11 12 
11 13 14 
13 15 16 
15 17 18 
17 18 21 
20 18 21 
22 21 23 
21 23 26 
25 23 26 
23 26 29 
23 26 29 
26 29 32 
31 29 32 
29 32 35 
34 32 35 
32 35 38 
37 35 38 
35 38 41 
40 38 41 
38 41 44 
43 41 44 

3 5 
3 5 

10 11 
10 11 
5 7 
5 7 
7 9 
7 9 
9 17 
9 17 

10 11 

129 



21 
25 
27 

23 
23 
26 

26 
26 
29 

28 
27 
32 

24 
23 
28 

35 
38 

NIMPHI: 

38 
41 

impropers 

39 
43 

35 
40 

2 INACC: a c c e p t o r s 

10 
11 

G.2.3 Parameters (.par file) 
The following file is named "w7-noDIHE.par". 

Remarks ww7.par 
Remarks Created by XPL02D V. 031127/3.2.1 at Man May 10 13 
Remarks Auto-generated by XPL02D from file W7_prdrg.pdb 
Remarks Parameters for residue type WW7 
Remarks IMPRoper terms for naphthalene ring are increased 

set echo^false end 

{ edit if 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
ROND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 

CLW1 
CW2 
CW2 
CW3 
CW3 
CW5 
CW5 
CW7 
CW7 
CW9 
CW9 
CW10 
CW11 
CW11 
CW13 
CW13 
CW15 
CW15 
awn 
SW18 
SW18 
SW18 
NW21 
NW21 
CW23 
CW2 3 
CW23 
CW26 
CH26 
CW2 6 
CW29 
CW29 
CW29 
CW32 

necessary } 
CW2 
CW3 
CW10 
HW4 
CW5 
HW6 
CW7 
HW8 
CW9 
CW10 
CW17 
CW11 
HW12 
CW13 
HW14 
CW15 
HW16 
CW17 
SW18 
OW19 
OW20 
NW21 
HW22 
CW23 
HW24 
HW25 
CW26 
HW27 
HH28 
CW29 
HW30 
HW31 
CW32 
HW33 

1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

727 
455 
457 
000 
464 
000 
456 
000 
459 
515 
457 
458 
000 
454 
000 
463 
000 
457 
768 
431 
434 
739 
000 
461 
000 
000 
528 
000 
001 
530 
000 
000 
529 
000 

Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 



BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 
BOND 

CW32 
CW32 
CW35 
CW35 
CW35 
CW38 
CW38 
CW38 
NW41 
NW41 
NW41 

HW34 
CW35 
HW36 
HW37 
CW38 
HW39 
HW40 
NW41 
HW4 2 
HW4 3 
HW4 4 

1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
1 
1 
1 
1 
0 
1 
1 
1 
1 
1 

000 
533 
000 
000 
532 
999 
000 
455 
000 
000 
000 

Nobs 
Nobs 
Nobs 
Mobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

{ edit if 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 
ANGLe 

CLW1 
CLW1 
CW3 
CW2 
CH2 
HW4 
CW3 
CW3 
HW6 
CW5 
CW5 
HW8 
CW7 
CW7 
CW10 
CW2 
CW2 
CW9 
CW10 
CW10 
HW12 
CW11 
CW11 
HW14 
CHI 3 
CW13 
HW16 
CW9 
CW9 
CW15 
CW17 
CW17 
CW17 
OW19 
OW19 
OW20 
SW18 
SW18 
HW22 
NW21 
NW21 
NW21 
HW24 
HW24 
HW25 
CW2 3 
CW2 3 
CW2 3 
HW27 
HW27 
HW2 8 
CW2 6 
CW2 6 
CW2 6 
HW30 
HW3Q 
HW31 
CW29 
CW29 
CW29 
HW33 
HW33 
HW34 
CW32 
CW32 
CW32 
HW36 
HW36 
HW37 
CW35 
CW35 
CW35 
HW39 
HW39 
HW4 0 
CW38 
CW38 
CW38 
HW4 2 
HW4 2 
HW4 3 

Tecessary } 
CW2 
CW2 
CW2 
CW3 
cw3 
CW3 
CW5 
CW5 
CW5 
CW7 
CW7 
CW7 
CW9 
CW9 
GW9 
CW10 
CW10 
CW10 
CW11 
CH11 
CW11 
CHI 3 
CW13 
CW13 
CW15 
CW15 
CW15 
CW17 
CW17 
CW17 
SW18 
SW18 
SW18 
SW18 
SW18 
SW18 
NW21 
NW21 
NW21 
CW23 
CW23 
CW23 
CW23 
CW23 
CW23 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CH29 
CW29 
CW29 
CW29 
CW29 
CH29 
CH32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW35 
CH35 
CW35 
CW35 
CW35 
CW35 
CH38 
CW3 8 
CW38 
CH38 
CW38 
CW38 
NW41 
NW41 
NW41 
NW41 
NW41 
NW41 

CW3 
CW10 
CW10 
HW4 
CW5 
CW5 
HW6 
CW7 
CW7 
HW8 
CW9 
CW9 
CH10 
CW17 
CW17 
CW9 
CW11 
CW11 
HW12 
CW13 
CW13 
HW14 
CW15 
CW15 
HW16 
CW17 
CW17 
CW15 
SW18 
SW18 
OW19 
OW20 
NW21 
OW20 
NW21 
NW21 
HW22 
CW23 
CW23 
HW24 
HW25 
CW26 
HW25 
CW26 
CW26 
HW27 
HW2 8 
CW2 9 
HH2 8 
CW2 9 
CW29 
HW30 
HW31 
CW32 
HW31 
CW32 
CW32 
HW33 
HW34 
CW35 
HW34 
CW35 
CW35 
HW36 
HW37 
CW38 
HW37 
CW38 
CW38 
HW39 
HW4 0 
NW41 
HW4 0 
NW41 
NW41 
HW4 2 
HW4 3 
HW4 4 
HW4 3 
HW4 4 
HW4 4 

500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 
500 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

117 
122 
120 
119 
120 
119 
119 
120 
119 
120 
119 
120 
119 
120 
119 
119 
121 
119 
120 
119 
120 
119 
120 
119 
119 
120 
119 
119 
121 
118 
109 
110 
106 
119 
104 
105 
107 
117 
107 
108 
108 
113 
109 
108 
108 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
109 
108 
108 
112 
109 
108 
108 
109 
109 
109 
109 
109 
109 

41 
32 
26 
83 
37 
80 
54 
90 
56 
15 
64 
21 
70 
97 
33 
13 
09 
77 
22 
53 
25 
58 
87 
55 
65 
71 
65 
79 
32 
89 
20 
60 
46 
77 
38 
41 
41 
42 
46 
36 
41 
74 
51 
40 
36 
44 
43 
63 
45 
44 
44 
43 
43 
57 
52 
45 
43 
51 
48 
37 
49 
48 
50 
44 
44 
57 
49 
46 
43 
70 
71 
54 
47 
68 
70 
48 
50 
50 
42 
45 
47 

Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Hobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 

{ edit if necessary } 
1 . 
1 . 
1 . 
1 . 
1 . 

.. value = 

.. value = 

.. Value = 

.. Value = 

.. Value = 

-0.73 
179.26 
179.98 
-0.03 

-179.17 

DlHEdral 
DlHEdral 
DlHEdral 
DlHEdral 
DlHEdral 

CLW1 
CLW1 
CW10 
CH10 
CLW1 

CW2 
CW2 
CW2 
CW2 
CW2 

CW3 
CH3 
CW3 
CW3 
CW10 

HH4 
CH5 
HW4 
CW5 
CW9 

750 
750 
750 
750 
750 

0 
0 
0 
0 
0 

0 
0 
0 
0 
0 

0 
180 
180 

0 
180 

00 
00 
00 
00 
00 

Nobs 
Nobs 
Nobs 
Nobs 
Nobs 

131 



DIHEdral 
DiHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 
DIHEdral 

CLH1 
CW3 
CW3 
CW2 
CW2 
HW4 
HW4 
CW3 
CW3 
HW6 
HW6 
CW5 
CW5 
HW8 
HW8 
CW7 
CW7 
CW17 
CW17 
CW7 
CW7 
CW10 
CWIO 
CW2 
CW2 
CW9 
CW9 
CWIO 
CWIO 
HW12 
HW12 
CW11 
CWI1 
HW14 
HW14 
CW13 
CW13 
HW16 
HW16 
CW9 
CW15 
OW19 
SW18 
HW22 
NW21 
NW21 
NW21 
HW24 
HW24 
HW24 
HW2 5 
HW25 
HW25 
CW23 
CW2 3 
CW23 
HW27 
HW27 
HW27 
HW28 
HW28 
HW28 
CW2 6 
CW26 
CW26 
HW30 
HW30 
HW30 
HW31 
HW31 
HW31 
CW29 
CW29 
CW2 9 
HW33 
HW33 
HW33 
HW34 
HW34 
HW34 
CW32 
CW32 
CW32 
HW36 
HW36 
HW36 
HW37 
HW37 
HW37 
CW35 
CW35 
CW35 
HW39 
HW39 
HW39 
HW4 0 
HW4 0 
HW4 0 

CW2 
CW2 
CW2 
CW3 
CW3 
CW3 
CW3 
CW5 
CW5 
CW5 
CW5 
CW7 
CW7 
CW7 
CW7 
CW9 
CW9 
CW9 
CW9 
CW9 
CW9 
CW9 
CW9 
CWIO 
CWIO 
CWIO 
CWIO 
CW11 
CW11 
CW11 
CW11 
CW13 
CW13 
CW13 
CW13 
CW15 
CW15 
CW15 
CWI5 
CW17 
CW17 
SW18 
NW21 
NW21 
CW2 3 
CW23 
CW23 
CW2 3 
CW2 3 
CW23 
CW2 3 
CW23 
CW23 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW29 
CW29 
CW29 
CW29 
CW29 
CW29 
CW29 
CW29 
CW29 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW38 
CW38 
CW38 
CW38 
CH38 
CW38 
CW38 
CW38 
CW38 

CWIO 
CWIO 
CWIO 
CW5 
CW5 
CH5 
CW5 
CW7 
CW7 
CW7 
CW7 
CW9 
CW9 
CW9 
CW9 
CWIO 
CWIO 
CWIO 
CWIO 
CW17 
CW17 
CW17 
CW17 
CW11 
CW1I 
Cwll 
CW11 
CW13 
CW13 
CW13 
CW13 
CW15 
CW15 
CW15 
CW15 
CW17 
CW17 
CW17 
cwn 
SW18 
SW18 
NW21 
CW23 
CW23 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW26 
CW2 6 
CW26 
CW29 
CW29 
CW29 
CW29 
CW29 
CW2 9 
CW2 9 
CW2 9 
CW29 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW32 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW35 
CW38 
CW38 
CW38 
CW38 
CW38 
CW38 
CW38 
CW38 
CW38 
NW41 
NW41 
NW41 
NW41 
NW41 
NW41 
NW41 
NW41 
NW41 

CW11 
CW9 
CW11 
HW6 
CW7 
HW6 
CW7 
HW8 
CW9 
HW8 
CW9 
CWIO 
CW17 
CWIO 
CW17 
CW2 
CW11 
CW2 
cwn 
CW15 
SW18 
CW15 
SW18 
HW12 
CW13 
HW12 
CW13 
HW14 
CW15 
HW14 
CW15 
HW16 
CW17 
HW16 
CW17 
CW9 
SW18 
CW9 
SWI8 
OW2 0 
OW20 
HW22 
HW24 
HW25 
HW27 
HW28 
CW29 
HW27 
HW28 
CW29 
HW27 
HW28 
CW29 
HW30 
HW31 
CW32 
HW30 
HW31 
CW32 
HW30 
HW31 
CW32 
HW33 
HW34 
CW35 
HW33 
HW34 
CW35 
HW33 
HW34 
CW35 
HW36 
HW37 
CW38 
HW36 
HW37 
CW38 
HW36 
HW37 
CW38 
HW39 
HW4 0 
NW41 
HW39 
HW4 0 
NW41 
HW39 
HW4 0 
NW41 
HW42 
HW4 3 
HW4 4 
HW42 
HW4 3 
HW4 4 
HW42 
HW4 3 
HW4 4 

750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 
750 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

{ edit if necessary } 
iMPRoper CW2 CLW1 CW3 CWIO 750.0 0 

0 
0 

180 
180 

0 
0 

180 
180 

0 
0 

180 
0 

180 
180 

0 
0 

180 
180 

0 
180 

0 
0 

180 
0 

180 
180 

0 
180 

0 
0 

180 
180 

0 
0 

180 
0 

180 
180 

0 
-90 
90 

-60 
90 
90 

-60 
180 
60 
60 

-60 
180 
180 
60 

-60 
-60 
180 
60 
60 

-60 
180 
180 
60 

-60 
60 

-60 
180 
180 
60 

-60 
-60 
180 
60 

-60 
180 
60 
60 

-60 
180 
180 
60 

-60 
-60 
180 
60 
60 

-60 
180 
180 
60 

-60 
-60 
60 

180 
60 

180 
-60 
180 
-60 
60 

00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 

Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 
Nobs 

1 . 
l . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
I . 
l . 
1 . 
1 . 
1 . 
1 . 
l . 
l . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
l . 
1 . 
1 . 
1 . 
I . 
1 . 
I . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
l . 
I . 
1 . 
1 . 
1 . 
1 . 
l . 
l . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
1 . 
l . 
1 . 
1 . 
1 . 
1 . 
l . 
1 . 
l . 
1 . 
1 . 
1 . 
1 . 
l . 
l . 
I . 
1 . 
1 . 
1 . 
1 . 
1 . 
l . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 

.. Value 
. value 
. value 
. Value 
. Value 
. Value 
. value 
. value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. value 
. Value 
. Value 
. Value 
. Value 
. value 
. Value 
. value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. value 
. Value 
. value 
. value 
. Value 
. Value 
. Value 
. Value 
. Value 
. value 
. Value 
. Value 

= 
= 
= 
= 
= 
= 
= 
= 
-
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
-
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
^ 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
-
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

0.27 
0.08 

179.52 
179.97 
-0.02 
-0.04 
179.97 

-179.96 
0.02 
0.04 

-179.97 
0.03 

-179.35 
-179.99 

0.63 
-0.08 

-179.53 
179.31 
-0.14 
179.84 

0.08 
0.46 

-179.30 
0.49 

-179.53 
179.93 
-0.10 

179.98 
0.01 

-0.05 
179.98 

-179.67 
0.32 
0.36 

-179.65 
-0.55 
179.21 
179.44 
-0.60 

-95.64 
84.60 

-50.74 
86.81 
89.13 

-56.91 
-176.84 

63.12 
63.69 

-56.24 
-176.28 
-177.54 
62.53 

-57.50 
-59.09 
-179.10 

60.92 
60.94 

-59.07 
-179.05 
-179.12 

60.87 
-59.11 
56.06 

-64.00 
176.03 
176.06 
56.00 

-63.97 
-63.93 
176.02 
56.05 

-58.40 
-178.38 

61.63 
61.59 

-58.39 
-178.38 
-178.36 

61.65 
-58.34 
-56.74 

-175.83 
63.70 
63.29 

-55.81 
-176.28 
-176.73 

64 .18 
-56.30 
-59.98 
59.99 

-179.98 
60.47 

-179.56 
-59.53 
179.54 
-60.49 
59.54 
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IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 
IMPRoper 

CW3 
CW5 
Oil 

CW9 
CWLO 
CW11 
CW13 
CW15 
CW17 

CW2 
CW3 
CW5 
CW7 
CW2 
CW10 
CW11 
CW13 

cm 

HW4 
HW6 
HW8 
CW10 
CW9 
HW12 
HW14 
HW16 
CW15 

CH5 
CH7 
CW9 
CW17 
CW11 
CW13 
CW15 
CW17 
SW18 

750 
750 
750 
750 
750 
750 
750 
750 
750 

0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 

! >>> NOTE - unusual value for following 
IMPRoper 3W13 CW17 OW19 OW20 750.0 0 
IMPRoper NW21 SH18 HW22 CW23 750.0 0 
IMPRoper CW23 NW21 HW24 HW25 750.0 0 
IMPRoper CW26 CW23 HW27 HW28 750.0 0 
IMPRoper CW29 CW26 HW30 HW31 750.0 0 
IMPRoper CW32 CW29 HW33 HW34 750.0 0 
IMPRoper CW35 CW32 HW36 HW37 750.0 0 
IMPRoper CW38 CW35 HW39 HW40 750.0 0 
IMPRoper NW41 CW38 HW42 HH43 750.0 0 

{ edit if 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 
NONBonded 

necessary 1 
CLW1 
CW2 
CW3 
HW4 
CW5 
HW6 
CW7 
HW8 
CW9 
CW10 
CW11 
HH12 
CHI 3 
HH14 
CW15 
HW16 
CW17 
SW18 
OW19 
OW20 
NW21 
HW22 
CW23 
HW24 
HW25 
CW26 
HW27 
HW28 
CH29 
HW30 
HW31 
CW32 
HW33 
HH34 
CW35 
HW36 
HW37 
CW38 
HW39 
HW4 0 
NW41 
HH42 
HW4 3 
HW4 4 

.2600 3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1200 
1200 
0498 
1200 
0498 
1200 
0498 
1200 
1200 
1200 
0498 
1200 
0498 
1200 
0498 
1200 
0430 
1591 
1591 
2384 
0498 
1200 
0498 
0498 
1200 
0498 
0498 
1200 
0498 
0493 
1200 
0498 
0498 
1200 
0498 
0498 
1200 
0498 
0498 
2384 
0498 
0498 
0498 

.671 
3 
3 
1 
3 
1 
3 
1 
3 
3 
3 
1 
3 
1 
3 
1 
3 
3 
2 
2 
2 
1 
3 
1 
1 
3 
1 
1 
3 
1 
1 
3 
1 
1 
3 
1 
1 
3 
1 
l 
2 
1 
1 
1 

7418 
7418 
4254 
7418 
4254 
7418 
4254 
7418 
7418 
7418 
4254 
7418 
4254 
7418 
4254 
7418 
3676 
8509 
8509 
8509 
4254 
7418 
4254 
4254 
7418 
4254 
4254 
7418 
4254 
4254 
7418 
4254 
4254 
7418 
4254 
4254 
7418 
4254 
4254 
8509 
4254 
4254 
4254 

.2600 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1000 
1000 
0498 
1000 
0498 
1000 
0498 
1000 
1000 
1000 
0498 
1000 
0498 
1000 
0498 
1000 
0430 
1591 
1591 
2384 
0498 
1000 
0498 
0498 
1000 
0498 
0498 
1000 
0498 
0498 
1000 
0498 
0498 
1000 
0498 
0498 
1000 
0498 
0498 
2384 
0498 
0498 
0498 

set echo=true end 

0.000 
o.ooo 
0.000 
0.000 
0.000 
0.000 
o.ooo 
0.000 
0.000 

improper 
35.000 

-35.000 
35.000 
35.000 
35.000 
35.000 
35.000 
35.000 
-35.000 

Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 

26.17 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 
Nobs = 

1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 

rese 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 
1 . 

. Value 

. value 

. Value 

. Value 

. Value 

. Value 

. Value 

. Value 

. Value 
to +35 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 
. Value 

= 
= 
= 
= 
= 
= 
= 
= 
= 0 

= 
= 
= 
= 
= 
= 
= 
= 
= 

-0.007 
0.002 

-0.011 
0.353 

-0.317 
-0.015 
0.020 

-0.005 
0.147 

26.174 
-34.264 
33.845 
32.962 
32.908 
32.879 
32.912 
33.442 

-33.143 

3 
3 
3 
1 
3 
1 
3 
1 
3 
3 
3 
1 
3 
1 
3 
1 
3 
3 
2 
2 
2 
1 
3 
1 
l 
3 
1 
I 
3 
1 
1 
3 
1 
1 
3 
1 
1 
3 
1 
1 
2 
1 
1 
1 

671 
3854 
3854 
4254 
3854 
4254 
3854 
4254 
3854 
3854 
3854 
4254 
3854 
4254 
3854 
4254 
3854 
3676 
8509 
8509 
8509 
4254 
3854 
4254 
4254 
3854 
4254 
4254 
3854 
4254 
4254 
3854 
4254 
4254 
3854 
4254 
4254 
3854 
4254 
4254 
8509 
4254 
4254 
4254 

assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 
assuming 

Chlorine 
Carbon 
Carbon 
Hydrogen 
Carbon 
Hydrogen 
Carbon 
Hydrogen 
Carbon 
Carbon 
Carbon 
Hydrogen 
Carbon 
Hydrogen 
Carbon 
Hydrogen 
Carbon 
Sulfur 
Oxygen 
Oxygen 
Nitrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Carbon 
Hydrogen 
Hydrogen 
Nitrogen 
Hydrogen 
Hydrogen 
Hydrogen 
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