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Abstract

Two semi-distributed snowmelt models (SDSM-MTI and SDSM-EBM) developed 

to model the basin-scale snow accumulation and ablation processes at sub-basin 

scale, were applied to the Paddle River Basin (PRB) of central Alberta. SDSM-MTI 

uses a modified temperature index approach that consists of a weighted average of 

near surface soil (Tg) and air temperature (Ta) data. SDSM-EBM, a relatively data 

intensive energy balance model accounts for snowmelt by considering (a) vertical 

energy exchange in open and forested area separately; (b) snowmelt in terms of 

liquid and ice phases separately, canopy interception, snow density, sublimation, 

refreezing, etc, and (c) the snow surface temperature. Other than the “regulatory” 

effects of beaver dams, both models simulated reasonably accurate snowmelt runoff, 

SWE and snow depth for PRB. For SDSM-MTI, the advantage of using both Ta and 

Tg is partly attributed to Tg showing a stronger correlation with solar and net 

radiation at PRB than Ta.

Existing algorithms for retrieving snow water equivalent (SWE) from the Special 

Sensor Microwave/Imager (SSM/F) passive microwave brightness temperature data 

were assessed and new algorithms were developed for the Red River basin of North 

Dakota and Minnesota. The frequencies of SSM/I data used are 19 and 37 GHz in 

both horizontal and vertical polarization. The airborne gamma-ray measurements of 

SWE for 1989, 1988, and 1997 provided the ground truth for algorithm
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development and validation. Encouraging calibration results are obtained for the 

multivariate regression algorithms and dry snow cases of the 1989 and 1988 SSM/I 

data (from DMSP-F8). Similarly, validation results e.g., 1988 (1989 as calibration 

data), 1989 (1988 as calibration data), and 1997 (from DMSP-F10 and F13), are 

also encouraging. The non-parametric, Projection Pursuit Regression technique also 

gave good results in both stages. However, for the validation stage, adding a shift 

parameter to all retrieval algorithms was necessary because of possibly different 

scatter-induced darkening, which could arise even for snowpacks of the same 

thickness because snowpacks undergo different metamorphism in different winter 

years.

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



ACKNOWLEDGEMENTS

First and foremost, I express my sincere gratitude to my advisor Dr. Thian Yew Gan 

for his guidance, input, time and invaluable support from the very first day in the 

University of Alberta to date. It has been a very fruitful experience working with 

him.

I am indebted to Dr. Nallamuthu Rajaratnam for his enthusiastic and inspirational 

lectures, kind support at different times, invaluable advices and for serving as the 

chair of the thesis examining committee. I express my sincere gratitude to Dr. D. G. 

Tarboton, Dr. D. C. Sego, Dr. D. Chanasyk, and Dr. K. Shook for their valuable 

comments, suggestions, and for serving as members of the thesis examining 

committee.

I express my sincere thanks to Mr. Otto Mahler of Alberta Environment for his kind 

help in providing streamflow, snow pillow, and snow course data in time. Mr. 

Walter Flueck has been very helpful in keeping me informed about the beaver 

activities in the study area. I am also thankful to Mr. Russell Merz of Golder 

Associates Ltd., Abbotsford for his constant moral support.

I am very pleased to meet and share some moments with Dr. S. C. Colbeck, Dr. J. 

W. Pomeroy, Dr. L. S. Kutchment, Dr. G. W. Kite, Dr. R. Granger, Dr. B. E. 

Goodison, and others working in the field of hydrology during number of scientific 

conferences. Timely responses to my inquiries and requests from Dr. G. Bloschl, 

Dr. C. H. Luce, Dr. T. Yamazaki, Dr. G. E. Liston, Dr. J. P. Hardy, Dr. N. K. 

Tuteja, Dr. A. Chang, Dr. D. K. Hall, Dr. W. Abdalati, Dr. V. Lakshmi, and Dr. B. 

J. Choudhury are gratefully acknowledged.

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



I am extremely grateful to all the staffs and friends from our Blench Hydraulics Lab 

past and present, who have helped me with my work and goal. Perry deserves 

thanks for his immediate help with computer facilities and Getu for his all time 

helping attitude. I would like to thank Arbind Mainali, Sharad Chitrakar, Rajendra 

Gurung, and all the friends and families, who have provided invaluable input and 

pleasant company during some of the stressful moments.

Special thanks go to my friends Gandhi R. Kafle, Shiva B. Prajapati, and Ai B. 

Gurung for their encouragement, warm and loving friendship they provided across 

many thousand miles that separates us.

My parents, Jethiama, and all the family members have been with me every step of 

the way. I am grateful for their all time guidance, encouragement, and prayerful 

support. My father Indra Raj Singh, late elder father Bashudev Raj Singh, and 

brother Bishwa Raj Singh have always been the greatest source of inspiration in my 

life. To my wife Archana, thank you for all the loving support and patience. To my 

sons Arpan and Ayush, thank you so much for your love and understanding.

Last but not least, I would like to acknowledge the University of Alberta Ph.D. 

Scholarship without which I would not have even thought of coming to Canada. 

This research was also partly supported by an equipment and an operating grants of 

the NSERC of Canada.

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Table of Contents

Chapter 1 Introduction, Literature Review, Research Objectives, and Site

Description

1.1 Introduction  ..................................           1

1.2 Literature Review.........................................       4

1.2.1 Regression Models...............................................       ...4

1.2.2 Lumped, Conceptual Models...  ...................................................5

1.2.3 Distributed Models  ..................   9

1.2.4 Vegetation Index .........       ...11

1.2.5 Surface Temperature  ........ .................................................. 11

1.2.6 Surface Albedo...........................................................................  12

1.3 Research Objectives......................   13

1.4 Description of Study Site.............................................................................. 14

1.5 Organization of Thesis.................................................................................. 16

References  .....       16

Chapter 2 Semi-Distributed Snowmelt Model (SDSM) using Remote 

Sensing Data, I. Model Development

2.1 Introduction.................................................................     28

2.2 Model Components of SDSM....................................................................... 33

2.2.1 Transformation of Precipitation into Rain and Snow................ ....... 33

2.2.2 Canopy and Snow Interception  ...........  34

2.2.3 Snow Redistribution and Air Temperature Adjustment.................... 36

2.2.4 One-Dimensional Snowpack Energy and Mass Balance  ...........37

2.2.4.1 Energy Fluxes at the Snowpack  ............................  39

2.2.4.2 Computation of Snowpack Water Balance......................... 56

2.2.5 Snowmelt for each Sub-Basin  ........  60

2.3 Developing SDSM within DPHM-RS  ....................................  .60

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



2.4 Division of a River Basin into Sub-Basins and Response Functions............ 60

2.5 Evaluation of Model Performance...  ..............................    61

2.6 Model Organization...................      62

2.7 Summary..................................................       63

References  ......................         64

Chapter 3 Semi-Distributed Snowmelt Model, Energy Balance Method

(SDSM-EBM) using Remote Sensing Data, II. Application to the

Paddle River Basin, Alberta

3.1 Introduction  ....................     86

3.2 Data Description......................................... ................. ............................ ...88

3.2.1 Ground Based Data...  ...............................     88

3.2.1.1 Meteorological Data........ ;...................        .88

3.2.1.2 Snow Course Data.......................       89

3.2.1.3 Streamflow Data......................................   90

3.2.1.4 Soil Data.................................................   90

3.2.1.5 Throughfall..................................         90

3.2.2 Remote Sensing Data...........................   90

3.2.2.1 Land Cover Class.................................................................91

3.2.2.2 Surface Albedo................................................................... -92

3.2.2.3 Vegetation Index  ...............................................   94

3.2.2.4 Surface Temperature ............................   94

3.2.2.5 Topographic Data....................................   98

3.2.3 General Characteristics of Winter Data  ............    98

3.3 Model Parameter Estimation................................................   99

3.4 Discussion of the Results........................................   - ................101

3.4.1 Model Calibration and Validation....................     101

3.4.1.1 Basin Runoff Hydrograph.......................    102

3.4.1.2 Snow Depth and Snow Water Equivalent  ...................106

3.4.1.3 Surface Temperature  ...................       108

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



3.5 Summary and Conclusions................................         110

References..............         I l l

Chapter 4 A Semi-distributed, Modified Temperature Index Approach for 

Modeling Snowmelt in the Canadian Prairies using Near Surface 

Soil and Air Temperature

4.1 Introduction .............................................     141

4.2 Research Objective..............................         145

4.3 Paddle River Basin (PRB)................   145

4.4 Modified Temperature Index Method  ...............................................147

4.5 Semi-Distributed Approach.........................  149

4.6 Description of Data  ................................  150

4.6.1 General Characteristics of Meteorological Data............................ 151

4.7 Discussion of Results: Model Calibration and validation....................... . 154

4.7.1 Runoff at Basin Outlet....................................................   155

4.7.2 Snow Water Equivalent and Snow Depth..................................... 158

4.8 Summary and Conclusions....................................  160

References....................     161

Chapter 5 Retrieval of Snow Water Equivalent using Passive Microwave 

Brightness Temperature Data

5.1 Introduction...................................    175

5.2 Research Objectives..................................     178

5.3 Description of Study Site and Data............................   -178

5.4 Existing Algorithms...................................................... - ........................... 179

5.5 Proposed Algorithms  .......................     182

5.6 Discussion of Results...................................   185

5.7 Summary and Conclusions...................   190

References..  ........................         191

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Chapter 6 Summary, Conclusions and Recommendations for Future

Works..........................................           203

References...........................   207

Appendix.........................................    208

A Calibration of AVHRR Data in Channels 1 and 2 for Albedo

Retrieval..................................     208

B Stability of Atmosphere............................................................................. 210

C Geophysical Parameters derived from AVHRR Data................................214

D Historical Snow Course Data and Climate Trends.....................................218

E Atmospheric Attenuation Model for Microwave Remote Sensing Data....222

F Field Observations of Paddle River Basin..................................................225

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



List of Tables

Table 1.1 Summary of data collection for the study ........      25

Table 2.1 General characteristics of selected distributed and semi
distributed snowmelt models  ........................................  77

Table 2.2 Coefficients of Eq. (2.31) (after Dery and Yau, 2001)............. 79

Table 2.3 Coefficients of different versions of the force restore
method..................................................................................... 79

Table 2.4 Statistical criteria used in SDSM to evaluate simulated basin
outflows..................       80

Table 3.1 Summary of data used in SDSM-EBM...................................... 116

Table 3.2a Summary of snow course survey (SCS) data for 1998, 1999,
and 2000 winters (snow depth in cm, SWE in m m )................  117

Table 3.2b Standard deviation of observed snow depth data for three
winters  .....................    117

Table 3.3 Characteristics of NO AA-AVHRR satellite data...................... 118

Table 3.4 Five zones (sub-basins) of Paddle River Basin (Figure 3.1a),
their land use classification and corresponding area used in 
the SDSM..................................................................................  118

Table 3.5 Equations to retrieve albedo and spectral radiance from
NOAA-AVHRR (NOAA-14 spacecraft) satellite data.............  119

Table 3.6 Surface albedo retrieved from NOAA-AVHRR for different
land cover classes in each sub-basins of PRB..........................  120

Table 3.7 Relationship between NDVI and Leaf Area Index (LAI) for
different landuse classes  ........    121

Table 3.8 AVHRR derived NDVI for different land cover classes in
each sub-basins of PRB.......................      122

Table 3.9 Scene surface temperature (Ts, in °K) retrieved from NOAA-
AVHRR for different land classes in each sub-basins of PRB.. 123

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Table 3.10 Model parameters used in SDSM-EBM (1-16), and some of
the important parameters used in DPHM-RS (17-19).............  124

Table 4.1 Comparison of correlation coefficients ip) between
cumulative air temperature (£Ta), cumulative near surface 
soil temperature (£Tg), measured net (£R„) and solar 
radiation (£Rsoi) for selected winter periods in PRB such that 165
Tg was at or below freezing temperature..................................

Table 4.2 Comparison of correlation coefficients ip) between cumulative 
air temperature (£Ta), cumulative near surface soil 
temperature Q£Tg), measured net (£Rn) and solar (XRsoi) 
radiation for selected winter periods in PRB used for 
calibrating and validating SDSM-MTI such that Tg was either 165
below, at or above freezing temperature...................................

Table 4.3 Model parameters used in SDSM-MTI (1-12), and some of
the important parameters used in DPHM-RS (13-15).............  166

Table 5.1 Ascending and descending equatorial overpass (local) times
of the SSM/I data of three DMSP satellites used in this study.. 194

Table 5.2 Details of SWE estimated from airborne gamma-ray data  194

Table 5.3 Physiographic and atmospheric data used in this study.............  195

Table 5.4 Coefficients derived for the Proposed Algorithms [Eqs. (5.6)
and (5.7)].................................................................................. 195

Table 5.5 Weekly maximum and minimum air temperature (°C) of Red
River Basin study area covering the airborne SWE data 
collection periods of 1988, 1989 and 1997................................  196

Table 5.6 Mean monthly and annual precipitation (cm) of Red River
Basin......................................................................................... 196

Table 5.7 Summary of calibration and validation results of proposed
algorithms [Eqs. (5.6) to (5.8)].................................................  197

Table C.l AVHRR derived average surface albedo for three different
land cover classes used in SDSM for 1997-98, 1998-99, and 
1999-00 winters.......................................................    215

Table C.2 AVHRR derived average LAI for three different land cover
classes used in SDSM for 1997-98, 1998-99, and 1999-00 
winters.......................      216

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited w ithout perm iss ion .



Table C.3 AVHRR derived average surface temperature (°K) for 
different land cover classes used in SDSM for 1997-98, 1998- 
99, and 1999-00 winters.........................    217

Table D .l Statistics of snow course data for Paddle River Headwaters
snow pillow site  .....................    219

Table D.2 Statistics of snow course data for Mayerthorpe snow pillow
site............            220

Table D.3 Regional precipitation and temperature departure for the
period 1948-2000.......................................      221

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



List of Figures

Figure 1.1 Modeling concepts in the field of snow hydrology (a) 
lumped or point model, (b) folly-distributed model, and (c) 
semi-distributed model.................      26

Figure 1.2 Location map of the Paddle River Basin (PRB)................  27

Figure 2.1 Energy fluxes involved during snow accumulation and
snowmelt processes considered in SDSM.................... ......... 81

Figure 2.2 Snow model physics and parameterization in SDSM .......   82

Figure 2.3 Schematic diagram of snow surface temperature (Ts) and
snowpack water content (W) profiles in Kondo and 
Yamazaki Method (KYM)......................................................  82

Figure 2.4 Schematic diagram of SDSM-EBM, a snow accumulation
and snowmelt model..........................    83

Figure 2.5 Flow chart of DPHM-RS model.........................    84

Figure 2.6 The average response function per unit rainfall or snowmelt
excess for a sub-basin based on the kinematic wave theory 
and eight flow directions.........................................................  85

Figure 3.1 (a) Five sub basins (1 to 5) of Paddle River Basin and its
drainage network derived from DTED. H, M, and S are 
locations of streamflow gauge at the basin outlet, 
meteorological tower, and snow pillow site respectively; (b)
Landuse classification of PRB derived from Landsat-TM 
image of August 7, 1996.............................    125

Figure 3.2 Diurnal pattern of meteorological data: (a) air temperature,
(b) ground temperature, (c) net radiation, (d) ground heat 
flux, (e) global solar radiation, and (f) wind speed measured 
at PRB for the 1998 winter from January 1 to April 30, 1998. 126

Figure 3.3 Diurnal pattern of meteorological data: (a) air temperature,
(b) ground temperature, (c) net radiation, (d) ground heat 
flux, (e) global solar radiation, and (f) wind speed measured 
at PRB for the 1998/99 winter from October 1, 1998 to May 
28, 1999.........        127

Figure 3.4 Diurnal pattern of meteorological data: (a) air temperature,
(b)ground temperature, (c) net radiation, (d) ground heat

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



flux, (e) global solar radiation, and (f) wind speed measured 
at PRB for the 1999/00 winter from October 1, 1998 to May
28, 2000                 128

Figure 3.5 PRB’s precipitation data (water equivalent) for three winters
(a) 1997/98, (b) 1998/99, and (c) 1999/2000 .....    129

Figure 3.6 PRB’s hourly streamflow hydrographs at the WSC station 
07BB011 near Anselmo for (a) 1998, (b) 1999, (c) 2000 
winters, (d) PRB’s daily average streamflow hydrograph at 
the WSC station 07BB011 near Anselmo for 1980-1993, (e)
Unit hydro graphs for each of the five zones of PRB for 
different combinations of Manning’s roughness: ‘nl ’ for the 
forest and ‘n2’ for the open area.......................     130

Figure 3.7 Comparison of SDSM-EBM simulated and observed runoff 
at the outfall of Paddle River basin (PRB): (a) for the 
calibration stage (Nov. 11, 1998 to May 16, 1999) using 
(a.l) Force Restore Method or FRM and (a. 2) Snow 
Conductance Method SCM; (b) for the validation stage (Jan.
1, 1998 to Apr. 30, 1998) using (b.l) FRM and (b.2) SCM; 
and (c) for another validation stage (Jan. 1, 2000 to Apr. 30,
2000 using (c.l) FRM and (c.2) SCM  ......................  132

Figure 3.8 Comparison of SDSM-EBM simulated and observed SWE 
and snow depth (SD) for Zone 4 at the calibration stage 
(Nov. 11, 1998 to May 16, 1999) with maximum snow 
density pmax=250 and 200 kg/m3 using: (a) Force Restore 
Method or FRM for (a.l) Open Area (OA), (a.2) Deciduous 
Forest (DF), and (a.3) Coniferous Forest (CF); and (b) Snow 
Conductance Method or SCM for (b.l) OA, (b.2) DF, and 
(b.3) CF...................................................................................  133

Figure 3.9 Comparison of SDSM-EBM simulated and observed SWE 
and snow depth (SD) for Zone 4 with maximum snow 
density pmax = 200 kg/m3 for the Open Area (OA), and 
Coniferous Forest (CF) at the validation stages: (a) Jan. 1,
1998 to Apr. 30, 1998 using (a.l) Force Restore Method or 
FRM, and (a.2) Snow Conductance Method or SCM; (b) Jan.
1, 2000 to Apr. 30, 2000 using (b. 1) FRM, and (b.2) SCM  134

Figure 3.10 Comparison of SDSM-EBM simulated and observed SWE 
and snow depth (SD) for Zones 2 and 3 with maximum snow 
density pmax = 250 kg/m3 for the Open Area (OA), and 
Deciduous Forest (DF) at the calibration stage (Nov. 11,
1998 to May 16, 1999) using (a) Force Restore Method or

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



FRM, and (b) Snow Conductance Method or SCM

Figure 3.11 

Figure 3.12

Figure 3.13

Figure 3.14

Figure 3.15

Figure 4.1 

Figure 4.2

Comparison of snow surface temperature (°K) retrieved from 
NOAA-AVHRR images in different land cover classes 
(Open Area or OA and Deciduous Forest or DF) of PRB 
with simulated counterparts of SDSM-EBM (FRM) for the 
calibration period in hours (a.l and b.l) Early part of winter 
from Nov 26, 1998 to Jan 29, 1999 and (a.2 and b.2) later 
part of winter from Feb 13 to Apr 18, 1999...........................

Comparison of snow surface temperature (°K) retrieved from 
NOAA-AVHRR images in different land cover classes 
(Open Area or OA and Deciduous Forest or DF) of PRB 
with simulated counterparts of SDSM-EBM (Surface 
Conductance Method or SCM) for the calibration period in 
hours (a.l and b.l) Early part of winter from Nov 26, 1998 to 
Jan 29, 1999 and (a.2 and b.2) later part of winter from Feb 
13 to Apr 18, 1999...................................................................

Comparison of snow surface temperature (°K) retrieved from 
NOAA-AVHRR images in different land cover classes 
(Open Area or OA and Deciduous Forest or DF) of PRB 
with simulated counterparts of SDSM-EBM (Kondo and 
Yamazaki Method or KYM) for the calibration period in 
hours: (a.l) and (b. 1) Early part of winter from Nov 26,1998 
to Jan 29, 1999; and (a.2) and (b.2) later part of winter from 
Feb 13 to Apr 18, 1999................................. ..........................

Comparison of snow surface temperature (°K) retrieved from 
NOAA-AVHRR images in different landuse classes of PRB 
with model simulated counterparts of SDSM-EBM using 
different methods: (a.l and a.2) FRM; (b.l and b.2) SCM; 
and (c. 1 and c.2) KYM in the validation winter year 1998.....

Comparison of snow surface temperature (°K) retrieved from 
NOAA-AVHRR images in different landuse classes of PRB 
with model simulated counterparts of SDSM-EBM using 
different methods: (a.l and a.2) FRM; (bl and b2) SCM; and 
(c. 1 and c.2) KYM in the validation winter year 2000...........

Location map of Paddle River basin in the' Mackenzie 
GEWEX Study area (MAGS).............................. ..................

PRB’s meteorological data during the validation period of 
1997/98 winter ...... ....... ..............................................

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Figure 4.3 PRB’s meteorological data during the calibration period of 
1998/99 winter........................ ...............................................

Figure 4.4 

Figure 4.5

Figure 4.6 

Figure 4.7

Figure 4.8

Figure 4.9 

Figure 4.10

PRB’s meteorological data during the validation period of 
1999/00 winter............... ................................... .....................

The concept of reference temperature, “Tr = Ta+(l-x)Tg” 
used in the modified temperature index method of SDSM 
(or SDSM-MTI)....................................................................

Melt Rate Factor (MRF = (Mrf ̂  )for different near surface 
soil temperature (Tg in °C) and Mrf exponent \p = 0.25, 0.5, 
0.75, 1, 1.5, & 2.0........................................................ ...........

Comparison of SDSM-MTI simulated and observed 
streamflow for PRB at the calibration (Cal) (Nov. 11, 1998 
to May 16, 1999) and the validation (Val) stages (Jan. 1, 
1998 to Apr. 30, 1998 and Jan. 1, 2000 to Apr. 30, 2000), 
such that there is no change of calibrated parameters: (a.l) 
for Cal and (b.l and c.l) for Val; with % set to 1 but other 
parameters unchanged (i.e. Tg is partially ignored): (a.2) for 
Cal and (b.2) for Val; with % set to 1 and \|/ set to 0 but other 
parameters unchanged (i.e. Tg is completely ignored): (a.3) 
for Cal and (b.3) for Val; and (d.l) is similar to (b.l) but 
with slightly reduced melt factors and y  set to 1 ...................

Comparison of SDSM-MTI simulated and observed SWE 
and snow depth (SD) for Zone 4: at the calibration stage 
(Nov. 11, 1998 to May 16, 1999) with maximum snow 
density pmax = 250 and 200 kg/m3 for (a.l) Open Area (OA) 
and (a.2) Coniferous Forest (CF); at the validation stages 
(Jan. 01 to Apr. 30) for OA and CF (b) 1998 with praax = 150 
kg/m3 and (c) 2000 with pmax = 200 kg/m3; and zone 2 and 3 
at calibration stage with praax = 250 for (d) OA and (e) CF.....

Comparison of SDSM-MTJ simulated and observed SWE 
and snow depth (SD) in zone 4: at the calibration stage (Nov. 
11, 1998 to May 16, 1999) with pma* = 250 and 200 kg/m3 
for (a.l) x=l and f=2, and other parameters unchanged, (a.2) 
X=1 and \|/=0, and other parameters unchanged; similar 
results at the validation stages: (b) Jan. 01 to Apr. 30, 1998, 
and (c) Jan. 01 to Apr. 30, 2000..............................................

Comparison of PRB’s simulated streamflow using SDSM- 
MTI and SDSM-EBM in both calibration stage of 1998/99

R e p ro d u c e d  with pe rm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



winter (Nov. 11, 1998 to May 16, 1999) and validation 
stages of 1998 and 2000 winters (Jan. 1 to Apr. 30)..............  174

Figure 5.1 The Red River basin study area of eastern North Dakota and
northwestern Minnesota..........................................................  198

Figure 5.2 Cumulative snowfall at the end of each month for three
winter periods of Red River Basin................................   198

Figure 5.3 The calibration results for the projection pursuit regression
model expressed in terms of the fraction of unexplained 
variance (U) versus the number of terms (Mo) using
screened, ascending overpass SSM/I data of 1989.................  198

Figure 5.4 Plots of combined results (calibration and validation) of 
proposed algorithms without (b, e, h) and with shift 
parameters (c, f, i), and their comparisons with existing 
algorithms (a, d, g) based on screened, morning/nighttime 
overpass SSM/I data of 1988, 1989, and 1997. The three 
plots (j, k, 1) of SWE derived from existing algorithms based 
on screened, evening overpass SSM/I data show very poor 
correlation with observed SWE............................................... 199

Figure 5.5 Scatterplots of observed SWE versus retrieved from 1997 
TB data of DMSP F10, ascending (a.l to a.4) and descending 
(b.l to b.4), and DMSP-F13 descending (c.l to c.4), based 
on existing (Eqs. 5.1 and 5.2) and proposed (Eqs. 5.6 and 
5.7) algorithms. The fairly significant scatters found in all 
the plots are mainly attributed to SSM/I data only screened 
from wet snow cases but not cases affected by depth-hoar  200

Figure 5.6 Scatter induced darkening (ATBo) versus scattering albedo 
(wo) for various thicknesses (D) of dry fresh snowpack at 
273 K, a case of free space microwave wavelength (A.) of 10 
cm (adapted from England, 1975)..........................................  201

Figure 5.7 A marked improvement in the retrieved SWE of existing 
algorithms (Eqs. 5.1, 5.2 and 5.5) results when appropriate 
shift parameters (SP) are added (compare a. 1 to a.3 with b. 1 
to b.3 plotted against Eq. 5.6, and c.l to c.3 plotted against 
observed SWE). The SP used for Eq. (1) are 5cm for 1989 
and 9cm for 1997 (as in Eq. 5.7) and that for Eqs. (5.2) and 
(5.5) are -5cm for 1988 and 4cm for 1997 (as in Eq. 5.6)...... 202

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited w ithout perm iss ion .



List of Plates

Plate F. 1 Paddle River Basin's (a) meteorological towers, (b) snow
pillow site at Paddle River H.W., and (c) snow course survey 
in different land cover classes.........................................    226

Plate F.2 Strategic locations of beaver dams observed in the Paddle
River Basin (a) Highway 751 south of snow pillow site, (b) 
north of highway 649, (c) just upstream of WSC streamflow 
gauge station  ......              227

Plate F.3 Details of overflow beaver dam upstream of a twin-culvert in
Highway 751, south of snow pillow site, (a) a close view of 
an upstream and downstream end of culvert, (b) large 
impounding water body looking towards north-west, (c) 
impounding water body looking towards south.  .....    228

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Chapter 1

Introduction, Literature Review, Research 

Objectives, and Site Description

1.1 Introduction
Land masses at high latitudes are extensively covered with snow especially during 

late autumn, winter and early spring. Further, the snow accumulation and melt 

processes form an integral part of regional hydrology. Since snow produces 

substantial changes in the surface characteristics and the atmosphere is sensitive to 

physical changes of the earth surface, its presence over large areas of the earth for at 

least portion of the year exerts an important influence on the climate, both locally 

and globally. Therefore, a better knowledge of snowcover and snow water 

equivalent over large regions will lead to a better understanding of our climate, and 

will improve the estimation of spring runoff and allow better management of water 

resources.

On an annual basis, in the Northern Hemisphere, the percentage of land area 

covered by snow ranges from 7 to 40% per month (Hall, 1988). With its high

1

R e p ro d u c e d  with pe rm iss ion  of th e  copyright ow ner .  F u r the r  reproduction  prohibited w ithout perm iss ion .



albedo, low thermal conductivity, and considerable spatial and temporal variability, 

the seasonal snowcover plays a key role in governing the Earth’s global radiation 

balance, which is the primary driver of the Earth’s atmospheric circulation (Liston 

and Stum, 1998).

Accurate estimation of the basin-scale snow water equivalent (SWE) is still a great 

challenge. This is a more difficult problem in the wind swept alpine zones of 

Canada where blowing snow is a dominant winter phenomenon. Important 

physiographic and climatic factors that influence the distribution of snow are 

latitude, elevation, slope, aspect, orographic features, and vegetation cover. Recent 

studies (e.g. Goodison and Walker, 1994; Matzler, 1994; Gan, 1996; Foster et al., 

1997; Tait, 1998; Singh and Gan, 2000) have shown that passive microwave data 

can provide useful information on the distribution of SWE but they are mainly 

applicable to large basins because of the coarse resolution of passive microwave 

footprints («25 km) of Special Sensor Microwave Imager (SSM/1) currently 

available to the research community.

Even though only approximately one-third of the annual precipitation in the semi- 

arid Canadian Prairies occurs as snowfall, the spring snowmelt can generate up to 

80% of its annual surface runoff (Granger and Gray, 1990). This runoff provides 

water for municipal water supply, irrigation, groundwater recharge, wildlife habitat 

etc., but it can also cause serious flooding and soil erosion problems. Therefore, the 

timing of spring snowmelt is an important climatic and hydrologic factor affecting 

the Canadian Prairies’ water resources. Many operational snowmelt models, such as 

the Sacramento snowmelt model, use the standard degree-day approach to compute 

spring snowmelt. Such models generally rely on a daily air temperature, optimized 

melt factors, and an areal depletion curve. Some newer models incorporate satellite 

images to update its areal distribution instead of solely relying on an areal depletion 

curve (e.g., Martinec et al., 1983). The degree-day method is simple but deficient
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because snowmelt also depends on factors such as topography, landuse/land cover 

and spatial and temporal distribution of atmospheric forcings associated with both 

radiation and turbulent heat fluxes.

Besides winter precipitation and air temperature, processes such as, that associated 

with the effects of topography (altitude, aspect, forest cover etc.) on solar radiation, 

densification of snow, blowing snow sublimation, local advection, etc. are 

responsible for the spatial and temporal variations of snow depth and SWE. 

Knowing these major processes will help better understand the strong interactions 

between the atmospheric processes and snow hydrology. The effect of snow drifting 

is also important because it is a primary control on the spatial distribution of SWE 

particularly in an open environment (Luce et al., 1998a). An adequate 

parameterization scheme of snow drifting and blowing snow based on the 

topography, vegetation cover and wind vector may achieve a good approximation of 

the spatial variability of snow accumulation. Recent developments in distributed 

hydrological modeling have recognized the general importance of redistributing 

snow within the basin for predicting basin snowmelt (Pomeroy et al., 1997; Luce et. 

al., 1998a; Liston and Stum, 1998; Hartman et. al., 1999; Dery and Yau, 2001a&b). 

Hartman et al (1999) used a topographic similarity index to re-distribute snow. Dery 

and Yau (2001a) developed a non-linear regression equation to parameterize the 

blowing snow sublimation rate using wind speed and condensation growth 

parameter.

Past research has also demonstrated the importance of turbulent diffusion or local 

advection in the energy balance of late-lying snowfields, when bare patches appear 

in snow covered areas (Weisman, 1977; Olyphant, 1988; Shook, 1995; Liston, 

1995). Parameterization of local advection in terms of increased melt rate based on 

the fraction of open area covered by snow (A f)  in each sub-basin is possible from 

the Landsat-Thematic Mapper (TM), which has a spatial resolution of about 30 m.
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The seasonally snow-covered area of each sub-basin can also be related to the ratio 

of snow depth and the threshold snow depth at which patchy snowcover just starts, 

which is similar to the concept of the depletion curve of Luce et al. (1998b) and 

Verseghy (1991).

1.2 Literature review
Ideally, modeling snowmelt runoff should account for the snowmelt process 

occurring at the snow surface, the meltwater movements through the snowpack, and 

the routing of meltwater over the ice surface, bare patches of snowcover and the 

interconnected channel network. . At a basin scale, the overland flow process is 

essential (Sand, 1990). A popular research theme for snow hydrology is to explore 

modeling the melt rate by energy balance of the snowpack, the meltwater transport 

by infiltration through snow as a porous medium or unsaturated vertical flow 

through the snowpack ( Colbeck, 1971), and/or some form of distributed kinematic 

wave routing of a thin saturated layer at the base of the snowpack over the 

combinations of land and ice surfaces (Dunne et. all, 1976), where roughness 

coefficients could vary spatially and temporally at basin scale.

1.2.1 Regression Models
Though non-linear relations can improve the prediction of the seasonal snowmelt 

runoff versus that from linear models, their use is limited by the failure of 

transformed data satisfy the condition of nonlinearility (Dey et al., 1992). The 

simplest form of snowmelt model is probably the linear regression model, where a 

linear empirical relationship is assumed between predictive variables and the 

snowmelt runoff from a catchment for at least several or more snowmelt seasons. To 

establish a snowmelt runoff regression model may be harder than a rainfall-runoff 

regression model possibly because of the greater dependence of snowmelt on 

atmospheric forcings than rainfall-runoff processes. For a basin of 106 km2 in
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Scotland, Ferguson (1984) developed two equations for two melt seasons using

maximum air temperature, time from the onset of melt, and the previous day’s flow. 

Interestingly, the coefficients were not the same from year to year and so their 

applications were limited.

For regression models, Zuzel and Cox (1975) found that daily air temperature gave 

the best result if only one meteorological variable was used, and the combination of 

variables that gave the best result was daily vapor pressure, wind run and net 

radiation, while Kussisto (1978) regressed snowmelt with air temperature and 

radiation. However, such models are highly site-specific and the results from one 

site are not transferable to other sites. Further, the assumption of linear relationships 

between these variables is probably not true because of the complex physical 

processes involved in the snowmelt.

1.2.2 Lumped, Conceptual Models
The term “lumped” means that these models only deal with the mean properties of 

the snowpack and processes at a point, without considering spatial variability in 

detail (Figure 1.1a). Further, complex physical processes are simplified. However 

such models are widely applicable and preferred over regression models as 

operational snowmelt runoff models. Such models for basin-scale catchments could 

be implemented in a quasi-distributed manner, such as using different melt rates and 

input variables to different elevation bands of the catchments (Morris, 1985). Two 

major types of lumped conceptual models are discussed below.

1.2.2.1 Temperature Index (or Degree Day) Models
Air temperature is the most commonly used index for estimating snowmelt. This is 

for two reasons: first, air temperatures are among the most readily available climate 

data. Secondly, many studies have shown that air temperature is the best single 

index to represent the amount of energy available for snowmelt (Anderson, 1973).
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This method is often used when a simpler model is preferred, or when the available 

data are too limited to apply the energy balance equation.

Many operational snowmelt runoff models, such as the National Weather Service 

River Forecast System, NWSRFS or Sacramento snowmelt model (Anderson, 

1973), HBV (Bergstorm, 1975), UBC model developed at the University of British 

Columbia (Quick and Pipes, 1977), CEQUEAU model developed at the Universite 

du Quebec (Charbonneau et al., 1977) and the Snowmelt Runoff Model, SRM 

(Martinec et. al., 1983) use the temperature index (degree-day) approach. In this 

approach, the snowmelt rate estimated depends on the daily air temperature, some 

optimized melt factors, and a depletion curve that relates the mean areal snow water 

equivalent to the extent of snow cover empirically. These models use a different 

melt factor for each elevation band or basin zone, to reflect the vegetation 

characteristics and mean elevation of each zone. Some of these models, such as the 

UBC, CEQUEAU and NWSRFS, METQ98 (Ziverts and Jauja, 1999) also allow the 

melt factor to vary through the melt season. However, the degree-day approach may 

not adequately account for many climatic factors related to snowmelt. For example, 

Male and Granger (1981) showed that in open non-forested areas the short wave 

radiation exchange is the dominant melt-producing energy flux, but short wave 

radiation exchange was poorly correlated with air temperature. Kane et al. (1997) 

also tried to modify the simple temperature index snowmelt model by including 

wind speed. However, no improvement was found in terms of model response, 

which was possibly because of the mixed effects of wind in the Arctic environment 

where cold air blown from the north off the Arctic ocean and warm and dry air from 

the south.

The assumption of a uniform snow accumulation over the whole elevation range 

followed by a uniform snowmelt according to an assumed areal-depletion curve is 

not applicable to a mountainous basin (Martinec, 1980). In this case, the snow
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coverage in that whole elevation range would of course remain at 100% and then 

drop abruptly to zero. The Snowmelt Runoff Model or SRM of Martinec (1985) 

uses satellite images to update its areal snowcover distribution and not solely relying 

on an areal depletion curve like the NWSRFS. Besides climate, the snowmelt 

process depends also on factors like terrain characteristics, vegetation types, and 

even the fraction of snow cover on ground. Using the degree-day method for a 

Northern Swedish catchment, Bengtsson (1982) presented the importance of 

nighttime refreezing on the diurnal snowmelt cycle. Gray and Landine (1988) 

proposed an energy budget snowmelt model (EBSM) for the Canadian Prairie, in 

which all the energy flux components are related empirically with the standard 

climatological measurements. They found that the EBSM model generally improved 

the snowmelt runoff simulation compared to degree-day methods. Sand (1990) 

applied the simple degree-day method and data-intensive surface energy models to 

both temperate and arctic regions and found that only the energy balance is 

applicable to all the test regions. Kane et al. (1997) applied three models (surface 

energy balance, degree-day temperature index, and the combined degree-day 

temperature/radiation index) to an Alaska watershed. They found that all three 

models perform very well, with the energy balance model being the best.

1.2.2.2 Energy Balance Models
If various energy components are explicitly considered in a model, the model is an 

energy balance model. There is a wide range of such energy based snowmelt 

models, depending on which components are being measured directly, and which 

components are estimated empirically. The temperature index models are generally 

effective under normal climatic conditions if model parameters are calibrated from a 

representative calibration data. However, for extreme conditions (Anderson, 1976) 

such as very warm temperatures and little wind, low humidity and high winds or 

clear skies and cool temperature when the snow is ripe, the energy budget models 

are potentially more accurate.
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Large numbers of energy balance snowmelt models with varying degree of 

complexity have been tested in different part of world (e.g., Anderson, 1968; 

Bengtsson, 1976; Obled and Rosse, 1977; Male and Granger, 1981; Braun, 1985; 

Kondo and Yamazaki, 1990; Jordon, 1991; Kustas et al., 1994; Kuchment and 

Gelfan, 1996; Tarboton and Luce, 1996; Yamazaki, 1998). One of the more widely 

used, one-dimensional mass and energy balance models is SNTHERM developed by 

Jordan (1991) for predicting snowpack properties and temperature profiles. 

SNTHERM calculates energy exchange at the surface and bottom of the snowpack, 

grain growth, densification and settlement, melting and liquid water flow, heat 

conduction and vapor diffusion. It accounts for changes in albedo due to grain 

growth, sun angle and cloud cover but it does not account for the decrease in 

effective albedo when the snow depth is shallow and when radiation penetrates 

through the snowpack to the underlying soil. This problem, which Hardy et al. 

(1997) observed in modeling snow ablation in a forest land of black spruce, aspen 

and jack pine, has been addressed by using a routine, which automatically reduces 

the albedo exponentially to the soil albedo when the radiation penetrates through the 

snowpack to the underlying soil. An estimate of litter fall on the forest floor has also 

been incorporated through a routine to reduce the sub-canopy snow albedo as forest 

litter accumulates.

Wigmosta et al. (1994) developed a distributed hydrology-vegetation model, which 

includes canopy interception, evapotranspiration, snow accumulation and melt, and 

runoff generation via the saturation excess mechanism. Landuse cover and soil 

properties are assigned to each digital elevation model (DEM) grid cell. Snow 

accumulation and melt are simulated using a single layer, energy and mass balance 

model. They found a significant lagging of simulated snow covers when compared 

with AVHRR images, partly because the varying responses of snowpack layers were 

not taken into consideration. Tarboton and Luce (1996) developed a spatially
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distributed Utah Energy Balance Snow Accumulation and Melt Model (UEB) where 

the snowpack is represented by two depth-averaged state variables, snow water 

equivalent and energy content. The energy content is relative to a reference state of 

ice at 0°C and is defined as the energy content of the snowpack plus a soil layer 

underneath that interacts thermally with the snowpack. This procedure provides a 

simple approximation of the effects of frozen ground, or snow falling on warm 

ground. This simplified model attempts to match the time of peak of snowmelt 

runoff but the melt rate seems to be underestimated.

The aforementioned energy balance models do not account directly the effects of 

two-dimensional patchy snowcover on the local advective energy of melt processes. 

This limits their applications in the Prairie environment with shallow snowcover 

(<60 cm) or in late melting periods when turbulent fluxes are more than radiative 

fluxes. It has been found that the maximum snowmelt rate occurs when the land is 

only partially snow-covered, and often when it is slightly less than 60% of the basin 

area (Shook et al., 1993). Because of lower albedo, the bare ground absorbs larger 

amount of solar radiation than the adjacent snow patches. The energy imbalance 

induces an advective, turbulent transfer of latent and sensible heat from the bare 

ground to snow patches, enhancing the melt rate. Since advective melting is the 

greatest along the leading edge of a snowfield, under constant climatic conditions, 

the melt rate of a patchy snowcover should be related to the perimeter of the patches 

(Shook, 1993). A recent study on the local advection of momentum, heat and vapor 

during the melt of patchy snow cover by Liston (1995) showed a linear increase of 

melt with decreasing snow covered area for snow covered area greater than 25%, 

and in a strongly nonlinear fashion below that value.

1.2.3 Distributed Models
Snow accumulation and ablation processes occur over a range of space-time scales 

in our natural environment (Bloschl and Sivapalan, 1995; Bloschl, 1999).
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Distributed snow models attempt to quantify these processes by subdividing the 

catchment into mesh grids of high resolution. These units can be considered as 

hydrological response units (Leavesely, 1989) or, square grid elements, and 

processes with a characteristic length scale smaller than the grid size are represented 

implicitly (or parameterized) while processes with length scale larger than the grid 

size are represented explicitly by element-to-element variations (Kimbauer et al., 

1994). While most models use elevation as the primary criterion for spatial 

discretization, in semi-distributed models a basin is sub-divided into a small number 

of sub basins but in folly distributed models, a basin is often discretized into many 

grid cells of reasonably high resolution (Figure 1.1b).

Most distributed snow models assume uniform parameters and processes within 

each grid element. The processes in each element often include snow surface energy 

exchange and internal processes such as water and heat transport. The input data to 

each grid may be interpolated from surrounding observations.

In distributed modeling, the response from each individual element should 

theoretically be dependent on the surrounding elements but in reality they are 

assumed to be independent. This is one of the major concerns about applying a folly 

distributed snow model that ignore interactions between elements found in nature. 

In summary, distributed modeling involves detailed descriptions of snow processes 

at point scale (scale of the measurement site), and integrating the point processes to 

catchment scale through discretization and interpolation.

In the 80’s to early 90’s, it seems promising to pursue distributed modeling with 

grid elements of high resolution. However, the problems of excessive input data 

demand, and the assumptions of no interaction between adjacent grid elements, and 

with each element assigned the same model parameters render such models mainly 

for theoretical quest but with little practical value. To strike a balance between
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attainable modeling resolution and data availability, it makes sense to model basin- 

scale snowmelt processes under a semi-distributed approach (e.g., Kite and 

Kouwen, 1992; Tao and Kouwen, 1989; Kite, 1995a). The semi-distributed model, 

where a basin is divided into several sub basins/zones/aggregated simulation area, is 

preferred over the fully-distributed approach because it is less computationally 

intensive, requires less data, and yet could achieve similar or even better results 

(Figure 1.1).

1.2.4 Vegetation Index
The leaf area index (LAI) (Running et al., 1986), which is the area of leaves per unit 

area of ground surface, is one of the most important variables for partitioning energy 

and precipitation fluxes between plant canopies and soil surface. Therefore, the LAI 

estimated from satellite data has been used for estimating the interception of 

precipitation and evapotranspiration by canopy (Kite and Kouwen, 1992; Kite, 

1995b; Kite and Spence, 1995; Kustas and Jackson, 1999; Pomeroy et al. 1998). 

The LAI is often retrieved from the visible and infrared bands of NOAA-AVHRR 

sensor at 1 km resolution or from Landsat TM at about 30 m resolution (Pietroniro 

et al., 1995; Emaruchi, 1998, Biftu and Gan, 2001). Kite and Pietroniro (1996) 

provides useful references with regards to application of remote sensing in 

hydrological modeling.

1.2.5 Surface Temperature
The computation of upwelling longwave, latent and sensible heat fluxes requires 

accurate knowledge of the surface or skin temperature (Stroeve and Steffen, 1998). 

The surface temperature should be known to an accuracy of approximately 1°K in 

order to estimate the outgoing longwave flux to within 5 W/m2 (Steffen et al.,

1993). Remotely sensed data has been a source of information for skin temperature, 

based on the thermal spectral (long wave) radiation from the ground. However, the
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earth surface is far from a skin or homogeneous surface with two dimensions (Vogt, 

1996). Therefore, a mix of different land uses in a basin also complicates the 

retrieval of surface temperature.

Many studies have been devoted to developing the methodology for retrieving 

surface temperature from channels 4 and 5 of NOAA-AVHRR data. Qin and 

Kamieli (1999) extensively reviewed the most popular form of split-window 

algorithms including those proposed by Price (1984), Becker and Li (1990) and 

Ottle and Vidal-Madjar (1992). Attempts have also been made to correlate the 

remotely assessed composite temperature (that includes forest cover) to surface 

temperature with the help of forest cover fraction (Boegh et al., 1999, Kustas and 

Jackson, 1999).

1.2.6 Surface Albedo
The importance of surface albedo in computing the earth’s radiative balance has 

often been shown in studies related to our global climate change system (e.g., Sud 

and Fennessy, 1982; Laval and Picon, 1986; Vukovick et al., 1987; Laine and 

Heikinheimo, 1996). The surface albedo (or surface reflectivity) determines the 

availability of net radiation at the earth surface, which is used in different stages of 

hydrological processes (e.g., evapotranspiration, snowmelt etc.). Snow and ice 

generally have high reflectance or albedo, which means that regions having winter 

snowcovers, and relatively warm summer show strong seasonal variation in surface 

albedo. Point measurement of surface albedo is only meaningful for basins with 

fairly homogeneous land surface (Brest and Goward, 1987). A realistic estimate of 

surface albedo at adequate spatial scales over heterogeneous catchments of regional 

scale is only achievable via satellite measurement. Both Landsat-TM and NOAA- 

AVHRR data are extensively used for estimating spatially distributed surface 

albedo, e.g., Winther (1992) used Landsat-TM data, while Laine and Heikinheimo 

(1996) and Toll et al. (1997) used NOAA-AVHRR data.
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1.3 R esearch  O bjectives

This study has four primary objectives:

(1) To develop a semi-distributed, basin scale snowmelt model - energy balance 

method (SDSM-EBM) of modest data demand but maximizes the use of 

remotely sensed data, and that accounts for the vertical energy fluxes of 

snowpack (ice and liquid phases) for different land use types, redistribution of 

snow, canopy interception, snow sublimation and reffeezing.

(2) To develop a modified temperature index algorithm (SDSM-MTI) as an 

improvement over the conventional degree-day approach to model basin 

snowmelt processes.

(3) To evaluate surface temperature simulated by SDSM using different methods in 

both open and forest covered area with respect to surface temperature derived 

from NOAA AVHRR data.

(4) To estimate snow water equivalent using passive microwave brightness 

temperature data in a Prairie like environment.
s

Both SDSM-EBM and SDSM-MTI are developed as modules of the semi

distributed hydrologic model, DPHM-RS of Biftu and Gan (2001) to model year 

round basin hydrology.

To achieve the above objectives, the data used are: DEM, NOAA-AVHRR, 

hydrometeorological, snow course and streamflow data for the Paddle River Basin 

of Alberta for the winters of 1997/1998, 1998/1999, and 1999/2000 (Table 1,1). The 

model was calibrated using the winter data of 1998/99 (Nov 11, 1998 to May 16, 

1999) and validated using the 1998 (Jan 1, 1998 to April 30, 1998) and 1999/2000 

(Jan 1, 2000 to Apr 30, 2000) data. The calibration and validation of SDSM was 

done against observed streamflow at the study basin outfall, snow course data and 

surface temperature retrieved from satellite data. SDSM was operated w ithin
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DPHM-RS to use all the hydrologic modules of DPHM-RS (e.g., evapo- 

transpiration, vertical water budget, surface and sub-surface runoff and channel 

routing, etc.) needed to simulate streamflow and other closely related variables. The 

performance of SDSM-MTI was compared with SDSM-EBM to assess the 

capability of a simple snowmelt model.

1.4 D escription  o f  Study Site

The study site, the Paddle River basin (PRB), which is a tributary of Athabasca 

River basin of central Alberta between geographical coordinates 115.72°W, 

53.97°N and 115.36°W, 53.78°N is located near the town of Mayerthorpe, and is 

about 170 km west-north of Edmonton (Figure 1.2). PRB has a basin area of about 

265 km and elevations ranging from 749 m at the Paddle River near Anselmo 

(basin outlet) to about 1000 m above the mean sea level (AMSL) at the western 

edge of the study basin. According to Hare and Thomas (1974), PRB lies at the 

northwestern edge of the Prairies (Alberta Plains) and adjacent to the Northwestern 

Forest. PRB lies in the “short, cool summer” koeppen climatic zone (Longley, 

1968), where the mean daily temperature in January is about -15.5 °C and in July is 

about +15.6 °C. The annual mean precipitation is approximately 508 mm (Pretula 

and Ko, 1982), about one-fourth of which falls between December and April. The 

average April 1, basin average SWE for the Paddle River is about 70 mm with a 

record maximum SWE of about 200 mm in 1974 (AENR, 1986). Forest, brushlands, 

and tree muskegs cover about 70% of the study basin and the deciduous Aspen 

forest is the predominant vegetation type (AENR, 1977). The rugged topography 

and limited access have prevented a significant agriculture development of the 

remaining forest areas, although the demand for grazing leases has increased 

substantially in recent years. The major soil group of the basin is of Hubalta series 

associated with Onoway and Modeste (Twardy and Lindsay, 1971), which are
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characterized by strongly developed Orthic Gray Wooded features. The dominant 

texture is clay loam under moderately well drained conditions.

The existing deciduous and coniferous forest stands play an important role in 

controlling the spring flood runoff, subsurface flow and sediment production from 

headwater area of PRB. The catchment has a moderate hydrological response with 

an average land slope of 3-5 percent. The area close to the stream channels in the 

headwater reach of PRB is characterized as the critical zone because of the greatest 

potential for contributing to flood runoff (AENR, 1986). However, the recent 

intervention in the headwater reach of PRB both by human beings (extensive road 

construction and subsequent logging of forest resources) and that by beaver 

activities (damming of natural streams; see Woo and Waddington, 1990; Gumell, 

1998) is significant to the extent that PRB discharge at Anselmo may no longer be 

predominantly natural particularly during low flow years.

PRB was selected for the study, mainly because of the relatively natural stream flow 

of Paddle River up to the basin outflow at Anselmo (749 m AMSL), where Water 

Survey of Canada has been operating a permanent gauging station since October 

1979. Moreover, the Paddle reservoir (located about 30 km downstream of basin 

outlet) does not influence flows because the probable maximum flood (PMF) level 

is estimated to be 711 m AMSL (Alberta Environment, 1982), which is below the 

basin outlet. PRB was also selected for a detailed study by Biftu and Gan (2001) 

using the DPHM-RS model during summer periods of 1996-1998. The National 

Water Research Institute (NWRI) has also selected PRB for a research work on the 

influence of land use changes in basin hydrology (Granger, personal 

communication). Data collected for this study are listed in Table 1.1.

1.5 O rganization o f  Thesis

This thesis consists of six chapters. Chapter 1 provides an overview of the general
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background of past work in snowmelt modeling and remote sensing. Chapter 2 

describes the processes considered in developing the SDSM-EBM model. Reviews 

and applications of the force restore method or FRM (Deardorff, 1978), surface 

conductance method or SCM (Tarboton and Luce, 1996), and Kondo and Yamazaki 

method or KYM (Kondo and Yamazaki, 1990) to simulate snow surface 

temperature is also discussed. In Chapter 3, Semi-Distributed Snowmelt Model -  

energy balance method or SDSM-EBM is applied to Paddle River Basin (PRB) of 

central Alberta, while in Chapter 4, modified temperature index method or SDSM- 

MTI (an improvement over the conventional degree-day method) is applied to PRB. 

Chapter 5 presents the development of statistical algorithms for retrieving snow 

water equivalent from the Special Sensor Microwave/Imager (SSM/I) passive 

microwave brightness temperature data for the Red River basin of North Dakota and 

Minnesota (Singh and Gan, 2000). Finally, summary, concluding remarks, and 

recommendations for future work are presented in Chapter 6.
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Table 1.1. Summary of data collection for die study

Topographic data Mean altitude, aspect, flow direction, slope of the surface, 

drainage network, and topographic-soil index (derived from DEM 

data).

Land use and 

spatially 

distributed 

geophysical data

Spatial distribution of land use classes, surface albedo, vegetation 

index and surface temperature (Landsat image for land use 

classification and NOAA-AVHRR image for other geophysical 

parameters).

Hourly hydro

meteorological 

data

air temperature, ground temperature, precipitation (snow/rain), 

wind speed and wind direction, relative humidity, net radiation, 

short-wave radiation, ground heat flux data.

Snow course data Snow depth and snow density along the transacts in different land 

use.

Stream flow data Stream flow data for the Paddle River Basin at Anselmo (hourly).
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Figure 1.1 Modeling concepts in the field of snow hydrology (a) lumped or point 
model, (b) fully-distributed model, and (c) semi-distributed model.
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Figure 1.2 Location map of the Paddle River basin
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Chapter 2

Semi-Distributed Snowmelt Model (SDSM) 

using Remote Sensing Data, I. Model 

Development

2.1 Introduction

Water is a critical element of the earth’s natural resources. Hydrology, which treats 

all phases of earth’s water, is a subject of great importance for people and their 

environment. With the progress of civilization, human activities gradually intrude 

on the natural water environment, changing the dynamic equilibrium of the 

hydrological cycle and atmospheric processes. The implications of land use changes, 

agricultural practices, deforestation, urbanization, reservoir construction, etc. to our 

environment and to the world’s water resources are of great concern to the society.

The land surface exerts a strong influence on atmospheric processes (Brass, 1999). 

Diurnal phenomena such as land and sea breezes are caused by uneven heating of
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the earth’s surface and result in atmospheric and oceanic circulation, causing the 

redistribution of heat and different forms of precipitation.

Snow accumulation and melting processes are critical components of land surface 

hydrology that influences energy transfer within the planetary boundary layer (Yeh 

et al., 1983). Snow influences the surface climate in three ways. First, snow has a 

high surface albedo and it reflects away a large proportion of solar radiation incident 

on the land surface. Second, snow has a low thermal conductivity, which acts as an 

insulating layer against heat transfer between the atmosphere and the ground. And 

third, snow cover has a distinct seasonality especially in the mid-latitudes, which 

exerts a large effect on the surface moisture budget. These features of snow 

influence the surface and near-surface heating both locally and regionally. Several 

studies using general circulation models (GCM) show that snow cover feedbacks 

have wide range of effects on the climate (Yeh et al., 1983; Marshall et al., 1994). 

Marshall et al. reported a significant improvement in an atmospheric GCM in 

modeling the annual surface moisture and energy budgets (e.g., shift in the runoff 

maximum from winter in the control run to spring in the snow hydrology run), when 

the GCM included the parameterization of snowfall and snow cover fraction, 

calculation of snow temperature, and the snow mass and hydrologic budgets.

Snow influences a drainage basin’s response to the input of water equivalent 

because it is usually stored in a basin for a long time before running off by melting. 

At the end of winter, the seasonal snowcover may melt within a week to several 

months depending on the amount of snow, climatic factors, terrain features, and 

vegetation cover. Spring snowmelt provides water for many beneficial uses in the 

form of both surface and groundwater resources but it can also cause serious 

flooding and erosion during extreme flood events. The timing of spring snowmelt is 

therefore vital for their optimal use and the control of flooding.
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The importance of snowmelt runoff in temperate and higher latitudes has been 

widely recognized for more than 50 years (Linsley, 1943). A systematic 

investigation of the fundamental issues of snow hydrology was started in 1956 by 

US Army Corps of Engineers (USACE, 1956). The World Meteorological 

Organization (WMO) conducted a survey of 11 snowmelt-runoff models that were 

built for forecasting snowmelt-induced runoff in watersheds (WMO, 1986). Since 

then, a great number of new snow models have appeared to accommodate various 

applications, both in the literature and in operation. The large scale impacts of snow 

accumulation and ablation warrant the need to account for the spatial and temporal 

variation in snowmelt runoff via distributed or semi-distributed instead of lumped or 

point snowmelt modeling (Bathurst and Cooley, 1996).

Point snowmelt models can be classified into two types. The first type of model 

concentrates on production of melt water from either conceptual (degree-day 

approach: Martinec, 1960, 1970, 1975; Riley et al., 1972; Martinec and Rango, 

1986; Kane et al., 1997) or physically based methods (e.g., energy balance approach: 

Anderson, 1968; Obled and Rosse, 1977; Male and Granger, 1981; Braun, 1985; 

Bengtsson, 1986; Kondo and Yamazaki, 1990; Jordon, 1991; Kustas et al., 1994; 

Kuchment and Gelfan, 1996; Tarboton and Luce, 1996; Yamazaki, 1998). The 

second type concentrates on the percolation of meltwater through the snowpack 

(Colbeck, 1972, 1973, 1976, 1977; Colbeck and Davidson, 1973). However, 

meltwater routing through a snowpack by detailed physics offers little advantage 

over the simpler kinematic wave approach (Colbeck, 1977; Jordan, 1983). The 

meltwater routing time from the top to the bottom of the snowpack is typically less 

than one hour for a snowcover depth up to 55 cm (Bathurst and Cooley, 1996).

Two basic approaches to modeling the snowmelt rate are the degree-day and the 

energy balance methods. The degree-day method is entirely empirical that uses site- 

specific melt factors, while the energy balance method is more physics-based and so
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is less site-restrictive. The disadvantage of the energy balance method is that it 

requires good quality meteorological measurements, which are scarcely available 

(Harding, 1986). While operational models tend to be simple to avoid data 

constraints, research-oriented models are often sophisticated, requiring massive 

amount of data. Furthermore, there are also problems in extending snowmelt runoff 

simulation at a point, to catchment, a regional scales (WMO, 1986; Levesley, 1989; 

Bloschl and Kimbaur, 1991; Kimbauer et al., 1994; Bales and Harrington, 1995; 

Bloschl and Sivapalan, 1995; Pomeroy et al., 1998; Bloschl, 1999; Liston, 1999). 

The research objective is to understand the physical processes of snowmelt in a 

Prairie environment and model them in a simplified yet physically realistic approach 

with minimum data requirements. Furthermore, such a model should not be site- 

specific and capable of assessing the effect of land use changes (Kimbaur et al.,

1994).

The development of hydrological models and remote sensing has progressed almost 

independently until the beginning of the 80’s, when Peck et al. (1981) reported the 

potential benefit of remotely sensed data in hydrologic modeling, and Rango (1985) 

stressed the need to effectively assimilate remotely sensed data in hydrologic 

models. Progress in snow hydrology over the past two decades has been heavily 

dependent on the quality and resolution of remotely sensed data available for 

applications at local, regional, and continental scales (Bales and Harrington, 1995; 

Kite and Pietroniro, 1996; and Rango and Shalaby, 1998).

A basin-scale snowmelt runoff model typically simulates the processes of snow 

accumulation and melt, and transforms it to basin outflow. Snowmelt runoff 

modeling can be lumped or distributed, which accounts for the spatial variability of 

a basin’s terrain and hydrological characteristics. Models that discretize a basin only 

in terms of elevation or sub-basins are referred to as semi-distributed models, while 

models with more detailed discretizations (fixed or variable length grids) are called
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fully distributed models (Kimbauer et al., 1994). The model complexity and data 

requirements increase substantially as one moves from a semi-distributed to a fully 

distributed approach particularly if energy balance is used to compute the snowmelt 

process.

With the advent of computer technology, models developed in the last two decades 

range from fully distributed hydrological models such as SHE (Abott et al., 1986; 

Bathurst and Cooley, 1996), HYDROTEL (Fortin et al., 1986 & 2001), IHDM 

(Beven et al., 1987), DHSVM (Wigmosta et al., 1994), MIKE SHE (Rafsgaard and 

Storm, 1995) to semi-distributed models such as SLURP (Kite, 1995 & 1996) and 

TOPMODEL (Beven et al., 1995).

Fully distributed models should theoretically perform better than lumped parameter 

models but the reverse could occur. Furthermore, besides excessive data demand, 

the use of small grid elements as an attempt to accurately represent heterogeneous 

terrain features involve many unresolved uncertainties (Kimbaer et al., 1994). 

Besides these, modeling hydrological processes using rectangular grid scales can be 

artificial. Beven (1996) suggested using large scale rather than small-scale 

parameterization strategy. Bloschl (1999) suggested that the model element may in 

practice be dictated by data availability. Essentially, one must find a trade-off 

between the attainable resolution of processes to be modeled and the accuracy 

required. The resolution attainable depends mainly on the resolution of hydrological 

information retrievable from the satellite data.

A basin-scale semi-distributed snowmelt model (SDSM) is developed with the 

objective of making it a comprehensive, yet non-data intensive (relying on remotely 

sensed and limited ground data) model. Table 2.1 shows general features of various 

distributed and semi-distributed snowmelt runoff models including SDSM. The 

distributed surface information considered are such as the land use classification,
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vegetation index, albedo, surface temperature, snow cover retrieved from, say, 

Landsat’s Thematic Mapper (TM) and NOAA’s Advanced Very High Resolution 

Radiometer (AVHRR), and snow water equivalent (SWE) from Special Sensor 

Microwave Imager (SSM/I) data. SDSM is assessed in a multi-criteria framework to 

avoid the possibility of obtaining satisfactory simulations mostly by curve-fitting, 

e.g., unrealistic or non-meaningful model parameters (Bathurst and Cooley, 1996), 

e.g., SDSM was assessed using the SWE, snow depth, snow surface temperature 

and basin outflow with observed values.

2.2 Model Components of the Semi-distributed 

Snowmelt Model (SDSM)

This section presents the components of SDSM, which is designed to simulate 

snowmelt using either the modified temperature index (SDSM-MTI) or the energy 

balance method (SDSM-EBM). SDSM can operate at hourly to daily time step.

2.2.1 Transformation of Precipitation into Rain and Snow
Transformation of precipitation into rain and snow is based on the air temperature. 

PS=P (Tmax — T,hp) (2.1a)

P° = T ^ - T hpp (Tmin<Tthp<Tmax) (2.1b)
*max min

Ps =0 (Tmin > Tthp) (2.1c)

Pr = P - P s (2. Id)

Where P is the total precipitation, Pr and Ps are the water equivalent depths of rain 

and snowfall respectively, TthP is the threshold temperature below which 

precipitation will be snow instead of rain, and Tmax and Tmm are the maximum and 

minimum observed temperature respectively for the simulation time step. An 

appropriate value for Tthp is close to 0°C. Precipitations expressed in terms of
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equivalent water depth can be separately stored as rain and snow for each of the sub

basins in SDSM. For snow, the snow depth is dependent on the fresh snow density, 

p[ (kg/m3), which is estimated from the air temperature, Ta (Pomeroy et. al., 1998).

p[ =67.9 + 51.3e(T‘/26) (2.2)

This relation gives values of p  ̂that varies from 68 kg/m3 at -20 °C to 119 kg/m3 at

0 °C. This is very close to the range of average density of newly fallen snow (50-120 

kg/m2) for most part of Canada (Pomeroy et al., 1998) and is therefore used in 

SDSM.

2.2.2 Canopy and Snow Interception
Snow is intercepted and stored at different levels of vegetation until the maximum 

interception storage capacities are reached, which is determined from the leaf area 

index, LAI (Dickinson et al., 1984) retrievable from satellite data such as NOAA- 

AVHRR. Wigmosta et al. (1994) applied the LAI approach in the form of a two- 

layer vegetation canopy. Besides LAI, the amount of snow interception depends also 

on the forest types (Hardy and Bistow, 1990), the tree species and the prevailing 

forest structure (Golding and Swanson, 1986). While coniferous forests retain their 

canopy during winter, the leafless deciduous forests give rise to snow cones at the 

tree trunk (Sturm, 1992). The end result of snow interception of most forest 

canopies is a snowpack of spatially heterogeneous depth, snow water equivalent 

(SWE), and melt rate.

An experiment of the Canadian GEWEX Program on spruce and pine has indicated 

that intercepted snow behaves as a fractal (Pomeroy and Schmidt, 1993). The 

sublimation rate of intercepted snow is dependent on the degree of canopy’s 

exposure to the atmosphere. They also observed SWE beneath the tree canopy to be 

about 65% of the undisturbed snow in the boreal forest (i.e., in the forest opening).
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In contrast, Hardy et al. (1997) measured 60% less snow in boreal jack pine tree 

wells than in forest openings at maximum accumulation. Their study also indicated 

that generally as canopy density increased, the penetration of radiation and 

snowmelt rate decreases. However, sometimes snowmelt could increase under dense 

canopy due to decreased terrestrial radiative losses or outgoing longwave radiation 

(Yamazaki and Kondo, 1992). Under leafless deciduous canopies, the net radiation 

alone is a good predictor of snow ablation as the turbulent contribution to melt is 

minimal (Price, 1988). However, the net radiation alone was inadequate to estimate 

snowmelt in the boreal forest, possibly because of the complex processes involved 

in snowpack metamorphism (Metcalfe and Buttle, 1995). It is therefore important to 

carefully consider the spatial, heterogeneous response of canopy to the snow 

accumulation and ablation process in a basin with a good proportion of forest cover.

A recent study by Pomeroy et al. (1998) recommended a snow interception model of

Hedstrom and Pomeroy (1998) for the Canadian Prairies, where the interception, I 
2  *(kg/m ) is related to a dimensionless snow unloading coefficient, csu, the maximum 

snow load, I , initial snow load, k, (kg/m2), an exponential function of snowfall, Ps 

(kg/m2 for a unit time), and the canopy density, Cc.
C.P

I = csu( r - I 0) ( l - e ^ )  (2.3)

I* = S PLAI(0.27 + ̂ )  (2.4)
P s

Where csu = 0.678 for hourly time step, Sp is a tree species coefficient (kg/m2, e.g. 

6.6 for pine, 5.9 for spruce) and psf is fresh snow density (kg/m3). Equations (2.3)

and (2.4) are used in SDSM to account for snow interception. Cc (or the forest 

cover fraction, fc) is related to NDVI (Kerr et al., 1992; Mecikalski et al., 1999) or

LAI (Coudhury, 1987: fc = l-e~°'5LM). A similar LAI approach of Dickinson

(1984) was used in the DPHM-RS for estimating rainfall interception by canopy 

(Biftu, 1998).
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2.2.3 Snow Redistribution and Air Temperature 

Adjustment
Precipitation and air temperature are two of the most important variables in 

snowmelt/hydrologic modeling that need to be distributed or interpolated from 

observation points to each computational element (Kimbaur et al., 1994). The 

redistribution of snow is important when vegetation is sparse. Recent development 

in distributed hydrological modeling has recognized the importance of redistributing 

snow within the basin for predicting basin snowmelt (Pomeroy et al., 1997; Luce et. 

al., 1998a; Liston and Sturm, 1998; Hartman et. al., 1999).

Snow redistribution is most prominent in open areas (or areas without vegetation 

canopy) and since forest dominates about 70% of the Paddle River Basin (PRB) 

study area, we will retain the precipitation distribution in SDSM as has been used in 

semi-distributed hydrologic models, e.g., DPHM-RS (Biftu, 1998) and HYDROTEL 

(Fortin et al., 1990a),

P: = P„ 1 +
( p  'N

dist

O O

(AMSLj -  AMSLst) (2.5)

where, P is precipitation (snow or rain), the subscripts ‘i’ refers to sub-basin number 

(1 to 5 for PRB), subscript ‘st’ refers to weather station, and AMSL is the altitude 

above mean sea level in meter. Pdist is the precipitation distribution factor based on 

Getu and Gan (2001). The Pdist for snowfall is however reduced because the 

influence of Topographic Similarity Index (TSI) on snow redistribution is to reduce 

the snow distribution according to the mean altitude for a given hill slope (i.e., more 

snow in the vicinity of pour point or stream channel in each of the sub-basin) 

(Hartman et al., 1999).
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Air temperature adjustment essentially involves using the lapse rate but some 

researchers (Anderson, 1973; Moore and Owens, 1984) have indicated that the lapse 

rate along a vertical profile is not always the same as the gradient along a hillside. 

Lapse rates are either estimated from sounding data (e.g. WMO, 1986), physical 

considerations (adiabatic lapse rates) or a combination of both (e.g. Bloschl et al., 

1990). Moore and Owens (1984), Braun (1985), and Bloschl (1991) provided some 

important discussions on the diurnal and seasonal variations of lapse rate. Using 

snowmelt season of 1988 and 1989 (March to July), Bloschl (1991) found the mean 

monthly lapse rates of about -0.65°C/100 m (with standard deviations ~ 0.2K/100 

m) for the Austrian Alps. Kondo and Yamazaki (1990) also assumed a temperature 

lapse rate of -0.65°C/100 m for a test basin of Japan, which is basically the saturated 

adiabatic lapse rate (Chow et al., 1988). Kawashima et al. (2000) reports a mean 

lapse rate of -0.6 °C/100 m (ranging from -0.398 to 0.8) for the altitude ranging 

from 0 to 1500 m AMSL. As the Canadian Prairies is quite dry during winter, a 

lapse rate close to the dry adiabatic lapse rate (Tiapse) of -1°C/100 m is more 

appropriate from physical consideration point of view. Marks et al., (1992) and 

Hartman et al., (1999) have used -0.4° C/100 m to obtain better model response in 

terms of basin discharge and snow distribution.

In SDSM, the hourly air temperature and ground temperature data for each of the 

sub-basin (T,) are distributed from the point data of weather station (Tst) with a 

temperature lapse rate (Tiapse) of -0.65 °C/100 m as,

T; = T, +
f  n r  \  

lapse

ToiT (AMSL; -AM SLst) (2.6)

2.2.4 One-Dimensional Snowpack Energy and Mass 

Balance
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The transfer of energy at the snow surface and snow/soil interface (see Figure 2.1 

and 2.2) for melting the snow is determined from the one-dimensional, energy 

equation applied to a control volume of snow having upper and lower interfaces 

with air and ground respectively. The energy balance for the snowpack per unit area, 

can be written as, 

dU d(pwcsWTsp)
~dT~ dt _Cln +(lh +£le +<fp + q g + 1m (2.7a)

where “dU/dt” is the time rate of change of energy stored within the snowpack in 

the form of cold content (J m" s' ), pw the density of water (1000 kg m ), cs the 

specific heat or heat capacity of snow (2093.4 J kg'1 °C !), W the depth of snow 

water equivalent (m), Tsp the temperature of snowpack with respect to its cold 

content (°C), q„ the net radiation flux absorbed by snowpack (W m’2 or J s'1 m'2), qh 

the convective or turbulent transfer of sensible heat flux between the air and the 

snow surface, qe the convective flux of latent energy (evaporation, sublimation, 

condensation), qp the advective energy flux from precipitation, qg the energy flux 

across the snow-ground interface by conduction, and qm the energy associated with 

the flux of melt water. The sign convention chosen is such that a positive flux is 

directed towards the surface into the pack.

With the assumption that specific heat, cs, is a constant, we can develop the 

following equation,

Pwcs
wd(in d(w)

= qn + q h + q e+ q P+ q g + qm (2 .8a)dt s dt

Using finite difference scheme, Eq. (2.8a) can be rewritten as,

P„c.W(T;*41 - T ; )  + p„c,T;*“ AW = (q, + q b + q . + q p + q , + q . ) i t  (2.8b)

It is noted that this approach includes any change in water equivalent depth (AW) in 

each time step (At) and assumes that the specific heat cs does not change with 

temperature, Tsp. Further simplification of Eq. (2.8b) leads to,
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P . c.T;*" (W + AW) = p„c, WTS' + (Q. + Q„ + Q, + Q„ + Qg + Q „) (2.8c)

where the Q terms (Qn, Qh, Qe, Qp, Qg, and Qm) are the corresponding energy 

exchange rates multiplied by the time step (or Q=q.At). Therefore, the Q terms can 

be referred to as heat fluxes, which are expressed in “J s’1 m'2 x s” or J m"2. Further 

details on Eq. (2.8c) are discussed in section 2.2.4.2.

The internal energy of snowpack, U is also called the cold content, which is the heat 

required per unit area to raise the temperature of the snowpack to 0°C. In 

computing U, the heat capacity of the entrapped air is neglected. Qn is the sum of 

net short wave ( Q s n )  and net long-wave fluxes ( Q i n ) ,  the later being closely related to 

the temperature of the emitting surface and the emissivity of the medium through 

which it passes. The spatial distribution of albedo (a) of the snow-covered area is 

important to convert the incident short-wave radiation to Qsn. The other important 

components of energy balance are Qh and Qe. Except for barren ground in the 

Arctic, Qg is generally negligible. In this study, Q „ ,  Qs, and Qg are measured by a 

Net Radiometer (0.25 to 60 pm), a LI200S Pyranometer (0.4 to 1.1 pm), and 

TCAV-Average Soil Thermocouple Probe respectively.

2.2.4.1 Energy Fluxes at the Snowpack
Among radiative (Qsn and Qi„), advective (Qp), ground (Qg) , and turbulent energy 

fluxes (Qh and Qe), the turbulent energy fluxes are the most difficult to estimate or 

to measure using commercial sensors. Detailed discussion of snowpack energy 

fluxes can be found in Male and Granger (1981) and Nakawo & Hayakawa (1998).

2.2.4.1.1 Radiative Flux

The net radiation Qn, likely the most important component in the energy budget for 

snowmelt, can be expressed as
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Q„ = Qsn + Qi„ = Q. (l -  a) + (Q, -  Q,e) (2 -9)
where Q s  is the incoming (global) short wave radiation flux, a  the areal albedo of 

the surface, Qu and Q j e  are incoming (downward) and outgoing (upward) long-wave 

radiation fluxes. Whenever possible, Qn should be measured directly (Brutsaert, 

1982). In the absence of direct measurements, Q „  can be estimated from Eq. (2.9) if 

Qs, Qu, Qie are available. Otherwise Qn is estimated by simpler empirical 

relationships. The Q n  thus obtained needs to be divided into canopy level ( Q n c )  and 

ground or soil level net radiation (Qns), which is as discussed below.

The radiation transmission within the canopy depends more on the solar zenith 

angle ( Z s )  and LAI than albedo, since for a complete canopy cover, reflection back 

to the atmosphere originates near the vegetation tops, whereas transmission is 

controlled by the bulk canopy structure. The transmissivity xc of the canopy is 

calculated using Beer’s law of radiation transfer in a non-scattering media (Versegy 

et al., 1993),

%c = exp(-KLAI) (2.10)

where k ,  the canopy attenuation or extinction coefficient, is 

eO
K=^  (211>

and e ( <1) accounts for the forward scattering of radiation and non-random leaf 

distributions. Considering the distribution of leaf angles to be spherical, 0=0.5 

(Choudhury and Monteith, 1988) and cosZs is given as 

cos Zs = sin 8 sin 0 + cos 8 cos 0 cos t (2.12)

where 8 is the solar declination angle that is dependent on the Julian date, 0 is the 

latitude, and x is the hour angle with respect to the local noon hour.

Beer's law can partition the Qn received at the reference height into the net radiation 

at the ground (or soil) level, Qns, and vegetation canopy, Qnc,
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Qn = Qns +Qnc (2.13)

such that

Qns = Qn (2.14)

Using a two-source energy balance model and remotely sensed data, Kustas et al. 

(1998) proposed a modified exponential relationship to partition Q„ between and

Q n c  as

where k - 0.6 and other symbols are as defined in the early sections. Both Eqs. (2.14) 

and (2.15) give similar canopy attenuation effect on Qn. Eq. (2.15) is used in SDSM.

(a) Shortwave Radiation (Qs)

The Qs incident at a surface is composed of direct, diffused, and terrain reflected 

components. The diffused component is associated with the interaction of the 

incoming solar radiation with water vapor, dust, and pollutants of the atmosphere. In 

a mountainous topography, a fairly dense network of radiation sensors is needed to 

capture most of the components or the surface variations of short wave radiation.

The snow surface albedo, a sn is computed using an albedo decay function similar to 

Riley et al. (1972)

For an open area, the value of fresh snow albedo, otfesh, is generally around 0.85 and 

the value of minimum albedo varies from 0.5 to 0.7 (higher value in the early stage 

of snow accumulation) depending on the extent of liquid water present in shallow 

seasonal snowcover of Canada (Pomeroy et al, 1998). The value of time constant is 

about 0.2 and the number of days, t (taken as a real number for hourly time step), is 

counted from the day of snowfall. Once the new snowfall occurs, this "t" is reset to 

zero. Verseghy et al. (1993) also used a similar albedo decay function with the range

/
Qns = Q - k 'LAI

(2.15)

“sn(t) = “fresh - “minCl-e '̂) (2.16)
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from 0.84 for fresh snow to a lower limit of 0.7 for non-melting snow and 0.5 for 

melting snow.

In a forest-covered land-use, this albedo is modified to account for the effect of litter 

fall fraction (lc) (Hardy et al., 1998), which increases throughout the entire snow 

season as

lc = 1 .0 -(1 .0 -lr)*‘ (2.17)

where lr is the litter rate in fraction per day and tc is the cumulative day from the first 

day of snowfall. A litter rate of 0.005 and 0.001 and a litter albedo value of 0.15 and 

0.20 have been recommended for black spruce and aspen site respectively for the 

central Prairies (Hardy et al., 1998).

In addition to litter fall, the areal surface albedo (a) decreases as the snowcover 

ablates due to a decrease in the area of snowcover fraction (Asn). According to Gray 

and Landine (1987), the albedo decay of a Prairie snowcover can be divided into 

three time periods, premelt, melt, postmelt. In the premelt period, the snow albedo 

was observed to decline slowly at a fairly constant rate of 0.006 per day. During 

melt, the rate of decline in areal albedo (that of soil and snow patches) increased to 

approximately 0.071 per day. In the postmelt period, the albedo of the snow-free 

surface was relatively constant at 0.17.

The area of snowcover (Asn) is needed either to account for the local advection 

appropriately or to determine the type of energy exchange over snow/ground 

surface. Theoretically, the shape of the snowcover depletion curve (SDC, which 

relates Asn with SWE) for a given unit of watershed or sub-basin should depend on 

the magnitude and distribution of variations in snowcover accumulation and 

snowmelt (Anderson, 1973). Luce et al. (1998b) attempted to generate the SDC, 

Asn(W), by parameterizing the SWE (or simply W) probability distribution based on 

the basin’s topography and vegetation, from a dimensionless depletion curve.

42

R e p ro d u c e d  with pe rm iss ion  of th e  copyright ow ner .  F u r the r  reproduction  prohibited w ithout perm iss ion .



\  max J
(2.18)

Where O denotes a mathematical function that relates a dependent variable with an 

independent one. Donald (1992) indicated that a 3-parameter lognormal distribution 

can be used to represent the snowcover distribution within a given land class and a 

theoretical SDC can be derived from the lognormal representation. Similar forms of 

snowcover depletion curves were constructed by using an assumed mean snow 

water equivalent SWE and coefficient of variation (CVswe) for a natural snowcover 

(Shook, 1995). The spatial frequency distribution of the SWE in each of three 

landscapes in a prairie environment was approximated by the lognormal probability 

density function. However, any departure of SWE in the natural snowcover from the 

lognormal frequency distribution can cause measured curves to depart from the 

theoretical SDC (Shook, 1995).

A simple form of linear depletion curve proposed by Verseghy (1991) is also 

available in SDSM, where the snow cover is assumed to be complete if the snow 

depth is greater than an assumed height, “h” (a threshold snow depth below which 

bare patches start to occur). Otherwise, the snow depth is fixed at “h”, and the 

fraction of snow covered area, Asn is calculated from

where SD is snow depth in meter. Verseghy (1991) used a value of h equal to 0.10 

m in the CLASS model. Similarly Granberg et al. (1999) assumed a SD of 0.07 m 

before snowcover is complete, to account for the effects of incomplete snow cover 

and radiation reaching the ground during periods with a thin snow cover. The field 

observation of this study found SD ranging between 0.07 and 0.1 m as the cutoff for 

a partial snowcover. The simulated model parameters SD and SWE can be verified 

with field observations (e.g. snow course survey that provides both SD and SWE for 

different landuse). Besides a linear form (Eq. 2.19), non-linear depletion curves of

(2.19)
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the form similar to Eq. (2.18) are also incorporated in SDSM. In SDSM, the ratio 

(W /W „ J  is replaced by (SD/h).

Shook (1993) showed an approximate linear relationship between snowpack albedo 

and snow-covered area in the central part of Canadian Prairies. This can lead to a 

simple expression for an areal albedo of a partially ablated snowcover (a), as a 

function of the albedo of snow (a^, after litter fall consideration for forest covered 

area), the albedo of the ground surface (ocg), and the fraction of snow-covered area

This areal albedo value for different land use (open area, mixed forest, and 

coniferous forest) is compared with the interpolated albedo retrieved from the 

NOAA-AVHRR images for different landuse and the larger of two is used for the 

computation of net solar radiation. This is done because the snow pillow’s precision 

is 1.9 mm SWE, and it is possible that SDSM may not be able to reflect the increase 

of albedo caused by a trace event of less than 1.9 mm SWE in some instances.

(b) Longwave Radiation (Qle and Qu)

Any substance at a temperature above absolute 0 °K emits electromagnetic waves 

called thermal radiation. Terrestrial surfaces, including snow surfaces, emit thermal 

radiation in the wavelength range referred to as long-wave radiation (Nakawo and 

Hayakawa, 1998). The outgoing longwave radiation (Qk) emitted by a snow surface 

at temperature Ts (absolute temperature, expressed in °K) is

where £s is the surface emissivity (-0.97 for snow surface), a  is the Stefan- 

Boltzmann constant (5.6698xl0‘8 Wm^K4) and Ts is the surface temperature (°K). 

The incoming longwave radiation is estimated based on the air temperature (Ta)

(Asn):

a  =  t t sn A s„ +  a g (1  _  A sn ) (2 .20)

(2.21)

(2.22)
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with a clear sky atmospheric emissivity, eacis, estimated according to Satterlund 

(1979)'s

Sacs =1.08[l-exp(-ea(T“/2016)|  (2.23a)

where Ta is the air temperature in °K, and ea is air vapor pressure in millibars. 

Satterlund (1979) showed superior estimates of eacis than those obtained by Brutsaert 

(1975) at temperatures below freezing (Gray and Male, 1981), given as

s.*  =1.24
r \ V1 e„

(2.23b)

For a given cloud cover fraction (CJ, the atmospheric emissivity (sa) is calculated 

according to Tarboton and Luce (1996).

sa = (1 Cl )sads (2.24)

In literature, several methods have been proposed to estimate daily C l [e.g., based 

on measured and potential solar radiation (Bloschl and Kimbaur, 1991), and the 

range of maximum and minimum daily temperatures (Loukas and Quick, 1999)]. 

We have used an average range of maximum to minimum air temperature and/or 

clear NOAA-AVHRR images as an indication of clear days for three winter periods. 

However, the temporal variation of Cl (even within a day) and its dependence on 

several parameters limit its reliable estimation.

2.2.4.1.2 Turbulent Heat Flux
The turbulent heat fluxes related to motion of air are comprised of the sensible heat 

flux (Qh) and the latent heat flux (Qe), which are difficult to predict (Kane et al., 

1997) because they are sensitive to atmospheric stability and require the 

computation of reasonably accurate surface temperature.
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(a) Sensible Heat Flux ( Q h )

When there is a temperature gradient between the snow surface and the atmosphere, 

heat will be transported towards or away from the snow surface mainly through 

convection, Qh (J/m2)

where Ka is the apparent thermal conductivity of air. Heat conduction with 

turbulent motion (as air actually moves up and down at rather high speeds) could 

also take place when small-scale air masses move in a macroscopic temperature 

gradient (Nakawo and Hayakawa, 1998). Therefore BL, is not a constant, but a 

function of wind speed, air density, the stability of the atmosphere etc., so that Eq. 

(2.25) is replaced by

where pa Cp, and V are air density, specific heat of air (1005 J/kg/°C), and wind 

velocity (m/s), respectively. Ch is the dimensionless bulk transfer coefficient, which 

depends on the reference, displacement, and roughness heights, and the stability of 

the atmosphere.

(b) Latent Heat Flux (Qe)

Similar to Qh, water vapor is also transported by the turbulent motion under a vapor 

pressure gradient between the snow surface and the atmosphere. In the wind swept 

environment of Canada, blowing snow provides an additional source of water vapor 

to the atmospheric boundary layer (Dery and Yau, 2001b). This leads to 

modification of surface energy budget. The latent heat flux (Qe) is thus partitioned 

into flux associated with surface sublimation/condensation (Qe surf) and that 

associated with the blowing snow sublimation (Qe bss) as,

Qh = K a(Ta - T s) (2.25)

Qh = C hPaCpV(Ta - T s) (2.26)

(2.27)

46

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Surface Sublimation/Condensation

When water vapor is transported to the snow surface, it changes phase to either

where E is the amount of vapor transported, Ce is the bulk transfer coefficient for 

water vapor transfer, X is the latent of heat of sublimation (with subscript s, 

2.836xl06 I/kg) or the latent heat of vaporization (with subscript v, 2.501xl06 

J/kg), ea and es are air vapor pressure and the vapor pressure at the snow surface 

(assumed saturated at Ts) respectively and Pa is the standard atmospheric pressure 

(101.33 kPa). The saturated vapor pressure, e (in Pa), (Morton, 1978) is estimated 

using

The attenuation effect of forest cover on the wind speed around the snow surface is 

based on the study of Hardy et al. (1997 and 1998) conducted for North of Prince 

Albert, Saskatchewan (Eq. 2.30a and 2.30b) and northern Manitoba (Eq. 2.30c).

where V^pc, Vspruce, and Vpine are sub-canopy wind speeds (m/s) in the aspen, black 

spruce, and jack pine forests respectively. According to Hardy et al., the range of 

wind speeds for black spruce was 0-0.4 m/s, for aspen was 0-1.8 m/s, and for jack 

pine was 0 to 0.3 m/s. Eq. (2.30a) is used in SDSM to determine the wind speed in 

the mixed forest area where aspen trees dominate. A factor proportional to the 

relative LAI is used on Eq. (2.30a) to attenuate the wind speed in the coniferous

liquid or solid, releasing latent heat flux at die snow surface, Qe,Surf (I/m2) where

(2.28)

(2.29a)

(2.29b)

Vaspen = max[(0.272 V) -  0.2384,0] 

Vsproce = max[(0.0761 V)-0.0964, o] 

V ine = max[(0.0420 V ) - 0.0400,0] (2.30c)

(2.30b)

(2.30a)
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forest area to avoid many instances of zero wind speed (as obtained from Eqs. 2.30b 

and 2.30c). Several studies in the energy balance study use LAI to attenuate the 

wind speed in the forest covered area (Tarboton and Luce, 1996; Kite, 1996).

Blowing Snow Sublimation

Dery and Yau (2001a) developed a non-linear regression equation to compute 

sublimation due to blowing snow (Qebss/A,s) for the Canadian Arctic environment 

using two parameters V and

where, the blowing snow sublimation rate (the left hand side of Eq. 2.31) is in 

mm/day of SWE, V is wind speed (m/s) at 10 m height, § is analogous to the 

condensation growth parameter (in -IxlO-2 m2/s) of Rogers and Yau (1989), and the 

regression coefficients ao to ax> are given in Table 2.2. 4 is computed using following 

equations,

Where, qv and q^ = saturation mixing ratios with respect to vapor and ice 

respectively, pice = density of ice (kg/m3), Fk and Fd ^conductivity and diffusion 

terms associated with the sublimation process (m.s/kg), Ry = gas constant for water 

vapor (461.5 J/kg/K), Ka = thermal conductivity of air (W/m/K), Da = coefficient of 

diffusion of water vapor, and e^TJ is given by Eq. (2.29b). Using Ka and Da data

(2.31)

(2.32)

( K ,1 K S___1 ___s_ (2.33)

(2.34)
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for the temperature range between -40° and 30 °C (Rogers and Yau, 1989) for the 

given atmospheric pressure of 100 kPa, we found Ka (in IxlO-2 W/m/K) and Da (in 

IxlO'5 m2/s) to be linearly related to Ta (with regression coefficient, R2 as shown in 

bracket),

Ka = 2.3960 + 0.0079Ta (R2=0.9993) (2.35)

Da = 2.2174 + 0.0152Ta (R2=0.9994) (2.36)

q
In SDSM, is approximately assumed as the relative humidity (RH).

(c) Stability of the atmosphere

In a 1-D modeling, the turbulent flux at the surface boundary (a few meters in 

height) is assumed to be non-converging or diverging, and so it should have a 

constant bulk transfer coefficient independent of height. Kondo and Yamazawa 

(1986) obtained values of Ch =0.002 and Ce = 0.0021 over a flat snow surface at a 

reference height of 1 m and suggested that they are practically independent of wind 

speed. Kondo and Yamazaki (1990) and Yamazaki (1998) used these coefficients in 

their single and multi-layer snowmelt models respectively.

From comparing several turbulent transfer expression in a logarithmic boundary 

layer, Brutsaert (1982) derive the Ch (or Ce) equation under neutral condition (Cn),

k 2
c b = c e =C n = 7 7--------------- ™ (2.37)

[ln((2, - d j / z „ ) f

where k is the von Karman’s constant (=0.4), zr the reference height, do the zero- 

plane displacement height (assumed equal to snow depth in SDSM). The roughness 

height, Zq is related to the mean obstacle or the mean vegetation height, ho by 

ho/zo=(7.35 to 8) (Brutsaert, 1982). As an average, hjzo is assumed 7.6 in SDSM.

Under neutral conditions, turbulent motion is essentially a combination of round 

shaped eddies. When subjected to a temperature gradient near the surface, these
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eddies experience buoyancy effects that may enhance or dampen the turbulent 

transfers giving rise to unstable or stable atmospheric conditions respectively. For 

unstable conditions, the potential temperature decreases with height, and an uplifted 

air mass is subjected to the buoyancy force, since the moving air parcel has a lower 

density than the surrounding air. Similarly, an air mass moving downward is 

subjected to further acceleration. In stable conditions, the potential temperature 

decreases with height, and the velocity profile is compressed vertically since a 

vertically moving air mass is subjected to buoyancy generated restoring force 

(Nakawo and Hayakawa, 1998).

Unstable conditions often occur over open area under strong solar radiation and 

weak winds while stable conditions are frequently observed during nights with clear 

skies. The atmosphere is mostly stable throughout the day during melting season, 

since the surface temperature is not above 0°C. Enhanced or dampened vertical 

movement of air masses tends to increase or decease turbulent fluxes, which can be 

quantified in terms of the Richardson number (Rib) or the Monin-Obukhov length 

(Lmo). The most commonly used dimensionless R,B without including the water 

vapor component is

g dT/dz, , g (T .-T ,K
® T (dV/dzr)2 V2Ta

where g is the acceleration due to gravity (m/s2) and temperatures (Ta and Ts) are in 

K. There are three options available in SDSM to compute the adjusted bulk transfer 

coefficient C a t i j .  They are ( 1 )  Price and Dunne, 1976, ( 2 )  Louse, 1979, and ( 3 )  

Morris, 1989 (see Appendix B).

SDSM has the option either to use the neutral bulk transfer coefficient (FSTAB=0) 

or full stability corrections (FSTAB =1) by adjusting FSTAB (stability factor, an 

integer variable) in the model.

c„ „ .  = c„ + FSTAB(c„ -  C ,) (2.39)
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2.2.4.13 Advective H eat of Precipitation
Advective heat of precipitation, Qp to the snowpack is given by

Q »= P .P ,(c .T .+ X f)+ p wPic.T, (T ,<0) (2.40a)

Q p= P .P ,c„T ,+ p„P ,(c ,T ,-X () (T. = 0) (2.40b)

Where Xf is the latent heat of melting/freezing (3.35><105 J/kg), Pr and Ps are rainfall 

and snowfall depth respectively.

2.2.4.1.4 Surface Temperature
Surface temperature is an important land surface variable that has been called 

ground surface temperature (Bhumralkar, 1975; Deardorff, 1978), surface 

temperature (Dickinson, 1988) and surface skin temperature (Blondin, 1991). 

According to Hu and Islam (1995), the ground surface temperature is the average 

temperature of the upper soil layer and the surface skin temperature is the 

temperature of the interface between the land surface and the atmosphere. Skin 

surface is a more general term, which can be used to describe any surface coming in 

contact with the atmosphere. The classical heat diffusion equation based on 

conduction and applicable to the snowpack surface is

- j T r  = - - ^ T  (2-41)dz  k  dt

where z is snow depth (m), Tsp is the snowpack temperature (°C), te is the thermal 

diffasivity of snow (m2/s), which is the ratio of thermal conductivity ‘X’ to heat 

capacity ‘c’, and t is the time (s). Even though Eq. (2.41) can be solved using the 

laplace transform (Prasad, 1983), the ever changing thermal and physical properties 

of snowpack makes the mechanism of heat flow in snow much more complicated 

than that of a homogeneous solid. Further, a temperature change within the 

snowpack is also influenced by the freezing of both rainwater and melts at the snow 

surface in the snowpack.
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Snow surface temperature can be estimated from a multi-layer snow model (Jordan, 

1991; Yamazaki, 1998) or a single layer snow model (Kondo and Yamazaki, 1990; 

Tarboton and Luce, 1996). Leydecker and Melack (1999) used snow surface 

temperature as a function of air temperature and snow surface temperature at the 

previous time step. Their approach indicates the possibility of using the force- 

restore method in simulating snow surface temperature, which has been used in the 

prediction of soil surface temperature (Deardorff, 1978; Dickinson, 1988; Hu and 

Islam, 1995; Jacobs et al., 2000). Three methods are incorporated into SDSM to 

compute the snow surface temperature.

(a) Force Restore Method (FRM)

The heat conduction into the snow, Q can be approximately accounted for by two 

components: (1) a stationary mean diurnal temperature variation at the surface and 

(2) a near-steady-state heat flux of lower frequency variability. This is the force 

restore method (FRM) because the forcing by Q* (net energy received by a control 

volume either by soil column or snowpack) is modified by a restoring term, the deep 

soil temperature (for soil column) or near-ground surface temperature (for 

snowpack). The FRM used by Hu and Islam (1995) for soil surface temperature is 

an approximation of the diffusion equation subjected to a periodic boundary forcing.

Considering a homogeneous layer, the classical heat diffusion equation (2.41) can 

be written as,

(2.42)

subjected to the boundary condition

For a periodic forcing (e.g. diurnal forcing) at the surface,

(2.43)
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G(0,t) = G,ei(“'t+El) (2.44)

where G(0,t) is the net energy entering the soil surface, Gi is the amplitude, ©j the 

fundamental frequency, and ex the initial phase of the surface forcing.

Different ways of approximating T(5,t) have resulted in different versions of FRM, 

but a general form suggested by Bhumalkar (1975), Blackadar (1976), Deardorff 

(1978) and Lin (1980) to estimate the ground surface temperature Tg (reviewed by 

Hu and Islam, 1995) is

where T is the deep soil temperature. The first term of the RHS of Eq.(2.45) is the 

forcing term while the second term is the restoring term. The coefficients Ci and C2 

of different versions of FRM are given in Table 2.3. The Deardorff (1978) version 

of FRM is used in SDSM because his work is applicable to predict temperature of 

different layer of snowpack.

In terms of the snow surface temperature, Ts, Eq. (2.45) can be written as

where T is the near surface ground temperature (Tg). Rearranging Eq.(2.46) and 

replacing T with Tg gives,

~  = C ,G (0,t)-C 2(Tg -T ) (2.45)

S .  = C ,G (0,t)-C 2(T ,-T )
dt

(2.46)

G(0,t) = A( —̂ - + Bj(Ts - T g) (2.47)

where Aj=l/Ci and Bi=C2/ Ci.

Ts can be solved using the simple finite difference scheme,

(2.48)

and solving for Ts
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By setting the damping depth of the diurnal temperature wave, di, in terms of the 

diurnal frequency, ©i, [i.e. dt = ^2k/© , after Sellers (1965)], Ai and Bi become

a ' = £  ( 2 - 5 o )

_  Ac©,
(2-51)

, 2tcwhere ©1= -------
86400

(b) Surface Conductance Method (SCM)

Tarboton and Luce (1996) computed Ts from a simple heat conduction (Q) that is 

near steady state over an effective depth Ze (or depth of penetration of diurnal 

surface temperature fluctuation) (Rosenberg, 1974), where thermal gradient acts. 

Following this simple approach and considering a uniform temperature gradient 

between Ts and temperature at the bottom of the snowpack (approximating with Tg),

Q = KPsCs = KscPscs(Ts - T )  (2.52)

where k  is snow thermal diffusivity (m /s) and Zc (m) is an effective depth over 

which this thermal gradient acts. The ratio k/Ze is termed the snow surface 

conductance, Ksc (m/s), which can be used to fine-tune the simulated Ts. Eq. (2.52) 

is the simple form of Eq. (2.46), in which dX/dt is set equal to zero, thereby 

ignoring the diurnal cycle of surface temperature. Assuming equilibrium at the 

surface, the surface energy balance, given as a function of Ts (see Figure 2.2) is,

Q  =  Q s n  +  Q u  -  9le (T,) + Q h  (T,)  +  Q e  ( T s )  +  Q p  +  Q g  ( 2 . 5 3 )

Analogous to Penman equation for evaporation, the above functions of Ts are
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linearized about a reference temperature T*(see Deardorff, 1978) and the equation 

can be solved for Ts for each time step.

T Q . + Q. + Q, +KT,p,cp - 0.6KXvp,(e.(T‘) - e, - T ’a )/P, + 3e,CTT,< +p,c,TKSI

P s c s K sc +  K P a C p + 0.6AKlvPa /Pa + 4ssaT*3
(2.54)

where K (=Q, or e xV) is the heat/vapor conductance (m/s), A = des/dTa[= 4098 

es^Sy.S+Tg) ], and temperature is solved iteratively with some initial guess. In 

each iteration, T* (in °K or converted to °C wherever applicable) is replaced by the 

latest Ts until the difference between new T* and Ts is very small. The saturated 

vapor pressure, es(T*) is computed using Eq. (2.29) with T*changed to °C. This 

method can also be called as a fixed surface conductance method as long as Ksc is 

fixed for the simulation period.

(c) Kondo and Yamazaki Method (KYM)

This procedure relates the snow surface temperature (Ts, n+i) at the present time step 

as a function of TSj „ of the previous time step, the change in freezing depth (Z„-Zn+i) 

between the time step (At), and the net energy received by snowpack Q * ,

” C.p.[z„(T„ -T „ ) -Z „ ,c r „  -T ,„ .,)]+  W„p,MZ„ - Z , . , )  + M„At = Q,At (2.55)

where T0 = 0°C, W0 is the maximum water content in the snowpack, the subscripts 

n refers to time step, and other symbols are as defined previously. The first term on 

the left-hand side of Eq. 2.55 describes the energy of heating and cooling of the 

snow (shaded portion in Figure 2.3), and the second term accounts for the energy of 

melting or freezing of the liquid water remaining in snow layer (dotted portion in 

Figure 2.3). In the third term, M0 is the energy required to create runoff from the 

snow cover in excess of the maximum liquid water content. The net energy term Q *  

on the right-hand side is similar to Q  in Eq. 2.53.

Considering that the snow surface transmits solar radiation and the incoming long-
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wave radiation (Qu) is measured, the energy balance equation of a snow surface with 

an infinitesimal thickness can be given according to Kondo and Yamazaki (1990) as

<*Q. -  oT ,,„ ‘ )+Q. cr.,„i)+Q. (T.,,„) +x =0 <2«)
n-H

where X is the thermal conductivity of snow. When the net radiation (Qn) and the 

global solar radiation (Qs) are measured instead of Qn, the first term of Eq. 2.56 can 

be replaced by [Qn-(l-ot)Qs].

Expanding (Ts n+1 )4 around Ta to approximate a non-linear form of Ts n+1 to a linear 

form (Deardorff, 1978) such that (Ts n+1 )4 « Ta4 + 4Ta3(Ts n+1 - T a), and substituting

the values of Qh (using Eq. 2.26) and Qe (using Eq. 2.28) in the Eq. 2.56 and solving 

this with Eq. 2.55, it is possible to obtain the snow surface temperature TSjn+i. 

Solving TSjn+i in each time step requires first solving Zn+i, which is obtained by 

solving a quadratic equation (Kondo and Yamazaki, 1990).

In SDSM-EBM, the FRM, SCM and KYM methods are used to simulate Ts. If Ts > 

0 °C, it means the energy input to the snow surface is partly for thermal conduction 

and partly for surface melt. The infiltration of meltwater will account for the energy 

difference and Ts is then reset to 0°C. In addition, channels 3 and 4 of cloud free 

NOAA-AVHRR images are used to obtain Ts and compare with the model- 

simulated values.

2.2A.2 Computation of Snowpack Water Balance
The snowpack water balance equations in SDSM are expressed in terms of water 

and ice at both canopy and ground level (see Eq. 2.8c and Figure 2.4) as 

Pwc,W ,+* t ; +* = P wc sW ' T ;  + (Qn + Qh + Qe + Qg + Q p)+ Q m (2.57)

Wt+At (or SWE for the next time step) accounts for both the addition of precipitation 

(Pr or Ps) during the time step and the change in water and ice mass due to the latent
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heat transfer (sublimation or freezing) Qe depending on whether TSpis isothermal at 

zero or less than zero,

If T i = 0: W "* = Wi, + ?, + (2.58)
P w \

C = W ^ + P, (2.59)

and if t ;  < 0: W£* = W*q + Pr (2.60)

w r = W £ . + P . - 3 -  (2.61)
Pw s

The net energy exchange in the snowpack (Q*) is then equal to

Q* = (Q„ + Q h  + Q e  + Q g + Q P) (2.62)

If Q* < 0, the snowpack is losing energy to the atmosphere (cooling), and some 

liquid water (if available) may refreeze. The amount of energy released to the 

snowpack (positive value) by re-freezing liquid water is given by

QB =mm(-Q*,pwA.fW ^ )  (2.63)

where Xf  is the latent heat of fusion of ice ( 3 .3 5 x 1 0 s J kg'1) and pwX,fW,JqAt the

amount of energy that would be released to the snowpack by the re-freezing of 

available liquid water in the snowpack. The resulting change in the liquid and ice

phases are given by

Wt+At _  w t+At Q™
liq ~  liq «

P w ^ f

(2.64)

Wt+At -  Wt+At 1 Qm
ice ice «

P v A

(2.65)

Wt+At = W‘q+At + w‘;At (2.66)

The snowpack temperature, Tsp+ (associated with its cold content), is then updated 

from Eq. (2.57).
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If Q* > 0, the snowpack is gaining energy from the atmosphere (heating), and in the

process the negative snowpack temperature, T̂ +At (associated with its cold content) 

will increase until it just reaches the isothermal condition (TSp+At —> 0). When 

TjpAt becomes positive, it is set equal to zero and the excess energy for melting the

ice phase to liquid, Qm is computed by Eq. (2.57) and applied to Eq.(2.64) and 

(2.65) to compute the new liquid and ice components of SWE.

At each time step, the compaction of snowpack, Scomp is calculated according to 

Riley et al. (1972), which use the present snowpack density psp (=Wt+At / SDt+At, that 

includes the snow depth of fresh snow), maximum allowable density ps,max, and a 

settlement constant, cs.

The depth of snowpack after compaction is the difference between SD and Scomp. 

The parameters ps,max and cs are obtained by manual calibration such that the model 

simulated SD match the corresponding snow course data for the given land-use. The 

effect of compaction due to rain on snow is also taken into consideration by Eq.

(2.67), where SD1 replaces SDt+At when precipitation is in the form of rain.

During melt, Qm is negative, removing mass from the ice phase and increasing the 

liquid phase. Water is removed from the snowpack as meltwater (m y )  when Ts*p+At is

isothermal at 0°C and the liquid phase exceeds the current liquid water holding 

capacity (LWHC) of the snowpack.

where T is the sub-basin number and 'j' is the land cover type. LWHC of snow is 

the amount of water held within the pack at the time when snow surface melt first 

appears at the bottom of the snowpack and is a function of snowpack density and

s,max J
(2.67)

ms = W£* -(LWHC)Wt+A* (2 .68)
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several other factors (like shape, size and distribution of snow grain, presence of 

depth-hoar due to significant temperature gradient). For LWHC, U.S. Army Corps 

of Engineers (1956) recommends a value of 0.02W to 0.05W (2-5% of SWE) for a 

wide range of snow pack density. Riley et al. (1972) and others recommend a value 

of 0.05W for snowpack having density less than 400 kg/m3. Since the snow density 

in Prairies is less than 400 kg/m3 in most cases, a value of 0.05W as LWHC is 

assumed in SDSM.

Meltwater routing within the pack is not considered in this present version of SDSM 

as the time of travel from the top to the bottom of the snowpack for a depth less than 

0.55m is less than one hour (Bathurst and Cooley, 1996), which indicates that for a 

model simulation step of one hour or more, meltwater routing within the snowpack 

is not significant for a shallow seasonal snowcover. Thus, SDSM considers 

meltwater to be available at the bottom of snowpack for runoff production, thereby 

reducing the liquid water content of snowpack, W^At as,

W £ * = W £ * - m| (2.69)

and the final SWE of snowpack is computed from Eq. (2.66).

We have also included the heat budget in a thermally active soil layer (De) beneath 

the snowpack. But, instead of considering this soil layer having the same 

temperature as that of snowpack (as used by Tarboton and Luce, 1996), we use the 

observed ground temperature data, Tg (assuming that the temporal change in Tg for a 

soil depth of about 10 cm measured at our study site does represent the temporal 

change in temperature for the thermally active soil layer). Thus pgc De(T‘ -T gt+1)is

added to the right hand side of Eq. (2.57), where pg is the density of soil (assumed 

1700 kg/m3), and cg the soil specific heat.. In SDSM, cg is assumed to be 2090 J kg'

1 °C‘1, which is also assumed by Tarboton and Luce (1996).
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2.2.5 Snowmelt for each Sub-Basin
The local snowmelt for each time-step, M-, for each sub-basin is determined by 

summing the total melt from each land cover, weighted by their corresponding areal 

fraction <f»j as

(2.70)
j= l

where T , ‘j ’ and ‘n’ are sub-basin number, land cover class and number of land 

cover class used in SDSM respectively.

2.3 Developing SDSM within DPHM-RS
SDSM is developed within the Semi-distributed, physically based, hydrological 

model using GIS and Remote Sensing or DPHM-RS (Biftu and Gan, 2001) to 

simulate basin-scale hydrological processes (see Figure 2.4 and 2.5: Flow chart of 

DPHM-RS model) during winter periods. When there is snow overlying the ground 

surface or snowfall, SDSM in DPHM-RS keeps track of the snow accumulation and 

ablation component of basin hydrology.

2.4 Division of a River Basin into Sub-Basins and 

Response Functions
In modeling basin-scale hydrology, some researchers propose a fully-distributed 

approach, e.g. the representative elemental area (REA) of Wood et al. (1998), which 

according to Fan and Bras (1995) is artificial, and does not exist in natural 

environment. Moreover, the limitation of input data and the difficulty in estimating 

effective model parameters values pose problems to the use of fully distributed 

models (Beven, 1996). On the other hand, semi-distributed models where a basin is 

divided into sub-basins called hydrological response units (HRU), or the group 

response units (GRU), or homogeneous hydrological units (HHU) is more practical
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(Amerman, 1965; England and Stephenson, 1970; Kouwen, 1988; Fortin et al., 

1990b; Martinec et al., 1992; Kite, 1995; Bloschl and Sivapalan, 1995).

SDSM follows the semi-distributed approach of DPHM-RS (Getu and Gan, 2001) 

where a study basin is divided into a number of sub-basins drained by a defined 

drainage network. The study site, Paddle River Basin (PRB) is divided into five sub

basins based on the digital elevation model (DEM) data and the strategic pour-point 

(sub-basin's lowest point or outfall) locations along the PRB drainage network using 

the WTRSHED module of PCI image processing software. For SDSM, the six land 

use types derived from Landsat TM image for each of the sub-basins are grouped 

into three: (1) coniferous forest, (2) mixed or deciduous forest, and (3) open area 

without vegetation canopy. The hydrological processes are evaluated for each land 

cover class at point scale and then aggregated according to the proportions of land 

cover areas present within the sub-basin. All the hydrological processes other than 

the snow accumulation and its ablation (e.g., infiltration, soil moisture, overland 

flow, base flow etc., also see Figure 2.5) are taken cared by calibrated model 

parameters of DPHM-RS. Finally, the surface runoff of each sub-basin is routed to 

the channel network based on an average response function derived for each sub

basin (see Figure 2.6).

2.5 Evaluation of Model Performance
The classic approach in calibrating hydrologic parameters has been to minimize the 

deviation of simulated runoff from observed runoff. This approach has also been 

used in hydrological or snowmelt models: e.g., SRM (Martinec et al., 1992), UBC 

model (Micovic and Quick, 1999). However, the development of more physically 

based hydrological models to study the hydrological impact of land-use changes and 

land-atmospheric interaction with respect to climate change have changed the 

concept of calibration in hydrological models. Some authors even express doubt 

against the use of such a calibration criterion (difference between simulated and
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observed runoff) in folly distributed hydrological models due to the large number of 

parameters involved in the hydrological processes (e.g. Beven, 1989; Rafsgaard, 

1997). This traditional method of calibration is particularly inadequate with snow 

accumulation and ablation processes, where there is no runoff during snow 

accumulation period but variables such as snow depth, SWE, snow surface 

temperature etc change with time. To account for the distributed nature of internal 

processes within the model, a multi-objective calibration criterion was adopted (see 

Chapter 3).

In applying SDSM to the study site, Paddle River basin (PRB), some model 

parameters are calibrated with respect to snow course survey data, surface 

temperature retrieved from remotely sensed data, and basin outflow data. Mod-el 

calibration is evaluated in terms of statistics like the Root Mean Square Error, 

RMSE; Coefficient of Determination, R2; and Nash-Shutcliffe Modeling Efficiency, 

Ef (see Table 2.4).

2.6 Model Organization

At each time step and for each of the land use options, the global parameters 

associated with SDSM are first accessed. Upon selection of energy balance method, 

the model first searches for the net radiation input file in the data directory. If net 

radiation data file is not available, then the global solar radiation input file is used to 

compute the various individual components of radiation budget in each of the 

landuse to determine the net radiation at the canopy and the ground levels. Three 

different heat conduction options are available in SDSM to simulate the snow 

surface temperature with respect to landuse. Wind speed is attenuated in the forest- 

covered area to reduce the turbulent heat fluxes, which in turn modifies the snow 

surface temperature. SDSM code is set up in such a manner that the major model
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parameters can be changed for various scenarios with single compilation. This can 

be achieved by changing the parameters within SDSM menu prior to model run.

2.7 Sum m ary

A semi-distributed snowmelt model (SDSM), developed to take advantage of the 

remotely sense data, models the basin-scale snow accumulation and ablation 

processes by sub-dividing a basin as a number of sub-basins, each with its own land 

cover types and terrain features, and drained by a network of stream channels. 

SDSM models the snowmelt processes using energy balance method, which 

considers (a) vertical energy exchange processes in open and forested area 

separately, (b) snowfall, canopy interception, fresh snow density, surface 

sublimation and blowing snow sublimation, refreezing, snow compaction, (c) 

snowmelt in terms of liquid and ice phases within the snowpack separately, (d) 

snow surface temperature simulation using force restore method, surface 

conductance method, and Kondo and Yamazaki method. This SDSM works within 

DPHM-RS (semi-distributed, physically based, hydrologic model using remotely 

sensed data), which accounts for the Hortonian, the saturation overland, and the 

subsurface runoff from each sub-basin, and routes them to the stream channel by an 

average, kinematic response function derived for each of the sub-basin, and then to 

the basin outlet using Muskingum-Cunge method.

As ground based point measurements are limited, SDSM is designed to take 

advantage of spatially distributed information such as topography (DEM data), land

use classification (using Landsat-TM data), and spatially and temporally distributed 

surface physical parameters (e.g., LAI, Albedo, and surface temperature data 

retrieved from NOAA-AVHRR data) that signify basin characteristics with respect 

to land use types of each sub-basin. This SDSM/DPHM-RS system can be used for 

studying the hydrological impact of land use changes and a land surface component 

of a meso-scale atmospheric model for climate change studies.
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Table 2.1 General characteristics of selected distributed and semi-distributed snowmelt models (continued to next page).

Model Name SHE DHSVM CLASS U E B SLURP SDSM
Model basis EBM & DDM EBM EBM EBM DDM EBM & DDM

Operation mode REA MGC MGC o f  

GCM scale

MGC ASA Sub-Basin

Application/

purpose

Simulate

hydrograph

response

GCM/ snow 

processes and 

forecasting

GCM, RCM 

and NWPM

Understanding snow 

processes, for 

runoff, erosion, & 

water bal.

Forecasting

runoff

Understanding 

snowmelt processes 

& runoff forecast

Forcing data needs P, T», V, RH, Qn 

or(Qs & QO

P. T„ V, RH,

Qs, Qi

P ,T a, V, RH,

Qs, Qi, Pa

P, T„ V, RH, Dm,

Qs or Q„

Pr, Ta, Qj, Qi P, Ta, Tg, V, RH, 

Qn and/or Qs, Qg, 

LAI, A
Snow layers 1 2 1 1 + thermally active 

soil layer

1 1+ thermally active 

soil layer

Snowpack phases 

tracked by model

Only SWE 2 (ice & 

water)

1 (SWE) 1 (SWE) 1 (SWE) 2 (ice & water)

Retention/Perco. Yes/Yes Yes/No Yes/No Yes No/No Yes/No

Interception No (below 0°C) Yes No Y e s ’ Yes

Refreezing No No Yes No No Yes

Snow density No No Changing Fixed No Changing

Snow Conductivity No Fixed Changing Fixed Not tracked Changing
->0*-4
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Table 2.1 General characteristics of some distributed and semi-distributed snowmelt models (continued)
Model Name SHE DHSVM CLASS UEB SLURP SDSM

Surface

temperature

Not computed Not computed Simulated Simulated (fixed 

conductance)

Not computed Simulated using 3- 

different methods

Vapor transfer Yes Yes Changing No Changing

Ground-heat flux Fixed No Yes Yes, (in a rough 

way)

Yes Yes

Heat convected by 

precipitation

Yes Yes Yes Yes No Yes

Snow drifting No No No Yes No No

Sub-grid

topography

Yes Yes Yes (with respect to

Ta)

Frozen soil No No Yes Yes (through ‘U ’) No No

RS data as input No No No No Yes Yes

Comparison with 

satellite data.

No Yes,

snowcover 

with AVHRR

No Yes, (T, with 

AVHRR derived)

EBM=Energy balance method; DDM=Degree-day method; REA=Representative elemental area; MGC=»Model grid cell; HHU= Hydrologically 

homogeneous unit; ASA=Aggregated simulation area; GCM=Global climate model; RCM=Regional climate model; NWPM=Numerical weather prediction 

model; P=Precipitation; T,=Air temperature; Tg=Ground temperature; V=wind speed; RH-Relative humidity; Qs=short wave radiation flux; QpLong-wave 

radiation flux; Qn= net radiation flux; Qg=Ground heat flux; Pa=surface pressure; DTR=Daily temperature range.

-0
00



Table 2.2 Coefficients of Eq. (2.31) (after Dery and Yau, 2001)

Coefficient Value Coefficient Value

3.78407x10* 35 2.48430X10'2

as -8.64089xl0'2 as -9.5687 lx  IQ-4

a2 -1.60570x1O'2 a7 1.24600X10'2

a3 7.25516X10-4 as 1.56862x10'3

34 -1.25650x10'* a9 -2.93002xl0‘4

Table 2.3 Coefficients of different versions of the force-restore method.

Ci C2 References

[l/(l+28/di)](2/cdi) [l/(l+28/d0] ©1 Bhumalkar (1975)

(l/0.95)(2/cdi) 1.18 CDi Blackadar (1976)

2/cdi 0)1 Deardorff (1978)

[l/(l+5/d1)](2/cd1) [l/(l+8/dj)] o)i Lin (1980)

Where, 5 = originally an upper soil thickness,

(2k .
d, = —  is the damping depth of the diurnal temperature wave, and

V®!

coi = fundamental frequency.
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Table 2.4 Statistical criteria used in SDSM to evaluate simulated basin outflows

Criteria Equations1

1. Root Mean Square Error (RMSE) *Mk

k=l
Mk

0.5

f  1 )X  = -

v Q o J

2. Coefficient of Determination (R2) M* / XT
Z ( Q o k - Q o )
k=l

2

k=l
3. Nash-Sutcliffe Coefficient (Ef)

E f e . - Q o f - i t Q ^ - Q j 2
k~l

Z ( q * - Q  J
k=l

1 Qsk = Simulated basin outflow, Q0k = Observed outflow by WSC, 
Q 0= mean of Q0k, and Mk = number of observations.
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  *• r / j f  * * * /  * *v? \\\ //?\\\ //rsS#// \\\ /// \w /// s\
» *

Qsn- Net solar radiation; Qe- Latent heat of sublimation;

Qin- Net longwave radiation; Qg- Ground heat flux;

Qp- Advective heat of precipitation; Qm- Heat carried away by melt;

Qh- Sensible heat;

Figure 2.1 Energy fluxes involved during snow accumulation and snowmelt 
processes considered in SDSM.
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Inputs:
LAI Qsi (or Qn)

Fluxesf dependent on Ts

Qsi A Qh(Ta,Ts) Qe(ea,Ts) Qie(Ts)

Snowpack temperature to 
estimate the cold content (Tsp) SnowSD

Snowpack water equivalent (W)

1 V g T  Vm

Figure 2.2 Snow model physics and parameterization in SDSM-EBM

Figure 2.3 Schematic diagram of snow surface temperature (Ts) and snowpack 
water content (W) profiles in Kondo and Yamazaki Method (KYM)
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Input data: P, Ta, Tg, V, RH, 
Qn and/or Qs, Qg, a , LAI

Does precipitation occur ?

yes

Form of precipitationSnow

Density of 
fresh snow

Was snow 
on ground ?

Snowpack Energy/Mass balance at 
canopy level

New snow forms 
snowpack

Snowpack Energy/Mass balance at 
ground level: snowpack parameters i.e. 
SWE, depth, surface temperature, cold 

content.

Compute the density 
of Snowpack

Does the snowmelt occur ? 

y es

Cooling & Change in liquid and ice water
refreezing processes storage in snowpack

Is liquid water holding 
capacity exceeded ?

Excess water reaches 
ground surface

Compute final parameters of snowpack 

{
Next step Runoff system model

Figure 2.4 Schematic diagram of SDSM-EBM, a snow accumulation and ablation model
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Impervious

Percolati

Infiltration

Base flow

Soil

Net nrecinitation

Drainage

Stream flow

Through-
fall

Groundwater storage

InterceptionEvapo-
transpiration

Horton/
Saturated
overland

flow

Precipitation (Rain or Snow)

Figure 2.5 Flow chart of DPHM-RS model (adopted from Biftu, 1998)
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(a) Grid-based kinematic wave flow in a sub-basin

3

7

(b) Eight-flow directions

» Hutting
f  diUrftfolton tor
V  saw**

Time

(c) Average unit response function of a sub-basin

Figure 2.6. The average response function per unit rainfall or snowmelt excess for a 
sub-basin based on the kinematic wave theory and eight flow directions.
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Chapter 3

Semi-Distributed Snowmelt Model, Energy 

Balance Method (SDSM-EBM) using 

Remote Sensing Data, II. Application to 

the Paddle River Basin, Alberta

3.1 Introduction
Spring snowmelt is a dominant water source in Canada. The demand for more water 

and an improved hydrological knowledge of the snowcovered regions of the world 

are increasing. We need to improve our understanding of the role of snow cover on 

climate related to the land surface - atmosphere interactions. The large scale impact 

of snow accumulation and ablation processes in temperate and high latitude regions 

warrants the need to improve modeling the snowmelt runoff via distributed or semi

distributed instead of lumped or point snowmelt modeling.
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Theoretically, fully distributed models should predict runoff more accurately than 

lumped parameter models but the reverse could occur. Furthermore, the former 

require large amounts of data because of its higher resolution approach to accurately 

represent heterogeneous terrain features though this approach still involves many 

unresolved uncertainties (Kimbaer et al., 1994). Modeling basin hydrological 

processes using rectangular or square grid scales can be quite artificial. There are 

suggestions for using large scale than small scale parameterization strategy (Beven, 

1996), choosing a model resolution according to the amount of data available and 

the predictive ability that is achievable (Bloschl, 1999). Conversely, one must find a 

trade-off between the resolution of processes to be modeled and the accuracy 

required. The maximum resolution attainable in such models depends mainly on the 

resolution of hydrological information retrievable from satellite data, that has played 

a significant role on the progress of snow hydrology (Rango and Shalaby, 1998).

An energy balance, semi-distributed snowmelt model (SDSM-EBM) was developed 

to optimize the joint application of spatial satellite data and ground point 

measurements. SDSM was applied to the Paddle River Basin (PRB: 265 km2) of 

Central Alberta (Figure 3.1), using distributed surface-physical data including land 

use classification, vegetation index, surface albedo, and surface temperature which 

were retrieved from space platforms such as Advanced Very High Resolution 

Radiometer (AVHRR) of National Oceanic and Atmospheric Administration of 

United States (NOAA), and Landsat-Thematic Mapper (TM). Topographic 

information such as mean elevation, ground slope, flow directions, sub-dividing 

PRB into sub-basins, and drainage systems were derived from digital elevation 

model (DEM) data. Retrieval of these spatial data was performed using the image 

analysis software EASY/PACE of PCI Geomatics. The performance of SDSM-EBM 

was evaluated against measured basin discharge, snow course data in terms of snow 

depth (SD) and snow water equivalent (SWE) and the surface temperature retrieved 

from AVHRR images.
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3.2 Data Description
The types of data used to drive the model can be broadly classified as ground based 

and remotely sensed data, which include topographic, land use, surface-physical 

data (e.g., vegetation index and albedo), meteorological and soil data (Table 3.1). 

The data used for model evaluation are streamflow data, snow course data, and 

surface temperature data. Three winters of data (1997/98, 1998/99, and 1999/2000) 

were collected for calibrating and validating SDSM-EBM.

SDSM-EBM was applied to the PRB using hourly hydrometeorogical data collected 

from a 10-m meteorological tower set up in the basin, snow pillow data at the 

Paddle River Head Water, DEM, land cover class data (from Landsat -TM image), 

LAI and albedo data (retrieved from AVHRR images).

3.2.1 Ground Based Data
Ground-based data consisted of meteorological data, snow course survey data, and 

the streamflow data collected for the study basin:

3.2.1.1 Meteorological Data
A 10-m meteorological tower was set up at the eastern edge of PRB (Figure 3.1) at 

an elevation of about 804 m AMSL to collect air temperature, relative humidity, 

wind speed, rainfall, net radiation, short-wave radiation, ground temperature, and 

ground heat flux at half-hourly interval. The sensors used to collect these data were: 

(1) CS500 temperature and relative humidity probe, (2) CR10TCR thermocouple 

reference, (3) MET ONE wind speed sensor, (4) TE525 tipping bucket rain gage, (5) 

Q-7 net radiometer, (6) LI200S pyranometer w/mount, (7) TCAV averaging soil 

temperature probe, and (8) HFT-3 soil heat flux plate. All sensors recorded data at 

1-minute interval but stored as half hourly averages (with exception of rainfall,
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which was stored as half hourly total) on a Campbell Scientific CR10X data-logger. 

The logger was powered by a MSX18 solar panel.

In addition, a 3-m tower was also set up with another set of a CR10X datalogger and 

a solar panel to collect the precipitation and wind direction using FS-100 four- 

season precipitation gauge and MET-ONE wind vane sensors respectively. Due to 

some technical problems in the data-logger, which was later also reported by 

Campbell Scientific Inc., the data from the second tower were lost. Instead, we used 

the snow pillow data from Paddle River Headwaters station 15V08 located in the 

central area of PRB at 855 m AMSL. The Data Management Group, Surface Water 

Monitoring Branch of Alberta Environment supplied the snow pillow data. Figures

3.2 to 3.4 show the temporal variation and diurnal pattern of six data types (taken at 

6, 12, 18, and 24 hours) for the three winters: 1997-98, 1998-99, and 1999-00 

respectively. Figure 3.5 shows the hourly precipitation data for the three winters.

3.2.1.2 Snow Course Data
Snow course transects were measured on several occasions during the winters of 

1998 (January 28 and February 6), 1999 (February 6 and March 14), and 2000 

(January 23 and March 18) for selected land covers (agricultural, pasture and forest 

lands) of PRB, using a measuring stick for snow depths and an MSC snow sampler 

for snow density (see Plate F.l). Snow depths were measured at every 10 paces, 

while snow densities at about every 100 paces. The data management group of 

Alberta Environment also conducts the snow course survey near the Paddle River 

Headwaters snow pillow site (station 15V08, a forest covered area) since 1993 and 

near the Mayerthorpe snow pillow site (station: 07BB8099, an open area) since 

1982 (see Table D.l and D.2). The snow course data are summarized in Table 3.2.

3.2.1.3 Streamflow Data
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Streamflow data were measured at the Water Survey of Canada (WSC) gauging 

station 07BB011 (53° 5 1 ’  29” N and 115° 21’ 45” W) established in October, 1979 

and located near the Anselmo Hall at 749 m AMSL (marked “H” in Figure 3.1). 

Figure 3.6 shows the hourly streamflow data for 1998, 1999, and 2000 and the 

average daily streamflow data for 1980-1993.

3.2.1.4 Soil Data
Clay loam is the dominant soil type for the most part of PRB (Twardy and Lindsay, 

1971). The soil parameters (e.g. saturated, critical, and residual soil moisture 

contents, soil moisture at permanent wilting point, saturated hydraulic conductivity, 

pore size index, etc.) for each sub-basin is based on the predominant soil type of the 

sub-basin. Most of the soil parameters for PRB were taken from Biftu and Gan 

(2001).

3.2.1.5 Throughfall
The throughfall coefficient (if) indicates the percentage of precipitation reaching the 

surface without striking the vegetation canopy. Theoretically, such values can be 

obtained from field measurements of net precipitation and total precipitation (Rutter 

et al., 1971). In this study, Tf was derived according to past measurements for similar 

forest cover species (Leyton et al., 1967; Thompson, 1972), which gave tf of 0.25 

and 0.58 for the coniferous and mixed forests respectively.

3.2.2 Remote Sensing Data

The use of remote sensing (RS) data in hydrology faces two challenges. First, the 

procedures to retrieve hydrologic information from RS data are not perfect and are 

at times ambiguous. Second, the spatial resolution and frequency of satellite data 

available from the current space platforms are still far from satisfactory. It is 

anticipated that higher resolution and more detailed information can be obtained
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from the EOS-AM satellite of NASA that carries a number of sensors and one of 

them, the MODIS sensor provides global coverage of 36 spectral bands every one to 

two days. In this study, the land cover classifications were derived from Landsat-TM 

data of 30-120 m resolutions, and the surface albedo, vegetation index or LAI, and 

surface temperature from the 1-km resolution, NOAA-AVHRR High Resolution 

Picture Transmission (HRPT) data (see Table 3.3 and Appendix C).

3 .2 .2 ,! Land Cover Class
Most studies on the interaction between vegetation and snow accumulation examine 

forest and non-forest (short vegetative cover) ecosystems. A forest can be further 

divided according to tree species, which give rise to different snow accumulation 

and ablation processes. According to Anderson (1976), a forest cover restricts the 

penetration of wind and solar radiation, so that long-wave radiation dominates the 

energy exchange at the snow surface. The maximum accumulation of snow often 

occurs at the edges of a forest because snow is often blown in from adjacent open 

areas, but that highly depends on the density of the vegetation.

Given the highly exposed, relatively flat environment of the Canadian Prairies, the 

increased aerodynamic roughness resulting from meso- and micro-level differences 

in vegetation may produce a wide variation in snow accumulation pattern. 

Accumulations are most pronounced where sustained strong winds from one 

direction act on a long upstream fetch of loose snow, and less pronounced when 

wind frequently changes direction, especially at low speeds.

Biftu and Gan (2001) identified six landuse classes for PRB, namely: water/swamp, 

impervious, agricultural, pasture, coniferous forest and mixed or deciduous from a 

Landsat TM image of August 7,1996 (see Figure 3.1). Since landuse influences the 

radiation budget and/or snowmelt computation for PRB, it forms part of the basis 

for the model parameter estimation for both SDSM-EBM and the Modified
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Temperature Index snowmelt model (SDSM-MTI, which is described in Chapter 4). 

For SDSM-EBM, the above six landuse classes were reduced to three: open area, 

coniferous forest and deciduous or mixed forest, such that open area constitutes first 

four landuse classes (water/swamp, impervious, agriculture, and pasture). Table 3.4 

shows the area of each land cover classes for each of the sub-basins. When 

coniferous and mixed forests are put together, it constitutes about 70 % of PRB’s 

total drainage area. The remaining area of different landuse types constitutes an 

open area in SDSM-EBM model set-up.

3.2.2.2 Surface Albedo
Snow and ice are generally highly reflective. Therefore, seasonally snow covered 

areas show strong seasonal variations in surface albedo (a), which strongly 

influences the net solar energy at ground level. Ground measurements of a  are only 

representative spatially if the terrain is homogenous and fully snow-covered. 

Without freshly fallen snow, the surface albedo of a snowpack generally decreases 

with time as the snowpack ripens, snow grains coarsen and dirt accumulates (Riley, 

1972; Pomeroy et al., 1998). Landsat-TM data can be used to estimate the surface 

albedo of snow cover but it has a 16-day cycle or frequency. The first two channels 

of NOAA-AVHRR have been extensively used to retrieve the surface albedo (Table 

3.3) because the result is comparable to that of Landsat-TM but the data are 

available on a daily basis (Biftu and Gan, 2000). Moreover, NOAA-AVHRR data is 

readily available through the internet.

In this study, majority of the cloud free Level-IB AVHRR data of NOAA-14 

spacecraft were downloaded from the satellite active archive of NOAA website 

(http://www.saa.noaa.gov/). Some NOAA-AVHRR data were also obtained from 

Environment Canada. These data were processed using the AVHRR Orbital 

Navigation package of PCI-Geomatics image analysis software. Using the 

following procedures: first, the solar zenith angle of channels 1 and 2 of AVHRR
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images were radiometrically corrected to remove the associated spectral error. After 

radiometric correction, the pixel values were converted to albedo (reflectance) using 

the radiometric calibration of Rao and Chen (1996 and 1999) (see Table 3.5 and 

Appendix A). The images are then geometrically corrected using the GCPWorks of 

PCI-Geomatics and a master image of PRB, and finally the areal surface albedo in 

each sub-basin and each land cover class using the multi-layer modeling package of 

PCI-Geomatics. The weighting factor used to obtain a from reflectance values of 

channels 1 and 2 for each of the pixel is based on that of Laine and Heikinheimo 

(1996),

a  = 0.322R,+0.678R2 (3.1)

Where Ri and R2 are reflectance (or albedo) for AVHRR channels 1 and 2 

respectively. The lack of information about cloud cover (Male and Granger, 1981) 

and atmospheric precipitable water is a possible source of error when estimating 

high a values. However, for the winter periods of Prairies with precipitable water 

depth generally less than 2.0 cm (Singh and Gan, 2000), the error due to precipitable 

water should be negligible (Laine and Heikinheimo, 1996).

Table 3.6 shows the value of a  for the various land covers in each sub-basin for 

January 5, 1998, December 23, 1999, and for April 24, 1999 derived from NOAA- 

AVHRR images. More complete information of a  for coniferous forest, mixed 

forest, and open area are given in Table C.l. Though the range of a  values (high 0.8 

during winter to low 0 .2  during fall/spring) were comparable for different years, the 

frequency of a  attaining peak values after continued decay was remarkably large for 

1998/99 winter compare to 1997/98 and 1999/00 winters. Based on the cloud-free 

images of NOAA-AVHRR, temporal variations of a for three winter periods 

consistently showed a higher value of a  for an open area followed by the coniferous 

and the mixed forests. The higher value of a in coniferous forest compared to mixed 

forest is believed to be due to its higher LAI, which causes greater snow
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interception. Within the open area, the pastureland consistently showed a higher 

albedo value than the cultivated land.

3.2.2 .3 Vegetation Index
Satellite data has been used extensively for large scale monitoring of land vegetation 

types (Running and Nemani, 1988; Pinty and Verstraete, 1992). The Normalized 

Difference Vegetation Index (NDVI) is often derived from channels 1 and 2 of 

geometrically corrected NOAA-AVHRR data (Deering et al., 1975),

NDVI = — ~ Rj- (3.2)
R 2 +R, v '

NDVI is then used to estimate LAI according to the vegetation using equations 

shown in Table 3.7. Table 3.8 shows the NDVI for different land cover in each sub

basin for January 5, 1998, December 23, 1999, and April 24, 1999. The average LAI 

for the three land cover classes are given in Table C.2.

In general LAI in each landuse gradually declines since the fall season, attaining a 

minimum value for most of the winter, and increases in late winter or early spring. 

The coniferous forest maintains a higher value of LAI compared to mixed forest 

throughout the fall and winter periods. The relatively long winter of 1998/99 (with 

respect to air temperature) caused a delay in the rise of LAI in the later part of 

winter by about two weeks compared to the winters of 1997/98 and 1999/2000. 

Based on the NOAA-AVHRR retrieved data, LAI of coniferous forest reached a 

value of 1.0 in October 22, 1998, reduced to 0.65-0.80 between November 26, 1998 

and April 15, 1999, and then again increased to 1.15 in April 24, 1999. A similar 

trend was observed for 1997/98 and 1999/2000 winters. The maximum and 

minimum LAI obtained were 1.36 and 0.66 for the coniferous forest area and 0.76 

and 0.34 for the mixed forest area respectively.

3.2.2.4 Surface Temperature
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Snow surface temperature at ground level (Ts) is one of the key factors in 

determining the exchange of energy between the land surface and the atmosphere. It 

can usually be determined by the use of a thermal infrared (IR) channel (Seguin and 

Itier, 1983). Price (1983) proposed a split-window algorithm that incorporates the 

effect of total precipitable water (TPW) to account for the atmospheric effect in 

retrieving Ts from the IR channels of NOAA-AVHRR data. A number of split- 

window algorithms for retrieving land surface temperature have been proposed (e.g., 

Qin and Kamieli, 1999; Kant and Badarinath, 2000), whereby the atmospheric 

radiation is eliminated by using two IR channels 4 and 5 of NOAA-AVHRR (Prince 

et al., 1998), and often with a reasonable accuracy over large areas (Cooper and 

Asrar, 1989).

The general form of split-window algorithm to estimate Ts in the open are is

Ts =TB4 +5j (TB4 -T B 5) + 8 2 (3.3)

Where TB4 and TB5 are brightness temperatures of NOAA-AVHRR channels 4 and 

5, 81 and 82 are coefficients accounting for atmospheric effects, viewing angle and 

ground emissivity. Price (1984) provided 81 and 82 as 3.33 and 0 respectively in Eq. 

(3.3) assuming no variations in the emissivity of natural surfaces between channels 

4 and 5. The derived Ts for the forest covered area using this equation is however 

the scene surface temperature, Tscene- The following paragraphs discuss the 

processes involved in retrieving brightness temperatures in each of the thermal 

channels of AVHRR (T B 4 and T B 5), TSCene and Ts.

If the surface radiation is transmitted through the atmosphere to the remote sensor 

unattenuated, then the ground surface or skin temperature can be theoretically 

determined from the emitted spectral radiance Bx(TB) by inverting Planck’s 

radiation equation as
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m  = (3-4)

where c,=27thc2=3.741771995x 1016 W/m2 and c2=hc/k= 1,43876869xl0'2 m °K (ex, 

h, c, k are the emissivity, Plank’s constant, speed of light and Boltzmann’s constant 

respectively), and BffTB) is the radiometrically corrected pixel values of the 

thermal channels. However, TB* is also influenced by atmospheric attenuation, the 

radiance emitted by the atmosphere and the reflected component of the downward 

atmospheric radiance (Qin and Kamieli, 1999). Although there is usually only 

minor attenuation on the surface energy emitted in the infrared channels by the 

cloud free polar atmosphere (which is comparable with the clear sky winter 

atmosphere of Prairies with less than 2 cm precipitable water), the difference 

between actual and AVHRR TB can be as large as 3 °K in either direction (Stroeve 

and Steffen, 1998). The variability of surface (or snow) emissivity due to surface 

heterogeneity, failure to account for the viewing angle, and the changing grain size 

effect limits the use of infrared data in estimating TB to a greater accuracy.

In this study, the thermal channels (4 and 5) of cloud-free AVHRR raw data were 

directly converted to TBs (TB4 and TB5) using the slope ( 6 3  in °K per count) and 

intercept ( 8 4  in °K) values calibrated automatically by the AVHRR sensor.

where D* is the digital count for the thermal channel “i”. This was done using 

AVHRR Orbital Navigation package of PCI. Similar to channels 1 and 2, the 

radiometric calibration was followed by the geometric correction, the image 

registration, and finally the scene surface temperature in each sub-basin and each 

land cover class using the multi- layer modeling package of PCI. These scene 

surface temperatures (Tscene) were then converted to Ts for different forest cover 

(coniferous and deciduous) fraction (fc) according to Kustas and Jackson (1999) as

TBi = 83Di + 8 4 (3.5)
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(3.6)

where Tc is the canopy temperature assumed equal to air temperature (Kustas and 

Jackson, 1999), and fc is estimated from the LAI (Choudhury, 1987).

where Piad, a function of the leaf angle distribution, is assumed equal to 0.5 for 

randomly distributed leaves (Choudhury et al., 1994).

The retrieved scene surface temperature, Tscene for the forest-covered landuse were 

generally higher than that for the open area, which indicates the influence of 

emission from the canopy layer, which is at a higher temperature than the snow 

surface temperature at ground level Ts. Except in the later part of winters (when bare 

patches start to dominate), the observed air temperatures were always higher than 

the corresponding surface temperature retrieved from AVHRR data, taken between 

2-4 P.M. local time, generally by 4 to 7 °C. The evapotranspiration component of 

the semi-Distributed, Physically based, Hydrological Model using GIS and Remote 

Sensing (DPHM-RS) also simulated Tc that is quite close to Ta (Biftu, 1998) and 

therefore Tc was assumed equal to Ta in estimating Ts using Eq. (3.6). Furthermore, 

any error caused by the assumption of Tc (in Eq. 3.6) should be well within the 

range of error associated with a satellite derived Ts. Table 3.9 shows the Ts for 

different land cover in each sub-basin for January 5, 1998, December 23, 1999, and 

April 24, 1999 derived from the AVHRR images, and more detailed information are 

provided in Table C.3.

Although NOAA-AVHRR data lacks the spatial resolution (1-km) to track the 

spatial variability of Ts, its daily coverage provides the means to track its temporal 

variability. On the other hand, the Landsat-TM band 6  data can provide high 

resolution estimates of Ts (120m) but the 16-day, repeat cycle makes it useless for 

tracking the temporal variation of Ts. Values of Ts retrieved from cloud-free NOAA- 

AVHRR data using the split-window technique of Price (1984) were used to

fc = l-e x p (-p ladLAI) (3.7)

97

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



evaluate the performance of SDSM-EBM.

3.2.2.5 Topographic Data
Digital Terrain Elevation Data (DTED) from the US Defense Mapping Agency, 

which has a resolution of 1 0 0 -m, was used to derive the drainage network and 

delineation of sub-basins for PRB (Figure 3.1). Other parameters derived from 

DTED are the mean altitude, aspect, flow direction, and slopes of each grid of the 

PRB using the watershed module of PCI-Geomatics.

3.2.3 General Characteristics of Winter Data
Of the data used in this study (Table 3.1), most of the meteorological data were used 

as model inputs, while the streamflow and snow course data were used for 

calibrating model parameters at sub-basin scale and for validating the model 

outputs. SDSM-EBM operates within DPHM-RS, which together simulate basin 

hydrological processes such as evapotranspiration, soil moisture, snowmelt runoff 

and streamflow, etc. This simulated outflow discharge is compared with the 

observed stream flow data.

The meteorological data used to model spring snowmelt are shown in Figures (3.2,

3.3 and 3.4) for 1997/98, 1998/99 and 1999/2000 winters respectively. The hourly 

precipitation data for the study periods are shown in Figure (3.5), while the 

discharge data (gauging station 07BB011) are shown in Figure 3.6(a-c). Figure 

3.6(d) shows the daily average flow at the basin’s outlet for 1980-1993.

Among 8 years of snow course data at the Paddle River Headwaters site and 19 

years of snow course data at Mayerthorpe Snow Pillow site, the winters of 1997/98 

and 1999/00 were the driest (Table D.l and D.2), while the winter of 1998/99 was 

one of the four wettest (Climate Trend and Variation Bulletin for Canada: 1948- 

2001). The sequence of winter regional temperature departures from normal ranked
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from the warmest to the coolest is 1997/98,1999/00, and 1998/99 out of 54 years of 

records for both Northwest Forest and Prairie region (Table D.3). The low snowfall 

winter of 1998 experienced a frequent rise in temperature (close to 10 °C) and 

radiation fluxes in the middle of winter (Jan 31, Feb 13, Feb 22), which caused 

metamorphic changes to the snowpack properties. The high snow accumulation 

winter of 1998/99 only experienced increases in temperature and radiation fluxes 

during late winters of 1999.

The hourly maximum wind speeds (Umax) for the winters of 1998, 1998/99, and 

2000 were 6.5, 12.3, and 10.5 m/s respectively. Significant variation was also 

observed in wind speed for these winters (Umean=l-9 m/s and Ustdev=l. 1 m/s for the 

winter of 1998, and Umean=2.3 m/s and Ustdev=1.5 m/s for the winters of both 

1998/99 and 2000; also see Figures 3.2f, 3.3f, and 3.4f), which brought significant 

variations in snow distribution, snow densification and turbulent fluxes. Pomeroy et 

al. (1998) recommended using an increase in snow density at a rate of 9 kg/m3/h (or 

higher snow compaction) during the wind event for non-melting snow and hourly 

wind speed greater than 7 m/s. The field observation of 1998/99 winter snowpack 

indicated the presence of two thin ice layers (one near ground, and another at about 

15 cm below the snow surface), which could be associated with the depth-hoar 

phenomenon caused by a large temperature gradient within the snowpack. Similar 

ice layer at near ground level (and also at near snow surface in some locations) was 

observed during 1999/00 winter. These observed variations were considered while 

selecting appropriate model parameters at the model calibration stage.

3.3 Model Parameter Estimation
The classic approach in calibrating hydrologic parameters has been to minimize the 

sum of least square of the difference between simulated and observed runoff. 

However, this traditional approach may not work with fully distributed physically- 

based models involving large number of model parameters. Model calibration is
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problematic with the snow accumulation and ablation processes, which involve little 

or no runoff during the snow accumulation period but snow depth, SWE, snow 

surface temperature continue to change with time. Therefore to calibrate SDSM- 

EBM with PRB for the 1998/99 winter, a multi-objective calibration criterion was 

adopted.

The PRB consists of about 50% mixed forest, 21% coniferous forest, and 29% open 

area. In applying SDSM-EBM to PRB, some model parameters were taken from the 

literature and some calibrated from snow course data, Ts, and basin outflow (see 

Table 3.10). The parameters adopted from past findings were associated with either 

mass balance (e.g., canopy interception, throughfall, liquid water holding capacity, 

etc.) or energy balance (e.g., canopy attenuation of radiation and wind speed, range 

of albedo, etc.). Some physical parameters were also derived from different space 

platforms.

The number of model parameters required to run the 1-D, energy balance SDSM- 

EBM depends on the modeling options selected. Some parameters (e.g., 

temperature, rain/snow, threshold temperature for melt, maximum snowpack 

density, settlement constant, precipitation and temperature distribution factors etc.), 

can be changed while running the model but some parameters that are built into the 

model, if altered, will require the re-compilation of the computer code.

SDSM-EBM runs within the host model, DPHM-RS which accounts for the 

Hortonian, saturated overland, and the subsurface runoff from each sub-basin, and 

routes the flows to the stream channel by an average kinematic response function 

derived for each of the sub-basin, and then to the basin outlet using Muskingham- 

Cunge method. Most of the parameters required for running DPHM-RS are taken 

from Biftu and Gan (2001), who tested DPHM-RS to PRB for the summer periods 

of 1996-1998. However, most of the parameters of Biftu and Gan (2001) are still
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applicable in this study. Other than the hydraulic conductivity of soil, which is very 

small at the frozen compared to unfrozen state, the other soil parameters used for the 

summer periods of Biftu and Gan (2001) were used in this study. The refreezing of 

infiltrating meltwater is reported to decrease infiltration, and a soil becomes 

impermeable if an ice lens forms on or near the ground surface (Gary and Landine, 

1988). Formation of such ice lens was also observed during the snow course survey 

in the PRB. Another important parameter that determines the surface runoff 

response from each of the PRB’s sub-basins is Manning’s roughness ‘n’ values, 

which should not vary much between summer and winter on both open and forested 

area.

3.4 Discussion of the Results 

3.4.1 Model Calibration and Validation
SDSM was calibrated using the hourly winter data of November 11, 1998 to May 

16, 1999, and validated using the winter data of January 1 - April 30, 1998 and 

January 1- Apr 30, 2000. As mentioned in Section 3.2.3, these three winters 

experienced a wide range of snowfall (see Appendix D). We selected January 1st as 

the starting date of 1997-98 and 1999-00 winter data because major snowfall for 

both winters started very late. Moreover, in Alberta using January 1st as the starting 

date ensure that snow accumulation happened during sub-zero temperature.

SDSM-EBM was set up within the operating domain of DPHM-RS so that it can 

run with or without pre-specified unit response function (or the unit hydrograph) for 

each of the five sub-basins. While a typical SDSM-EBM model-run with a pre

specified unit hydrograph takes less than 10 minutes in a Pentium-200 PC, the same 

model run without such a unit hydrograph requires more than 2  hours because 

generating a unit hydrograph at 1 0 0  m x 1 0 0  m grid-scale based on the kinematic 

wave theory, eight flow directions, and Manning’s roughness ‘n’ values in each of
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the grids depending on the assigned land cover for each grid is time consuming. 

Unit hydrographs were generated for each of the sub-basins of PRB for several 

combinations of n-values for open and forested areas (within the range suggested in 

literature) and tested the ability of each to reproduce the basin’s runoff response at 

the calibration stage (see Figure 3.6e). The unit hydrograph, which produced the 

optimum discharge hydrograph in terms of observed runoff volume and the time to 

peak was selected for further model runs at calibration and validation stages. The n- 

values selected from calibrating SDSM-EBM with the observed runoff data of PRB 

are 0.15 and 0.10 for forest cover and open area respectively (see Figure3.6e(i)).

SDSM-EBM was evaluated with respect to the water balance (runoff hydrograph, 

snow depth, SWE) and energy balance (Ts of different land cover classes). This 

approach enables to assess most of the model performance at different stages of the 

snow accumulation and ablation processes. The basin water balance is checked 

against the surface runoff and channel routing schemes of DPHM-RS. In channel 

routing, the channel roughness parameters were adjusted within the theoretical range 

so as to match the time lag and magnitude of the simulated peak discharge with the 

observed values. Because the model is not concerned with the water level along the 

channel reach, the channel width is less significant and is assigned an average value 

obtained from site inspection.

3.4.1.1 Basin Runoff Hydrograph
The model was calibrated against hourly runoff data collected from November 11, 

1998 to May 16, 1999 using graphical plots of observed and simulated hydrographs 

and statistics like the Coefficient of Determination (R2), the Nash-Shutcliffe 

Modeling Efficiency (Ef), and the Root Mean Square Error (RMSE). The simplex 

algorithm of Nelder and Mead (1965) is built into SDSM-EBM for the automatic 

calibration of model parameters, but was unnecessary for this study. .
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Figures 3.7(a.l) and 3.7(a.2) compare simulated and observed runoff at the basin 

outlet using two methods of snow Ts simulation: (1) Force Restore Method (FRM), 

and (2) Snow Conductance Method (SCM) of SDSM-EBM for the 1998/99 

calibration period (11/11/1998 to 5/16/99) based on the optimized parameters given 

in Table 3.10. In general, the simulated streamflow data are in good agreement with 

the observed for both FRM (R2=0.82, Ef=0.84, and RMSE=1.14) and SCM 

(R2-0.85, Ef=0.87, and RMSE=1.01). SCM did marginally better than FRM, which 

may be because it has an additional parameter Ksc (surface conductance) in addition 

to the iterative procedure adopted to balance the heat fluxes of snowpack at each 

time step. KYM did poorer than FRM and SCM (R2=0.78, Ef=0.80, and 

RMSE= 1.25) mainly because it did not iteratively balance the heat fluxes of 

snowpack but assumed that the snowpack has a linear temperature profile in the 

vertical direction. Besides Ts, some discrepancies between simulated and observed 

runoff can be partly attributed to input data collected from snow pillow at Paddle 

River Headwaters whose sensitivity to snowfall was about 1.8 mm, and to the lack 

of dense precipitation gauging network. Summer precipitation in PRB only varies 

spatially in a marginal manner, as reported by Biftu (1998). However, by comparing 

the precipitation of PRB with a nearby station east of PRB, it seems there is 

probably more spatial variability in winter precipitation. Including our Met tower, 

there are only two precipitation stations at PRB. Snowfall data is based on the snow 

pillow site at the Paddle River Headwaters. Beaver dams in PRB (see Plates F.2 and 

F.3) exerted some regulatory effects on the basin’s observed streamflow, 

particularly during dry winters.

The validation results are less satisfactory for the 1998 winter (1/1/1998 to 4/11998) 

particularly with respect to total runoff volume and early spring snowmelt runoff 

(R2= 0.5, Figure 3.7(b.l) for FRM and Figure 3.7(b.2) for SCM). The average 

model efficiency Ef for FRM between March 19 and 30 was 0.61 but it fell to 0.18 

by March 31. The average Ef of SCM is similar but the range varies from 0.45 to
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0.88. The overall RMSE value was 3.5 m3/s, which is significantly high for the 

range of observed streamflow of 1998 winter.

It should be noted that the initial cold content used for the 1998 model run was 

higher than the 1998-99 (starting from 11/11/1998) model run because the soil 

surface for the former (starting from 1/1/1998) had already experienced sub-freezing 

temperature at the beginning of model run. Further, the lack of snowcover in the 

early part of a dry winter such as 1998 leads to deep permafrost in soil layers, which 

tend to increase the cold content of the snowpack after major snowfall began. For a 

wet winter such as 1998-99, the soil surface is usually insulated from the 

atmospheric forcing right from the beginning due to early snowfall.

The validation result of 1998 is less satisfactory with respect to basin runoff partly 

because during early part of the snowmelt season the water level was low, causing 

the observed streamflow to be relatively inaccurate. Figure 3.6(a) shows two 

versions of hourly streamflow data for the same 1998 winter. Further, the daily 

streamflow data for the same period of 1998 provided by Environment Canada (EC) 

was significantly different (smaller in values) when compared to that derived from 

the hourly streamflow data obtained from the same source. However, EC’s daily 

streamflow data for the winters of 1999 and 2000 were very much similar to that 

derived from the hourly stream flow data (R2=0.97 and 1.0 for 1999 and 2000 

respectively). A continued low flow for a prolonged period probably indicates the 

influence of beaver dams at strategic locations of the upper reach of PRB. These 

temporary structures alter the flow regime of a natural stream particularly during 

low spring snowmelt mnoff. As a result, instead of prolonged low flow we could 

have got peak runoffs as simulated by the model if no beaver dams were present.

The validation result of the dry winter of 2000 also showed the presumed regulatory 

effects of beaver activities on the PRB streamflow, even though the model results
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are slightly better than the 1998 results (R2= 0.58 and 0.6 for the FRM and SCM 

respectively, (see Figures 3.7(c.l) and 3.7(c.2)), but Ef was maintained at 0.75 or 

higher for only three days between March 18-21, which then dropped to near zero. 

The hourly observed flows during this period were merely 0.02-0.04 m3/s. The first 

major hourly snowmelt runoff peak simulated by SDSM-EBM for the winter of 

2000 was 2.45 m3/s on March 22 (17:00 hour) while the corresponding observed 

peak was about 0.42 m3/s on March 23 (20:00), lagging by 27 hours. It is important 

to note that from March 23 to April 18, the observed hourly streamflow stayed at 

between 0.3-0.5 m Is, which is lower than the range of daily mean flows (0.5 - 2 

m3/s) for this period of the year (see Figure 3.6d). Between 1/1/2000 and 4/30/2000, 

the maximum hourly peak flow observed from was only 0.85 m3/s on April 23. A 

near uniform observed flow for most part of the snowmelt season suggests that the 

PRB was not running under natural conditions. Woo and Waddington (1990) 

reported similar streamflow modifications due to the effects of underflow and 

overflow types of beaver dams.

Field observations of the major tributaries of Paddle River along Highway 751 to 

the south of the snow pillow site and along some access roads to the north of 

Highway 647 show evidence of watertight beaver dams of overflow types (e.g., 

Gumell, 1998) that maintained a pool of water upstream and released only a small 

fraction of water to the downstream (see Plates F.2), particularly when the spring 

snowmelt is not large enough to overtop the beaver dams. Apparently, a beaver dam 

can easily stop a small tributary flow of PRB especially during dry periods (see Plate 

F.3). The beaver dam effect was relatively small during the calibration period 

because the spring snowmelt runoff was high, which can either overtop the dams 

fairly quickly or in extreme case can wash out such beaver dams.

It is beyond the scope of this research to account for the regulatory effects of such 

temporary control structures in PRB during those dry winters even though such
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structures cause problems to our model results from SDSM-EBM. Partly because of 

this reason and partly because a multi-criteria assessment is more dependable, we 

also validate the model performance with respect to other variables.

3.4.1.2 Snow Depth and Snow Water Equivalent
Because the observed snow depth and snow water equivalent (SWE) are not 

affected by beaver dams, they are used as part of the mass balance assessment of 

SDSM-EBM. For most of the land cover classes of the sub-basins of PRB, SDSM- 

EBM’s simulated SWE and snow depth generally agree well with the observed 

values obtained from winter snow course surveys conducted at PRB. Figures 3.8 

(a.l-a.3: FRM) and 3.8 (b.l-b.3: SCM) show good agreements between the 

simulated and observed SWE and snow depth in the open (OA), mixed or deciduous 

(DF) and coniferous forest (CF) area of PRB based on two different maximum snow 

densities ( p s ,m ax) used at the calibration stage of 1998-99 winter. Figures 3.9(a.l) and 

3.9(a.2) also show reasonably good agreements between simulated and observed 

data for both open and deciduous forest areas at the validation stage of 1997/98 

winter using FRM and SCM respectively. All the parameters derived in the 

calibration stage were kept unchanged in the calibration stage except the initial cold 

content and ps>max. This could be possibly the reason for some deviations in the 

simulated snow depth and SWE during the validation stage of 1997/98, which 

should have experienced very different snow metamorphism compared to 1998/99 

wet and cold winter. Slightly better validation results of the 1999/2000 winter was 

obtained with respect to snow depth and SWE (Figure 3.9(b.l): FRM, and Figure 

3.9(b.2): SCM) by fine tuning some of the parameters e.g. the snow surface 

conductance, Ksc in SCM and the wind speed modifications in the forest covered 

area (see Eq. 2.30).

Even though the snow course surveys were conducted in different parts of PRB, 

sub-basin or zone 4 was selected to show the results in Figures 3.8 and 3.9 partly
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because the average altitude of this zone is close to the average altitude of PRB. 

SDSM’s simulated snow depth and SWE for the calibration period using ps,max=200 

kg/m3 agree closely with observed in the early part of snow accumulation, and that 

using p s,m a x = 2 5 0  kg/m3 were in good agreement in the later part of snow 

accumulation process. As expected, snow density does not remain constant as has 

been assumed in many land surface schemes (e.g. Essery, 1997), but increases with 

time and usually attains a highest value at the end of the snow accumulation period. 

Gray and Prowse (1993) reported that dry snow densities for shallow snow (depth < 

1 m) at forested environments reach an approximate maximum value of 250 kg/m3. 

Though ps,max is set for each model run in SDSM-EBM, the freshly fallen snow 

interacts with the existing snowpack and the resulting snow density continues to 

change based on the settlement constant and the fresh snow density (if any) until it 

attains the maximum density (as discussed in Chapter 2). The maximum snow 

densities used for both the calibration and validation periods agree closely with the 

measured values. Open areas (OA) tend to undergo more wind impacts and 

theoretically should have larger snow densities than the forested areas. Similar trend 

was found in general except few cases in 1998 winter. However, ps,max observed in 

open and forested areas do not differ much. It is possible that the wind impact in the 

OA is partly compensated with the additional compaction received from the free 

falling wet snow (or melt water) from the canopy in the forested area. It is found that 

the variation of snow density in an OA from one winter to another corresponds to 

the wind velocity.

The under-estimation of simulated SWE and snow depth in sub-basin 3 and slightly 

over-estimation of these variables in sub-basin 2  with respect to the observed data at 

both calibrating and validation stages are attributed to the precipitation distribution 

factor applied to each of the sub-basins of PRB (see Table 3.4). The precipitation 

(snow or rain) at each of the sub-basins is distributed according to the elevation 

differences with the gauge station. Figures 3.10 (a.l-a.2 using FRM and b.l-b.2
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using SCM) show such response for the OA and DF in zones 2 and 3, and Figure 

3.8 (a .l- a.2 using FRM and b.l-b.2 using SCM) for the OA and DF in zone 4 at the 

calibration stage.

In summary, SDSM-EBM is capable of simulating dependable basin-scale SWE and 

snow depth, which demonstrates the integrity of the model, even though the 

simulated stream flows differ from the observed partly because of the effects of 

beaver dams during both validation periods of dry winters 1997/98 and 1999/2000. 

The calibration and validation results using SDSM-EBM were also in good 

agreement with the modified temperature index method (SDSM-MTT) described in 

Chapter 4.

3.4.1.3 Surface Temperature
The energy component of SDSM-EBM was assessed by comparing its simulated 

surface/skin temperature (Ts) using the Force Restore Method (FRM), the Snow 

Conductance Method (SCM), and the Kondo and Yamazaki Method (KYM) with 

that retrieved from NOAA-AVHRR for different land cover types of PRB by the 

split-window technique (Figures 3.11 to 3.13). Figures 3.14 and 3.15 show 

corresponding comparisons at validation stages of 1998 and 2000 winters 

respectively. The discrepancies between simulated and NOAA-AVHRR retrieved 

surface temperature were generally ±3°K for the open area, which is about the error 

range of NOAA-AVHRR derived Ts due to atmospheric effects, surface emissivity, 

instrument calibration, etc. (Cooper and Asrar, 1989; Traore et al, 1997). The 

deciduous forest (DF) and coniferous forest (CF) areas generally showed higher 

fluctuations than the open areas (OA) attributed to either some of the simplifying 

assumptions used to compute Ts (e.g., KYM) or model parameters are inappropriate 

at the validation stage (e.g., FRM and SCM) because some model parameters related 

to snowpack metamorphism change from one winter to another and even within the 

same winter period, e.g., the partitioning of net radiation between canopy and bare
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soil using Beer’s law of radiation transfer, the modification of wind speed at the 

ground level in the forest-covered area, assuming canopy temperature as air 

temperature, etc.

In general, Ts of FRM and SCM exhibit higher level of fluctuations than that of 

YKM (Figures 3.11 to 3.13) which is a relatively simpler scheme than the formers. 

For FRM, the fluctuations are partly attributed to the build-in stationary-mean 

diurnal frequency (e.g., coefficients A1 and Bl). The Ts of KYM also exhibits a 

certain degree of diurnal cycle which at times could disappear particularly for OA 

landcover type (Figures 3.13, 3.14(c.l) and 3.15(c.l)). However, for DF the 

fluctuations could be excessively high (e.g., Figure 3.14(c.2), also Figures 3.14(a.2 

and b.2 )) which likely has to do with the model parameters associated with the 

partitioning of net radiation (see Chapter 2). Another reason for KYM to perform 

poor is because in SDSM-EBM, values of Ts were simulated without performing 

iterations to keep the model in its original form.

In Figures 3.11 to 3.15, Sub-basin 4 was selected partly because its average altitude 

is close to the average altitude of PRB so that it will be more appropriate to compare 

the Ts of SDSM-EBM with that retrieved from NOAA-AVHRR data for PRB (or 

the weighted average Ts for all landuses in all sub-basins of PRB). Overall, these 

results show the general ability of three schemes to simulate the Ts in different land 

cover classes accurately.

Ts simulated by FRM (Figure 3.11, 3.14a, and 3.15a) is similar to that using SCM 

(Figures 3.12, 3.14b, and 3.15b) but SCM requires the calibration of snow surface 

conductance (KsC), which was found to differ from year to year. Such a change in 

Ksc is possible because of the simplified approach of SCM that ignores the diurnal 

cycle of Ts, and the changes in snow depth and snowpack properties from one winter 

to the other. The calibrated value of Ksc is 3.0x1 O'6 m/s for 1998/99 and 1.0x1 O'6
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m/s for 1999-00. The Ksc for 1997-98 was assumed to be the same as that for 1998- 

99. Theoretically FRM is likely better than SCM and KYM since it considers two 

aspects of heat conduction into snow, a stationary-mean diurnal temperature 

variation at the surface coupled to a near steady-state ground heat flux of relatively 

low frequency variability.

A reliable estimate of Ts is vital for accurate estimation of the outgoing long-wave 

radiation (when net radiation data is not available) and for the turbulent sensible 

(Qh) and the latent heat fluxes (Qe). It seems that FRM, SCM and KYM are credible 

schemes for computing Ts, particularly FRM. More extensive research is 

recommended to test these three schemes over a wide range of climatic and landuse 

conditions.

3.5 Summary and Conclusions
A semi-distributed, snowmelt model, energy balance model (SDSM-EBM) was 

developed and applied to the seasonally snowcovered, Paddle River Basin (PRB) of 

central Alberta. SDSM-EBM is a physics-based, energy balance model developed to 

model basin-scale snow accumulation and ablation processes by considering (a) 

vertical energy exchange processes in open and forested area separately; (b) 

snowmelt processes that include liquid and ice phases separately within the 

snowpack and that takes canopy interception, fresh snow density, sublimation, 

refreezing, snow compaction etc into consideration. SDSM-EBM is also set up to 

simulate snow surface temperature using the force-restore, snow surface 

conductance, and the Kondo and Yamazaki Methods. Other than the “regulatory” 

effects of beaver dams that affected the validation results on simulated runoff, on a 

whole SDSM-EBM was able to simulate reasonably accurately water (snowmelt 

runoff, a snow depth, SWE) and energy (snow surface temperature) fluxes in PRB. 

This demonstrates that it is capable of modeling basin-scale snow accumulation and 

ablation processes.
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Table 3.1 Summary of data used in SDSM-EBM

Topographic

data

Mean altitude, aspect, flow direction, slope of the surface, 

drainage network, & topographic-soil index derived from DEM.

Land use &

spatially

distributed

surface-physical

data

Spatial distribution of land use classes, surface albedo, 

vegetation index and surface temperature (Landsat image for 

land use classification and NOAA-AVHRR image for other 

surface-physical parameters).

Hourly hydro

meteorological 

data

air temperature, ground temperature, precipitation (snow/rain), 

wind speed and wind direction, relative humidity, net radiation, 

short-wave radiation, ground heat flux data.

Snowcourse

Data

Snow depth & density along the transacts in different land use.

Stream flow data Stream flow data for the Paddle River Basin at Anselmo.
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Table 3.2a Summary of snow course survey (SCS) data for 1998, 1999, and 2000 
winters (snow depth in cm and SWE in mm)._______________________________

Date
Conifero
us forest

Mixed
forest

Agriculture & 
Pasture land

4p r h w

S.P.
Mayerth- 
orpe S.P.

SCS conducted for this research work1 SCS conducted by AE2

1/29/19981,2 18.0/17.03 14.9/21.7 18.0/20.2 15/21 -

2/06/19981 17.1/22.4 15.2/21.5 - - -

2/25/19982 - - - 11/15 12/15
3/31/19982 - 7/15 0 /0

1/28/19992 - - - 54/112 •

2/06/19991 59.3/119.8 57.3/112.3 57.5/114.2 -

3/02/19992 _ - - 63/137 55/118
3/14/19991 60.8/131.3 63.5/127.5 60.5/136.8 _ -

3/30/19992 - - - 64/155 46/112

1/23/20001 N/A 1 1 .0 / 10.1 10.8/12.4 - -

2 /0 1 /2 0 0 0 2 - - 9/13 -

2/28/20002 - - - 11/15 13/18
3/18/20001 24.0/39.1 17.6/29.2 13.9/27.6 -

3/28/20002 - - - 4/10 3/8
Notes:1 Snow course survey dates conducted for this research work

2 Snow course survey dates conducted by Alberta Environment (AE)
3 18.0/17.0 means the snow depth was 18.0_cm and SWE was 17.0 mm
4 PRHW S. P. is Paddle River Headwaters Snow Pillow site

Table 3.2b Standard deviation of observer snow depth data for three winters.
Year Range of Standard Dev. (cm) Average Stanc ard Dev (cm)

Open area Forest area Open area Forest area
1998 1.2-4.6 1 .2 -8 .2 2.3 (4 SCS sites*) 3.6 (4 SCS sites)
1999 2.3-4.5 3.4-7.2 3.4 (7 SCS sites) 5.7 (5 SCS sites)
2 0 0 0 1.1-3.2 0.6-5.0 1.9 (7 SCS sites) 2.9 (3 SCS sites)

* Each of the SCS sites has 15 to 40 samples taken at every 10 paces for
snow depth and 1 to 3 snow density measurements.
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Table 3.3 Characteristics of NOAA-AVHRR satellite data.
Ground resolution 1.1 km at nadir

Ground swath 2700 km wide

Spectral Bands

Channel 1 (visible) 0.58 -  0.68 pm

Channel 2 (near infrared) 0.72 -  1.10 pm

Channel 3 (thermal infrared) 3.55 -  3.93 pm

Channel 4 (thermal infrared) 10.3 -  11.3 pm

Channel 5 (thermal infrared) 11.5 -  12.5 pm

Table 3.4 Five zones (sub-basins) of Paddle River Basin (Figure 3.1a), their land use
classification and corresponding area used in the SDSM.

Zone Mean altitude 
(meter AMSL)

Total area 
(km2)

ry

Area (km ) for each of the 
Land Cover Classes

Coniferous
forest

Mixed
forest

Open area

1 872.5 55.02 9.83 32.99 1 2 .2 0

2 884.5 49.91 12.36 25.88 11.67

3 807.5 56.97 11.41 15.60 29.96

4 862.5 8 8 .6 8 18.25 53.02 17.41

5 768.5 11.13 2.53 1.93 6.67

Total landuse (Km ) 261.71 54.38 129.42 77.91

Landuse fraction (%) 1 0 0 .0 0 20.78 49.45 29.77
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Table 3.5 Equations to retrieve albedo and spectral radiance from NOAA-AVHRR 

(NOAA-14 spacecraft) satellite data.

Albedo/Radiance Equation Reference

Albedo from channel 1 (0.0000135d + 0.11 l)*(Cio-41) Rao and 

Chen (1999)Albedo from channel 2 (0.0000133d + 0.134)*(Cio-41)

Radiance from channel 1 (0.0000690d + 0.566)*(Q0-41)

Radiance from channel 2 (0.0000435d + 0.440)*(C10-41)

W here d is the elapsed time in orbit, expressed in days after the day o f  launch (30  
Decem ber, 1994) and Ci0 is the corresponding channel’s A VH RR signal in counts on a 10- 
bit scale.
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Table 3.6 Surface albedo retrieved from NOAA-AVHRR for different land cover

classes in each sub-basins of PRB.

SB# Coniferous Deciduous Water Agriculture Pasture Impervious

Date: January 5, 1998

1 0.651 0.656 0.670 0.708 0.695 0.678

2 0.597 0.623 0.564 0.644 0.673 0.599

3 0.726 0.669 0.643 0.831 0.870 0.839

4 0.590 0.607 0.592 0.648 0.649 0.636

5 0.842 0.900 0.705 0.884 0.900 0.900

WA 0.642 0.634 0.602 0.743 0.792 0.744

Date: December 23,1999

1 0.738 0.702 0.728 0.825 0.769 0.856
2 0.640 0.651 0.616 0.658 0.673 0.613
3 0.784 0.729 0.722 0.867 0.886 0.884
4 0.634 0.639 0.639 0.655 0.658 0.638
5 0.789 0.848 0.676 0.823 0.881 0.900

WA 0.693 0.671 0.656 0.774 0.805 0.790
Date: April 24, 1999

1 18.37 18.13 18.27 18.66 18.57 18.67
2 17.62 17.63 17.78 17.58 17.90 17.71
3 18.49 17.95 17.80 19.12 19.39 19.44
4 17.28 17.21 17.34 17.55 17.87 17.32
5 19.11 19.46 19.26 19.48 19.60 20.34

WA 0.179 0.177 0.178 0.185 0.189 0.186
SB#=sub-basin number; and WA -  weighted average value.
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Table 3.7 Relationship between NDVI and Leaf Area Index (LAI) for different

landuse classes.

Land cover type Equation Reference

1. Agriculture LAI = -2.5*ln(1.2-2*NDVI) Kanemasu et al., 1977

2 . Pasture LAI = 0.2 l*exp(ND VI/0.264) Kite and Spence, 1995

3. Mixed forest
T A T  fn NDVI+ 1^Y 715 LAI= 0.52* -----------

t  U - n d v iJJ

Petersen et al., 1987

4. Coniferous forest t a t  f  NDVI") LAI = 0.65 * exp --------V 0.34 J
Nemani and Running, 

1989

W here, Norm alized D ifference Vegetation Index (N D V I) is [(Channel 2 - Channel 1)/ 
(Channel 2 +  Channel 1)] with channel values as the corresponding reflectance.
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Table 3.8 AVHRR derived NDVI for different land cover classes in each sub-basins 

ofPRB.

SB# Coniferous Deciduous Water I Agriculture Pasture Impervious

Date: January 5, 1998

1 0.0906 0.0924 0.0974 0.0889 0.0899 0.0875
2 0.0962 0.0917 0.1051 0.0889 0.0880 0.0889
3 0.0854 0.0841 0.0867 0.0824 0.0824 0.0826
4 0.0886 0.0874 0.0883 0.0848 0.0833 0.0836
5 0.0835 0.0810 0.0887 0.0820 0.0809 0.0741

WA 0.0898 0.0890 0.0972 0.0849 0.0843 0.0837
Date: December 23, 1999

1 0.0856 0.0871 0.0869 0.0839 0.0858 0.0805
2 0.0861 0.0820 0.0918 0.0789 0.0828 0.0778
3 0.0747 0.0742 0.0774 0.0732 0.0741 0.0753
4 0.0803 0.0765 0.0815 0.0747 0.0751 0.0739
5 0.0686 0.0679 0.0660 0.0686 0.0660 0.0631

WA 0.0809 0.0798 0.0866 0.0757 0.0763 0.0751
Date: April 24, 1999

1 0.1906 0.1798 0.1919 0.1820 0.1802 0.1834
2 0.2015 0.1921 0.2050 0.1918 0.1878 0.1857
3 0.1833 0.1811 0.1890 0.1770 0.1736 0.1738
4 0.1932 0.1770 0.1891 0.1774 0.1856 0.1817
5 0.1839 0.1768 0.1902 0.1794 0.1723 0.1714

WA 0.1921 0.1812 0.1964 0.1799 0.1782 0.1803
SB#=sub-basin number; and WA = weighted average value.

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Table 3.9 Scene surface temperature (Ts in °K) retrieved from NOAA-AVHRR for

different land cover classes in each sub-basins of PRB.

SB# Coniferous Deciduous Water Agriculture Pasture Impervious

Date: January 5, 1998

1 246.06 245.05 246.00 245.93 245.91 245.49
2 244.73 243.20 245.55 243.52 243.11 244.66
3 245.80 246.45 246.71 244.48 244.15 244.40
4 245.35 244.85 245.17 244.25 244.87 244.69
5 242.79 242.50 246.00 242.61 242.14 243.73

WA 245.33 244.76 245.65 244.40 244.17 244.63
Date: December 23, 1999

1 248.93 248.96 249.01 248.78 249.18 248.10
2 248.78 248.77 248.56 248.45 249.00 249.78
3 249.22 249.37 250.11 247.64 247.83 248.34
4 249.31 248.88 249.02 248.59 249.79 250.28
5 249.44 248.18 251.00 249.05 247.85 245.73

WA 249.11 248.93 248.93 249.11 248.93 248.82
Date: April 24, 1999

1 297.81 300.82 299.18 300.00 299.91 300.17
2 295.95 297.33 293.53 298.48 299.02 298.41
3 300.55 300.97 299.55 302.14 302.31 302.26
4 298.70 299.79 298.63 299.52 299.34 300.52
5 301.07 301.02 301.66 301.38 301.08 301.96

WA 298.41 299.74 296.70 300.59 300.93 301.06
SB#=sub-basin number; and WA = weighted average value.
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Table 3.10 Model parameters used in SDSM-EBM (1-16), and some of the 

important parameters used in DPHM-RS (17-19).

Description of Model Parameters SDSM-EBM

1. Rain to snow threshold temperature, T* (°C) 1.1

2. Threshold temperature for melt, Tm (°C) 0

3. Throughfall coefficient for CF, TfjCf 0.25

4. Throughfall coefficient for MF, T fmf 0.58

5. Tree species coefficient for CF, SPjCf (kg/m2) 0.00625

6. Tree species coefficient for MF, Sp,mf (kg/m ) 0.00313

7. Snow unloading coefficient, c 0.678

8 . Maximum density of snow pack, p s,max (kg/m3) 150-250

9. Settlement constant, cs 0.05

10. Liquid water holding capacity (LWHC) 0.05

11. Stability factor (FSTAB) 0

12. Thermally active soil layer (De, m) 0.40

13. Surface Conductance, Ksc 1.0E-6 - 3.0E-6

14. Snowfall distribution factor (%/100 m) 0.20

15. Rainfall distribution factor (%/100 m) 0.80

16. Temperature lapse rate (°C/100 m) -0.65

17. Relative water content (0/0s) 0.80 for both layers

18. Depth of each layer (m) 0.2

19. Manning’s roughness coefficients, n
0.15 (forest) & 

0.1 (open area)
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□ non_watershed
i Pasture

BW Water

□ Coniferous

□ Mixed forest

E 3 Impervious

EZ3 Agriculture

(b)

Figure 3.1 (a) Five sub basins (1 to 5) o f  Paddle R iver Basin and its drainage network 

derived from D T E D . H , M , and S are locations o f  stream flow  gauge at the basin  outlet, 

m eteorological tow er, and sn ow  p illow  site respectively; (b) Landuse classification o f  

PRB derived from Landsat TM image o f  A ugust 7, 1996.
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Figure 3.6 PRB’s hourly streamflow hydrographs at the WSC station 07BB011 near 
Anselmo for (a) 1998, (b) 1999, (c) 2000 winters.
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Figure 3.6(d) PRB’s daily average streamflow hydrograph at the WSC station 
07BB011 near Anselmo for 1980-1993.
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Figure 3.7 Comparison of SDSM-EBM simulated and observed runoff at the outfall of 
Paddle River basin (PRB): (a) for the calibration stage (Nov. 11, 1998 to May 16, 1999) 
using (a.l) Force Restore Method (FRM) and (a.2) Snow Conductance Method (SCM); 
(b) for the validation stage (Jan. 1, 1998 to Apr. 30, 1998) using (b.l) FRM and (b.2) 
SCM; and (c) for another validation stage (Jan. 1, 2000 to Apr. 30, 2000 using (c.l) 
FRM and (c.2) SCM.
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Figure 3.8 Comparison of SDSM-EBM simulated and observed SWE and snow depth 
(SD) for Zone 4 at the calibration stage (Nov. 11, 1998 to May 16,1999) with maximum 
snow density pmax = 250 and 200 kg/m3 using: (a) Force Restore Method or FRM for 
(a.l) Open Area (OA), (a.2) Decideous Forest (DF), and (a.3) Coniferous Forest (CF); 
and (b) Snow Conductance Method or SCM for (b.l) OA, (b.2) DF, and (b.3) CF.
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Figure 3,9 Comparison of SDSM-EBM simulated and observed SWE and snow depth 
(SD) for Zone 4 with maximum snow density pmax = 200 kg/m3 for the Open Area (OA), 
and Coniferous Forest (CF) at the validation stages: (a) Jan. 1, 1998 to Apr. 30, 1998 
using (a.l) Force Restore Method or FRM, and (a.2) Snow Conductance Method or 
SCM; and (b) Jan. 1,2000 to Apr. 30,2000 using (b.l) FRM, and (b.2) SCM.
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Figure 3.10 Comparison of SDSM-EBM simulated and observed SWE and snow depth 
(SD) for Zones 2 and 3 with maximum snow density praax -  250 kg/m3 for the Open 
Area (OA), and Deciduous Forest (DF) at the calibration stage (Nov. 11, 1998 to May 
16, 1999) using (a) Force Restore Method or FRM, and (b) Snow Conductance Method 
or SCM.
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Figure 3.11 Comparison of snow surface temperature (°K) retrieved from NOAA- 
AVHRR images in different land cover classes (Open Area or OA and Deciduous 
Forest or DF) of PRB with simulated counterparts of SDSM-EBM (FRM) for the 
calibration period in hours (a.l and b.l) Early part of winter from Nov 26, 1998 to Jan 
29, 1999 and (a.2 and b.2) later part of winter from Feb 13 to Apr 18,1999.

136

R e p ro d u c e d  with pe rm iss ion  of th e  copyright ow ner .  F u r the r  reproduction  prohibited w ithout perm iss ion .



230
(a.1) SOSM-EBM (SCM): OA

270

© 260 -----

250 - -

«  240

—» 280

© 26 0 -----

250 —

«  240 -

230
1211 241 361 481 601 721 841 1441961 1081 1201 1321

Timefrom Nov 26,1998 (hrs)

— 290
(a.2) SDSM-EBM (SCM): OA

© 280 •-

«  270

jr 260 -

^  240 - 

w  230 -

290
(b.2) SDSM-EBM (SCM): DF

2  270

3 240 - -

230
1 121 241 361 481 601 721 841 961 1081 1201 1321 1441

Time from Feb 13,1999 (hrs)

Figure 3.12 Comparison of snow surface temperature (°K) retrieved from NOAA- 
AVHRR images in different land cover classes (Open Area or OA and Deciduous 
Forest or DF) of PRB with simulated counterparts of SDSM-EBM (Surface 
Conductance Method or SCM) for the calibration period in hours (a.l and b.l) Early 
part of winter from Nov 26, 1998 to Jan 29, 1999 and (a.2 and b.2) later part of winter 
from Feb 13 to Apr 18, 1999.
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Figure 3.13 Comparison of snow surface temperature (°K) retrieved from NOAA- 
AVHRR images in different land cover classes (Open Area or OA and Deciduous 
Forest or DF) of PRB with simulated counterparts of SDSM-EBM (Kondo and 
Yamazaki Method or KYM) for the calibration period in hours: (a.l) and (b.l) Early 
part of winter from Nov 26, 1998 to Jan 29, 1999; and (a.2) and (b.2) later part of 
winter from Feb 13 to Apr 18, 1999.
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Figure 3.14 Comparison of snow surface temperature (°K) retrieved from NOAA- 
AVHRR images in different landuse classes of PRB with model simulated 
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SCM; and (c. 1 and c.2) KYM in the validation winter year 1998.
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Figure 3.15 Comparison of snow surface temperature (°K) retrieved from NOAA- 
AVHRR images in different landuse classes of PRB with model simulated 
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SCM; and (c. 1 and c.2) KYM in the validation winter year 2000.
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Chapter 4

A Semi-distributed, Modified Temperature 

Index Approach for Modeling Snowmelt in 

the Canadian Prairies using Near Surface 

Soil and Air Temperature

4.1 Introduction
Seasonal snow covers that dominate the landscape of North America particularly 

during winters exert a significant influence on its climate. Snow is usually stored in 

a basin for a long time, but at the end of winter major snowmelt usually happens 

within several weeks, depending on the amount of snow, climatic factors, terrain 

features, and vegetation cover. About 1/3 of the Canadian Prairies’ annual 

precipitation occurs as snowfall, but the spring snowmelt generates up to 80% of its 

annual surface runoff (Granger and Gray, 1990). It is important to model the spring 

snowmelt of the Prairies accurately, as has been widely recognized almost 60 years 

ago for temperate and higher latitude regions (e.g., Linsley, 1943).
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The standard temperature index (TINX) or degree-day approach is the most widely 

used method for snowmelt computations in most operational snowmelt models 

today, e.g., National Weather Service River Forecast System, NWSRFS or 

Sacramento snowmelt model (Anderson, 1973), HBV (Bergstorm, 1975), UBC 

(Quick and Pipes, 1977), CEQUEAU (Charbonneau et al., 1977) and the Snowmelt 

Runoff Model, SRM (Martinec et. al., 1983). This approach is popular partly 

because it can approximate the heat transfer processes associated with the melting of 

snow to accuracy comparable to those determined from a detailed energy balance 

method (USACE, 1971; Martinec et al., 1983; Sand, 1990; Kane et al., 1997). 

Moreover, air temperatures are generally the most readily available climate data 

even in the remote, mountainous areas. According to Anderson (1973), it is the best 

single index to estimate the amount of energy available for snowmelt.

As early as 1887, Finsterwalder and Schunk applied a TINX approach in the Alps. 

The TINX method for snowmelt-runoff calculations has been in use for almost 70 

years (e.g., Collins, 1934), in different geographic locations and in various time 

steps, e.g., daily in Himalayas (Singh et al., 2000), 6-hourly at south Saskatchewan 

(Granger and Male, 1978) and hourly at Alaska (Kane et al., 1997). It is often used 

when a simpler model is preferred or where only limited climate data are available, 

such that the snowmelt rate estimated depends on the daily air temperature, some 

optimized melt factors, and a depletion curve that relates the mean areal snow water 

equivalent to the extent of snow cover empirically.

The melt factor that varies from basin to basin depends on a basin’s climatic zone, 

latitude, altitude, and other factors. Some models such as the UBC, CEQUEAU, 

NWSRFS, and METQ98 (Ziverts and Jauja, 1999) allow the melt factor to vary 

throughout the melt season. Melt factors generally increase as the melt season 

progresses because of the seasonal increase in the radiation flux. Besides climate,
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the snowmelt process also depends on factors like terrain characteristics, vegetation 

types, and even the fraction of snow cover on ground that can be updated using 

satellite images, e.g., SRM of Martinec et al. (1992). For a Northern Swedish 

catchment, Bengtsson (1982) even presented the importance of nighttime refreezing 

on the diurnal snowmelt cycle. Gray and Landine (1988) proposed an energy budget 

snowmelt runoff model (EBSM) that worked better than the TINX method for the 

Canadian Prairie, where energy fluxes were related empirically to standard 

climatological data. Sand (1990) applied a TINX and data-intensive surface energy 

models to both temperate and Arctic regions and found that only the energy balance 

is applicable to all the test regions. Among three models tested in a small Arctic
'y

watershed of 2.2 km , surface energy balance, TINX, and the combined temperature 

and radiation index, Kane et al. (1992) found that the accuracy of the energy balance 

approach decreases as the variability of the surface energy increases in the 

watershed. They also found the TINX method reliable for a watershed with a strong 

influence of sensible heat transfer. This research concluded that the net radiation has 

a strong impact upon timing and rate of snowmelt, however the combined 

temperature and radiation index method could not do much better than TINX.

By solely dependent on the air temperature, TINX may not adequately account for 

many climatic factors related to snowmelt. For example, the dominant short wave 

radiation in open non-forested areas was poorly related to air temperature (Male and 

Granger, 1979) but in forested areas where wind and solar radiation cannot penetrate 

freely, the dominant longwave radiation is closely correlated to air temperature 

(Anderson, 1976). Therefore TINX generally requires the melt factor to be 

calibrated to adequately reflect the influence of a basin’s physical characteristics and 

climate on snowmelt. Under normal climatic conditions, TINX may give good 

results but under extreme conditions, it could produce significant errors. Complex 

energy balance models require less calibration effort and may be more accurate than 

TINX, but they require a large amount of good quality data which are usually not
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available due to several reasons such as: large investment associated with 

instrumentation and operation and maintenance, instrumental errors, human errors, 

etc. Irrespective of the techniques used, snowmelt modeling is usually complicated 

by factors such as: (1) changing responses of the underlying soil layer insulated by a 

snow layer , (2) changes in snow metamorphism due to the influence of temperature 

gradients within the snow layer, (3) temporal and spatial variation of melt water 

refreezing, etc. Attempts have been made to account for the varying responses of the 

underlying soil layer by introducing either frozen ground index (Molnau and 

Bissell, 1983) or the infiltration model (Granger et al., 1984) to simulate the 

occurrence of frozen ground and its effects on percolation and runoff (Landine et al., 

1988).

Variables other than air temperature had been included in a modified TINX 

framework. Under sub-zero air temperature, Granger and Male (1978) compared 

energy fluxes (for eighty-four 6-hour periods) in southern Saskatchewan (Canadian 

Prairie) with various combinations of snow surface and air temperatures but failed 

to find any correlation between them, partly because the dominant net longwave 

radiation at night was not related to air temperature to significant extent. Besides air 

temperature, Kane et al. (1997) also used wind speed and net radiation but could not 

improve modeling the snowmelt for an Alaskan watershed. They found the 

optimized melt factors and base temperatures for the same watershed to differ in six 

consecutive years because climate varied from year to year. Granberg et al. (1999) 

introduced soil surface heat flow component into the TINX approach of Anderson 

(1973) as a component of their model to predict the water table and soil temperature 

profiles to a 3-m depth in a small boreal mixed mire system (study basin of 6.5 km2) 

of Sweden using the readily available climate data on air temperature and 

precipitation as derivable variables. The mean standard deviation of simulated and 

measured surface temperature at 10-cm depth during the periods of snowcover was 

0.3±0.3°C in 1996/97 and0.5±l.l°C in 1997/98.
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Even though a close correlation can be interpreted between near surface soil 

temperature and snowmelt from the observed data of Woo and Valverde (1982) and 

Kutchment et al. (2000), none of the TINX models has attempted to assess the 

combined use of air and the near surface soil temperatures, partly because of the 

lack of near surface soil temperature data.

4.2 Research Objective
The primary objective is to develop a semi-distributed snowmelt model -  modified 

TINX (acronym as SDSM-MTI) method where the near surface soil temperature 

(Tg) is used together with air temperature (Ta) to model basin snowmelt in a Prairie 

environment.

Three winters of data were collected for the study site, Paddle river basin (PRB). 

SDSM-MTI was calibrated using the winter data of 1998/99 (Nov 11, 1998 to May 

16, 1999) and validated using the winter data of 1998 ((Jan 1 to Apr 30, 1998) and 

2000 (Jan 1 to Apr 30, 2000). SDSM-MTI was calibrated and validated against the 

observed basin streamflow, and the snow course data collected in different landuses 

for PRB. It operates within the domain of a semi-distributed, physically based, 

hydrologic model called DPHM-RS (Biftu and Gan, 2001) in order to simulate other 

closely related hydrologic variables (see Figure 3.4).

4.3 Paddle River Basin (PRB)
The study site, PRB (53° 52’ N, 115° 32’ W) is a tributary of Athabasca River basin 

of central Alberta, which is located at the southern tip of the Mackenzie River 

Basin, the Canadian GEWEX site called MAGS (Figure 4.1). PRB has a basin area 

of about 265 km2 and elevations ranging from 749 m at the basin outlet) to about 

1000 m above the mean sea level (AMSL) at the western end. With an average land
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slope of 3-5%, PRB has a moderate hydrological response. It consists of about 49% 

mixed forest, 21% coniferous forest, and remaining 30% agriculture and pasture 

land as open area during winters. Located at the Northwestern edge of the Prairies 

(Alberta Plains) and adjacent to the Northwestern Forest (see Table D.3 for the 

climate trends in the region), PRB lies in the “short, cool summer” koeppen climatic 

zone (Longley, 1968; Hare and Thomas, 1974), where the mean temperature in 

January is -15.5 °C and that in July is +15.6 °C. The annual mean precipitation is 

approximately 508 mm (Pretula and Ko, 1982), and about one-fourth of which falls 

between December and April. The average April 1st basin average snow water 

equivalent (SWE) for the PRB is 70 mm with a record maximum SWE of about 200 

mm in 1974 (AENR, 1986). Its major soil group is the Hubalta series associated 

with Onoway and Modeste (Twardy and Lindsay, 1971) characterized by strongly 

developed Orthic Gray Wooded features, and the dominant clay loam soil texture 

under moderately well drained conditions.

PRB’s deciduous or mixed and coniferous forest play an important role in 

controlling the spring melt runoff from its Headwaters area. The area close to the 

stream channels in the Headwaters reach has the greatest potential for contributing 

to flood runoff (AENR, 1986). However, the recent intervention in the Headwaters 

reach of PRB both by human beings (road construction and logging of forest 

resources) and that by beaver activities (damming of natural streams; see Woo and 

Waddington, 1990; Gumell, 1998) could affect its runoff to the extent that PRB 

discharge at the outlet may no longer be natural particularly during low flow years.

PRB was selected for the study mainly because of the relatively natural stream flow 

of Paddle River up to the basin outlet (749 meters AMSL), where Water Survey of 

Canada has been operating a permanent gauging station since October 1979. 

Moreover, there is little influence of the Paddle reservoir (located about 30 km 

downstream of basin outlet) in any extreme event because the probable maximum
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flooding level is about 711m AMSL (Alberta Environment, 1982).

4.4 Modified Temperature Index Method
In its simplest form, TINX equates snowmelt to a melt factor (Mr in mm/hr or d/°C) 

multiplied with the difference between the average daily temperature (Ta) and a 

threshold-melt temperature (Tthm ~ 0),

Where, m is the snowmelt in mm/hr or mm/day, and O a mathematical function. Mr 

depends on the slope, aspect of the land surface (Frank and Lee, 1966; Lee, 1963), 

vegetation cover and climatic region. On a regional basis, Ta is a good index of 

available energy at particular elevations (Riley et al., 1972). In TINX, <b(Ta)

represents the total melt energy. As a simple method, TINX only works well when 

there is a strong correlation between the air temperature and the dominant energy 

fluxes responsible for snowmelt. Some different forms of modified TINX snowmelt 

algorithms are

In Eq (4.2), Rs and Rh = radiation indices on sloping and horizontal surface, 

respectively, and a  is the surface albedo (Riley et al., 1972). In Eqs. (4.3) and 

(4.4), Mw, Ms are melt rates associated with the wind speed “u” and the incoming 

short-wave radiation “Qsi” respectively (Kane et al., 1997). In Eq. (4.5), Qg* = soil 

surface heat flow, pw = density of water, and A.f = latent heat of fusion (Granberg et 

al., 1999). Granger and Male (1978) found Mr ranging from 3 to 8 (in mm/d/°C) 

for an open area in the Canadian Prairies (about 51°N), which are within the range

m = ^(Ta) = Mr(Ta - T thra) (4.1)

(4.2)

m = [Mr + (Mw u)](Ta -  Tthm) 

rn = M r(Ta - T thm) + Ms( l - a )Q si

(4.3)

(4.4)

(4.5)
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reported by Singh et al. (2000), who based on 19 references on the TINX method, 

reported Mr ranging from 2.5 to 8 mm/d/°C for snow and 3.2 to 13.8 mm/d/°C for 

ice.

The SDSM-MTI proposed is similar to Eq. 4.2 without the terms Rs and Rh that are 

more suitable for fully distributed models, where the radiation indices of each grid 

element are available. Rs and Rh are not suitable to include in a semi-distributed 

model like SDSM-MTI because it is based on the sub-basin approach, where at sub- 

grid level indices associated with the north and/or east-facing could cancel with that 

of the south and/or west facing or vice-versa. Similarly, the use of the near surface 

soil temperature (Tg) in the proposed algorithm (Eq. 4.6) takes care of albedo term 

in Eq. 4.2. Though radiation indices and albedo options are available in SDSM- 

MTI, these terms are not included in the proposed algorithm, 

m = Mr(Mrf )v(Tr — T^h,) (4.6)

where Mr “or melt rate” depends on the land use types (open area, coniferous and

mixed or deciduous forest), Mrf is the melt rate factor, y  is an exponent of Mrf and 

Tr is the reference temperature (Eq. 4.7), or a weighted average of the near surface 

soil and air temperature (Tg and Ta) observed in PRB (see Figures 4.2 to 4.4, and 

Table 4.1).

Tr =XTa + (l-x )T g (4.7)

where % is the coefficient obtained from calibration (Figure 4.5). Mrf, introduced to 

modify Mr to capture the timing of initial snowmelt and set with an upper limit of 

one, is assumed to be a tangent function of Tg (Figure 4.6) as 

Mrf = 0.599 + (0.438 Tan (Tg) + 0.844) (4.8)

Eq. 4.8 was based on a regression of Mrf with Tg towards 0 °C. The tangent function 

was used to reflect a significant drop in Mrf with an incremental decrease in Tg 

below 0 °C . It is expected that T r  (weighted average of Tg and Ta) is a better index 

representing the amount of energy available for snow melt than T a alone used in a
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standard TINX. Based on the extreme climate conditions of the Canadian Prairies 

during 1997/98 and 1999/2000 winters, it seems that Tg is better correlated with 

solar and net radiation than Ta (see Table 4.1 and 4.2). If reliable values of Tg are 

available, this modified TINX is expected to perform better than the standard TINX, 

but it requires a calibration of three parameters, namely, %, \p, and Mr (see Table

Similar to the energy balance method, the operation of SDSM-MTI also requires the 

separation of precipitation into rain and snow, the fresh snow density (see Eqs. 2.1 

and 2.2), the redistribution of precipitation and temperature (see Eqs. 2.5 and 2.6), 

and the compaction of snowpack (see Eq. 2.67) described in Chapter 2.

A lumped conceptual snowmelt model almost totally ignores spatial variability by 

simplifying complex physical processes at a point. In conceptual modeling, complex 

physical processes are simplified, but such models are still widely applicable and 

preferred over regression models. On the other hand, a distributed snowmelt model 

accounts for spatial variability by modeling details of complex processes at grid 

scales of high resolution. The latter are often too ambitious, suffer from excessive 

data demand, and yet assume no interaction between adjacent grid elements. 

Therefore such models may be useful for theoretical quest but have little practical 

value. To find a trade-off between modeling resolution, complexity and data 

availability, we adopted a semi-distributed approach (e.g., Kite and Kouwen, 1992) 

where PRB is divided into 5 sub-basins or zones (Figure 3.1a). At sub-basin scale, 

the local snowmelt (Mj) at each time-step is the sum of melt from each land cover, 

weighted by their corresponding drainage area fraction as

4.3)

4.5 Semi-Distributed Approach

(4.9)
j=i

where T , and ‘n’ are sub-basin number and the total number of land cover classes
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considered. The semi-distributed model is preferred over the fully distributed 

approach because it is less computationally intensive, requires less data, and yet 

could achieve similar or even better results.

4.6 Description of Data
A brief description of the hydrometeorological, snow pillow, snow course, 

streamflow and land cover class data collected for PRB is herein given (see Table 

1.1 for the list of data collected and Plate F.l for PRB’s meteorological tower, snow 

pillow site, and snow course survey). The hourly meteorological data were collected 

for PRB using a 10 m meteorological tower located at an elevation of about 806 m 

AMSL (marked “M” in Figure 4.1, also see Plate F.l(a)). The hourly precipitation 

data were supplemented with the snow pillow data at Paddle River Head Water 

(station: 15V08), located in the central area of PRB at 855 m AMSL (marked by “S” 

in Figure 4.1, also see Plate F.l(b)). Figures 3.2 to 3.4 show the temporal variation 

and diurnal pattern of the meteorological data (taken at 6, 12, 18, and 24 hours of 

each day) for the winter periods of 1997-98, 1998-99, and 1999-00. Figure 3.5 

shows the temporal variation of hourly precipitation data for the corresponding 

period. Among the meteorological data collected, only Ta, Tg, and the precipitation 

data were used as input to SDSM-MTI. The hourly variation of Ta and Tg for three 

winter periods is shown in Figure 4.2 to 4.4.

Transects of snow course data were taken on several occasions during the winters of 

1998 (January 28 and February 6), 1999 (February 6 and March 14), and 2000 

(January 23 and March 18) at selected land covers (open area, mixed forest and 

coniferous forest) of PRB using a measuring stick for the snow depth and a MSC 

snow sampler for the snow density (see Plate F.l(b)). Snow depths have been 

recorded at every 10 paces, while snow density at, say, every 100 paces. The Alberta 

Environment (AE) also conducted the snow survey near the Paddle River 

Headwaters snow pillow (SP) site (station: 15V08, a forest covered area) since 1993
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and near the Mayerthorpe SP site (station: 07BB809, an open area) since 1982 (see 

Tables D.l and D.2). The AE snow course data and ours (both snow depth and 

SWE) were used to evaluate the performance of SDSM-MTI in both calibration and 

validation years.

The streamflow data at PRB outfall is taken from the Water Survey of Canada 

(WSC) gauging station 07BB011 (53 51’ 29” N and 115 21’ 45” W), established 

near the Anselmo Hall at 749 m AMSL (marked “H” in Figure 4.1, also see Plate 

F.3(c)) since October 1979. Figure 3.6 shows the hourly streamflow data for 1998, 

1999, and 2000 and the average daily data for 1980-1993.

Biftu and Gan (2001) identified six landuse classes for PRB, namely: water/swamp, 

impervious, agricultural, pasture, deciduous or mixed forest, and coniferous forest 

using the Landsat TM image of August 7, 1996. In applying SDSM-MTI to PRB, 

the first four landuse classes were lumped together under one class called open area 

Table 3.4 shows the area of each land cover class for each of PRB’s five sub-basins.

4.6.1 General Characteristics of Meteorological Data
Among 8 years of snow course data at the Paddle River Headwaters site and 19 

years of snow course data at Mayerthorpe Snow Pillow site, the 1997/98 and 

1999/00 winters were the driest (Table D.l and D.2), while the 1998/99 winter was 

one of the four wettest. Climate Trend and Variation Bulletin for Canada (1948- 

2001) also ranked the 1998/99 as the wettest, and 1999/00 and 1997/98 as the driest 

winter precipitation for both Northwest Forest and Prairie region. However, the 

sequence is different in the Mackenzie District. In direct contrast, the sequence of 

winter regional temperature departure ranked from the warmest to the coolest is 

1997/98, 1999/00, and 1998/99 for both Northwest Forest and Prairie region, but 

again the sequence is slightly different for the Mackenzie District. The ranking of 

these three years of winter data (out of 54 years of records) are summarized in Table
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D.3.

Kane et al. (1997) demonstrated the importance of sensible and radiant heat transfer 

for spring snowmelt in an Arctic watershed where the net radiation (Rn) became 

more important as snowmelt progressed. In the Emerald Lake basin of California, 

Mark (1992) found the radiation to dominate over other energy fluxes for melt. 

Shook (1996) reported that R„ generally dominated the spring snowmelt in the 

Canadian Prairies, where the large scale advection usually was not significant. The 

meteorological data for PRB were assessed to determine the existence of any close 

correlation between the net radiation data and other weather data. Three years of 

winter data in PRB revealed that the daily Rn is correlated well with the daily Tg 

with correlation coefficients equal to 0.92, 0.78, and 0.78 for 1997/98, 1998/99, and 

1999/00 data respectively. The data also revealed that both the hourly cumulative Rn 

and solar radiation were better correlated with the corresponding hourly Tg than Ta 

when the soil temperature was below or near freezing temperature (see Table 4.1), 

except for the wet winter of 1998/99 when Rn was slightly better correlated with Ta 

than Tg partly due to the insulating effect of large snowfall in that winter. Sarratt et 

al. (1992) reported that a snow depth of 42.5 cm was required to maintain steady Tg. 

Sudden drops in correlations were also obtained with respect to both Ta and Tg when 

the data periods were extended beyond the major melt (Table 4.2).

Woo and Valverde (1982) showed that the Tg of the Beverly Swamp of southern 

Ontario (43° 22N, 80° 27’ W) was a reliable variable to indicate snow accumulation 

and melt processes irrespective of the landuse, and particularly when the ground is 

snow covered (Figure 2 in Woo and Valverde, 1982). They found that the observed 

Tg for open and forest sites agreed closely with each other and followed a definite 

pattern (a smooth curve near or below the freezing mark with very little diurnal 

variation) when the ground was covered with snow. This is also observed in PRB 

(Figure 3.2b and 4.2a for 1997 winter, Figure 3.3b and 4.3a for 1999 winter; and
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Figure 3.4b and 4.4a for 2000 winter). A significant rise in Tg from below to above 

the freezing and/or significant diurnal variation is indications of active snowmelt 

processes that increases the size of bare patches at the expense of snow-covered 

area. The energy consumed by melting decreases after peak snowmelt (thereby 

increasing the ground temperature of bare patches) and so is the correlation between 

Rn and Tg (Table 4.2). A similar trend of ground heat flux (see Figures 3.2d, 3.3d 

and 3.4d) for the three winters further supports the importance of Tg measurements 

for snowmelt modeling. The hydrometeorological and surface physical data 

(precipitation, ground thawing and snow depths, Tg, Ta, and basin runoff) collected 

from Kolyma water balance station of Russia (60°-63°N latitude and 1000-2000 m 

AMSL), between May 1 and July 31 of 1968 to 1972 also revealed a close 

correlation between the basin snowmelt runoff and Tg (Figures 1-5 in Kutchment et 

al., 2000).

For PRB, the low snowfall during the winter of 1998 experienced a frequent rises in 

air temperature (close to 10 °C) and radiation fluxes in the middle of winter (Jan 31, 

Feb 13, Feb 22), which is expected to be causing metamorphic changes to the 

snowpack. The high snow accumulation of 1998/99 winter only experienced such 

rise in temperature and radiation during late winters of 1999. The Ta of the 2000 

winter was similar to that of 1998 but its radiative fluxes were similar to that of 

1999 (Figures 4.2,4.3, and 4.4).

The hourly wind speed varied widely in these winters (e.g., the maximum hourly 

wind speed was 5 m/s in 1998, 11 m/s in 1999 and 10 m/s in 2000 winters), which 

brought significant variations in snow distribution, snow densification and turbulent 

fluxes. The snow density observed was less in the winter of 1997/98 than in 

1998/99 and 1000/2000. Pomeroy et al. (1998) recommended using a higher snow 

compaction rate if the wind speed exceeds 7 m/s. The field observation of 1998/99 

winter snowpack indicated the presence of two thin ice sheet (one near ground, and
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another at about 15 cm below the snow surface), which could be associated with the 

depth-hoar phenomenon caused by a large temperature gradient within the 

snowpack. These observed variations in snowpack properties could lead to different 

model parameters obtained from model calibrations.

4.7 Discussion of Results: Model Calibration and 

Validation
SDSM-MTI was calibrated using the hourly winter data of November 11, 1998 to 

May 16, 1999, and validated using the winter data of January 1 - April 30, 1998 and 

January 1 -  April 30, 2000. These three winters experienced a wide range of 

snowfall, with 1998-99 as a record wet while 1997-98 and 1999-00 as record dry 

winters. We selected the start of 1997-98 winter from January 1, 1998 because 

snowfall started late that year. Though 1999-00 winter had some snow in the later 

part of November, the following month of December experienced an air temperature 

as high as near 20 °C bringing Tg to 0 °C (Figure 4.4). Further, late starting dates 

were chosen so that this ensures the winter snowpack accumulation process 

happened with Tg at near or below the freezing level.

SDSM-MTI is built within DPHM-RS of Biftu and Gan (2001). It can run with or 

without a pre-specified unit response function (unit hydrograph) for each of the sub

basins of PRB. A SDSM-MTI model run with unit hydrographs as an input data 

takes less than 10 minutes in a Pentium-200 PC; the same model run without unit 

hydrographs requires more than 2 hours. This is because, developing an unit 

hydrograph from an exhaustive, grid-based (100 m x 100 m), eight flow directions 

routing technique based on the kinematic wave theory (see Figure 2.4) and 

Manning’s roughness (n) is time consuming. The routing of surface runoff is based 

on the response functions of a unit snowmelt or rainfall excess in each of the sub

basins. The unit hydrograph for each of the sub-basins of PRB was generated using
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several combinations of n-values for open and forested areas (see Figure 3.6e) and 

comparing the calculated basin outlet discharge with the observed runoff 

hydrograph. The unit hydrograph that produced a basin discharge hydrograph closest 

to the observed in terms of mass balance and the time to peak flow was then 

selected. The corresponding n-values are 0.1 and 0.15 for open and forest covered 

areas respectively. To adequately account for the distributed nature internal 

processes, besides basin runoff the calibration and validation of SDSM-MTI was 

also done with respect to observed snow depth and SWE in different land covers, a 

multi-criteria approach. Such a multi-criteria approach helps to ensure SDSM-MTI 

adequately modeled different stages of snow accumulation and ablation processes. 

The statistics used to assess model performance are the Coefficients of 

Determination (R2), the Nash-Sutcliffe coefficient (Ef), and the Root Mean Square 

Error (RMSE).

4.7.1 Runoff at Basin Outlet
The calibration result of SDSM-MTI (Figure 4.4(a.l)) using optimized values of the 

parameters, %, \|/, and Mr (see Table 4.3) shows the observed runoff at the basin 

outlet agrees well with that simulated by SDSM-MTI (R2 = 0.79, Ef =0.76, 

RMSE=1.24). It is believed that some of the discrepancies between simulated and 

observed runoff at the calibration stage occur partly because the spatial variation in 

winter precipitation was not properly accounted for in this study. There were only 

two precipitation gauge stations at PRB including our meteorological station. The 

winter precipitation in the form of snow however, was obtained only from snow 

pillow site at Paddle River Headwaters. Furthermore, beaver dams in PRB (see 

Plates F.2- F3) also exerted some “regulatory” effects on the basin’s streamflow, 

which is less significant during wet than during dry winters.

The validation result for the 1998 winter (January 1 to April 30, 1998) with respect 

to early spring snowmelt runoff is better (R2= 0.63, Figure 4.7(d.l)) if we change Mr
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for coniferous forest to 0.075 mm/hr/°C and y  = 1.0, than if we keep all the 

calibrated model parameters unchanged for the 1998 winter (R = 0.50, Figure 

4.7(b. 1)). However, a better R2 for the 1998 winter means a less representative SWE 

data for the open area (Figure 4.7(41)). Further, the result deteriorates with time, 

e.g. E f changes from 0.38 in March 20 to 0.80 in March 22 and remains at or above 

0.74 until March 25. Then it suddenly falls to 0.45 in March 26, which continues to 

drop to 0.24 by March 31. The validation result is less satisfactory partly because 

during early snowmelt season the water level was low, causing the observed 

streamflow to be relatively inaccurate, and the part of the snowmelt season the water 

level was low, causing the observed streamflow to be relatively inaccurate (see 

Figure 3.6(a) with two versions of streamflow data for the same 1998 winter), and 

the beaver dams located at strategic, upper reach locations of PRB to exert more 

significant influence on the natural flow regime.

The validation result of another dry winter (year 2000) once again shows the 

regulatory effects of beaver activities on the PRB streamflow at some locations on 

Paddle River tributaries (Figure 4.7(c.l)), e.g., a very uniform flow between 0.3-0.5 

m /s for most part of the snowmelt season, which should not be the case under 

natural conditions. Woo and Waddington (1990) reported similar streamflow 

modifications due to both underflow and overflow types of beaver dams. According 

to Climate Trends and Variations Bulletin for Canada, both 1998 and 2000 winters 

also happened to be record warm (Table D.3).

A careful observation of different strategic locations along the major tributaries of 

PRB that cross the highway or access roads (along highway 751 to south of the 

snow pillow site, and some access roads to the north of highway 647, and upstream 

of the PRB gauging station as shown in photographs of Plate F.2) show ample 

evidence of watertight beaver dams of overflow types (Woo an Waddington, 1990; 

Gurnell, 1998) that by effectively maintaining a pool of water upstream, only release
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a very small fraction of water to the downstream side, particularly when the spring 

snowmelt is not large enough to flush out the obstruction made by beaver or to 

overtop the dam crest, e.g. see photographs of Plate F.3. For PRB, the 1998 and 

2000 happened to be winters of record low snowpack susceptible to beaver dam 

effects. However, the spring snowmelt of a wet year (e.g., 1998/1999) could easily 

wash out such temporary dams or overtop the dam crest fairly quickly. Therefore, it 

is possible to see some unlikely extreme events occurring during wet winters 

because of the sudden failure of beaver dams, as noted by Hillman (1998). It is 

beyond the scope of this study to give a full account of the complicating effects of 

beaver dams on snowmelt runoff of PRB. Without such effects, the validation 

results of SDSM-MTI based on basin runoff would have been better. To substantiate 

our assessment of SDSM-MTI at both calibration and validation stage, we also 

compared the model simulated SWE and snow depth at different land covers of 

PRB with the observed (Section 4.7.2).

To assess the contribution of Tg by adjusting model parameters %, Mrf and y  (see 

Eqs. 4.6-4.8) on the simulated snowmelt runoff, several sensitivity runs were 

conducted. When % was set to 1 (which means Tg is partially ignored) and other 

calibrated parameters left unchanged, R2 dropped from 0.79 to 0.71 and Ef dropped 

from 0.76 to 0.71 for the calibration period of 1998-99 (see Figure 4.7(a.2)). 

However, when % was set to 1 and y  set to 0 (thereby setting Tg-dependent Mrf =1, 

which means Tg is totally ignored), R2 and Ef suddenly dropped to 0.3 and 0.25 

respectively (see Figure 4.7(a.3)). Similar results were observed for the validation 

year 1997-98 (see Figures 4.7(b.2) and 4.7(b.3)). Apparently \y (or Mrf exponent) 

exerts a more significant role on the influence of Tg than % in SDSM-MTI. Our 

results confirm the contribution of Tg in modeling basin-scale snowmelt runoff.

4.7.2 Snow Water Equivalent and Snow Depth
For most of the landcover classes of the sub-basins of PRB, SDSM-MTI’s simulated
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SWE and snow depth generally agree well with the observed values obtained from 

winter snow course surveys conducted at PRB. Figures 4.8(a.l and a.2) show good 

agreements between the simulated and observed SWE and snow depth in the open 

area (OA) and coniferous forest (CF) of PRB based on two different maximum 

snow densities (pmax) used at the calibration stage of 1998/99 winter. Figure 4.8(bl, 

b2) also shows good agreements between simulated and observed data for both OA 

and CF at the validation stage of 1997/98 winter, and similarly Figure 4.8(cl, c2) for 

1999/2000 winter.

Even though the snow course survey was conducted in different parts of PRB, sub

basin or zone 4 was selected to show the results in Figures (4.7 and 4.8(a to c)) 

partly because the average altitude of this zone is close to the average altitude of 

PRB. SDSM’s simulated snow depth and SWE for the calibration period using 

pmax=2Q0 kg/m3 agree closely with observed in the early part of snow accumulation, 

and that using pmax=250 kg/m were in good agreement in the later part of snow 

accumulation process. As expected, snow density does not remain constant as has 

been assumed in many land surface schemes (e.g. Essery, 1997), but increases with 

time and usually attains a highest value at the end of the snow accumulation period. 

Gray and Prowse (1993) also reported that dry snow densities for shallow snow 

(depth < 1 m) at forested environments reach an approximate maximum value of 

250 kg/m3. Though pmax is set for each model run in SDSM-TIM, the freshly fallen 

snow interacts with the existing snowpack and the resulting snow density continues 

to change based on the settlement constant and the fresh snow density (if any) until 

it attains the maximum density (as discussed in Chapter 2). The maximum snow 

densities used for both the calibration and validation periods agree closely with the 

measured values. Open areas tend to undergo more wind impacts and therefore 

theoretically should have larger snow densities than the forested areas. Similar trend 

was found in general except few cases in 1998 winter. However, pmax observed in 

open and forested areas do not differ much. It is possible that the wind impact in the
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open area is partly compensated with the additional compaction received from the 

free falling wet snow (or melt water) from the canopy in the forested area. The 

variation of snow density in the open area from one winter to another also 

corresponds to the wind velocity as explained in section 4.6.5.

The under-estimation of simulated SWE and snow depth in sub-basin or zone 3 and 

slightly over-estimation of these variables in zone 2 with respect to the observed 

data at both calibrating and validation stages are attributed to the precipitation 

distribution factor applied to each of the sub-basins of PRB (see Table 4.3). The 

precipitation (snow or rain) at each of the sub-basins is distributed according to the 

elevation differences with the gauge station. Figure 4.8(d) shows such response for 

the open area (zone 2 and 3) when compared to open area in zone 4 (Figure 4.8(a.l)) 

in the calibration stage. Similar comparison can be made between Figures 4.8(e) and 

4.8(a.2) for the coniferous forest.

The contribution of Tg with respect to SWE and snow depth simulated by SDSM- 

MTI at both the calibration (Figures 4.9(a.l, a.2)) and validation stages (Figures 

4.9(b.l, b.2) and 4.9(c.l, c.2» was again assessed by adjusting parameters % and i|/. 

Similar to runoff simulation, this sensitivity analysis once again showed that when vp 

was set to zero and % to 1 (meaning Tg is completely ignored), the result became 

much poorer than when only % was set to 1 (which means Tg is partially ignored).

In summary, SDSM-MTI is capable of simulating dependable basin-scale SWE and 

snow depth when both Ta and Tg are part of the input data. The simulated stream 

flows differ from the observed partly because of the effects of beaver dams during 

both validation periods of dry winters, 1997/98 and 1999/2000. The calibration and 

validation results using SDSM-MTI are also in good agreement with the energy 

balance model of SDSM (SDSM-EBM), which is discussed in Chapter 2 and 3 (also 

see Figure 4.10).
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4.8 Summary and Conclusions
We propose a semi-distributed, modified temperature index method for modeling 

snowmelt (SDSM-MTI) using a weighted average (Tr) of near surface soil (Tg) and 

air temperature (Ta) data (Eqs. 4.6 to 4.8) and successfully tested it at the seasonally 

snow-covered, Paddle River Basin (PRB) of the Canadian Prairies. Other than the 

“regulatory” effects of beaver dams that affected the validation results on simulated 

runoff, overall SDSM-MTI was able to simulate reasonably accurate snowmelt 

runoff, SWE and snow depth in PRB. The advantage of using both Ta and Tg is 

partly attributed to Tg showing a stronger correlation with solar and net radiation at 

PRB than Ta. We also demonstrated the negative effect of partially and completely 

ignoring Tg in SDSM-MTI by setting parameters X to 1, or X to 1 and \(/ to 0 while 

other parameters left unchanged respectively. By using a combination of Ta and Tg, 

SDSM-MTI avoids the excessive demand for detailed data required by physics- 

based, energy-balance snowmelt models. Our results show that if reliable Tg data is 

available, they should be utilized to model the snowmelt processes particularly if the 

degree-day or TINX approach is adopted. The approach of SDSM-MTI should be 

applicable to other parts of the world subjected to seasonally snow covers, but more 

work needs to be done to determine the optimum or adequate number of soil 

temperature and air temperature gauge stations needed to model the snowmelt 

processes reliably under various climatic conditions (e.g., Dickinson, 1988; 

Granberg et al., 1999; Riseborough, 2001).
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Table 4.1 Comparison of correlation coefficients (p) between cumulative air 
temperature ( £Ta), cumulative near surface soil temperature ( £Tg), measured net 
( XjRn) and solar radiation ( SRsoi) for selected winter periods in PRB such that Tg 
was at or below freezing temperature.

Winter M H I T g ERn ERsoi

1997/98 

Jan 1 - Mar 31, 1998

£T a 1.0 0.98 -0.36 0.81

I T , 0.98 1.0 -0.48 -0.90

1998/99 

Nov 11, 1998 - Apr 30, 1999
I T , 1.0 0.98 0.98 -0.81

I T , 0.98 1.0 0.95 -0.89

1999/2000 

Jan 1, 2000-Mar 31, 2000

IT , 1.0 0.98 0.92 -0.83

I T , 0.98 1.0 0.97 -0.91

1999/2000 

Nov21, 2000-Mar 31,2000

IT , 1.0 0.99 0.95 -0.88

I T , 0.99 1.0 0.97 -0.91

Table 4.2 Comparison of correlation coefficients (p) between cumulative air 
temperature ( £Ta)5 cumulative near surface soil temperature ( U g), measured net 
( J]R-n) and solar ( JjRsoi) radiation for selected winter periods in PRB used for 
calibrating and validating SDSM-MTI such that Tg was either below, at or above 
freezing temperature.

Winter ETa ETg ERn ERsoi

1997/98 

Jan 1 - Apr 31, 1998

£T a 1.0 0.98 -0.20 -0.49

ETg 0.98 1.0 -0.24 -0.54

1998/99 

Nov 11, 1998-M ay 16, 1999

ETa 1.0 0.91 0.29 -0.63

ETg 0.91 1.0 0.57 -0.42

1999/2000 

Jan 1, 2000 -  Apr 30, 2000

ETa 1.0 0.96 0.90 -0.58

ETg 0.96 1.0 0.97 -0.72

1999/2000 

Nov 21, 2000 -  Apr 30, 2000

ETa 1.0 0.99 0.94 -0.72

ETg 0.99 1.0 0.97 -0.79
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Table 4.3 Model parameters used in SDSM-MTI (1-12), and some of the important 
parameters used in DPHM-RS (13-15).

Description of Model Parameters SDSM-MTI

1. Melt factor for coniferous forest, MrjCf(mm/hr/°C) 0.10

2. Melt factor for mixed forest, Mr>mf (mm/hr/°C) 0.15

3. Melt factor for open area, Mrj0a (mm/hr/°C) 0.30

4. Melt-rate-factor exponent {\p) 2.0

5. Rain to snow threshold temperature, T* (°C) 1.1

6. Threshold temperature for melt, Tm (°C) 0

7. Maximum density of snow pack, ps,max (kg/m3) 250

8. Settlement constant, cs 0.05

9. Liquid water holding capacity (LWHC) 0.05

10. Snowfall distribution factor (%/100m) 0.20

11. Rainfall distribution factor (%/100m) 0.80

12. Temperature lapse rate (°C/100m) -0.65

13. Relative water content (0/0s) 0.80 for both layers

14. Depth of each layer (m) 0.2

15. Manning’s roughness coefficients, n
0.15 (forest) & 

0.1 (open area)
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Figure 4.1 Location map of Paddle River basin in the Mackenzie GEWEX Study 
area (MAGS).
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Figure 4.2 PRB’s meteorological data during the validation period of 1997/98 winter
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1998-89 Air and Ground Temperature Profile 1998-99 Cumulative Solar Radiation Profile
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Figure 4.3 PRB’s meteorological data during the calibration period of 1998/99 winter
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Figure 4.4 PRB’s meteorological data during the validation period of 1999/00 winter
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air

Figure 4.5 The concept of reference temperature, “Tr = XTa+(l-X)Tg” used in the 
modified temperature index method of SDSM (or SDSM-MTI).
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Figure 4.6 Melt Rate Factor (MRF = (Mrf )'*' Jfor different near surface soil 
temperature (Tg in °C) and Mrf exponent i)/ -  0.25, 0.5, 0.75, 1, 1.5, & 2.0.
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Figure 4.7 Comparison of SDSM-MTI simulated and observed streamflow for PRB at 
the calibration {Cat) (Nov. 11, 1998 to May 16, 1999) and the validation {Vat) stages 
(Jan. 1, 1998 to Apr. 30, 1998 and Jan. 1, 2000 to Apr. 30, 2000), such that there is no 
change of calibrated parameters: (a.l) for Cal and (b.l and c.l) for Val; with % set to 1 
but other parameters unchanged (i.e. Tg is partially ignored): (a.2) for Cal and (b.2) for 
Val; with % set to 1 and vj/ set to 0 but other parameters unchanged (i.e. Tg is completely 
ignored): (a.3) for Cal and (b.3) for Val; and (d.l) is similar to (b.l) but with slightly 
reduced melt factors and y  set to 1.
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Figure 4.8 Comparison of SDSM-MTI simulated and observed SWE and snow depth 
(SD) for Zone 4: at the calibration stage (Nov. 11, 1998 to May 16, 1999) with 
maximum snow density pmax = 250 and 200 kg/m3 for (a l)  Open Area (OA) and (a.2) 
Coniferous Forest (CF); at the validation stages (Jan. 01 to Apr. 30) for OA and CF (b) 
1998 with praax = 150 kg/m3 and (c) 2000 with pmax = 200 kg/m3; and zone 2 and 3 at 
calibration stage with pmax = 250 for (d) OA and (e) CF.
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Figure 4.9 Comparison of SDSM-MTI simulated and observed SWE and snow depth 
(SD) in zone 4: at the calibration stage (Nov. 11, 1998 to May 16, 1999) with pmax = 250 
and 200 kg/m3 for (a.1) xf=l and ip=2, and other parameters unchanged, (a.2) jj= 1 and 
\|/=0, and other parameters unchanged; similar results at the validation stages: (b) Jan. 01 
to Apr. 30,1998, and (c) Jan. 01 to Apr. 30,2000.
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Chapter 5

Retrieval of Snow Water Equivalent Using 

Passive Microwave Brightness 

Temperature Data

5.1 Introduction
In the northern hemisphere, the mean monthly land area covered by snow ranges 

from 7 to 40% during the annual cycle, making snow cover [in terms of area extent 

and snow water equivalent (SWE)] the most rapidly varying surface-feature on 

Earth. Snow is a dominant source of water supply in Canada and some parts of the 

United States. In the Canadian Prairies, the shallow snow cover generates as much 

as 80% of the annual surface runoff from some local areas (Granger and Gray, 

1990). In the Colorado Rockies and Sierras of California, snowfall accounts for up 

to 90% of the annual water supply. During spring, snowmelt fills reservoirs and 

groundwater systems that provide water for agricultural and municipality use and 

hydropower generation. Thus, knowing the seasonal variations of SWE is critical for 

an effective management of water resources. However, the only way to adequately
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estimate the spatial coverage and temporal changes of snow cover in a regional scale 

is via remote sensing.

Space borne data have been utilized since the mid-1970s in water resources 

management. The advent of airborne gamma ray spectrometry and microwave 

remote sensors are keys to passive microwave snow research (e.g. Goodison et al., 

1986; Chang et al., 1987; Hallikainen, 1989). For example, the Office of Hydrology, 

National Weather Service of USA has been measuring SWE using airborne gamma 

radiation with as many as 1,578 flight lines distributed in 32 states/provinces of the 

United States and southern Canada (see NWS, 1992). Unfortunately, very high 

operational cost involved with such airborne survey restricts its application globally.

England (1975), Chang et al. (1976), and others reported the scattering of 

microwave radiation by snow crystals. This scattering effect, which redistributes the 

upwelling radiation according to snow thickness and crystal size, provides the 

physical basis of microwave detection of snow. In spite of its coarse resolution 

(about 25 km), the ability of passive microwave to penetrate dry snow, clouds, and 

to provide dual polarization information at different frequencies at night makes it 

attractive for snow studies on a global basis. Earlier studies (between 1978 and 

1987) were mainly based on the microwave brightness temperature (TB) data from 

the Scanning Multi-channel Microwave Radiometer (SMMR) aboard the Nimbus-7 

satellite. After 1987, such studies use TB data from the Special Sensor Microwave/ 

Imager (SSM/I) aboard the Defense Meteorological Satellite Program (DMSP) 

spacecraft. In this study, past retrieval algorithms (e.g., Hallikainen, 1989; Goodison 

and Walker, 1994; Gan, 1996; Chang et al., 1996; Foster et. al., 1997; Tait, 1998) 

are reviewed and new algorithms proposed. Due to a lack of detailed field data on 

snow properties, most of these SWE retrieval algorithms from microwave TB data 

are statistically, rather than physically, based.
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Hallikainen (1989) found that vertically polarized TB of 37 GHz (V37) emitted 

from snow-covered terrain has the most sensitive diurnal variation, with a range as 

high as 100 K. The diurnal variation of TB from a snow layer is associated with 

both temporal and spatial variation of snow structure at the influence of atmospheric 

forcing (e.g., air temperature, solar radiation, etc.) within the SSM/I footprint. 

Because of this diurnal variation of TB, it becomes necessary to develop retrieval 

algorithms with respect to satellite overpass time (e.g., morning/night time 

overpasses or afternoon/evening overpasses from DMSP-F8 , F10 and F I3). The 

SSM/I data used in this study were of morning and night overpasses. Differences 

between satellite TB are also partly attributed to differences in satellite calibration, 

satellite geo location, and data processing methods (Table 5.1).

Essentially, TB data reflect the scattering behavior of a snow layer on the incident 

microwave in terms of the combined effect of grain size (depth-hoar), snow density, 

liquid water content, degree of metamorphism, nocturnal crust development, and ice 

lenses that also affect the dielectric property of the snow layer. Although 

microwave radiation at less than 40 GHz can penetrate through typical packs of dry 

seasonal snow, the estimation of SWE by microwave radiometry is hindered by the 

presence of wet snow, varying grain size, the layering of the snowpack, and other 

considerations (Matzler, 1994). With increasing liquid water content in snow (which 

also means an increase in the dielectric constant), the absorption of microwave 

radiation will slowly dominate over scattering as the major loss mechanism, to the 

extent that TB becomes independent of SWE for wet snow (Hallikainen, 1989). For 

a snowpack with a liquid water exceeding 1%, the penetration depth reduces to 

about 10 cm for 19 GHz emission and even less for 37 GHz emission, which limits 

the amount of information that is retrievable (Ulaby et al., 1986).

For dry snow cases, theoretical analysis and field data show that the scattering of the 

37 GHz microwave radiation is directly related to snow depth and grain size (Chang
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et al., 1976). Using data from high latitude regions, Zwally (1977) found that for a 

given average surface temperature, the snow grain size profile increases with depth 

from top to bottom. On the other hand, the average grain size was found to also 

decrease with an increase in the overall snow depth (Armstrong et al., 1993; 

Matzler, 1994). Snow grain size not only changes within the snowpack, but also 

with time. Shallower winter snowpacks are more susceptible to produce large 

grains of depth-hoar near the bottom due to a generally larger temperature gradient 

than that for a deep snowpack (SWE > 25 cm). In a study on microwave emissivity 

(5 to 100 GHz) with reference to the estimation of SWE of dry snow, Matzler 

(1994) found the need of using seasonal parameters on a regional scale. Root and 

Aschbacher (1989) suggested possible improvements in SWE retrieval if the effect 

of atmospheric attenuation could be included in the algorithms. However, Tait 

(1998) did not see much improvement from incorporating total precipitable water 

(TPW) into his algorithms, which may be partly because TPW data is available at 

low resolution, and the magnitude of TPW is generally less than 2 cm during winter 

seasons.

5.2 Research Objective
This research has two primary objectives: (1) to develop and validate new SWE 

retrieval algorithms using conventional (multivariate regression) and new 

(projection pursuit regression) statistical techniques using SSM/I data (of different 

spacecrafts), physiographic and climate data for a prairielike environment of North 

America; and (2) to establish criteria to eliminate SSM/I footprint data that are 

affected by large water bodies and depth-hoar.

5.3 Study Site and Data
The US portion of the Red River basin (between geographical coordinates 100°W- 

49°N and 95°W-46°N) that forms the study site is located in eastern North Dakota
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and northwestern Minnesota (Figure 5.1). The study site has an area of
>y

approximately 120,000 km and elevations ranging from 237 m at the outlet near 

U.S.-Canada international boundary to 552 m above the mean sea level (AMSL) 

near Sheyenne lake, which forms one of the longest and largest tributaries of the 

Red River (i.e., Sheyenne River). Precipitation falls in smaller amounts to the west 

and larger amounts to the east of the Red River valley. Out of an average annual 

precipitation of 520 mm (based on 100 years of data), about one-fifth falls between 

December to April. The October to April precipitation total for 1996-1997 was 268 

mm, the largest value ever recorded in the Red River. The predominantly flat 

terrain, open farmland (forest cover only dominates the northeastern portion), and 

strong winds combined with light snow give rise to drifting and blowing snow.

This portion of the Red River basin was selected for the study mainly because of the 

large number of airborne flight lines repeatedly conducted by the Airborne Gamma 

Radiation Survey Program of NWS-USA SWE data were collected using a gamma- 

ray spectrometer (NWS, 1992) during the winter periods of 1988, 1989 and 1997 

(see Table 5.2). Furthermore, these 3 years experienced a wide range of snowfall 

(Figure 5.2). The details of SSM/1 data used in this research are shown in Table 5.1 

and that of physiographic and climate data shown in Table 5.3.

5.4 Existing Algorithms
In dry snow, volumetric scattering is the dominant loss mechanism for microwave 

radiation above 15 GHz. As a result, the difference between a high scattering 

channel (37 or 85 GHz) and a low scattering channel (18 or 19 GHz) of vertical or 

horizontal polarization has been considered in most SWE retrieval algorithms. 

While Goodison et al. (1986), and Hallikainen (1989) developed SWE algorithms 

using vertical polarization channels (VI9 and V37 GHz), the majority of other 

algorithms employed horizontal polarization channels (e.g., H I9 and H37 GHz).
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Foster et al. (1997) found that the sensitivity of horizontal polarization is more than 

that of vertical polarization in some vegetated areas. The following equations 

represent the primary forms of past SWE retrieval algorithms developed for passive 

microwave data [see Eqs. (5.1) through (5.5),

SWE = Kj + K2 (V19 -  V37) (5.1)

SWE = K3 + K 4 (HI 9 -  H37)(l -  AF) (5.2)

SWE = K5 + K 6[(V18swe -V 37swe)-(V18 s w e = o ^37SWE=0)] (5.3)

SWE = K7 ( A ™ ^  )(H19-H37) + Kg (A w )(Ta) + K9 (5.4)

SWE = K10 (HI 8 -  H37) /(I -  AF) (5.5)

where, Ki to Kio are coefficients, V 1 8 swe and V 1 8 $ we=o are vertically polarized TB 

of 18 GHz at snow-covered and snow-free areas, A f is the fraction of forest cover, 

Ta is the air temperature, and Ajundra and Aw are fraction of tundra and water body 

area within each SSM/I footprint respectively. It should be noted that SSM/I 

provided 19.35 (referred to here as 19) GHz while SMMR provided 18 GHz 

frequencies.

For SSM/I data, values of Ki and K2 in Eq. (5.1) provided by Goodison and Walker 

(1994) are -2.07 cm (offset) and 0.259 cm/K (slope), and K3 and K4 in Eq. (5.2) by 

Chang et al. (1996) are -2.5 cm and 0.48 cm/K under the negligible forest fraction 

(Af«0). Chang et al. (1996) found that K4 tends to increase slowly with an increase 

in the forest fraction, by about 7 % for an Af of 10%, and K4 reaches a value as high 

as 0.96 cm/K for an Ap of 50%. A detailed analysis of the results of Chang et al. 

(1996) showed that K4 is exponentially related to Ap [e.g., K 4 =exp(A F)“ + p , where 

we found a  and p to be 1.434 and -0.522, respectively.

Hallikainen (1989) developed Eq. (5.3) for northern and southern Finland, where K5 

and Ks for northern Finland are -10.87 cm 0.87 cm/K, and those for southern 

Finland are -9.8 cm and 1.01 cm/K, respectively. The increase in the value of K  ̂is
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associated with an increase of forest cover in southern Finland. Gan (1996) 

developed Eq. (5.4) based on the assumption that microwave emission from frozen 

water bodies is related to air temperature (Ta). Comparison of SWE estimated from 

Eqs.(5.1) to (5.4) with ground measurements showed a better estimate of SWE from 

Eq. (5.4). Using a mean snow density of 300 kg/m3 (as given in Chang et al., 1996), 

Foster et al. (1997) proposed Eq. (5.5), where Kio is 0.477 cm/K for North America 

and 0.234 cm/K for the interior area of Eurasia. Tait (1998) developed several 

algorithms, one of which is similar to Eq. (5.2) for a non-forested, non-mountainous 

terrain of no depth-hoar and no melting snow, with K? and K* equal to 1.29 cm and 

0.31 cm/K, respectively (R = 0.754). However, for a forested basin, and with SWE 

as a function of (V19-H37), Tait (1998) found K3 and K4 to be 2.64 cm and -0.13 

cm/K, respectively (R=0.407).

To calibrate the above algorithms, it has been found necessary to identify and 

separate SSM/I data that represent snowpacks affected by wet snow and depth-hoar. 

The use of air temperature alone to achieve this purpose (e.g., Tait, 1998) may not 

be sufficient, especially for large study areas. Goodison et al. (1986) set certain 

limits on TB and TB difference [e.g., V37 > 241 K and (V19-V37) > 9 K] as the wet 

snow elimination criteria. The polarization difference at 37 GHz (V37-H37>10 K) 

was also defined as a threshold to discriminate wet snow from snow-free land if the 

estimated SWE was close to zero (Goodison and Walker, 1994). Goodison and 

Walker estimated that (V37-H37) could range from 3 to 11 K for snow-free open 

prairies, 9 to 24 K for wet snow, and 8 to 33 K for dry snow areas. After the work 

of Neale et al. (1990), the NOAA-NASA SSM/I Pathfinder (NNSP) program also 

uses SSM/I data to derive land surface classifications, and to establish dry snow 

based on the following criteria: V22-V19<4; V19-H19+V37-H37>8; V19- 

V37>7.8; 225<V37<257; V19<266; and H85-H37<10.5. The polarization factor 

(p_fact°r), the ratio of polarization difference and its sum, has also been used to 

reflect the different surface conditions (Chang et al., 1982).
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So far, only a few studies have included the validation of algorithms using different 

passive microwave data or SSM/I data from different spacecraft, such as Chang et 

al. (1996), who used Eq. (5.2) to retrieve SWE from both airborne radiometer and 

SSM/I (DMSP-F10 and FI 1) data, and compared them with ground data. They 

found the retrieved SWE using airborne radiometer data (at 3 and 4 P.M. local 

time) to be less than that using DMSP-F10 SSM/I data (10 and 10 P.M. local time 

as reported) for agricultural and forested grids. They attributed this difference to be 

the presence of wet snow in the former because of its overpass time of 3 and 4 P.M.. 

(local time). Besides the satellite overpass time, the diurnal variation of microwave 

data (H37 or V37; Hallikainen, 1989) or the algorithm itself could make a difference 

to the amount of SWE estimated from satellite data. Surprisingly, despite this 

diurnal variation effect Chang et al. (1996) found that the SWE (< 5cm) retrieved 

from DMSP-F11 data (acquired at 6  P.M. local time or evening overpass) agrees 

well with that of DMSP-F10 data. This could be partly attributed to a shallow 

snowpack (SWE < 5cm), because using their algorithm and our data (SWE > 5cm), 

the results we obtained are not as encouraging [see Figure 5.4(j) through 5.4(1)]. To 

avoid the effect of diurnal variation, it seems necessary to use different algorithms 

for satellite data of different overpass time, as was done in this study.

5.5 Proposed Algorithms
The SSM/I data for 1988 and 1989 are from DMSP-F8 , while that for 1997 are from 

DMSP-F10 and DMSP-F13 respectively. All three satellites have a different 

equatorial overpass time (Table 5.1). The following two retrieval algorithms (Eqs.

5.6 and 5.7) are proposed and tested with the Red River basin for morning/night 

time overpass (between 10:30 pm and 10:30 am of the following day) SSM/I data 

only. Algorithm parameters and some criteria were identified using the regression 

tree technique, the stepwise multiple regression and the linear and non-linear
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regression techniques. Similar criteria of Goodison et al. (1986) (V37<250 K, V19- 

V37>9 K), Walker and Goodison (1993) (V37-H37>10 K) and the p factor (which 

equals (V37-H37)/(V37+ H37) and > 0.026) were used to establish dry snow 

conditions. Also, additional criteria used include V37>225 K (a criterion of NNSP 

mentioned in Section 5.3) for DMSP-F8, and p_factor < 0.041 (proposed in this 

study) for DMSP-F10 and DMSP-F13 data.

SWE = KH(V19-H37) + K12AMSL + Kn (1 -A F) + K l 4 (1 -  A w)Ta + K15TPW (5.6) 
SWE = K21 (TB _ V19 -  TB _ V37) + K22 (TB _ HI 9) + K23 AMSL + K24A F (5.7)

In these algorithms we introduced new variables such as that with the prefix 

TB_(which represent surface brightness temperature) and AMSL (average elevation 

above mean sea level). The conversion of surface TB from SSM/I data was based on 

Choudhury (1993)’s atmospheric attenuation model (Appendix: E), which accounts 

for the attenuation of atmosphere water vapor (based on TPW in cm) on SSM/I TB 

data at 19 and 37 GHz. The model requires sky temperature, TSky that according to 

Choudhury (1993), was estimated from the air temperature (Ta), the atmospheric 

transmission (ta), the optical thickness (t), and TPW. Other than using TPW 

indirectly to correct TB for atmospheric attenuation via Choudhury’s model (Eq. 

5.7), TPW is also used directly as an independent variable in Eq. 5.6.

Eq. (5.6), which is nonlinear, and Eq. (5.7), which is linear, were respectively 

developed from the 1989 and 1988 ascending (morning overpass) data of DMSP-F8. 

All data sets were first screened from footprints affected by wet snow and depth- 

hoar, and then used to calibrate the algorithms using multivariate regression.

In a prairie-like environment, the Red River Basin is predominantly open-ground 

with scattered vegetation (except north eastern part of basin), which means that the 

effect of wind on snow metamorphism and re-distribution is often significant. As
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snow is generally blown from high grounds to low-lying area, we would expect less 

snow at higher grounds. But there are exceptions, such as a northwesterly/ 

southwesterly wind blowing past a south/north facing basin slope. In this case, the 

lower portion of the basin would not necessarily collect snow from the higher 

portion of the basin. The effect of wind is significant at high altitudes, but its effect 

decreases with increasing forest cover (Ap). In addition, the distribution of forest 

cover in various altitude bands modifies the distribution of SWE differently. 

Therefore, snowpack metamorphism caused by wind could be partly explained by 

the combined effect of AMSL and Ap. The calibration process involving AMSL 

and Ap is complicated by the non-uniform distribution of SWE data (retrieved from 

airborne gamma ray) across the study site.

In addition to multivariate regression, the non-parametric Projection Pursuit 

Regression (PPR) of Friedman and Stuetzle (1981) was introduced to estimate SWE 

(response variable) from several predictor variables that consist of SSM/I TB data 

(19 & 37 GHz dual polarization), physiographic and atmospheric data. PPR models 

the response variable as a sum of functions of linear combinations of predictor 

variables. Suppose y and x’s denote response and predictor vectors respectively, 

PPR finds the number of terms M0, direction vectors (ai, <X2, .. ocmo) and nonlinear 

transformations (< j>i, <j>2 , . .  *}>mo) as shown in Eq. (5.8),

-  Mo
y « y +  I P l ( a » x )  (5.8)

m=l

The model parameters pm (the response linear combinations), a ra (the direction 

vectors), <j>m (the predictor functions), m=l,2, ..., M0 in Eq. (5.8) are obtained from 

minimizing the expected distance or mean square error between y (e.g., observed 

SWE) and y (estimated SWE) given by,

L2(p,a,<j>,x,y) = E [y -y f  (5.9)
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As the name implies, the "projection" part of PPR means that the independent 

vectors x are projected onto the direction vectors ai, <X2,aMo to get the lengths a Tx, 

and the "pursuit" part indicates that an optimization technique is used to find good 

direction vectors. The use of PPR essentially consists of choosing an appropriate 

number of terms Mq. Friedman (1985) suggested starting the algorithm with a large 

Mo and then decreasing M0 such that the increase in accuracy due to an additional 

term is not worth the increased complexity. The discrepancy of each PPR model for 

a given M0, U, is measured in terms of the fraction of variance it cannot explain 

(Friedman and Stuetzle, 1981; Morton, 1989). Based on Eq. (5.9), this unexplained 

variance, U is defined as

L ,(P ,M ,x ,y )
Var(y)

The plot of Mo versus U in Figure 5.3 suggests that the number of terms that will 

give a superior response lie between 3 and 5. However, Figure 5.3 is based on the 

assumption that the amount of data available is large and representative of the 

population. If the amount of data available is limited, using a model of many terms 

(big Mq) may lead to an over fit at the calibration stage, which happens at the 

expense of the physical basis of calibrated parameters, leading to poor results at the 

validation stage. In this study, an over fit results as soon as M0 was set to 3. 

Therefore we set Mo to 2.

5.6 D iscussion o f  R esults

The discussion first focuses on the proposed criteria to eliminate SSM/I footprints 

affected by large water bodies and depth-hoar, and then on snow retrieval from 

existing and proposed algorithms. A careful inspection of six such airborne flight 

lines of 1989 and 1997 reveal that these flight lines fall in three SSM/I footprints, of 

which the central footprint has 12.7% of surface areas covered by water bodies (two 

others have 6.1% and 4%). The high dielectric constant of water bodies (due to the 

presence of unfrozen water underneath or the presence of liquid water in snowpack)
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tend to reduce the brightness temperature gradient between low and high scattering 

channels because of a higher extinction loss (absorption) in parts of the SSM/I foot 

print affected by water. The use of pfactor (>0.026) proposed in this study, 

removed footprints with a fair proportion of frozen lake and wet snow, which could 

cause the predicted SWE to be under-estimated. For footprints somewhat affected 

by the high dielectric constants of water bodies, the effect is accounted for by the 

area of water bodies, Aw- The coefficient associated with Aw in Eq. (5.6) is positive 

(Table 5.4), indicating its positive feedback to SWE.

The lower limit of V37 (>225 K) was found to be sensitive for SSM/I data from 

DMSP-F8 spacecraft in eliminating dry snowpacks influenced by depth-hoar, which 

could also overestimate SWE. This is also one of the criteria used for selecting dry 

snow in the NOAA-NASA SSM/I Pathfinder (NNSP) program. The 1997 data from 

DMSP-F10 and F I3 that supposedly represent dry snow cases only (e.g., data 

associated with wet snow already eliminated by other criteria) are further screened 

by the p factor (>0.041) to eliminate dry snow cases affected by depth-hoar. Figure

5.5 shows that if depth-hoar affected data were not eliminated both existing (Eqs. 

5.1 and 5.2) and proposed algorithms (Eqs. 5.6 and 5.7) would consistently produce 

poor validation results for 1997 data of DMSP-F10 and DMSP-F13. The need to 

eliminate data affected by depth-hoar can also be inferred from the work of Abdalati 

and Steffen (1998). They found that unless depth-hoar formation can be adequately 

parameterized, it would be impossible to estimate snow depth and/or detect its 

interannual variations successfully using passive microwave data. For future 

research, parameterization schemes for depth-hoar affected snowpacks (such as 

snow crystal growth model of Josberger and Mognard, 1998) should be tested to see 

if we can use such schemes to avoid eliminating depth-hoar affected footprints in 

developing our retrieval algorithms.
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The amount of data so eliminated were 31 and 38 data points for the ascending and 

descending overpasses of DMSP-F10, and 24 data points for the descending 

overpass of DMSP-F13. The relatively severe weekly air temperature data in Table

5.5 for 1997 February & March (« -14°C to -22°C) probably implies a large 

temperature gradient in the snow pack at this period. As temperature-gradient 

metamorphism is the primary mechanism that makes snow grains at the bottom of a 

snowpack grow (particularly for shallow snow), it is not surprising to see many data 

points eliminated because of depth-hoar influences. Tait (1998) also found that the 

inclusion of depth-hoar affected snow data lead to poor results, e.g., R < 0.5.

The calibration and validation results of proposed and existing algorithms using 3 

years of diverse data (from below the 100-year normal for 1988 to the 100-yr 

precipitation of 1997, see column “D-M” and “O-A” in Table 5.6 & Figure 5.2) are 

shown in Figure 5.4. The first three rows of Figure 5.4 (a) to (i) compare the 

calibration and validation results of the existing algorithms (Eqs. 5.1, 5.2 and 5.5) 

with the proposed algorithms (Eqs. 5.6, 5.7 and 5.8) for morning/night satellite 

overpasses. The last row of Figure 5.4 shows a very poor correlation with existing 

algorithms (Eqs. 5.1, 5.2 and 5.5) for evening satellite overpass. To obtain good 

results at the validation stage, Figure 5.4 (a to i) shows that it was necessary to add 

shift parameters to the proposed algorithms, irrespective of whether the algorithms 

were calibrated by multivariate regression or projection pursuit regression. The 

amount of shifts (in cm of SWE) used in the algorithm and the associated 

improvements to the validation results (measured in terms of R2 and RMSE) are 

shown in Table 5.7. The relative shift parameters were kept unchanged for all the 

proposed algorithms.

Perhaps the most important finding of this study is the necessity to add a shift 

parameter or an “offset” (see Table 5.7) to the calibrated algorithms in the validation 

stage in order to obtain good validation results (e.g., compare Figure 5.4b with 5.5c,
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5.5e with 5.5f, and 5.5h with 5.5i). Apparently, these “offsets” are data dependent 

and their basis can be taken from the work of England (1975) that illustrated the 

theory of radio emission from dielectric layers containing Raleigh scatterers. The 

application of microwave radiometry to dry snow based on the scattering parameters 

of a dielectric snow layer (a function of size parameter, which is the ratio of average 

grain size and microwave wavelength denoted as dfX0) shows that scattering albedo 

(©o) is related to the scatter-induced darkening, ATB0 (which means a reduction in 

TB in the scattering channel) of the snow layer and D/X0 (see Figure 5.6). Scattering 

albedo (the snow layer's property responsible for this darkening) is related not only 

to the snowpack thickness but also to its metamorphism and grain size that changes 

from year to year.

It is therefore conceivable to obtain a difference in the scatter-induced darkening or 

scattering albedo for snowpacks of the same thickness, because snowpacks likely 

undergo different metamorphism in different years. Figure 5.6 shows a series of 

curves representing the change of ATB0 with respect to ©0 for snowpacks of various 

thicknesses (D) (assuming the microwave wavelength, X0, remains constant). For an 

average grain size, England (1975) also showed that ®0 could increase with an 

increasing volume fraction of enlarged ice grains in the snowpack. This implies that 

a formation of depth-hoar at the bottom layer would affect ©0 , which in turn could 

change the degree of scatter-induced darkening significantly.

The direction (e.g., positive or negative) and magnitude of the shift parameter have 

been found to be closely related to the relative amount of winter precipitation 

between calibration and validation stages (see Figure 5.2, Table 5.2 and 5.7). For 

example, the shift parameter applied to Eq. (5.6) calibrated with 1989 data (mean 

SWE = 9.25 cm) turns out to be -5 cm for the 1988 validation data (mean SWE -  

3.43 cm) but +4 cm for the 1997 validation data (mean SWE = 13.55 cm). Similarly,
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Eq. (5.7) calibrated with 1988 data requires a shift parameter of +5 cm for 1989 and 

+9 cm for 1997 validation data, respectively.

The performance of existing algorithms (Eqs. 5.1, 5.2, and 5.5) also improved 

significantly if appropriate shift parameters are included at the validation stages, 

e.g., Eq. (5.1) of Goodison and Walker (1994) shows marked improvement when 

the same shift parameters applied to Eq. (5.7) for 1989 and 1997 data were also used 

(compare Figure 5.4(a) (no shift parameter) with Figure 5.7(c.l) (with shift 

parameter)). Similar improvement is obtained between the existing (Eqs. 5.1, 5.2 

and 5.5) and the proposed algorithm (Eq. 5.6) if appropriate shift parameters are 

consistently applied at the validation stage (Figure 5.7b.l to 5.7b.3). However, 

distinct differences between existing (Eqs. 5.1, 5.2, and 5.5) and proposed (Eq. 5.6) 

algorithms are found if shift parameters are only applied to the latter (see Figure 

5.7a. 1 to 5.7a.3). It is observed that accounting for the atmospheric attenuation by 

including TPW on the algorithm is not fruitful probably because of very coarse 

TPW data (1° resolution) that cannot account for the possible variable effect of 

water vapor within the footprint size of SSM/I. As it may be beneficial to see the 

combined effect of both basin and atmospheric parameters on the retrieval algorithm 

(using SSM/I TB data), a careful investigation was done for one of the algorithms 

(Eq. 5.6). The contribution of basin and atmospheric parameters in SWE retrieval 

algorithm is significant for SWE less than 7 cm but diminishes for increasing SWE 

(more than 10 cm).

Finally, encouraging results are also obtained from Projection Pursuit Regression 

(PPR) (Eq. 5.8). However, the performance of PPR depends on the number of terms 

Mo in the algorithm. It was found that a better calibration fit (1989 data) to the PPR 

algorithm is achieved using M0=3 rather than Mo=2. However, a better calibration 

could be achieved at the expense of poorer validation results (1988 and 1997 data), 

e.g., Mo=2 produces better validation results than M0=3. In applying PPR using Eq.
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(5.8), the necessity of adding an appropriate shift parameter at the validation stage is 

once again demonstrated. Overall, PPR produced better calibration results than the 

multivariate regression but performed slightly poorer in the validation stage (see 

Table 5.7).

5.7 Sum m ary an C onclusions

Existing snow retrieval algorithms from SSM/I data were assessed and new 

algorithms were proposed in this study. Algorithm development and validation 

were done using airborne gamma-ray measurements of SWE for 1989, 1988, and 

1997 as the ground truth. Encouraging calibration results are obtained for the 

proposed algorithms using multivariate regression technique and dry snow cases of 

the 1989 and 1988 SSM/I data (from DMSP-F8). Similarly, validation results for 

data not used in calibration, e.g., 1988 (1989 as calibration data), 1989 (1988 as 

calibration data), and 1997 (from DMSP-F10 and F I3), are also encouraging. R2 

values are equal to 0.79 for 1988 SSM/I data and 0.71 for 1997 SSM/I data, 

respectively. The non-parametric, Projection Pursuit Regression (PPR) algorithm 

also gave good results in both stages. Overall, PPR produces better calibration 

results than multivariate regression but performed slightly poorer in the validation 

stage.

Apparently by including land-cover categories, average elevation of footprint and 

atmospheric opacity, the above regression techniques can produce meaningful 

relationships between SWE and TB data. However, a key step towards reliable 

SWE estimate from passive microwave data is also using screening criteria such as 

those proposed in this study (and existing criteria) to eliminate SSM/I footprints 

affected by wet snow, large water bodies and depth-hoar. Lastly, for the validation 

stage, adding a shift parameter to all retrieval algorithms was found to be always 

necessary because of possibly different scatter-induced darkening (caused by
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scattering albedo), which could arise even for snowpacks of the same thickness 

because snowpacks undergo different metamorphism in different years.
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Table 5.1. Ascending and descending equatorial overpass (local) times of the SSM/I 
data of three DMSP satellites used in this study.

Year SSM/I Overpass Time Data Source/ Projection

Ascending Descending

1988& 1989 DMSP F8 6:13 18:13 NSIDC, EASE-Grid

1997 DMSP F10 22:24 10:24 MSFC, Swath Data

1997 DMSP F13 17:46 5:46 MSFC, Swath Data

Table 5.2. Details of SWE estimated from airborne gamma-ray data

Year 1988 1989 1997

Total number of airborne data 65 241 192

Total gridded airborne data 52 175 197

Maximum SWE (cm) 11.80 15.70 21.8

Minimum SWE (cm) 0.00 3.30 1.00

Mean (cm) 3.49 9.29 12.44

Standard Deviation (cm) 2.73 2.43 4.02

Dry snow (screened) data +

Total number 16 121 119

Maximum SWE (cm) 7.00 15.70 19.50

Minimum SWE (cm) 0.60 4.60 7.20

Mean (cm) 3.43 9.25 13.55

Standard Deviation (cm) 2.12 2.18 3.05
+ Dry snow cases based on four criteria (V37< 250 K; V19-V37=>9 K; V37-H37=>10 K; p_factor>0.026)
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Table 5.3. Physiographic and atmospheric data used in this study.

Data Type Resolution/Climate division Source

Land use 

Classification

1 km USGS

DEM 1 km USGS

Precipitation (100 yrs) 

(Table 4)

5 climate divisions (CD) of North 

Dakota and 3 CD of Minnesota

State Climatology Office, 

Minnesota

Air Temperature 

(Table 5.5) and 

snowfall (Figure 2) for 

30 climate stations

High Plains Climate 

Center, University of 

Nebraska

Total Precipitable 

Water Vapor (TPW)

1 degree TIROS Operational 

Vertical Sounder

Table 5.4. Coefficients derived for the Proposed Algorithms [Eqs. (5.6) and (5.7)].

Equation Coefficients

1st 2nd 3rd 4th 5th

6 0.2357 0.0064 4.0399 -0.0287 1.0825

7 0.1680 0.0052 -0.0028 11.9938
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Table 5.5. Weekly maximum and minimum air temperature (°C) of Red River 
Basin study area covering the airborne SWE data collection periods of 1988, 1989 
and 1997.

Year Month-> February March April

Week -> 1 2 3 4 1 2 3 4 1 2 3

1988 Max -17.6 -13.3 -0.5 2.7

Min -28.6 -24.6 -15.0 -10.3

1989 Max -19.0 -5.2 -13.5 -6.4 -11.7 1.5 -5.9 2.3 6.0

Min -28.3 -17.6 -26.0 -18.7 -23.5 -5.5 -19.2 -5.3 -3.4

1997 Max -4.6 -7.5 -3.1 -5.3 -7.6 -4.4 -1.5 4.6 3.8 -0.5 10.2

Min -14.9 -21.4 -16.4 -18.5 -20.0 -15.8 -14.3 -4.2 -4.9 -10.7 -1.7

Table 5.6. Mean monthly and annual precipitation (cm) of Red River Basin.

Year / Month Oct Nov Dec Jan Feb Mar Apr D-M* O-A# Annual

100 yr.(Normal) 3.72 2.02 1.47 1.47 1.33 2.30 4.12 6.56 16.42 52.07

1987/88 0.94 1.22 1.35 2.26 0.41 2.39 0.58 6.40 9.14 40.13

1988/89 1.07 2.72 2.24 3.00 0.69 3.68 3.10 9.60 16.48 45.21

1996/97 5.82 4.50 2.72 3.53 0.97 3.23 5.99 10.44 26.75 56.64

* D-M stands for December through March, and # O-A stands for October through April 
precipitation.
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Table 5.7. Summary of calibration and validation results of proposed algorithms
[Eqs. (5.6) to (5.8)]

Test Cases Calibration(C) Validation (V) C & V  (with SP) C & V  (without SP)

1. [Eq. 6] Year: 1989 1988 1997 1989, 1988, 1997 1989,1988, 1997

R2 0.778 0.792 0.708 0.905 0.602

RMSE 1.121 1.123 3.467 2.273 10.969

■ SP 0 -5.00 +4.00 0, -5.00,4.00 0,0,0

2. [Eq. 7] Year: 1988 1989 1997 1988,1989,1997 1988, 1989,1997
R2 0.440 0.300 0.735 0.855 0.537

RMSE 2.110 4.088 3.161 3.480 12.387

SP 0 +5.00 +9.00 0, 5.00, 9.00 0, 0,0

3. [Eq. 8] Year: 1989 1988 1997 1989,1988, 1997 1989,1988,1997

R2 0.857 0.532 0.623 0.886 0.697

RMSE 0.735 2.147 4.428 3.263 8.090

SP 0 -5.00 +4.00 0, -5.00,4.00 0,0,0
R = Coefficient of Determination; RMSE = Root Mean Square Error (cm); and SP = Shift Parameter (cm)
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Figure 5.1 The Red River basin study area of eastern North Dakota and northwestern 
Minnesota
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Figure 5.2 Cumulative snowfall at the end of each month for three winter periods of 
Red River Basin.
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Figure 5.3 The calibration results for the projection pursuit regression model 
expressed in terms of the fraction of unexplained variance (U) versus the number of 
terms (Mo) using screened, ascending overpass SSM/I data of 1989.
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Figure 5.4 Plots of combined results (calibration and validation) of proposed 
algorithms without (b, e, fa) and with shift parameters (c, f, i), and their comparisons 
with existing algorithms (a, d, g) based on screened, morning/nighttime overpass 
SSM/I data of 1988, 1989, and 1997. The three plots (j, k, 1) of SWE derived from 
existing algorithms based on screened, evening overpass SSM/I data show very poor 
correlation with observed SWE.
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Figure 5.5 Scatterplots of observed SWE versus retrieved from 1997 TB data of 
DMSP F10, ascending (a.l to a.4) and descending (b.l to b.4), and DMSP-F13 
descending (c.l to c.4), based on existing (Eqs. 5.1 and 5.2) and proposed (Eqs. 5.6 
and 5.7) algorithms. The fairly significant scatters found in all the plots are mainly 
attributed to SSM/I data only screened from wet snow cases but not cases affected by 
depth-hoar.
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Figure 5.6 Scatter induced darkening (ATBo) versus scattering albedo (wo) for 
various thicknesses (D) of dry fresh snowpack at 273 K, a case of free space 
microwave wavelength (X) of 10 cm (adapted from England, 1975).
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Chapter 6

Summary 9 Conclusions and Recommenda

tions for Future Works

6.1 Summary and Conclusions

Semi-distributed snowmelt model (SDSM), utilizing remotely sense data, models 

the basin scale snow accumulation and ablation processes by sub-dividing a basin as 

a number of sub-basins, each with its own land cover types and terrain features, and 

drained by a network of stream channels. SDSM models the snowmelt processes in 

either of the two methods, (1) the energy balance method (or SDSM-EBM), and (2) 

the modified temperature index method (or SDSM-MTI). The energy balance model 

considers (a) vertical energy exchange processes in open and forested area 

separately, (b) snowfall, canopy interception, fresh snow density, sublimation, 

refreezing, snow compaction, (c) snowmelt in terms of liquid and ice phases within 

the snowpack separately, (d) snow surface temperature simulation using either the 

force restore method, the surface conductance method, or the Kondo and Yamazaki 

method. A modified temperature index method (SDSM-MTI) using near surface 

soil and air temperature data was also developed to avoid the general excessive 

demand for data required by energy-balance snowmelt models. These SDSMs
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(SDSM-EBM and SDSM-MTI) work within DPHM-RS (semi-distributed, 

physically based, hydrologic model using remotely sensed data), which accounts for 

the Hortonian, the saturation overland, and the subsurface runoff from each sub

basin, and routes them to the stream channel by an average, kinematic response 

function derived for each of the sub-basin, and then to the basin outlet using the 
Muskingum-Cunge method.

Both SDSM-EBM and SDSM-MTI were tested at the Paddle River Basin (PRB) of 

Alberta using three consecutive years of winter data 1997-98, 1998-99, and 1999- 

GO. The models were calibrated using 1998-99 winter data (Nov 11, 1998 to May 

16, 1999) and validated using the 1997-98 (Jan 1 to Apr 30,1998) and 1999-00 (Jan 
1 to Apr 30, 2000) winter data. Other than the “regulatory” effects of beaver dams 

(Woo and Waddington, 1990) that affected the validation results on simulated 

runoff, overall both SDSM-EBM and SDSM-MTI were able to simulate snowmelt 
runoff reasonably accurately at the basin outlet, SWE and snow depth in different 

land cover classes of PRB. In addition, SDSM-EBM could simulate reasonably 

accurate surface temperature in different land cover classes. The multi criteria 

results for both calibration and validation periods demonstrated that the SDSMs 

proposed in this study are capable of modeling basin-scale snow accumulation and 

ablation processes.

Although SDSM-EBM is relatively data intensive, it keeps track of both mass and 

energy components during both accumulation and ablation periods of snow melting. 

As ground-based point measurements are limited, SDSM-EBM was designed to 

take advantage of spatially distributed physiographic information such as the 

topography (DEM data), the land-use classification (using Landsat-TM data), and 

the spatially and temporally distributed geophysical parameters (e.g., LAI, albedo, 

and surface temperature data retrieved from NOAA-AVHHR data) that signify 

basin characteristics with respect to land use types of each sub-basin. This SDSM- 

EBM/DPHM-RS system can be used for studying the hydrological impact of land 

use changes and serves as a land surface component of a meso-scale atmospheric
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model for climate change studies.

On the other hand, a less data intensive SDSM-MTI, also simulated accurate mass 

balance (snow depth, SWE, and runoff) during both accumulation and ablation 

periods of snowmelt. It seems that besides air temperature, the addition of near 

surface soil temperature in SDSM-MTI significantly improves the performance of 

the standard degree-day method to estimate snowmelt processes, thus eliminating 
the need for more detailed data needed in recent operational snowmelt models such 

as updating the depletion curve or the snowcovered area by remotely sensed data, or 

other site specific information, or the use of energy-budget method. Our results 

show that if reliable near surface soil temperature data are available, they should be 

utilized to model the snowmelt processes particularly if the degree-day approach is 

adopted.

Existing algorithms for retrieving snow water equivalent (SWE) from the Special 

Sensor Microwave/Imager (SSM/I) passive microwave brightness temperature data 

were also assessed and new algorithms that include physiographic and atmospheric 

data developed for the Red River basin of North Dakota and Minnesota (Singh and 

Gan, 2000). The frequencies of SSM/I data used are 19 and 37 GHz in both 

horizontal and vertical polarization. The corresponding airborne gamma-ray 

measurements of SWE for the years 1989, 1988, and 1997 provided the ground 

truth data for the algorithm development and validation. Encouraging calibration 

results are obtained for the algorithms using multivariate regression technique and 

dry snow cases of the 1989 and 1988 SSM/I data (from DMSP-F8). Similarly, 

validation results for data not used in calibration, e.g., 1988 (1989 as calibration 

data), 1989 (1988 as calibration data), and 1997 (from DMSP-F10 and F13), are 
also encouraging. The non-parametric, Projection Pursuit Regression (PPR) 

technique also gave good results in both stages. However, for the validation stage, 

adding a shift parameter to all retrieval algorithms was always necessary because of 

possibly different scatter-induced darkening (caused by scattering albedo), which 

could arise even for snowpacks of the same thickness because snowpacks undergo
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different metamorphism in different winter years. Screening criteria are also 

proposed to eliminate SSM/I footprints affected by large water bodies and depth- 

hoar, another key step towards reliable SWE estimate from passive microwave data.

6.2 Recommendation for Future Works

Even though SDSM-EBM gave encouraging results in PRB of Alberta, fine-tuning 

important winter phenomena such as blowing snow, patchy snow cover etc. can 

further improve its performance in a Prairie environment. To adequately account for 

these phenomena, we need to collect certain meteorological data (e.g., wind speed, 

precipitation, net radiation) at different sub-basin and land cover classes. Some data, 

such as the surface temperature data could be retrieved from platforms such as 

NOAA-AVHRR. If substantial amount of the aforementioned data are available, 

parameterization schemes such as listed below could be developed or improved:

(1) Develop plausible statistical relationships of wind speed between open area 

and forest areas in terms of LAI or the forest cover fraction (Fc) in each of 

the forest types for the Prairies. This will be useful for simulating surface 
temperature in the forest cover area;

(2) Test Beer’s law for partitioning net radiation between canopy and bare soil 

observed in the open area. Most of the algorithms proposed are obtained 

using summer data where the net radiation data are always positive;

(3) Develop functional relationships between the cold content of snowpack and 

patchy snowcover with the near surface soil temperature in each of the land 

cover classes separately.

(4) Develop analytical procedure to account for possible refreezing of meltwater 

before it reaches the sub-basin or basin outlet.

(5) Apply certain linear mixing models to determine the percentage composition 

of pixels in the image (snow, cloud, land fractions).

(6) Test the blowing snow sublimation model of Dery and Yau (2001), built into 

SDSM-EBM for the Prairie environment.
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These proposed efforts would be useful to better model the snow accumulation and 

ablation processes by the energy budget approach for the Prairies. The proposed 

modified degree-day approach (SDSM-MTI) should also be tested in other parts of 

the world subjected to seasonally snow covers particularly in regions of temperate 

climate. Furthermore, more work should be done to determine the optimum or 

adequate number of soil temperature and air temperature gauge stations needed to 

model the snowmelt processes reliably using SDSM-MTI under various climatic 

conditions (e.g., Dickinson, 1988; Granberg et al., 1999).

Lastly, it will be beneficial to validate the algorithms proposed to retrieve SWE 

from passive microwave SSM/I radiometry using data from various DMSP 

spacecrafts for different parts of the world. Similarly, the proposed screening 

criteria to eliminate SSM/I footprints affected by large water bodies and depth-hoar 

needs to be validated with extensive field observations.
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Appendix A

Calibration of NOAA-AVHRR Data in Channels 1 

and 2 for Albedo Retrieval

The visible (Channel 1, «0.58-0.68 pm) and near-infrared (Channel 2, «0.72-l.l 

pm) channels of the AVHRR on the NOAA-14 spacecraft (launched on December 

30, 1994) have no onboard calibration devices. This requires some other means of 

calibration to obtain the parameters like albedo or reflectance and radiance from the 

AVHRR level-lb image signal in counts on a 10-bit scale (also called Cio). One of 

the calibration methods used is that of Rao and Chen (1996 and 1999), who 

proposed several algorithms to estimate albedo and radiance based on a 3-year 

(1995-1997) top-of-atmosphere albedo data over a calibration site. The algorithms 

proposed by Rao and Chen (1999) were used to calibrate channels 1 and 2 to obtain 

the albedo or reflectance in each of the channels. These reflectance values of 

channels 1 and 2 were also used to compute the NDVI and finally the LAI of land 

cover and corresponding forest cover fraction (fc) for the Paddle River Basin.

Albedo (%) from channel i (i =1,2) is represented as,

(Xj = Sj(C10 — C0)pa (A.l)
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where S, is the slope and p2 is the square of earth-sun distance in astronomical units. 

Sj depends on the revised calibration, which is a function of elapsed time in orbit, 

expressed in days ‘d’ after the day of launch (Dec 30, 1994 for the NOAA-14 

spacecraft). Cio is the AVHRR signal in counts on a 10-bit scale and the offset and 

Co is the offset set equal to 41 in both channels 1 and 2.

pa2 = (l .00011 + 0.3422 ICosO + 0.001280Sin0 + 0.000719Cos20 + 0.000077Sin20)~1
(A.2)

Where, 0 (in degrees) = 0.9863 xn, n being the Julian day of the year and the slopes 

Si and S2 are,

Channel 1: slope, Si=0.0000135d-H).lll (A.3)

Channel 2: slope, S2=0.0000133d+0.134 (A.4)

Where, d is days after the launch of AVHRR onboard NOAA-14 spacecraft (Dec 

30,1994).

Alternatively, we could use the calibration coefficients given in the AVHRR Level- 

lb tape for channel 1 and 2 (between November 1996 until December 8, 1998) and 

then apply the correction factors CFi and CF2 for each of the channels according to, 

Channel 1: CF, = (1.015-8.8*10"5d+1.3*10'8d2) (A.5)

Channel 2: CF2 = (1.037-1.8n0'4d+3.2!,!10'8d2) (A.6)
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Appendix: B

Stability of the Atmosphere
In a 1-D modeling, the turbulent flux at the surface boundary (a few meters in 

height) is assumed not converging or diverging, and so it should have a constant 

bulk transfer coefficient independent of height and based on the measured vertical 

fluxes Kondo and Yamazawa (1986) obtained values of Ch =0.002 and Ce = 0.0021 

over a flat snow surface at a reference height of 1 m and suggested that they are 

practically independent of wind speed. Kondo and Yamazaki (1990) and Yamazaki 

(1998) use these coefficients in their single and multi-layer snowmelt models 

respectively.

From comparing several turbulent transfer expression in a logarithmic boundary 

layer, Brutsaert (1982) derive the Ch (or Ce) equation under neutral condition (Cn),

c „ = C, = C„ = k* (B.l)
M (z r - d 0) /z 0)J

where k is von Karman’s constant («0.4), zr the reference height, d0 the zero-plane 

displacement height (assumed equal to snow depth in SDSM). The roughness 

height, Zo is related to the mean obstacle or the mean vegetation height, ho by 

ho/z0=(7.35 to 8) (Brutsaert, 1982). In SDSM, ho/z0 is assumed as 7.6.
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Under neutral conditions, the turbulent motion is essentially a combination of round 

shaped eddies, when subjected to a temperature gradient near the surface, these 

eddies would experience buoyancy effects that may enhance or dampen the 

turbulent transfers giving rise to unstable or stable atmospheric conditions 

respectively. For unstable conditions, the potential temperature decreases with 

height, and an uplifted air mass is subjected to the buoyancy force, since the moving 

air parcel has a lower density than the surrounding air. Similarly, an air mass 

moving downward is subjected to further acceleration. In stable conditions, the 

potential temperature increases with height, and the velocity profile is compressed 

vertically since a vertically moving air mass is subjected to a buoyancy generated 

restoring force (Nakawo and Hayakawa, 1998).

Unstable conditions often occur over open area under strong solar radiation and 

weak winds while stable conditions are frequently observed during nights with clear 

skies. The atmosphere is mostly stable throughout the day during melting season, 

since the surface temperature is not above 0°C. Enhanced or dampened vertical 

movement of air masses tends to increase or decease turbulent fluxes, which should 

be considered in hydrological models. This effect can be quantified in terms of the 

Richardson number ( R i b )  or the Monin-Qbukhov length (Lmo). The most commonly 

used dimensionless Rib is

g dT/dz g(T - T  )z R = JL---------- !_  * BS. a  d r  (B.2)
18 T (dV/dzr) V Ta V

where g is the acceleration due to gravity (m/s2) and temperatures are in °K. Though 

R ib is one of the most widely used stability parameter, there is no single criteria in 

its application.

Following three approaches are found to be extensively used for stability correction 

in snowmelt models. Price and Dunne (1976) proposed the following adjustment for
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the atmospheric stability, which is used by Bathurst and Cooley (1996) in their 

snowmelt component of distributed hydrologic model “SHE”.

Cadj = Cn( l-1 0 R iB) (RiB < 0, Unstable condition) (B.3a)

Ca“i = 7T~TniD~~\ (RiB > 0, Stable condition) (B.3b)
(1 + lUKjg)

Application of this approach gave some unreasonable correction factors in Tarboton 

and Luce (1996). Kane et al. (1997) used the same correction factor but there was 

no discussion on its effectiveness.

Another stability correction factor proposed by Louise (1979) has also been used in 

some snowmelt models (e.g. Liston, 1995) as given below,

1-

9.4R iB

i + r|R»r,
C » ,= C n(l + 4.7RiB) 

y = 49.82k

- 2

(RiB < 0, Unstable condition) 

(RiB -> 0, Stable condition)

(B.4a)

In
v Zo j

■rz„ -d„
.1/2

(B.4b)

(B.4c))
V o y

Similarly, Kustas et al. (1994) has shown the use of stability correction factor of 

Morris (1989) as,

v0'25 (Rib < 0, Unstable condition)

\ - 0.1

Ch>adj = Cn( l-5 8 R jB) 

Ch>adj= C n(l + 10RiBr  

=0.5C,

(RiB 0, Stable condition)

(B.5a) 

(B.5b)

"e,adj _  ^ h ,a d j  (B.5c)

where Ch,adj and Ce,adj are adjusted bulk transfer coefficient for sensible heat and 

latent heat respectively.
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Appendix C

Surface Physical Parameters derived from AVHRR 

Data
This appendix includes three tables: (1) the surface albedo, (2) the leaf area index 

or LAI, and (3) the surface temperature, retrieved from AVHRR data of the NOAA- 

14 spacecraft for different land cover (coniferous forest, mixed forest and open area) 

of Paddle River Basin during the study periods of 1997-98, 1998-99, and 1999-00 

winters.
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C.l Surface Albedo

Table C.l AVHRR derived average surface albedo for three different land cover
classes used in SDSM for 1997-98,1998-99, and 1999-00 winters.

Date
Conifero

us

Mixed/

Deciduous
Open Date

Conifero

us

Mixed/

Deciduous
Open

11/1/97 0.2602 0.2555 0.2738 10/24/99 0.6002 0.6008 0.6219

12/25/97 0.5006 0.5012 0.5113 12/03/99 0.7943 0.7920 0.8112

1/2/98 0.6223 0.6110 0.6869 01/15/00 0.8796 0.8546 0.9000

1/5/98 0.6421 0.6342 0.7521 01/22/00 0.8183 0.8074 0.8999

1/12/98 0.5742 0.5326 0.6458 01/24/00 0.6391 0.6089 0.7288

1/21/98 0.4795 0.4663 0.5563 01/30/00 0.6735 0.6621 0.7477

2/3/98 0.3885 0.3564 0.4704 02/04/00 0.4546 0.4290 0.5501

2/17/98 0.3531 0.3404 0.4253 02/06/00 0.6085 0.6050 0.6593

2/27/98 0.4890 0.4602 0.4325 02/16/00 0.5126 0.4987 0.5948

3/7/98 0.4762 0.4485 0.5590 02/18/00 0.5433 0.5098 0.6426

3/10/98 0.4419 0.4157 0.5283 02/25/00 0.4340 0.4176 0.4916

3/17/98 0.3500 0.3356 0.3965 03/04/00 0.3562 0.3561 0.3751

3/29/98 0.1702 0.1767 0.1805 03/15/00 0.4818 0.4825 0.5541

4/6/98 0.1822 0.1824 0.1877 04/02/00 0.1858 0.1837 0.1946

4/18/98 0.1365 0.1328 0.1438 04/08/00 0.2503 0.2488 0.2653

4/30/98 0.1896 0.1916 0.2063 04/18/00 0.1843 0.1829 0.1927

10/22/98 0.2139 0.2071 0.2270 2/10/99 0.5500 0.5368 0.6312

11/26/98 0.6822 0.6272 0.7185 2/15/99 0.4188 0.4130 0.5139

12/7/98 0.5638 0.5704 0.5880 2/25/99 0.4551 0.4225 0.5181

12/14/98 0.6927 0.6714 0.7787 3/2/99 0.4773 0.3811 0.5472

12/23/98 0.7137 0.6890 0.8154 3/9/99 0.5029 0.4722 0.5901

1/1/99 0.6917 0.6594 0.7808 3/11/99 0.4326 0.4291 0.5027

1/6/99 0.6812 0.6299 0.7766 3/22/99 0.4183 0.4193 0.4966

1/17/99 0.6158 0.5757 0.6768 3/28/99 0.4300 0.4251 0.5098

1/23/99 0.6448 0.6002 0.7463 3/31/99 0.3819 0.3683 0.4548

1/29/99 0.4922 0.4714 0.6043 4/15/99 0.3022 0.3023 0.3356

2/3/99 0.5340 0.5221 0.5623 4/24/99 0.1789 0.1765 0.1857
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C.2 Vegetation Index in the form of LAI

Table C.2 AVHRR derived average LAI for three different land cover classes used 
in SDSM for 1997-98, 1998-99, and 1999-00 winters.

Date
Conifero

us

Mixed/

Deciduous
Open Date

Conifero

us

Mixed/

Deciduous
Open

11/1/97 1.0090 0.5291 10/24/99 0.9181 0.4903

12/25/97 0.8516 0.4448 12/03/99 0.8269 0.4305

01/02/98 0.8911 0.4759 01/15/00 0.8291 0.4346

01/05/98 0.8465 0.4424 01/22/00 0.8015 0.4211

01/12/98 0.8392 0.4389 01/24/00 0.7904 0.4145

01/21/98 0.8304 0.4399 01/30/00 0.8356 0.4418

02/3/98 0.7840 0.4124 02/04/00 0.8425 0.4449

02/17/98 0.8619 0.4541 02/06/00 0.7550 0.3947

02/27/98 0.7969 0.4214 02/16/00 0.8780 0.4725

03/7/98 0.7954 0.4133 02/18/00 0.8115 0.4287

03/10/98 0.7512 0.3902 02/25/00 0.8907 0.4815

03/17/98 0.7816 0.4082 03/04/00 0.9507 0.5080

03/29/98 1.0251 0.5231 03/15/00 0.7102 0.3639

04/6/98 0.9557 0.5020 04/02/00 1.0774 0.5866

04/18/98 1.2030 0.6653 04/08/00 0.9898 0.5287

04/30/98 1.3567 0.7601 04/18/00 1.0873 0.5856

10/22/98 1.0020 0.5178 2/10/99 0.8808 0.4701

11/26/98 0.7713 0.4060 2/15/99 0.7826 0.4042

12/7/98 0.7473 0.3867 2/25/99 0.7024 0.3636

12/14/98 0.8145 0.4252 03/02/99 0.7837 0.4120

12/23/98 0.8245 0.4287 03/09/99 0.7562 0.3921

01/01/99 0.7722 0.3993 03/11/99 0.7720 0.4031

01/06/99 0.7992 0.4122 03/22/99 0.6776 0.3414

01/17/99 0.8336 0.4387 03/28/99 0.7524 0.3837

01/23/99 0.7999 0.4148 03/31/99 0.6585 0.3317

01/29/99 0.7836 0.4074 04/15/99 0.7664 0.3880

02/03/99 0.7885 0.4133 04/24/99 1.1437 0.6107
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C.3 Surface Temperature

Table C.3 AVHRR derived average surface temperature (°K) for different land 
cover classes used in SDSM for 1997-98, 1998-99, and 1999-00 winters.

Date
Conifero

us

Mixed/

Deciduous
Open Date

Conifero

us

Mixed/

Deciduous
Open

11/1/97 277.70 278.01 278.78 10/24/99 279.06 279.38 281.12

12/25/97 266.48 268.65 271.23 12/03/99 262.36 264.60 266.70

1/2/98 238.33 240.96 241.76 01/15/00 239.76 242.05 243.39

1/5/98 242.65 243.36 244.41 01/22/00 254.28 257.19 258.81

1/12/98 247.94 248.96 247.05 01/24/00 258.19 260.62 261.97

1/21/98 256.26 259.48 258.72 01/30/00 263.78 265.96 266.77

2/3/98 263.90 265.95 265.08 02/04/00 264.37 265.90 266.27

2/17/98 271.28 272.23 272.76 02/06/00 259.05 261.39 261.50

2/27/98 261.59 264.39 267.04 02/16/00 261.15 263.00 264.33

3/7/98 255.70 256.92 257.14 02/18/00 261.10 264.09 264.82

3/10/98 258.42 258.64 258.54 02/25/00 269.03 270.61 272.04

3/17/98 271.58 271.98 271.88 03/04/00 272.69 273.10 274.52

3/29/98 283.04 281.61 281.43 03/15/00 263.83 264.99 264.74

4/6/98 273.96 276.22 277.40 04/02/00 284.50 282.64 283.91

4/18/98 298.47 295.56 295.30 04/08/00 282.61 282.20 283.74

4/30/98 304.90 301.93 300.64 04/18/00 291.42 290.63 291.52

10/22/98 288.02 289.22 289.12 2/10/99 258.45 260.40 258.17

11/26/98 266.96 268.71 269.23 2/15/99 265.72 266.75 267.78

12/7/98 256.28 258.21 258.59 2/25/99 273.56 273.99 273.87

12/14/98 260.90 262.96 265.02 3/2/99 268.67 269.94 269.44

12/23/98 244.22 246.64 248.42 3/9/99 263.49 266.74 264.49

1/1/99 246.97 249.07 250.16 3/11/99 266.67 267.51 266.50

1/6/99 240.12 243.10 242.75 3/22/99 276.95 276.65 274.94

1/17/99 253.04 256.54 257.09 3/28/99 271.63 271.75 272.40

1/23/99 244.53 246.49 246.96 3/31/99 272.77 273.08 272.62

1/29/99 259.60 261.25 261.16 4/15/99 280.90 281.02 281.03

2/3/99 246.18 248.02 250.10 4/24/99 302.89 302.27 300.48
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Appendix D

Historical Snow Course Data and Climate Trends
This appendix includes two tables showing the history of snow course data in two of 

the stations in the study area. Another two tables show the ranking of regional 

precipitation and temperature departure for the period 1948-2000 according to the 

Climate Trends and Variations Bulletin for the Northwest forest, the Prairies, and 

the Mackenzie District of Canada.
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Table D.l Statistics of snow course data for Paddle River Headwaters snow pillow site.

STATION PADDLE RIVER H.W.
BASIN ATHABASCA
LATITUDE 53D 52M 14S LONGITUDE 115D 32M 36S 
REMARKS

ID CODE ISVO8
DATA SOURCE ALBERTA ENVIRONMENT
ELEVATION 855 METRES

YEAR JAN 1 FEB 1 MAR 1 MAR 15 APR 1
DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE

CM MM CM MM CM MM CM MM CM MM
1993 Jan-29 26 39 Feb-24 21 42 Mar-29 8 27
1994 Dec-30 8 15 Feb-01 49 117 Mar-02 60 134 Mar-29 39 123
1995 Feb-02 26 54 Feb-28 28 70 Mar-28 27 69
1996 Feb-29 49 134 Mar-27 40 125
1997 Feb-04 54 134 Feb-26 56 128 Mar-25 59 166
1998 J an—2 9 15 21 Feb-25 11 15 Mar-31 7 15
1999 Jan-28 54 112 Mar-02 63 13 7 Mar-30 64 155
2000 Feb-01 9 13 Feb-28 11 15 Mar-28 4 10

NO. YRS. 1 7 8 8
AVERAGE 8 15 34 80 38 87 30 88
MEDIAN 15 54 99 96
MAX.W.E. 1994 IS 1997 134 1999 137 1997 166
MIN.W.E. 1994 15 2000 13 1998 & 2000 15 2000 10
ST. DEV.

APR 15 
DATE DEPTH 

CM

NOTE! 1. STANDARD DEVIATION IS COMPUTED ONLY IF TEN YEARS OF DATA ARE AVAILABLE.
2. WHERE NO DEPTH IS SHOWN WATER EQUIVALENT IS ESTIMATED FROM THE PILLOW SITE.

(Source: Alberta Environment)

SWE
MM
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Table D.2 Statistics of snow course data for Mayerthorpe snow pillow site.
STATION MAYERTHORPE S .P .
BASIN ATHABASCA
LATITUDE 53D SIM 30S LONGITUDE 115D 21M 20S 
REMARKS SNOW PILLOW SITE, DISCONTINUED IN 1993

ID CODE 07BB809
DATA SOURCE ALBERTA ENVIRONMENT
ELEVATION 7S0 METRES

YEAR JAN 1 FEB 1 MAR 1 MAR 15 APR 1
DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE DATE DEPTH SWE

CM MM CM MM CM MM CM MM CM MM
1982 Feb-01 64 114 Feb-26 60 114 Mar-15 71 152 Mar-30 57 150
1983 Jan-24 15 23 Mar-02 22 36 Mar-15 30 51 Mar-29 21 59
1984 Feb-03 30 43 Feb-28 31 54 Mar-15 37 71 Mar-29 6 18
1985 Feb-06 50 80 Feb-27 48 108 Mar-14 41 100 Mar-29 36 95
1986 Jan-29 19 38 Feb-25 20 38 Mar-18 20 58 Apr-02 3 8
1987 Jan-27 14 33 Mar-03 21 39 Mar-31 9 30
1988 Mar-01 14 32 Mar-16 0 0 Mar-30 0 0
1989 Feb-06 31 52 Mar-01 31 52 Mar-31 25 71
1990 Jan-31 29 54 Feb-27 27 65 Mar-28 4 10
1991 Feb-01 39 69 Feb-27 38 89 Mar-27 34 95
1992 Jan-29 40 81 Mar-04 34 95 Apr-02 0 0
1993 Jan-29 25 41 Feb-24 29 46 Mar-29 7 25
1994 Mar-02 56 126 Mar-29 36 140
1995 Feb-28 27 57 Mar-28 12 41
1996 Feb-29 54 138 Mar-27 47 144
1997 Feb-26 52 119 Mar-25 48 13 0
1998 Feb-25 12 15 Mar-31 0 0
1999 Mar-02 55 118 Mar-30 46 112
2000 Feb-28 13 18 Mar-28 3 8
NO. YRS. 11 19 6 19
AVERAGE 32 57 34 75 33 72 20 63
MEDIAN 52 57 65 41MAX. SWE 1982 114 1996 138 1982 152 1982 150
MIN. SWE 1983 23 1998 15 1988 0 1988 0
ST. DEV. 15 27 IS 38 19 55

APR 15 
DATE DEPTH 

CM

Apr-08 61

61
1982
1982

NOTE: 1. STANDARD DEVIATION IS COMPUTED ONLY IF TEN YEARS OF DATA ARE AVAILABLE.
2. WHERE NO DEPTH IS SHOWN WATER EQUIVALENT IS ESTIMATED FROM THE PILLOW SITE.

(Source: Alberta Environment)

SWE
MM

157

1
157
157
157
157
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Table D.3 Regional precipitation and temperature departure for the period 1948-2000
(a) Winter regional precipitation departures ranked from 
wettest to driest

Rank Northwest Forest Prairies Mackenzie Dist.
Year Departure Year Departure Year Departure

1 1956 44.5 1956 40.6 1962 70.1
2 1948 29.3 1948 37.6 1963 68.8
3 1963 26.0 1974 34.5 1964 27.4
4 1954 24.9 1951 32.5 1959 26.0
5 1962 22.1 1969 32.2 1958 21.8
6 1958 19.7 1954 26.4 1987 20.6
7 1974 19.5 1972 22.7 1991 19.0
8 1950 16.4 1965 21.8 1975 17.6
9 1965 14.8 1950 18.1 1961 16.4

10 1972 13.9 1962 16.3 1957 15.8
11 1967 13.8 1957 13.7 1974 14.7
12 1959 13.6 1949 11.5 1985 14.1
13 1971 8.6 1952 9.0 1968 10.9
14 1949 6.7 1976 3.6 1960 10.4
15 1961 5.3 1989 3.4 1983 9.9
16 1955 4.0 1994 1.4 1992 8.5
17 1951 3.0 1953 -0.5 1973 4.6
18 1982 1.3 1960 -1.1 1956 3.4
19 1990 0.2 1996 -1.2 1976 3.3
20 1969 -0.1 1978 -2.9 1971 3.0
21 1976 -0.6 1963 -3.0 1984 -0.1
22 1957 -2.4 1980 -4.9 1977 -3.1
23 1994 -2.7 1971 -5.1 1955 -3.2
24 1973 -3.0 1997 -8.3 1948 -4.1
25 1997 -3.6 1961 -8.9 1990 -4.5
26 1968 -3.9 1967 -9.7 1986 -4.7
27 1953 -4.1 1955 -10.2 1950 -6.2
28 1981 -4.5 1970 -12.0 1967 -7.6
29 1992 -4.6 1966 -13.1 1952 -8.0
30 1977 -8.0 1999 -13.8 1970 -12.2
31 1988 -10.0 1975 -13.9 1988 -12.2
32 1983 -12.2 1991 -15.5 1998 -12.2
33 1996 -12.3 1982 -15.7 1996 -13.4
34 1952 -14.5 1964 -17.0 1995 -14.6
35 1987 -15.7 1968 -17.0 1994 -14.9
36 1979 -16.3 1990 -18.8 1954 -15.3
37 1995 -18.1 1958 -19.1 1993 -15.9
38 1975 -18.3 1959 -23.0 1999 -17.3
39 1991 -19.5 2000 -25.1 1966 -17.4
40 1966 -19.6 1981 -25.6 1972 -18.7
41 1964 -20.0 1985 -25.8 1951 -19.5
42 1986 -20.2 1979 -27.5 1953 -19.8
43 1980 -20.7 1986 -29.5 1981 -21.2
44 1985 -20.9 1998 -32.4 2000 -21.4
45 1999 -24.5 1977 -33.3 1965 -22.8
46 1960 -25.6 1973 -33.7 1997 -23.2
47 2000 -27.5 1992 -36.2 1949 -26.0
48 1970 -28.0 1983 -37.8 1982 -26.0
49 1984 -28.9 1993 -39.8 1980 -26.6
50 1998 -31.5 1995 -42.2 1989 -28.5
51 1989 -32.8 1987 -46.3 1978 -40.8
52 1993 -41.9 1984 -47.9 1969 -42.5
53 1978 -43.1 1988 -48.0

(b) Winter regional temerature departures ranked from 
warmest to coolest.

Rank Northwest Forest Prairies Mackenzie Dist.
Year Departure Year Departure Year Departure

1 1987 7.6 1987 7.0 1987 6.7
2 1998 5.7 1992 5.9 2000 4.8
3 1992 4.5 1998 5.0 1998 4.5
4 2000 4.1 1983 4.6 1999 4.4
5 1964 4.0 1981 3.9 1980 4.2
6 1977 3.9 1958 3.9 1995 4.0
7 1986 3.7 2000 3.8 1981 3.8
8 1960 3.7 1961 3.8 1993 3.7
9 1981 3.3 1964 3.4 1977 3.3

10 1961 3.2 1986 3.2 1986 3.3
11 1955 2.9 1953 3.1 1989 3.0
12 1953 2.8 1988 3.0 1988 3.0
13 1995 2.8 1976 2.8 1970 2.7
14 1988 2.7 1977 2.8 1948 2.7
15 1980 2.7 1955 2.7 1953 2.7
16 1984 2.6 1990 2.6 1960 2.6
17 1983 2.4 1960 2.5 1997 2.3
18 1999 2.4 1999 2.5 1964 2.1
19 1970 2.3 1995 2.4 1978 1.7
20 1975 2.3 1954 2.4 1961 1.7
21 1989 2.0 1984 2.1 1992 1.5
22 1958 2.0 1991 1.8 1968 1.2
23 1948 1.5 1975 1.8 1996 1.0
24 1976 1.4 1963 1.4 1955 0.8
25 1991 1.2 1980 1.4 1991 0.7
26 1993 1.0 1970 1.3 1984 0.7
27 1954 0.9 1968 1.0 1973 0.7
28 1968 0.8 1973 0.9 1963 0.4
29 1990 0.4 1948 0.7 1954 0.2
30 1973 0.4 1989 0.5 1958 0.2
31 1997 0.3 1967 0.1 1959 -0.1
32 1963 0.2 1974 -0.6 1975 -0.2
33 1967 -0.4 1957 -0.9 1967 -0.3
34 1957 -0.8 1994 -1.0 1951 -0.3
35 1978 -0.8 1993 -1.1 1957 -0.3
36 1985 -1.0 1997 -1.1 1983 -0.4
37 1996 -1.1 1959 -1.2 1974 -1.0
38 1951 -1.2 1985 -1.2 1985 -1.0
39 1959 -1.3 1951 -1.2 1976 -1.0
40 1994 -1.3 1952 -1.4 1982 -1.2
41 1974 -1.8 1971 -1.7 1994 -1.5
42 1952 -1.8 1962 -2.1 1956 -1.6
43 1966 -1.8 1996 -2.1 1990 -1.6
44 1971 -2.0 1966 -2.3 1969 -1.8
45 1956 -2.7 1956 -2.9 1971 -1.9
46 1949 -2.7 1982 -2.9 1979 -1.9
47 1962 -3.0 1965 -3.6 1949 -2.0
48 1979 -3.5 1978 -3.8 1962 -2.0
49 1982 -3.6 1949 -3.9 1952 -2.2
50 1969 -3.6 1972 -4.0 1950 -2.2
51 1965 -4.2 1979 -4.9 1966 -2.9
52 1972 -4.5 1969 -5.0 1972 -3.2
53 1950 -5.5 1950 -5.8 1965 -3.8

(source: Climate Trends and Variations Bulletin for Canada) http://www.msc-smc.ec.gc.ca/ccrm/bulletin/wmter01/
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Appendix E

Atmospheric Attenuation Model

The extraction of land surface parameters requires atmospheric correction, 

particularly when the observations are at microwave frequencies higher than 10 

GHz (Myneini and Choudhury, 1993). Water vapor and oxygen are the main 

absorbers and emitters of atmospheric microwave radiation. While oxygen shows a 

range of rotation lines around 60 GHz and single absorption lines at 119 GHz, the 

absorption lines of water vapor are centered at 22.2 GHz and 183 GHz (Solberg et 

al., 1997). The above ground brightness temperature, TBg, undergoes atmospheric 

attenuation due to atmospheric oxygen, precipitable water vapor and cloud 

characteristics (height, thickness, and size distribution of water drops) before 

resulting in the at-satellite, brightness temperatures TBS. The atmospheric 

transmission coefficient, ta is related to the optical thickness, x which was computed 

based on the total precipitable water vapor in the atmospheric column V (in mm) 

(Choudhury, 1993). The effective radiating temperature of the atmosphere, Te is 

related to the air temperature Ta and the total precipitable water (Choudhury, 1993). 

Lakshmi (1996) has also used this atmospheric attenuation model for the soil 

moisture estimation using SSM/I data.
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TB (E.l)

t, = exp(-—) (E-2)

x = 0.011 + 0.0026V (19 GHz)

x = 0.037 + 0.0021V (37 GHz)

T sky =Te( l - t a)

(E.3)

(E.4)

(E.5)

Te = Ta -  (8 + 0.06V) (19 GHz)

Te = Ta -(1 8 -0 .1 2V) (37 GHz)

(E.6)

(E.7)

Where, the subscript p represents the polarization (Horizontal or Vertical), p the 

cosine of the incidence angle 53° (0.6 for SSM/I radiometer), TSky is the sky 

temperature atmospheric temperature, Te the effective radiating temperature 

(isothermal air temperature) and Ta the air temperature.

Wang et al., (1992) studied the effect of atmospheric absorption on the estimation of 

snow depth from microwave measurements made over Alaska by aircraft near 90 

and 183 GHz. They reported that the radiometric correction for the effect of 

atmospheric absorption was important even at 37 GHz for a reliable estimation of 

snow depth, which would otherwise be underestimated by 30 percent. However, 

Chang et al. (1996) reported that TSky (sky radiation) and Tatni(emission from the 

intervening atmosphere) are too small to be considered in the microwave region. 

The inclusion of these parameters to get the ground observed brightness temperature 

(TBg) could lead to an improved correlation with SWE. This correlation can further 

be improved if the coarse resolution of the total precipitable water vapor data from 

TOVS (the grid size being 1° latitude by 1° longitude) can be improved to finer 

resolutions.
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Appendix F

Field Observations of Paddle River Basin
This Appendix includes some of the photographs taken in the Paddle River Basin 

during the study period, which supports some of our discussions in the Chapters 3 

and 4.
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(a) (b)

Plate F.l Paddle River Basin's (a) meteorological towers, (b) snow pillow site at 
Paddle River H.W., and (c) snow course survey in different land cover classes.
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Plate F.2 Strategic locations of beaver dams observed in the Paddle River Basin (a) 
Highway 751 south of snow pillow site, (b) north of highway 649, (c) just upstream 
of WSC streamflow gauge station.
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Plate F.3 Details of overflow beaver dam upstream of a twin-culvert in Highway 
751, south of snow pillow site, (a) a close view of an upstream and downstream end 
of culvert, (b) large impounding water body looking towards north-west, (c) 
impounding water body looking towards south.
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