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13 F, plot of Example 2 at-5 samples per. second.
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Abstract
Adequate description of speech rhythm is required to make testable some claims
regarding the prosodic coherence of convcrsatfons. This study is an attempt to demonstrate
that Lime-seri(;s analysis of prosodic fcatl}rCS' in conversation is a rescarch technique that may
be used in testing specific hypothcsgs qlbpul conversational coherence. The purpose of the study
o

10 demonstrate that such hypotheses arc testable with the

-

‘ B
wasjnot to test such hypothescs, bu

\
k13

technique.

4 [
; & IS

;ﬁéﬁﬁlween speech segments can be described in terms of
"c,\“'\ Q\;éﬁ‘_ﬂkﬁ B

SN i ' ) .
tions betwe%ﬂz@@d orm models of these tendencies.
S

th_c period. and phase
Two examples, from a body of data representing a number of recorded conversations,
are pr.esemed in this study, and a working hypothesis (that simultaneous onset of locution
between speakers occurs consistent with a period established by previous speech) is explored
with these examples. Though "onset” was not discovered to be the salient physical event of
simpltaneity in both examples, the results demonstrated that the timing of simyltan¢ous
locutions is describable with reference to the periods indicated by the statistical technique. The

study thus demonstrates the utility of time-series analysis applied to F,.
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1. Introduction

Description of language behavior requires the identif ication of descriptive and analytic

[} "o

units, such as "phone, syllable.;' "locution, uttérariée," and, comprehensively, "discourse”
and "conversétign." A'major issue is the coherence of the component units, such that théif
imegratioﬁ into a "conversation" or "discourse" ‘as one text, allows us to speak of these
complex systems.as complete and and bounded whole units, that is, 1o regafd the conversation
itself as an object of ahalysis. There aré several analytic domains in which coherence 'can',vbe‘ ‘/
found; for example, in syntax, th;:'notion of anaphora can be seen 10 demonstrat;: one level of
coherence in the text of a discourse. .

There is another major issue when perfc%rmance phgnomena a v consideréd. Attempts
have b‘een’ mgde based on speech act theory to demonstrate coherence of language units by
appeal o their f unction in isocia‘l settings; most studies of .discoursal coherence r;ly hea\_{ily on
no@né deveioped in speech act thcéry (Coulthard l977)f A problem with such an appfoach is
that, usually, properlies internal 10 a spee:cah actare explained, with reference to "effect” and
"purpose,” but-coherence between speech acts is not dexﬁonstrable (Uri‘on 1980, 1985).

A number of séholars have looked at prosody as a dorﬁairi in which conversational
coherence may be studied, for example Chapple (1980,1981), Mair (1937,1980), Urion
(1978,1985), Bvers (1976), Erickéon & Shultz (1982), Scollon (1981), Ulme'r (1983), Goldberg
(1978), Menn uand Boyce (1982), Jaffe, Anderson, and Stern (1979), Gregory and Hoyt |
(1982), Gumperz (1984), and others. The disciy?lines in which these scholars v;/ork range from
anthropology, lingﬁistics, sociology, and psychology, to ophthamology and neurology, and
"prosody” in this context has a general meaning- -it may refer to "suprasegmentals, " "speech
n e

y@@eech melody, "and "intonation."
v aly :

thythm,
There are.several problemé With this apprqgch. Probably the most compelling one is

that most studies are impression.istic. They are valuable as initial statements of imperative to

study the area, but the question lusually arises as to whether or not 'the observer imposes a

structure upon the data. Another question, often entered but not resolved, is whether or not



/

. , .
~the prosodic structures claimed to exist arc perceptually salient, or fortuitous artifacts of the
phvsnologncal aspects of speech. Yet another problem is that the compon_ems of speech that

constitute prosod) " are extremely. difficult to 1sola1e and o define unambiguously: "stress,’

\

for example, is an obvious component in the eslablishmem of speech rhythm, but its precise
definition- -in physical terms--is extremelv. difficult to make.

Those problems are taken account of, but the arguments not emercd in the present
study. Instead, the problcm is conceived df as attempting {irst to 1solate one basic and f(nrl\
transparent measurable aspect of prosody. In this case, 11 is fundamental voice frequency,
‘perceived as "pitch," (see, e.g. Fry [1968]) that is the object of description. The second
. component of the problem isto develop a wav to take that .a's‘pecl of the acoustic record of a
conversation represented by the fﬁndamemal frequency (F,) and to see whether or not its
fluctation is indeed periodic. over time, bétween two speakers.

vIn this case, audiotape recorded conversaiions between two dyads are anélyzed in the
following way. A record of the fundamental frequency traces of the converations was made
and a working hypothesis was formulated- -that a period established in speech would predict a
point at which two people begin speaking simultaneously. Timc-seriés analyses of the F, values
were made of instances in which simultaneous onset of speech was observed, and the

[

implications of the method were explored.

1.1 Methodological Rationale \

The rationale for this methodologipal exploration is as follows.

Though pitch .and rhythm are recognized to have interactional relevance in a number of
perspectives on discourse, there is a need for rigorous criteria in the description-of prosodic
phenomena in conversations. The role of rhythmic timing relations in maimainipg the
organization of processes of speech perception and f)roductibn has received some clarification

recently, supporting the notion that speech production in connected discourse is timed

according to perceived timing relations in preceding speech. These observations organize the



present investigation of rhythmic pitch varifltions (or periodicities in the cycling of F,-series)
< -}
by suggestinﬁat underlying periodic t,en@neies‘ in speech timing remain constant in period
and ph‘ase acroés utterances by different speakers, and supplying a rationale for the regular
occurrence of simultancous-onset .speech in casual conversalions.
Continuous measuring of F, should provide an acoustic record of some of the prosodic
| aspects of a conversatioﬁ,( making it possible to determine whether or not cycling can be found ‘
at specifiable periods in these data. If such cycles, or metric thythms of alternation, exist, they
may reflect the brganization of participant's prosodic patterns to cohere with each other.
Given a means of specifying and describing thewperilod and phaseﬁof F, cycling, it may be
possible to demonstrate thai speech segments cohere prosodically. The simplest form of such
coherence would be indicated by an invariance between speech segments of the period and phase
of this cycling.
If fundamental voice frequencies f ro;i spontaneous conversations between two people
are measured as time-series data (i.e. digitized at equal intervals of time), autocorrelation,
analyses do specify pgriodicity. Graphic modelling of these periods on plots of the F, data also
indicate the phase of that periodicity, usually by the regular placement of F, peaks in .the data,
enabling the visual modeling of the tendency as a waveform.
Waveform modeling of F, fluctuations in dyadic conversations allows the testing of
claims regarding the ‘_prosodi_c coherence of segments in connected dis.course. Relations of
prosOdic coherence may-obtain between speech onsets and preceding speech, such that the
onsets are timed to coheré with preceding .speech. The present operational dgf inition of
prosodic cohefe’nce would predici that the onset occurs in the period of,, and with a specified
phase relationship to, the waveform mode! of preceding speech. N
The Liming of speech onsets to occur in tvhe period and phase of preceding speech
implies that certain moments in time, relative to the conversation, might be generally

‘appropriate for a speech onset by any participant in the conversation. This perception, if

mutual in all participants, might explain the regular occurrence of simultaneous-onset speech

<,
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‘ which can be found in casual dyadic conversations in North American English. This line of

‘ reasoning guides the following investigation of some properties of prosodic coherence in '
conversations, and is summarized as the "projection of simultaneous onset (PSO) " hypothesis:
Simultaneous onsets are predisposed to occur in the pcriod and phase of pitch peaks in

preceding speech.

1.2 Literature
1n Chapter 2 some observations of types of prosodic coherence are reviewed. These
references demonstrate théA need for an acoustic phonetic description of thythmic coherence,
and indicate the potential which inheres in the study of ¥, for cyclicity. Studies of rhythmic
\mechanisms in speech pgrception and .production ju_stif y assumptions that 'both processes are
rhythfnically organized. 1 also mention some alternative descriptions of simullaneous speech

from the traditions of conversation analysis and social psychology.

1.3 Methods | o ‘

Methodologbical requirements followed from certain techni;al and désign needs 10l
faithfully record conversational F, in stereo, to handic lafge amounts of data in real time, and
to process and analyse data interactively, allowing for aural, numeric. and graphic exlorations
of the data at all stages. A methodological overview in the form of a block diagram and a
listiﬁg of prqcedural stages are provided in Chapter 3, followed by a more detailed commentary
on the procedures.

1.4 Results
Current results consist of two examples, which clearly do not establish predominancy of
prosodically coherent conversational speech. Conceived of as single-case studies though, these

examples do illustrate the methodological and descriptive principles invoked. 'They also

demonstrate the plausibility of the PSO hypothesis.



In Chapter 4, I claim that F, in speech by a male participant cycles with 280 msec
periods in Example 1, and with 560 and 1120 msec periods in Example 2. In each example, a
simultaneous onset by both participants occurs after a silence and roughly in phase with peaks

B

occuﬂrring cyclically in Eheman "s speech with‘ the specified period. .
N

1.5 Conclusions

Specific corfglusions are stated in a summary of results at the beginning of Chapter 5.
Some theoretical implications are drawn regarding the possibility Qf statements referring to the
conversation as one text. Brief mention is also given to the units of analysis impiicit in the
foregoing déscriptions of ihe prosodig coherence Gf the conversation. Methodological
implications concerning t‘ime-sgrics théoretié distinctions such as stationarity/non-stationarity
and deterministic/stochastic are“indicated. '\I‘hough decisions regarding these matters are not
forced by the autocorrelation analyseé, the pregent investigation does point out some directions
Vf or further research regar“diﬁg the nature of potential time-series models of the processes of

interest. General directions for further research are indicated in physiological, cognitive and

linguistic, and socio-cultural fields P research.

1.6 Limitations "

This study is esentially methodological. Many implications for further study follow
from this one, but as it is designed, there can be no clear claim made here that the cycling of ¥, -
"organizes" conversational interaction. Other implications, including those invol_\"ing

perception, remain tantalizing.



2. Literature .

A history of.time-serics anafy'lic methods (developed most extensively in econometrics)
which have been applied to studies of social interaction can be found in Glass, Wilson and.
Gottman (1975), Sackett (1977), Tronick, Als and Brazelton (1977), Gottman and Ringland
(1981), and Gottman (1979,1981). Time-series theoretic conceptions of pattcrné of |
communica;ion have been amicipated in work by Chapple (1971) and Wiener (1961). Jaffe
and Feldstein (1970‘) advocate the modeling of speech activity/inactivity timing by sto‘c.hastic
processes. Some related psychophys-iological applications can be found in Porges et al. (1980),
and Lewis et al. (1984). Periodic components in rigorods measures of social and
communicative behaviofs have been described by Kimberly (1970), Asch(gff‘ Fatranska, and
Giedke (1971), Cobb (1973), Haves and Cobb (1979), Warner (1979), Gregory and Hoyt
(1982), Gregbry (1983), and in long term F, fluctations by Voss (1975). No research
programs that 1 afn aware of have applied time-domain analyses 1o F.O data in series with the
intent of discerning syllable and phrasc-length rhythms.

In the following survey, I do not attempt a complete rcpresentalion of any particular
disciplinary -perspective, ‘nor can I claim to represent fully the extent or range of disciplinar_v

perspectives on the phenomena under consideration. Descriptions of the interactional

N *

significance of speech prosody vary widely in focus, method. and interpretation. The
distinction between participants' competencies (the rule-governed behaviors which are the
| objects of syntactic and phonological description), and performance features (associated with
the organization of connected speech invc:)nversatibnal interactlion) is sometimes blurred in
explanations of speaker choices and discoursal utterance functions.

In order to make any claim about perception or cognition based on the physical event
of speech, the properties of the latter must be demonstrated. There is thus a need 1o organize
the description of interactional procésses 'without appealing to assumptions regarding

individual's cognitive processes, intentions, or semantic, lexical, grammatical or phonological

choices. This is synonomous with the possibility of an acoustic phonetics of intcractional

-



prosodics, of which the present study is intended as an example.

2.1 Observations of Prosodic Coherence

Some work done in a variety of fields relating to human interaction and vocal discourse
suggests that people time their productions accordiné to perceived timing in the productions of
their interactants and that they do so in a variety of sound and movement pagametérs and at a
‘va'riely of temporal periods. The following revi,ew of such work touches on some descriptions
of rhythmic coherence (in pitch and in spcecﬁactivity/incativity measures) that parallel the
results reported here.

Mair (1977) discusses his investigations of F, and head movement traces from dyadic
conversations, He summarizes some of his observations by suggesting that a "stable state of
play" is delivered by an "S-shaped fall" in speech rﬁelody. This state of play is by definitién
supraindividual; there is'only one, it is continuous, and it develops in rhythmic intervals. Mair

/ .
(1980) elaborates on neurological implications found in a selected fragment of his data. He

begins by describing the supraindividual beat: -
This fragment has a kind of chronometer ticking in it, or more accurately, two

_chronometers. One is of roughly syllable duration . . . and the other is of

. suprasegmental, or prosodic span . .. there is a supra-individual beat running through

the fragment (1980:6).
See Ulmer (1983) for a review of the conceptual bases of Mair's work and a set of independem
observations 6f speech and movement along similar lines.

Inan eLhnogrthicwdes‘cription of a biliﬁgual speech event, Urion (1978) attributes
‘participants’ commandlo.f the floor and topic in part to "quality of talk” or "skill in the use of
prosodic features.” He indicates that "the properties that describe the skill . . . may be |
described with reference to physical parameters [such as] timbre, volume, intonation, stress”

(1978:158). Urion refers especially to a stress beal realized in the intonation of one
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participant's speech:
There is a rhythm to discoursc of which she is obviously awarc: she manipulates with
the consciousness that she can establish that rhythm in her hearers . . . she typically
manipulates speed 'of delivery, slress‘is calculated to cstqblish a beat. The beat is so
distinct that, after a joke she told at the beginning of the meeting, the entire group
joined in laughter that peaked in volume, twice, in a restatement of that beat
(1978:159).
Urion specifies his observations by 1raﬁscribing this woman's speech and the following laughter
in standard music notation. His use of triplets in 274 time suggest two, possibly three or morc
levels, of periodicity in the thythmic structure of the woman's speech inLh ensuing laughter.

Erickson and Shultz (1981), in discourse studies relating social identity to the social

r¢aniz. -on of communicative performance, include a continuous coding of rhythmic "points

P

of emphasis” in speech and body movement in their transcriptions of counselling interviews.
These data enable them to specif)' particular mmﬁcms as "appropriate” or "predié}able" places
for the occurr;nce of various organizational events defined in terms of a "temporal ;:on/téxl';:
"the pattern of timing to which all conversation partners are contributing by the reciprocal and
complementary pacing of their behavior in speaking and listening" (1981:72). Points of

. . L £ :
emphasis, when verbal, are determined by perceived intonation and loudness. These points are
marked in the transcv}ripts by their occurrence ai the left margin (as if’ each beat caused a
carriag;return) .

Erickson and Shultz very clearly indicate that "when conversation takes place there are
rhythmic cycles and wave patterns in verbal and non-verbal behavior that are both intuitively
apparent and mechanically measurable,” and that "the verbal and nonverbal speaking behavior

of speakers maintains the underlying rhythmic interval within and across speaking turns”

(1981:74.89). Some of the tetms which these authors use 10 describe these rhythmic

phenomena have precise analogues in mathematics and time -series analysis and resemble closely



the models derived here by statistical analysi/s. of F;, lﬂuctualions:
The successful intercalation of communicative behavior between conversational
pariners seems Lo involve staying in phase with these wave patterns. . . . Notions from
wave theory, such as phases and peaks, are additional metaphors by which rhythmic
periodicity and interpersonal synchrony and entrainment can be described. The extent
to which these metaphors should be taken lite;ally’ in the study of face-to-face
communication is not presently clear (1981:74, anfi fooinote 7).

Scollon (1982), in a preliminary attempt to describe cultural insti.tutions through the
study of discursive practices, posits the criterion of "tempo"” as an analytic discourse universa}l.
He cites’data collected from a wide variety of speech situations to examine the general validity
of Erickson's claims. Scollon.finds that "talk in apparently all texts is timed to an underlying
iempo." He also recognises the implication that beats occur during silences, and claims to
distinguish these beats according to "tone group closure” of surrounding utterances. He finds a
highfy‘ variable.range of tempos both within and across situations with periods ranging from 500
to 1000 msec and states that the variability within speakers is as great as across situations. He
concludes that tempo functions as a means of "negotiating the interaction" between speakers.

1t 1s not entirely clear what Scpllon's timing points are, though he implies that speech

»

intonation and stress are the primary determinants of "beat.” By separating "tempo” (nurﬁber
o

of beats per minute) from "density" (number of words per beat). he implies two levels of
temporal sequence. He intends this organization to be consistent with musical conventions and
the practice of notating rhythms as fractions of metric beats. ’

Ulmer (1983) has made careful observations of fundamental voice frequency and
accompanying head and hand movements in both partners in dyadic conversations, following
Mair's observations of sound-movement copatterning. He demonstrates a distinction between

intrapersonal and interpersonal synchronies. Following Scollon, he also employed musical

notation to specify beat.
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Bvers (1976) cxamined continuous acoustic waveform measures of interaction in
various (cxotic) cultural settings. Studying these measures with concurrent framc.-by-l'ramc
film analyses, Byers identifies .1-sec intervals between speech and movement onsets in episodes
of interaction in these groups and in rhesus macaques.

He describes the timing of listener response to a story teller in a Kalahari bushman
community as beginning an exact number of tenths of seconds after the storvteller's final stress
peak. He also discusses an example of simultancous speech whicH occyfs in a sholting register
between Yanomamo men. Refcrring to the regular alignment of speech onscts with .1-sec
intervals from the partner’'s sfress peaks, and the consequent alignment of participants’ stress

caks, Bvers describes the two as engaged in a unique instance of "full phase-locked synchrony
[which] is sustained for minutes at a time between {wWo interactants without an exogenous

pacer” (1976:156). Bver's work conirast.s with tesearch based on relaxation oscillators models

Al
\

since he favors the idea that interaction rhythms can:be found to occur at universally preferred
periodici[ievs - \

Chapple (1971) models temporal aspects of interaction by describing the
actlivity -inactivity cycles in humén communicative behavior in terms based on relaxation
oscillator concepts. He considers that people as oscillators are capable of entraining and being
entrained, and that this happens wheﬁ the rhythms of those being entrained adjust to match
those of the one doing the entraining. Chapplé's notion, of sy’nchron_\"between participants’
cvclic activities involves specification of phase relationships between those cycles.

Relating these concepts to the rhythms associated with the taking of turns, Chapple
(1971) extracts ;neasures of dominance ffom instances of "double action,” such‘ as
simultaneous speech. Deriving these measures formaily in terms of activity-inactivity cycles,

-

he defines some components of interest in the occurrence of double actions: "the latency of

onsel before the interruption begins, how long it lasts, its persistence, and who outacted the
"My examples parallel Byer's claims in marking voice onset and stress (pitch) peaks
as timing points involved in the pacing of vocal interaction. I did not however find
a propensity for periods of 100 msec and integral multiples thereof in the F, values
of vocal interaction in casual conversations between English speakers.
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other and so obtained an instance of dominance” (1971:150). .

This description is based on the assymption that cach instance of simultancous speech
constitutes an interruption and as such presents a bid for possession of the floor, and on the
general notion that activity - inactivity cycles in conversations arc normally inversely phase
related so that one is inactive while the other is‘aclivc’. These formal notions would prevent us
from recognizing the phcnomcnon of si‘mullancously onsct speech, which is of interest in the
present study. As Chapple states, there is no latency of onset when ;'Hoth persons . . . begin u'])
act simultaneously after both h}avc been inactive,” but indicates that such occurrences are very
rarc.

The action/inaction patterns Chapple models are not precisely comparable to the
present results because of the discrete distinction between action and inaction and the inherent
arbitrariness in setting sampling rates for these properties (Haves. Meltzer, and Wolf 1970). In
F. data on the other hand, all gradations on the scale of {luctuations per unit time are of
ordinal value, patterns arc not restricted to a simple alternation of ons and offs, and sampling
can be continuous if the analytic methods can handic the amount of data produced.

Cobb (1973) used autocorrelation to investigate Chapple's hypotheses by studving
voZ:al activity measures in casual convgg;ations. He studied measurements of each participant's
separately recorded voices (taken every 500 msec of proportion of time vocalizing) in 16
fgight-niinule conversations. The autocorrelations of separate participant's voice measures were
identically periodic, consistent with inverse phase lock. This derives from the fact that one is
most often inactive vocally while the other is act_ive and vice versa.

Cobb found periods ranging from 46 to 132 seconds in length, in some but not all of
the conversations. He regarded these results to be supportive of Chapple's notion of
deterministic activity -inactivity cvcles, as opposed to the notion that speech rhythms are
stochastic Markov processes in which state transition probabilities are defined conditionally to
states presently occupied. Cobb predicts thdt the latter model, advocated by Jaffeand, =~ | )

The observation of "inverse phase" in activity/inactivity measures can be thought
of as an acoustic correlate of "turn-taking."
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colleagues (Jaffe and Feldstein 1970, Jaffe,Breskin, and Gérstman 1972), would tend to
N . . -], v
produce voice activity durations randomly distributed ir ~xponential fashion.

" Jaffe has been l;nOwn as a critic v‘(;f Slrbjectivq observations of rhyrhmicity' based on hié

generation ef apparer‘ltly.'rhylhmic data by a randorrr,-w.alk process (Jaffe, Breskin, and
| Gerstmén 1972). Jaffe,Anderson ;nd Stern (1979) c;escribe speech rh»y‘thm as having a

mathematically tractable stochastic element (in the form of an autocorrelated Markov p_rocess),
"""‘.J\and identifies a problem sounding very'much like Chapple's: "the rhythmic couplrng
( entralnment) of human commumcators each of whom brings his or her 1drosyncrat1c
rhythrmc propensities into the interaction” " (] af fe, Anderson and Stern 1979: 394)

_ Jaffe et a-k claim that conversatlon rhythms can be adequatelv descrlbed witha

f 6’ur f,level hierarchy of rhythms beginning with stressyowel-transgyllablc alternauon asithe

AN
®

fastest, imbricated in "'phras’e-pause ","‘talk—l‘isten " and "dialogue-break " levels of alternation;
alternations are'between activity and inactivity (1979:403). .A sizt 6f ,obser,vailions are made |
with regards to timing relations at each of these levels: |
Stern and Glbbon ( 1978) report scalafr trrnmg from phrase onset in the playfully
rhythmic speech uttered by mothers to therr babies which can possibly be regarded as a
dialogue ‘situation'. At ;an_\' rare, it rerrrains to be deterr__niﬁed .whether there is timing
_ constancy aérb’sé pauses“when dialogue takés place bet'wee‘n two adults (1979:408).

Later in article the authors claim more boldly that ';'Lhe phrase rhythm of speaker when he has

the floor is "synchronized' with that of speaker B when he has the floor so that the phrase

rhythm is smooth and unbroken ~’even while posession of the floor alternates™ (1979:418).

4

:2.2 Fundamental Voice Frequency and Interaction

\
2.2.1F, and Discourse

Brazil (1981) maintains an interegt in the interactive significance of intonation
(perceived Fo) in their phonological taxonomies of tone units.. The discourse analytic

@
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perspectxve which this work represems is based on exchange theoretic concepts (Coulthard and
,Braml 1981) which are in turn related to speech actltheoretxc nouons (Coulthard 1977)
g Aspects of tog}al prominence are categorized accordingglo semantic relations of the ”/ .
accompah,ying lexical items to interactionally given_ paradigms. Tones may be Jref/ erring"- -.to
information given in the preceding diecourse, or "proclaiming" - -of new information (e.g.

' '
Sinclair\and Brazil 1982).

Inasmuch as the goal of analyses by Brazil and his colleagues is the specification of
speaker option-systems, the obj’ects of description are cognitive zind hence explanatory at the
level of the individual. Their claim to .‘explain interactio ’al phenémena is built into thevnotion
‘that the semantic paradigms to which tone selections fef er\ are situation-specif ic and may

be mutually established by all pamclpams Most other systematic descrlptlons of tonal umts
‘and fntonation contours are similarly phonolo‘gxcal in nature and less interactional in foeps; An -
example is‘Lz)add's argument f 6t the necessity of taking bphonologiqal function into accOu;t.in
developing taxonomic criteria for the descriptiqr_x of i'ntona't;ion (19\83).

Mair (1977,1980) centrélized Lfle role of speech melody in his studies oij human
face-to-face interaction, developing a theory largely predicated on observations of changes in
head and'eye moveme'nts’at points of change in Fq. ‘bMair claims that the contouts of speech
meloely function in the development of sh-alvred cognitive ;nodels. In partieuiar, ;n.upgoing
melody is thought te "destabilize" the model and a downgoing melody to "stabilize" it.

Menn ahd Boyee (1982) correlated ehanges in norfnalized clauee--peali F, 'across’%
utteranee pairs with independently motivated (and nearly exhaustive) discourse categorizatiorgé
0" '~ pairs. Category labels included "topic change,” "back-channel,” and "Wh-questiops,"
as +uil as "consonant,” "dissonant,” and "diéagree," and the dyadic“conversations were
between children and adults. The conéistency of results confirms the utility of normalizing
pitch data, as has been suggested by Jassem (1975¥. On the basis of their results, these authors

, conJecLured that relatwe pitch values C%smentl\ reflect a "pragmatic” function:

Overall; the discourse correlate of an increase in normahzed clause-peak I, from the
. @
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First o the second member of a pair appears to be summarizable under the pragmatic

_rubric of "degree of disturbance in discourse flow " occasioned by the second member

of the pair (Menn and Boyce 1982:341).

2.2.1.1 F, and Arousal

Scherer has rémarked Lhal "F. might be an interesting indicatqr of the toles of
arousal in interpersonal interaction” (1982:’156). A general pictu_rg emerges in these
ascriptions ;)f orgz;nizatioﬁal significarce to-F, varia}ion: fluctuations, or mofe precisely,
elevations, in F, reflect or'exert discoursal influences a&cording to "interactionally new
i’nf ormation” (Brazil'and Coulthard, 1981 my parapgﬁasing), "destabilization 6f shared.
cognitive models” (Mair 1980), and "disturbance iﬁ discoursal flow" (Menn and Boyce:
1982). If ‘Sc_herer'é suggestion that F is an index of arousal‘is true, then these
irllterpretations‘of‘ the interactional effects of F, height may be related to the
discrepancy -arousal processes hypothesized‘ by Capella and Greene (1982) to account. for

patterns of "mutual influence” (reciprocity and complementary) in expressive behaviors of

human vocal interaction (see also Capelia 1981).
@ i

2.0 1 2 Piich in Conversation Analvses
Goldberg (1978) described shifts in amplitude as mdlcatmg

aff iliation-clisaffi,,lia‘;ion with previous utterances in the context of conversational

" "sequence types" (e.g. "question-answer,” "closing”). Gumperz has indicated a belief

th‘at "prosody is one o_f the most important devices that accomplishes cohesion in spokén
interactidn " (Gumperz, Kaltman, and O'Conner 1984:6). Gumperz et al. speculate, ;)n '
the basls. of é;perlmenlal evidence such as Cooper and Sorenson's (1981) work on
declmatlon that "speakers use prosod\ to predict wha1 is likely 1o come nexl in extended
discourse" (1984:7). |

Acoustic F, or perceived pitch have been primary variables of interest in recent
. \ :

conversation analytic studies of conversational data, specifically in relation to



15

"turn-competitive incomings"” (French and Local 1983), "conversational repair” (Konefal |
and Fokes 1985), "perception of sentence and paragraph boundaries” (Krieman 1983), and

"turn-taking" (Schaffer 1983) and "topic management" (Schaffer 1984).

2.2.1..3 An Ethological Perspective
ﬁ Ohala (1983,1984) provides an more nearly universal perspective on pitch data by
adopting an ethological approach. He has hypothesized an underlying relationship
between:
(a) cross-language similarities in the intonatioﬁ contours.f or sta;ements Versus
questions, (b) cross-cultural similarities in the vocal expression via intonation of
attitude and affect, (c) cross-language use of tone, vowels, and consonants in
"sound -symbolic" vogabulary, (d) cross-species use of E, in threatehing or
- non-threatening vocali.za{tionﬂs. (e) cross-cultural and cross-species use of certairlvi'
facial expressions (involvihg distinct moqth shape),Aand‘ (f). the existence of
se);ua] dimorphism in the vocal .anatomj; of humans (and certain non-humans)
(1984:1). .
Ohalé explai‘ns the “nship between thesé pitch phenomena as based on an "innéte

f :e,guehcy code” by #h high acoustic frequency is associated with the primary meaning

B

of %gzﬁall vocalizer” and low frequency with "la}rge vocalizer."

2.2.2 Experimental Approaches

2.2.2.1 Perceptual Normalization
Jassem (1975) has found that intonation curves of the same sentence pfoduce‘d on
different occasions by different speakers can be normalized aécording to personal "pitch”
and "compass” which he defines on the mean and standard variation of F, in the
‘utterances. Further discussion of the notion 61’ speaker-independant cilrves can be found

in Jassem and Dobrowgowska (1980). Normalization by the removal of individual
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differences could result in a better picture of pitch variation attributable to the imeractiqn.
1 did not perform suchhnorma‘lizations in order 1o preservevlhe properties of untransformed
data in the interest of developing initially non-parame;ric time -domain analytic statistics.
Pierrehumbert (1979) has demonstrated perceptual normalization for declination

by systematically varying F, 6n the 1ast stressed syllable of nonsense sentences and
investigating judgements of pitch height:

Judgements were found to reflect normalization ‘for expected declinatio’n; in

general, when two stressed svllables sounded equal in pitch, the second was

actuall) lower. The patiern of normalization reflected certain major features of

-production patterns: A greater correction for declination was made for wide pitch .

range stimuli than for narrow pitch range stimuli. The slope of expected

declination wae less for longer stimuli than for shorter ones (1979:363).

, T.here are many segments of _ the F,-series 1 'collected.which a‘re affected by trend,
and presumably the bulk of this trend is due to declination. Since the presence of overall
changes in mean obscures the autocorrelation analyses in many such segments (particularly
those produced by women), the removal of trenp is also suggested on methodological
grounds. Pierrehumbert's work provides the perceptual analogue justifying such treatment
in the future. Other segmerits of speechsdata were amenable to autocorrelation analysis <
without prior normalization, and as the trends attributable to declination were longer than

those fluctuations of interest in the present study, their presence did not affect-the analysis

for periodicities. ' o

‘2.2.2.2 Lexical Tone and F, Fluctuations r
Though evidence exists for language independent prosodic structures (see Vassiére

1983), lexical‘tone, based on’F,. is a language dependent feature. Some tecent studies are ’

relevant in this regard. Connel, Hogan, and Rozsypal (1983) found that pefception of

Mandarin Chinese lexical tones remains stable over a wide range of pitch contour changes,

suggesting that intonation is free to operate similarly in this tone language as in non-tone
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languages. Eady's (1982) resu}ts’ demonstrate on the other hand that while F, fluctations
may be determined primarily by stress placement in American English, the use of lexical
tones in Mandarin Chinese creates a greater average rate of Fo fluctuati-ons.

It remains 1o be determined whetﬁcr F, fluctuates periodically in tone languages as
I 'have found it to in North American English, but since phonological and syntacfié rules
regarding sfress application seem 1o co-occur with é phone;ic ,pleriodicity in F,in at least
some stretches of normal donnected discodrse, it may be that semantic and lexical aspects

of tone tend 1o operate within rhythmic constraints as well.

-‘ 2.2.3 F,, Rhythm, and Autocorrelation
In the present study I examine F, fluctuations for periodicity using autocorrelation
analyses. Although the resuits are interpreied as indicative of language stress rhythms, this is
not meant to imply7 that stress thythms may be defined as periodic pitch variation; it is well
known for example that other parameters (amplitude, duration) rhay vary Lo create stress, and
use of the term rhythm does not usually den_ote the presence of only one periodicity in the

«

intervals between various types of stress. Some evidence exists that rhythmic stress placémem
is not categorically perceived, as in the disambiguation of lexical items, without pitch variation
(Faure, Hirst and Chafcouloff 1980).

[t is important to recognize that autocorrelation examines for correlation between

-~
v

points of a series, high correlations resulting when points covary. A covariance of F, poiht_‘s
- occurs when segments are roughly alike in shape, as in a repstition of identiéal contours. At
the temporal domains presentl}g of interest (constrained by choice of sampling rates and length
of segments selected for autocorrelation), the contours shown to be autocorrelated with one
another most likely represent F, peaks on stressed syllables.
Periodic autocorrelation of F, is therefore a working operationalization of stress
rﬁythm, but in accord with the goal of acoustic phonetic description, this statistical description

o . v ' .
of periodic tendency does not focus on any particular features of the F, trace, such as pitch
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peaks which may function phonologically as stress markers. The PSO hypothesis does on the
other hand capitalize on the fact that pitch peaks associated with linguistic stress do usually
appear in periodically autocorrelated F, data ', and implics furthermore that an ¥, peak does
represent an underlying rhythmic tendency that expresses itself in F, peaks and in speech

onscts.

- 2.3 Rhythm and Interaction ,

The description of pe£iodic tendencies in F, productions invites a larger issue in
psycholinguistics; whether an argument can be esLablished for a timing principle wf)ich
structures progésses of both vspéech production and pcrceptioh. ‘Such a principle mightz
structure participants' roles as‘speakcrs, listeners, and as conversationalists by specifying
mutually defined rhythms which can then be observed as structuring the interaction itsélf.

The assumption that /processes of production and perception operate via
operationally -identical thythmic mechanisms centralizes the role of thythm in the coordination
of these processes required for parL‘icipants to create prosodically coherent bassages of

_conversation. This is because the assumption simultaneously accounts for cognitive
mechanisms and isolates an element which can be defined indcpendently : rhythm, or

periodicity. The notion that rhvthmic tendencies underlie processes of speech productipn and

perception has been investigated by physiologists, psychologists, and linguists.

2.3.1 Psychological and Physiological Speech Production Rhythms
Rhythmic mechanisms form the basis of cognitive structures in theoretical frameworks
proposed to explain patterns in development by Piaget (1976), and in attention and memory by

Jones (1976) . Jones refers to research on the perception of speech and pitch sequences to

[

support a theory that "perceptual rhythms . . . can be svnchronized to corresponding nested

Exceptions to this feature of English conversation are bound to be found in other
languages; Dutch, for instance, systematically marks stress with a dip in intonation
(Ladd 1982). '

"y
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time zoncs' within world pattern stfucture” (1976:232).

Lashley (1951), in a now famous article'cntitled "‘The Prpblem of Serial Order in
Behavior,;' suggested that rhythmic neurophysiological mcchani’sms m‘ight,,be,the natural link
between the perception and production of connected speech. L’enﬁcberg'(1967)"reyiewed |
Lashley's ideas and suggested they are supported by experimental evidence ‘indicaifng a time
coﬁstant of 160 +/-20 msec in speech perception and production tasks.

Efforts to specify rhythmic articulatory c‘yxcles‘in,‘ the produétion of speech were not at - |
first rewarded. Ohala (1975), in a histographic study of jaw openings in thé production of
speech read from a text, found a normal distribution inconsistent with the notion of a
physiologically preferred rate of speech érticulatory movements. Stone (1981) obtained clearly
periodic jaw opening velocity measurements duringihe utterance of nonsense syllable phrases,
and was able to relate variations in these measurements to three levels of syllabic st}eés.

Paralleling some of Chapple's idea's (e.g. Chapple 1981), Kelso and Tuller (.1984)‘
have___as“s;‘mbled evidence for common dynamic principles for speech and movement
coordination based on the iimit cycle behaviPr of relaxation oscillator models. Studying
"semenc.es " produced by repeating the syllable "ba" in place of the actual segmémals (thus
elirﬁinating segmental but not stress differences), Kelso and Tuller found a very stable limit
cycle behavior in primary articulator movements centering on a frequency of 5 Hz (200 msec
periods). (I will return to a discussion of rhythmic principles in speech production and

perception in references to linguistic thythm research below.)

2.3.2 Cognitive Rhythms 3 R .

The existe‘ncei of cognitive planning rhythms in ;peech has been debateq most recently
in an exchange between Powers (1983,1984) and Beattie (1984). Powers (1983) studied
spontaneous speech for an alternation between hesitant and fluent passages of speech, thought
to reflect an alicmétion between planning and execution phases of speech proc_luction.‘ He

rep'orts that a panel of judges éxamined graphical representations of monologues in which
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speech/silence ratio‘s were expressed as degrees of slope, and failed to discern a "rhythmic"
patigrn Q'f alternation between regions of steep and shallow slope. Jaffe et al. (1972) cfiticiscd
this method because of the indistinguishablity of actual results from resuits based on randomly
generated data. Beattic (1984) criticizes Powers in part for taking data from monologues,
implying that cognitive thythms might be more reliably elicited by interactional effects. See
also Power's reply (1984).
2.3.3 Linguistic Rhythms

Linguistic investigations of rhythm in English tend to focus on rules for stress

placement, following Fry (1968), have emphasized its .perccptual as.pccts. Claims that

v

perceived rhythms are structured according 1o rhvthmic articulations, and not merely as the
result of an imposition of perceptual organizations on temporally disorganized acoustic
intervals, have received support from some reasonable psychological assumptions concerning

the nature of articulation (the "p-center” hypotheses discussed below).

2.3.3.1 Stress-beat and Perceptual Isochrony ' "
Allen (1972[a] and [b]) investigated perceptual localization and differentiation of

stress "beats” in sentences recorded from spontaneous conversations. 'ye noted an inverse

relationship betweén the variance of subjects’ perceptual localizations of a beat (measured

by subjects’ finger taps and placements of clicks while listening to playbacks of the

sentence), and the stress level of that beat (as reliably agreed upoh ;by a panel of

phonologists). Plasement of the beats "centered around a ballistic release of the initial

t

consonants into the stressed vowels, " suggesling an articulatory locus (’1972[a]:72 ). He did
nél test for the perception or production of periodic temporal intervals between stress
beats: each presentation of the stimulus sentence tested for the location of a single beat.
Allen (1975:78) argues that rhytﬁmic performance universals are behavioral
tendencies with perception playing the crucial role of selection: "we perceive spoken

language as thythmic because it is fairly regular in its sequential sound pzittems often



enough that we can impose upon it simple rhythmic structures.” He notes traditional
psvchological findings wlun'ch demonstrate that as long as acoustic events are presented with
some regularity they will be perceived as thythmic, He also presents an argument that
performance universals (e.g. {endcncies to articulate rhythmically) in{eract differ¢htly with
the phonological, syntactic and lexical constraints specific to different languaées. 1o
produce the varying categories of rhythmic units in different languages. Allen infers from
this that there are learned aspects to speech rh_vthm. ‘

Lehiste (1977), building on Allen's ideas regarding speech perception, claimed that
"although isochrony is based on produgtion, perception seems to play a decisive role”
(1977:253). Lehiste based these conclusions in part on the idea thdt segmental speech
production intervals are only isochronous within tolerance limits defined ’by perceptual
thresholds for discrimination of interval durations in the 300 to 500 msec range; subjects
could not reliably identif'y intervals smaller than 30 msec. The interpretive orientation of
Lehiste's psycholinguistic work is syntactic: explicit deviations from isochrony are thought
to signal the presence of syntactic boundaries.

‘Martin (1972:487) has expanded on Lashley's suggestions regarding the rhythmic
' Organization of processes of speech production and perception by defining rhythm as
"relative timing between adjacent and non-adjacent elements in a behaviof sequence
(hence non-sequential dependencies).” Using this definition, which is based on the\ idea
that tt‘le cognitive structuring of rhythm is hicrarchical, not concatenative, Martin applies
rules {or generating fhythmic behavior sequences to patterns of stress positioning in
speech.

Such conceptions have been central it Martin's psycholinguistic investigations
using reaction time paradigms to study the perceptual expectancies created by the rhythmic.
productions of segmentals (using nonsense syllables to account for phoneme-spécif ic

articulatory effects). See Martin (1979) and Buxton (1983) for reviews of work that has

been done along these lines.
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2.3.3.2 Perceptual Centers
While attempting to creatc rhvthmic rescarch stimuli by aligning spoken digits

according 1o various acéustic criteria, Morton, Martus, and Frankish (1976) considered
that listeners do perceive something hapﬁcning at rcéular timing intervals, Whé’l they

perceive speech to be rhythmic, even if there is no isochrony between the various acoustic
. +
components of the spoken words. ‘They had required as stimuli a list of spoken words (the
list of digits one through ninc) at p.rcciscl,\' rhythmic intervals, but when they attempted to
align the recorded words according to points in their acoustic energy waveforms (Word
onset: vowel onset, and peak vowel intensity), the list was not heard as "phenomenally -
regular.” (,onverse v, when a list of words was heard as phenomenally regular no obv:ous
acousm;ﬂ pomt of alignment could be discerned. On the asﬂumpllon that a perccptualh
rhythmic list of words was nonetheless aligned according to some psychological criterion,
they postul.ated the existencé of "perceptual centers” (p-centers) initially defined as
"psychological moment of occurrence” (Morton et al. 1976:405).

Fowler (1983) reviews psychological, bhonctics» and phonological references and
TEPOTLS experim‘emal results all pointing to the Conclusion that vowel productions serve as
fundamental units of produced and percewed segmema rhvthm. This work suggests that
llsteners can account for scgmental differences (specmcall\ for the amount of consonama]
vowel overlap) and are able to identify the onsets of vowel articulations as points of
temporal alignment. She hypothesizes on this basis that the points of onset of vowel
articulation (which correspond differently according to consonantal coarticulation 1o
.

points of vowel onset measured by acoustic criterion) are the svllable "perceptual-centers.”

~

suggesting that an alignment of these points at rhythmi¢ intervals will produce a perception
of rhythmicity where none may be found in the acousuc speur@“l energ\ trace.
The concept of perceptual centers has been useful in dé\rnonstratxng an underlvmg

universality among languages in different "rhythm categories” : Hoequist (1983) found

p-center effects in directions predicted by the criterion of articulatory vowel onset in



English ("stress-timed ™). Spanish ("syllablc-timed"), and Japanese ( "mora-timed"),
suggesting a universal pn;iciplc of syllable timing.

Dauer (1983) compared stfess and syllable timed languages (English, Thai,
Spanish, Italian and Greek). He was able to account for variations in Lhe_rhythmicity of
stress placement among these languages by relating them to language specific dit‘fcrénces in
"syllabic structure, vowel reduction, and phonetic realization of stress," leading him to
conclude that "a tendency for stresses to recur regularly appears to be a language universal
property” (1983:51).

Apparently speech rhythmicity inheres in processes of syllable broduciion and
perception such that produced segmental rhythms are perceived’even when actual acoustic
intervals are not rhythmic. The existence of just such a matching between production and
perception may also be evident in patterns of suprasegmental coherence between
participants' vocalizations in convérsation.

The p-center hypotheses enable us to assume perceptual adjustmems for variations
in production in the organization of speech timing, and may vindicate Lashley's original
pr,oinosal that a common thythmic mechanism links neurological processes of production
and perception-. I.t is pbssible that segmental thvthms obtain betwcen vowel productions at
the same time as suprascgmental thythms can be found between F, peaks. These rhythms
may coexist at different temporal domains and their relative perceptual salience may vary.

In my results, the statistically predorﬁinant periodicities in F, varied from 240 to
2600 msec in length (this is not a statement about speech dala in general but only a rough
characterization o! a small number of segments). Although the lower end of this range
seems to include average syllable durations, fluctuations in F, sampled every 40 msec are
not tvpically found in syllable length durations, and my rgsults are primarily relevant to
discussions of stress rhythm. Some examples not reported here did suggest simultaneous
structuring of F, at mult';iple temporal levels by exhibiting autocorrelation at periods which

were not integral multiples of each other.
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Fir}dings of periodicity corresponding to stress rhvthm intervals reported here do
not of course preclude findings of ci;n closer temporal coherence of syllable durations
(and phasc reliations) across utterances. The existence of this latter tvpe of coherence is
suggested by the work on p-centers, but is not an object of investigation in the present
analysis. The basic principle that pboplc are able 1o pereeive precisely timéd rhythmic
producﬁons by compensating for specific effects associated with transient aspects of speech
performance is nonetheless of clear importance (0 a discussion of rhvthmic coherence

across utterances by different speakers.

2.4 Perspectives on Simultaneous Speech

Implications of the coherence c\_}&‘specch rh_vthms_for the occurrence of simultaneous
starts have been recognized by Mair (1977) and to somie extent Byers (1976). Their regular
appearance in casual conversations may be explained, as in the PSO hypothesis, as a
consequence of parlicipants timing their speech according to the rhythms in preceding speech.
Implications for the study of simultaneous speech in this research have been anticipated in
some of the existing approaches to conversational speech data, but proceed from entirely

different lines of reasoning and methodological bases.

2.4.1 Conversation Analysis

Sacks, Schegloff, and Jefferson (1974:720), in thé context of a discussion of rules for -
wurn-tlaking, dismiss simultaneous starts as produced by “self selectors [of the turn] aiming for
carlies] possible start " where earliest possiblc start is defined with reference Lo the syntax of
preceding speech. Jefferson (1973) treats instances of simultaneous speech as rule-governed in
relation to lexico-semantic structures and utlerance "sequence tvpes " (e.g. question-answer,

closing). She specified certain points at which the precision timing of "overlap” could be

considered as sigtialling recognition of the speaker's message, and hypothesized further that

certain terms may be designedly placed so that the other speaker may exergise the option of
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overlapping those terms (c.g. address lcnﬁs in closing sequences), She regards these cx;mplcs
ol "precision timing" as evidence of the "intense ().rgzmir.alion " of conversational resources, but
makes no attempt to consider prosodic or acoustic aspects of this timing. (Indeed no objective
measures of timing are made other than to note pausc durations in the lranscriplions.)’ She
does suggest briefly that there are shared units of time, such as "bcats."' in passages of
conversational speech data, but her formal interest in simultaneous starts seems to be in

determining rules for the outcome. Auer (1983) has suggested that overlap be classif"ea

according to its occurrence before and after "recognition points” in the present speaker’s

speech specified by lexical and syntactic criteria, as in Jefferson (1973).

Bennet (1981) criticizes "structural/syntactic” specification of "possibie completion
points" (as in Sacks,Schegloff, and Jefferson [1974]) aé inadequate for explaining subjective j
descriptions of qualitative aspects of interruptive overlapping speech. One such aspect noted by
Bennet is whether or not a speaker "changes rhythm when interrupted” (1981:174-175).

French and Local (1983) note that there are prosodic cues by which participants’ may
&

, constitute "incomings” as "competetive for the turn”. They suggest that loudness, pitch, and

tempo operate "irrespective of lexico-syntactic or illocutionary characteristics” (1983:17).
These conversation analvtic approaches have, in their treatment of simuitaneous
speech, progressed from assertions of syntactic and semantic significance [o*nomenological
exploratibns of prosody in their treatment of simultaneous speech. None of thea authors
attempt to describe acoustic phonetic patterning of suprasegmentals in simultaneous speech or

simultaneous onset.

*2.4.2 Social Psychology

Meltzer,Morris, and Haves (1971) and Morris (1972) have performed some rigorous
investigations of the relution of acoustic amplitude to "interruption outcome,” obtaining some
very stable results. These authors oriented their research design and interpretations by an

interest in turn-taking. The dependent variable was interruption outcome. Their results

of

S
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indicated a very strong role for speech amplitude in de‘termir;ivng interruption outcomes, but .

. . - ) i .
their interest in turn taking prompts them to specify "attacker” and "defender.” They
eliminate from conside'ratipn‘categories of simulianeoué speech suéh as "backtchalnnels" which
are listener responses not thought to indicate-a desire for t_he floor (Yngve 1967) ‘)

Natale, Entin, and Jaffe (1979) also considered sirﬁuitaneous speech in ffnalyses of
conversatlons relatmg mterruptlve behavxor to other parumpant atmbutes ("speech anxiety "
"conf ideg_c‘e asa spgaker and "soc1a1 anxiety ") Their f 1ndmgs were. in accord with their
predictions. They interpreted significant positive correlation of a person's "need for social
a?proval " and their ifnerruptive" bchavior as indicating that "speech interruptions may npt’ ‘

always represem a contest for the conversation floors™ (1979:875- 876).

Natale et al. found that ' only : minor, albeit significant, nroporuon of speech

' mterrupuons was affected by the persoralm measures used in [the] stud\ " While agreeing

that the timing of interruptions may be prirmarily stochasuc in rnzture (as found for speech in
general by Jaffe and Feldstein (19700, Nafale et al. concluded that external variables

("personality, task orientations "} modify the timing of speech: "Transitional probabilities of

'

~the‘ vocal _parameters cannol be assurned to be constant” (19{79:876’). My results are in

agreemem with Natale, Entin, and Jaff e's suggestion that speech timing processes have
nort- statlonary componems (see the sectlon on non-stationarity in Chapter > below), but

proceed f rom an entlrely different line of reasoning. The interest in snmultamous speech is

»"coincidental. ' Y

@ ‘ ;
See . also West and Zimm n (1977) for fmdmes whxch relate interruptive behavior
to the sex of participants?‘and Beattie (1981) for evidence that setting may affect
the reallzauon of sex- related effects.



3. Method RS
v
3.1 Overview:

The procedures I'used to produce the preseﬁt results involved the techniques of audio
recording, and of numerical and graphic processing in F, extraction ar;d time-series analysis.
Recording 6f the conversations wés done in stereo and emphasized the fundamental voice
frequencies. Collection and treatmem'of F, data were peiformed by machine with error
correction by hand. Analysis consisted primarily in the ei&amination of correloéréms taken of :
selected segments of F, data, and visual modelling of .the iridicated period and ph:ase properties
on plots of these ‘data.‘_‘ Main headings in the bgdy of this chapFer refer to these three sets of
procedures; the recor»di\.ng. of the conversations, the collection and ;ieatmenf of F, data, and
analytic procedures. ~ '

“The faithf ui recording of F, in dyadic coxyversa;ions required a particular type of
"microp_hone design to l;e»de_vel‘o'ped specifically f 6r.this jsurpose. I describe thi§ apparatus and
the procedures relating to participant selection, protonls, and recording, beiow, alowng with
s/qme floles regarding the éix three to four {ninute convérsations recorded. ;;E’;Qf
- Figure 3.1‘frepresents' an overview of the nux;leficalland graphical procedures used in
this research, indicating electronic and computer s.ystevms (labelled with acronyms), procedural
stages (listed numerically), and ‘the methodo}oéical paths by w_hich stages are connécted. As an
introduction t.0 the f oliowfng diééussion of the methpdology-, I ‘v‘vill review the eight stages
indicated inwFigure 3.1. This list is not pfesented as an exhausdtive chronology of the procedural
.stéps producing the’present resﬁlts, but it dées indicatc\a‘rou’gh ordering -of the méin procedures
involved. | o

- The first four stages of the numerical and graphic procedures have to do with the

collection and treatment of data.

1. Pirch processing. Thi_s procedure involves three instruments: an audio tape deck is used to

play back the recorded conversations, the Pitchmeter is used to extract measures of F,

27
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from these recordings, and the personal computer is used to read the digital output of the
. Pitchmeter into time-series form via a "data capture” system. These _series can then ~be
read into a mainframe computer's 6perating system for further treatment and analk{;.

2. Smoothing. In the present investigation the rate of data capture was set to produce series
v»"ith 200 samples pe‘r second (sps). A smoothing program developed for this projéct
eliminates many erroneous sgmples by an averaging procéss which exc]udes‘"zeros and
mis-f'éé’dé', and was used in this study to convert the "raw" series into 25 sps series.

3. Plotting. Plots of the synchronized series representing both participants in conversation

were drawn by computer. I ordinagily performed this stage at least twice for each

converéational episode transcribed; first viewing the plots on sheets of inexpensive
hardcopy to perform the editing procedures (see stage 4), and then repéotting the

- error-free éeriés in full size color plots for graphic analyses and. the fitting of hand drawn
curves. |

4. Editing. Prior to analysis, the computer - transcrjbed files of Fo da.ta had to be checked f:0r

errors. This was performed by comparing F,-pNggaP the audio and video representations

[y

"~ of the conversations a\'aiiable through the tape player and Pitchméter. ‘The bulk of the
corrections consisted of the removal of cross-talk betweén channelg - -a more complete
inventory of errors is provided below.

The second four staées repreéeht the procedurgs in&olv’é&igh the aﬁalyses of the data.
The first two of these stages, segmenting’and _autocorr,elaiing“. establish the extent of cyclicity in
selected parts-of the F,-series, and the conse’quent‘ broéedufes of splicing and modeling provide
'clarif ications of the period and phase relations between segments. |

5. Segmenting. Segménts of the Fo-sefies can be selected simply be referring 1o the index
numbers on the x-axis of the F,-plot (the coordinate representing time). These index
numbers correspond to line numbers in the computer files co‘ﬁta'f{ling the series plotted.

6. Autocorrelation. Autocorrelation analyses performed in the interactive programming
4

' language APL and plotted as correlograms allowed extensive data exploration for the

i
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triat-and-error Qiscovcr,\' of significantly periodic segments. Selected correlograms were
’usé”dﬂi‘,td indicate segments of comparable period with intervening silences- -candidates for
. splicing- -and to guide the final stages of modeling. . ' | /o
7. Splicing. Where segments with comparable period were‘separated by stretches of, silence,
and in some cases where these stretches contained speech ;)vith either indélerminate or
incomparable period, portions of the iﬂtervening stretches equal in length to the specified
periods (or‘imegral multiples thereof) Vin the surrounding segments could be spliced from
the series, producing series in which the segments of.comparable period were adjacent Lo
each other in known phase relationships ,and with fewer zeros (i.e. less "missing data").
Ifhproved correlograms of fhe speech episddcs of im&est were obtained with this

»

, tcchmque Splicing is also Jusuﬁed on theoretical grounds as testing the very assumption
k4 1

that period and phase continue across silences in the production of utterances whlch are

prosodically coh_erem with each other.

8. odelmg Based on sausfactory autocorrelation results regarding the periodicity in speech
segments and the continuance of that period across stretches of sound and silence
separating those segments, hand drawn waveforms with-the specified period were “aligned
visually to the F,-plots. This wave model provides visual confirmation that periods

£y

detected by aqomcorrelauon of F; can be found to correspond roughly to the intervals
i
between F, peaks, and that these mterva&& can also be found between those peaks and

points of simultaneous onset.

3.2 Recording of the Conversations

To study naturally occurring instances of spontaneous speech for periodicities in the
cycling of F,, 1 required high quality recordings, necessitating a laboratory setting with
recruited "subjects" as participants. The recordings needed also to be stereo-specific (each
subject recordgd onto a separate audio channel) so that p'iLch processing would be possible on

each participant's voice separately during episodes of simultaneous speech. The requirements
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of naturalness and high-fidelity stereo are compromised in the design of the microphones

developed for this research.

3.2.1 Microphones

A high degree of focus on individual speakers' voices at F, range frequencies was
required of the microphones, and short of imfnobilizing or separating the participants, only
phyéic‘al proximity of a microphone to the individual speaker could achieve _such a focusing®.
Angqther con_sidetati_on, pointed out to me by Dr. Carl Urion, was that op’timalltranscriptidn of
F, by the Pitchmeter is obtainable when the microphone is placed directly against the [ leshy
part of the throat o the side of the larynx (the source of phonation, or F, production). The
inicrophone houéings used in the recordings analyzed below evolved from a pair of custom '
microphones‘designed by Dr. Wiiliam Pierce;. These were cloth straps made to be worn around
the neck, with sections of foam rubber housing the actual microphones. Focus on the
individual's own larynx was further impréved by shielding the microphones inside the straps.
with quarter-inch thick rubber.

Once accustomed to the snugness, the participants did not complain about the neck
straps, and other than a somewhat unusual appearance and some restriction to movement of
the head, the naturalness of the conversatiorns did not seem too much intruded upon by the-
neck straps.

_ Prhesent ‘shortcomings in the recording process necessi‘tated hand editing of the data, as
descrfbed in the sec.lion dealing with data treatment below. Although the microphones were
effective in recording even very quiet ‘phonations,, there was still enough ~ovérlap from one
channel 6f the tape to the other (through the microphones) to contaminate the data from the
individu_al speakers. This "cfoss-talk " between channels was rate enough that instances were
easily identified and edited out of th/e transcriptions, but prevalant enough that measures of

/

__________________ 7

Meltzer 1967) and others are not adequate for the recording of frequencies as low
as Fq. ‘



raw pitch analysis output could not be relied upon®.

3.2.2 Procedures

3.2.2.1 Participants ©

Four volunteers, two men and two women, participated in the study. Tﬁe
participants were graduate students previously acquainted with each other and whose
naiive language was Englsh. ,T"hey had varying degrees of nai;/eté with respect to the
purpose‘ of the recordings, though none knew that there was to be any interest in

simultaneous speech.

&

3.2.2.2 Protocols : &%
i Afler meeting the participants in a waiting room near the recording studio, 1

s

introduced the research saving that I was ime;;&ed only in statistical aspects of certain

acoustical éarameters of thé conversations an:i that there would be no content or

personalit)} analyses per se. The participants were tgld simply that they would be wearing

neck strap microphones and asked to converse freely on any topic for about three minutes

al a time. The participants then signed release forms assuring them of their rights to

anonymity and a full explanation of the research in layman's Lerﬁqs (see Appendix 1). The
: conversationélists were then selected in an arbitrarily predetérmined order two atz time

and escorttc}\Qa recording booth just large enough to accommodate them, a table and two

chairs (see Figure 3.2).

3.2.2.3 Recording Procedures : ,

The participgnls fitted the neck strap microphones to their throats, and a small

4ssette Tecorder was placed on the table as a backup in case intelligibility was too low in
i

¢ —: - were occasionally instances in which a female participant's F, Was masked

by 1:~'s. An example of how this problem was dealt with is discussed in
Exa - ok Chapter 4. Analyzability of direct unedited output of automatic F@(
anal. .ight be attainable with the more recently improved design . of microphones

in an ¢ ‘.stcally dampened setting which permits some distance between: participants.
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the recordings from the neck strap microphones; this turned out not to be the case. A
sound check was performed by asking each subject 1o count to ten once softly, once ina
normal voice, and once loudly. The video output of the Pitchmeter (used \10 extract F,
from the sound signal) was also monitored in the setting of recording levels for optimal
clarity of signal. A fir}al check was made during which participants alternated digits
counting to ten”. After the sound check | asked the participants to remain silem‘um'il after
I ﬁad closed the door 1o the booth and tapped on the one-way glass scparéting the booth
from the recording studio. Conversations were ended when 1 opened the door to the

booth.

3.2.3 The Conversations

1 recorded six ﬁonversalions, cach of the participants speaking with each of the other
thfee. 'There were some ob‘vious discomforts asébcialed with the task, and some of the
conversations-seemed tentative or forced. Others were more animated, even lively. In the
earlier conver‘s'ations recorded, participants drew on a lopic which was being discussed in the
waiting area. In later conversations there was a longer initiél phase during which participants
prompted C'HCh other into picking a topic (morevoften than not proliucing fepealed bits of
simultaneous and simultaneous-onset speech).

One particularly notable feature of the conversations )‘Nas a lack of tolerance for silence.
The participants in these conversations behaved precisely as ‘Lixg,\' were asked; they talked.
There were few pauses over one or lwo seconds in duration. Aithough the subjects confessed to
loquacity, and aithough there are certainly sociolinguistic and cultural dimensions 10 the
tolerance for silence in conversation (see Hudson 1980:116-118 for some references), it seemed
here that these subjects fell a necessity to fill time with talk, a feeling no doubt engendered by

the setting.

The recording levels set as a result of these checks were often different between
the two channels, preventing later comparison of intensitv results on an absolute
scale.
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The conversations each contained between 16 and 25 simultaneous locutions, occurring
on average roughly six to eight limes a minute. Most of the simultaneitics consisted of
“interjections” (c.g. "mm”, "uh-huh”, and "oh yeah") by one participant during the other's
speech®. Some instances of simultancous locutions consisted of laughter by one or both
participants *

Each conversation contained at least one example of simultaneous-onset speech
following a silence. Some of the conversations contained many more of these than others: in
this parucular sel the conversation between the males contained the most occurrences of
simultaneously onset ‘speech, and that between thc females the fewest. Each conversation also
contained episodes of simultaneous locutions lasting one second or longer, and most contained
four- to six-second episodes during which short scgments of simultaneous speech occurred
repeatedly. Such episodes were the preférred habitat of simultane;)us-onset ibcutions.

Details regarding the choice of)ubjects to participate in recorded conversations are of
interest Ias limitations on the generalizeablity of the results. No attempt was made to control
for individual performance aspects of the speech phenomena under consideration here. The

research setting and selection of speakers were "unnatural " influences on the conversations,

" and these aspects of the recording may even have systematically affected the prosodics in the

o

conversations recorded. This is permissable because the design of the present research does not
encompass variation in the uses of prosody, but only the description of some prosodic patterns
realized in instances of simultaneous locution.

The results may be conceived of as single-case studies. I anticipate that the loss .of'

immediate geheralizeability will be recovered upon the development of descriptions that are

phonetically precise and formally economical and therefore applicable to a wide variety of

v 1 also observed precise timing of thesc interjections and surrounding speech such
that there was neither a perceived silence nor any simultaneous speech during
speaker switches. Further study of such interjections may produce another source of
data on projected prosodic coherence between speakers.

Laughter containing phonation, in contrast to interjections, was almost always
simultaneous with phonation in speech or laughter by the other participant in these
conversations.
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conversational phenomena.

3.3 Collection and Treatment of I, Data
Collection of data involved processing the audio tapes through the PM 100, 200, and

300 programs developed by Dr. Phillipe Martin and hardwired into a microprocessor controlled
device (the "Piichmeter"), and an IBM PC, to produce digital expressions of F, in series stored
as files in a mainframe computer. Some treatments of the dala are required along the way to
-correct for errors. These procedures eyemually result in F,-series with samples occurring at.a
rate of 25 samples pcf second (sps) which can be displayed as plots. Collection and treatment -
pf&edurcs are represented as stages 1 through 4 in Figure 3.1 and in the list at Lt‘xe bcgiqning of

.

this chapter. .
il
3.3.1 Data Collection: Pitch Processing and Data Capture

The stage referred to in Figure 3.1 as pitch processing actually involves two separate
procedures which occur simultaneously. The first involves use of the Pitchmetér to extract

digitized F, measures from the audio tape, and the second involves the "capture” of thesc data

in the form of a stored list of readings occurring at equal intervals of time--a time;eries,

3.3.1.1 The Pitchmeter i

Pitch, intensity, and oscillographic displays are available on é vi@co monitor, and
the Pitchmeter also has analog and digital outputs of these signals.” The'data are updated
every glottal period, that is, with each closidg of the glotuis, and can be dutput in
"feal-Lime " (virwally instantaneously). The Pitchmeter provides as well a number of

. voice sl_atistics not used in the present study.
The F, analvsis is performed b_\""f_iltcr tracking”:
Seven (7) baﬁdpass filters . . . are used. The 6utput of every filter

channel is continuously monitored by the processor in order to evaludte the

periods between two consecutive positive zero crossings of the input signals. Fhe
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system then takes, as tt}e fundamental period, the zero crossing period coming

from the lowest frequency bandpass [ilter if this period lies between fixed limits

(in order to clixﬁinqlc nonperiodic signals and noise) (Pitch Instruments n.d__i.:2,

also see Leon and Martin 1972).
I first viewed the conversations on the "Prosodic Feature, Display" program (PM 200) in
continuous sweep mode. The video display of this pro-gram consists o F, on the top ’half |
of the screen and intensity and the oscil{ggraphic envelope on the bottem half. The sweep
lime, the range of the F, displz;y, and t};c' (ini)ut intensity are all variable. Fixed displays
were then used primarily in later stages of analysis, as in the checking of machine
traﬁsribed data. To inspect both speakers' prosodic traces simultaneously, 1 used the PM
100 "Teaching Intonation" program to display one person's tréce fixed on the top half of
the screen and the other's on the bottem. Some manipulations would usually be necessary
to synch the two halves of the screen but the resulting display was crucial to thg editing of

cross-talk between channels during simultancous speech.

3.3.1.2 Data Cap i

To accomplish automatic transcription ged#g from real-time ouput of the

o R “
Pitchmeter to the time-sharing operating systemM@\mainf‘rame computer, it was
necessary to read the real-time output of the Pitchmeter using a personal computer. An
IBM compatible hardware/software data capture system (programmed in Pascal) was
developed for this purpose by Mr. Ray Wong of Compuware Corp., Edmonton A]bgrta.
This system was installed to interface the Pitchmeter to an IB_M_PC/XT, which was then

used to write samples of the digital output of the pitchmeter onto diskette. The diskette

files could then be read 1o the mainframe computer operating system as data files.

3.3.2 Data Treatment:Smoothing and Editing
Pitch analysis is vulnerable to fast fluctuations in frequency caused by periodic

components in the input from supra-glottal sources (e.g. frication). These fluctuations are
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sjmoolhed in the Pitchmeter by a mcdian. algorithm with variable N, but some, which may
approach syllable duration, remain as error in the digital output (:)f the Pitchmcl;r. Other
readings of F, are sporadic due to low intensity of recording levels and/or input sensitivity.
Some samples are occasionally lost in the transcription if a PC read occurs during a PM
update. One way of cxcludi}gg’ many of these errors was to sample al a much greater rate than
needed to represent the flucjﬁ’x‘alions of interest (and prgvidc sufficient numbers of data points

for time-series analvsis), and then take medians over succesive numbers of points appropriate

to produce the desired temporal sampling rate.
]

3.3.2.1 Smoothing
I chose to make transcriptions for the analyses presented below by sampling the

Pitchmeter output 200 times a second (5 msec. bciwccn samples) and averaging over every
8 of these samples to produce an F,-series with 25 sa(mples per second (40 msec. between
samples). This effective rate was chosen to ir}clude all F, fluctations of syllable length and
larger (promihent F, fluctuations éssociated with articulations of phonemic length would

also be included ati this rate), and because at this rate the sampling of the processes of
mterest can be regarded as cdmmuous for the purposes of time-series analysis.

Lon

Programs used 10 smooth Lhe 200 sps series into 25 sps series werc written for this
s «G‘

A,

research project b\ Dr Dwxghf H‘arle\

‘

sl 0T 4
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temporal occurrence of F, fcatures could be made on the basts ol these series within
tolerance limits of +/-20 msec. Comparisons of these supra-segmental data with the
faster timed segmental aspects of the speech signal cannot be consistently made in these
series.,

A Turther increase in sampling rate would have allowed a greater number of
samples per scgment and a consequently larger number of lags at which correlations could
reliably be taken, but this increase would not result in a significantly better estimate of size
of the cvcle in the data. Cycles of the size to be found in these F,-series (with periods of 6
or more poimsv) could not be detected with greater confidence at faster sampling rates, as
the effective sample size would be reduced by a proportionate amount if these cycles were
expressed as maximal correlations at a greater number of lags (discussed in the section
dealing with autocorrelation, below).

Time-series values are thought of not as samples from a population, but as
samples from a process occurring over time. The proper sampling rate of .a time-series
measure of that process is determined more by the density of samples over the process, and
not strictly by the density of samples over time. In the present rescarch, the processes of

interest are cycles ranging from .2 to 2.5 seconds in perio

5 For a givéh episode of the conversation then, the pitch processing, data capture, and

~ +smbothing procedures resulted in pairs of data files, each file containing two columns indexing

the sample numbét (or time. in 40 msec units) and a second column with a corresponding F,
value representing the median of all non-false non-zero pitchmeter readings occurring four ]0
msec intervals preceding and four 10 msec intervals following that point in time represented by

.

the index number. I refer to these data files as F,-series.
3.3.2.3 Editing
2 I
Though some errors have been elimated by the smoothing from 200 to 25 sps, these

A
F,-series can still not be treated as data. There is still cross-talk between channelsF The
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Pitchmeter has variable sensi_tivity, levels which may or may not be appropriate for the
entire episode. Occasronal erroneous readmgs from non- gloual perrodrc sound sources -

lastmg longer than 20 msec. Temain in the 25 sps serres All of these persisting sources of

Iy

error leave gaps, wrong samp}es, and samples where there should be gaps in the F,-series
gven af ter the smoothing procedures. These contaminations are mosr often quire)blatam
when the F,-series is plotted and compared to audio playbacks and video anaiysis ‘with the
Pitchmeter. In the recordings made for this strrdy errors consisted mostly ‘in instaﬁnces of

CTosSS - talk

-

Asa result of the comparlson between plots of the Fo series with audio and vrdeo
presemauons I edited the raw E,-series. Approxrmately one sample in every twenty -five
was determined to be eIToneous bv one of the above explanations and corrected In an
earlrer stage of my studres I transcribed entire seriés by hand. The checking process merel»

corrects the machme transcrlptrons where they fail. The time saved by the data capture

~N

system is still enormous.

3.3.2.4 Plotting

. The plotting system is based on pro"grams written by Dwight Harley of the Division

d' N

of Educational Research Services at Lhe University of Alberta. In this study, I created plot
| descrrptron files represemmg unedlted F,-series of both partlcrpants ina selecred eprsode

[ then compared crude hardcopres of these plots to the audro and video playbacks and
noted the discrepancies "accordi'ng to file line number. l correcred the series and the plot

description files, this time sendihg the plots to a plot_ti‘ng device for high guality color plots

_of both Fo-series in a selected episode of simultaneous speech. I refer to these as Fo-plots.

For research purposes, the X -axis, represemmg time, was labelled with file lme numbers.

(In the ¥~ plors presented in Chapter 4, the x- axrs scale has been redrawn 10 mdrcate the

actual time units.)

I3
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3.4 Analysis
Autocorrelation analyses are now applicable to the F,-series in which values
W

~ consistently and accurately represent f undamental voice frequencies as measured by the

Pitchmeter and copégithed by visual and auditory exam#nations of the data. Autocorrelation

gt for cyclity in the data, and they may specif y the period of that cycle.
It has been tated that the probletn in this investigation is to describe p{rosodic‘
coherence as‘l/an invariance of period and phase in F, cycling across utterances and speakers. In
particular, 1 suégested that simultaneous onsets of speech will be found occurring in the phase
and period of preceding speech. Implicit in these claims is the notion that the f luctuatlon of F,
in some segments can be described as a periodic waveform, and that a waveform model of F,

[ 1

fluctations can be specified by demonstratmg penod and phase in actual data.

The analytic co:ponent of the method I used to support. these claxms consists of the
statist'ical demonstration of kperio’dicity in Fy-series by au_tocorrelativon, and the subsequent :
determination of phase by visual analysis. Beth period and phase in speech segments, but
phase in patticulat. can be conf irmed by autocorrelation analyses performed on spliced
segments from which data have been selectively removed as a test of the assumption that penod
and phase underlvmg the cycling of F, remaln unaltered durmg some silences. Results of these
analyses can be displayed visually by the alignment of a hypothetical waveform with the
specif ied period and phase pararneters to the F,-plots of the speech episodes.

4.

3.4.1 Period

3.4.1.1 Segmenting -

Periodic cycling of F,-series can be demonstrated by autocorrelation analysis of
selected segments. Proper selection of ‘segments for analysis is vital f t)r detection ef
underlymg transient cycles. The initial segments chosen were usually bounded by the
occurrence of a syntaclic boundary with a pause. Second and third segmentatlons were

: Y

«b’ased gn thé results of autocorrelation of the initial segments;.,the autocorrelatlon of -

A 4



. 42

scgments based ’on\s_\"mactic and/or pausal criticria was not alwais the clearest possible. (In

Examp®* and 2 presented in Chapter 4 a straightforward segmentation according 10 pause is

r3

ado%eq.) v

¢

The gl of the analvses therefore became in part 1o determine those segments of the

F-series containing demonstrable periodicity. This exploratory process of isolating those

segments was a‘ided"by intuitions based on plavback of the audio tape and by visual examination
of the F,-plots. Autocorrelation analvtic criteria for cvclicity impose certain limitations on the .-

type of segment in which periodicity is thereby demonstrated. Some of these limitations are

a

. . .. o . .
discussed in the section on autocorrelation which follows. &

7

3.4.1.2 Autocorrelation . | . .

Auloc}orrelation is-a procedure which describes the dependency of poini’Wa series

on previbus points of that series. This dependency is measured by correlating LhC ﬁoinls in
a series with those’a number of lags ;Sre'ccding. Calcula;ioﬁ of corfelations of a series with
‘itself over successive numbers of lags produces an aulocdrrela[ibn series. An é
autocorrelation series in’ this case is a series of correlations Between successive poinis in the
F.-series displaced by increasing intervals of Limg. The .indc;)cndcm. variable éf this-
time-domajn analysis'is therefore an expressionvof" tirpc in its manifestation as a_"sét‘of
,k Wseque\mial depéndenéies. but not in.its historical aspectss A plgt of the autocorrcla‘tioﬁ

® , -
series% the€ lags at which cerrelations are taken is called a correlogram’.

3

; Figure 3.3%sa highly idealized visual repres&ntation of the process of

~autocorrelating 4 segment with three peaks (the minimum number of cycles which must
S o ’ A_ I
appear in the data for detection of periodicity by autocorrelation), and a very clear 10

point cycle. The correlogram alternates between high and low correlations with a period:

. ~

/ (in lags) equal to that in the F, curve (sce Figure 3.3). Assiatistical tendency towards
periodicity in a series of points can thus be detected by a patierning ol the autocorrelation
S ’ I - .
of that series lo alternate regutarly between positive and negative values.
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. The need for large enough numbers of samples to produce reliable correlations
imposed minimal length restrictions. In many cases changes in phase or v}')ériod or an
absence of Iperiodicity in the F,-serics a‘ltogelhey in parts of the segment would prevéﬁl Lhé
resolution of the autocorrelation series into a periodic alternation, imposing maximal>
length restrictions. Minimal length restrictions are also imposed with respect to the
number and length of cycles in the F,-series. Periodicity is established in the correlogram
of a segfnem of F, data only il two comparable periods occur between maxima (or betWéen
‘minima). 'As‘ seer; in Figure 3.3, this obtains only-when a segment with at least three c&cles
can be autocorrelated to lags eqﬁal to the span of two consecutive cycles, as in step 4 of

that figure in which the autocorreldtion of a series with three 10 point cvcles is taken to 20
S ,
lags'?. '

1

The basic tool in the following analyses was an autocorrelation program which

could handle missing data, written by Dr.Tom Maguire of the Division of Educational

-

Research Services at the University of Alberta in the interactive programrming language -

w2

APL (Iverson 1962). Conceptions of time-series as descriptions of continuously

measurable quantities need 1o be altered in applications 10 speech data containing silences.

o

In this time-series application, zeros are lechnically missing data singe they cannot be

. .

included in correlations: they are not on the same scale as the other data and would

o

. . . \ . . X
introduce spurious results at all lags-of an futpcorrelation. The methodological problem of

missing data can be solved by assuming that the parameters of tendencies underlyling
speech segments Temain constant across silences and intervening bits of speech.

. A rough method for determining the significance of autocorrelations is described

by Gottman (1981):

N

An approximate standard deviation for the autocorrelations estimate is given by

1/N$; under the null hypothes that there is no autocorrelation in the process of -
{ which this series is an approximation (Bartlett, 1946). . . . To be significantly
1 Here is a clear distinction between statistical periodicity and perceptual rhythm--a.
perceptual beat may be established with only one cycle between two peaks.
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dif{ erem'f rom zero (at alpha = .05), [an autocorrelation] must exceed 2/N*.
(1981:67)

Ina correlogram,. these ;ignif icahce levels can be represented as lines above and
below the zefo line indicating minimum absolute values for a significant difference from
zero. These lines demarcate what are known as Bartlett bands (Gottmafi@..l;ééj:}f.’ (Bartlett
bands are shown by the dashed lines in the correlograms presented below.{f‘s‘.}:ﬁxquiples 1

- : Ce

and 2, Chapter 4.) The correlation levels required f or significance rise sl‘i'ghd'y with

- increasing lag because of the decrease in effective N with increasi—ng lag. T. se levels also
differ from segment to segment and from correlogram to correlogram depending on the
length of the segment selected, and the amdum of niissing déta in that segment.

In the ;malysis, 1 preferred to refer to levels of significance specified by the

Bartlett bands only as a method of comparing degrees of cyclicity between the various
types of segments selected. I did not adhere strictly to these criteria in the exploratory
phases; I tolerated some deviation from the cr}teria, even \.Nhen modelling the waveforms,
where this deviation was attributable to the presence of "noise" in the form 6f an uneven
disiribution of zeros, and trend (see the following section). In most correlograms a clear
alternation betWéen significantly positive and negative values was not established; 1
proceeded with analyses when an alternation o;cur‘red only between local maxima and
mi_nima in the correlograms suggestive of cycles in the data. For consideration as a basis
for modeling, the correlogram had to“peak at least twice at significant values after

~descending well'below the zéro line and at equal (within one or two lags, depending on the -

size of the cycle) intervals between peaks.

'3.4.1.3 Noise in the Correlograms: Missing Data and Trend

The uneven distributions of zeros and the presence of trends and shifts in mean in

the segments of F,-series are two factors 1o which we may attribute irregularities in the

correlograms. Stretches of zeros must be treated as missing data, and when long, they

seemn to affect the smoothness of the series, that is, whether the series are predominantly
' )
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monotonic, or continuous in slope, between prominent maxima and minima. This
condition was not usually obtained in the autocorrelations of series with more than 10-20%

missing data, and in some cases the positions of maxima and minima could not be D

determined because of the lack of resolution caused by this problem.

Interpretations of some autocorrelations were also complicated by the presence of
trends or changes of mean in the data. Using the smoothing programs, 1 took means'over '
every 5 sarﬁples of the 25 sps F,-series, producing series with 5 samples per second.

Overall trends in the original series are rendered clearly visible in plots of F,-series at § sps,
and can be seen in both examples presenvled in the following chapter. No attempt was
made to compensate for these trends, excepting in the interpretation of autocofrelations

taken on series exhibiting visible trend. Further autocorrelation analysis of F, fluctuations

S~

in these temporal domains will require removal of longer trends. In the present study the
question of trend was set aside since segments with relatively little trend were found in

sufficient numbers to continue with the analyses **.

!

, '3.4».2 Phase .and Modeling:

3.4.2.1 Splicing

Assumptions about what Happens to underlying tendencies during the silences can

be tested by splicing F, segments cdmaining comparable pe,riods; ‘this})is achieved by the
removal of points in numbers both consistent:and inconsistent with that period, and *
exammanon for systematic changes in the correlograms This apphcatxon of

autocorrelation analysis, which was suggested to me by Dr. Tom Maguire, reduces the

UThere is again the. possibility here that a procedural adjustment resulls in ap’
inadvertently differential treatment of the sexes, or more precisely of those whose
F,-series tend to fluctuate- with a certain rapidity with .réspect -l1o range. In -the
speech episodes discussed below, one involves a man with a woman, and the other
involves the same man with-a. different woman. In both, the, man, 's F,-series:
contain relatively little overall trend (except for one clear shift in mean jn Example
2) while the trend in both the women’s AF\senes seems strong enough to’ obscure
the. results of the autocorrelation  series. ! .

5,
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proportion of missing data and simultaneously accomplishes the goal of testing whether
period and phase in the cycling of F, remain constant across utterances and speakers.
Spliéing is 'used in both ekamples below to examine the research hypotheses.

The assumption that spc;ech rhythm predisposes the timing of the following events
is opc;,rationally defined here as a constancy of period and phase between utterances and
therefore acfoss intervening silences and brief phonations. If this assumption holds, then
the removal from that interval of the number of zeros correspohding to a periodicity in
neighhoring segments of the F,-series should not disturb that periodicity--in fact, it should
enhance the salience of that periodicity to an autocorrelation analysis.

These assumptions guided autocorrelation analyses of F,-series consisting of
selected speech segments spliced together by the removal of numbers of , points (mostly
silences) equal to one, two, or three of the cycles found in those segments. In the first
example, portions of a silence are spliced out to clarify a question of p}’hase relatiéms. In
the second example, a speech segment is spiiced out of the data along with surrounding -
zer0s in an investigation of phase and period Telations which results in a clarification of the

period underlying the man's F, fluctuations in that episode.

3.4.2.2 Modeling
| The final stage of the analysis of the F,-series was the visual alignment of a
\;'aveform to thé plots of those segments with demonstrated periodicity. Although the
period of this wave is spegif ied by the correlograrﬁs, its phase alignment to F, peaks and
the simultaneous onset is determined visually. The issue of whether or not the PSb
hypotheéis is suported by a given wave model is therefore’a matter of judgement at this
stage. The results presented below indicate two examples of sﬁeech episodés in which I feel-
that the temporal occurrence of simultaneous-onset speech is e;cplainable with reference to
a wave model. The presence of periodicity in these data is empirically observat.ale‘ in the

correlograms.
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[2 ;1
Such research technigues, in which the fitting of a curve.derived from statistical
aspects of time-series data is performed visually, have been used before in communications
research using interrupted time-scries designs. 1 quote from McReynolds and Kearns'
"Single-Subject Experimental Designs in Communicative Disorders” 2
Results of single-case experimental designs arc generally presented <;n a graph and
direct visual inspection of an individual's performance provides the primary
method of data -analyslis. There are several advantages to this method of data
analysis. First, because raw data are plotied and analyzed during each phase of a
“study, the experimenter is kept in close contact with his results and is in a position
10 know if the data are conforming to preexperimental expectations. This allows
‘ appropriate modifications in"the study protocol as problems arise and pro;ides a
considerable degree of experimental flexibility. 1n addition, graphing of raw data
" permits other members of the .sciemific communily to assess independently the
power of obtained results. Finally, when the criterion for acceptance of data is a
marked effect evident from visual inspection, variabies havi'ng a weak treatment
effect will be teased out and further explored (1983:26). |
&hhough MéReynoldé and Kearns ate discussing experimental approaches, their comments
on visual inséecpion are highly relevant to the quasi-experimental time-series modelling
“which I attempt in the preserﬁ descriptive study. |
The technique of fitting a specificd waveform to prosodic data has also -been
considered by other researcﬁers, notably Jassem (1978). In outlining a program of study
. B 3
for the phonetic analysis of pitch phenomena he*indicated that
V Procedures for a linguistic interpretation of pitch curves obtained instrumentally

have not vet been established. Probably statistical methods, especially those that

dea} with fitting cef}té}sn' types of theoretical curves to empirical data, could
-, @f’% u._’ 3
SRIN e

9%365)

provide a solution
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Maguire (1985) discusses the application of time-sefies analytic methods to detect
cyClicit& in pitch fluctuations, and describes the prob]eh as consisting in part of the
removal of noise: "Wc can use techniques to accentuate certain parts of our data much like
computer enhancement is used in satellite photography, or like staii}s are used in biology"
(1985:7). Ir; the present research, we wish to fillter out noise to reveal underlying periodic
lendencies, and the waveforms which 1 fit to the F,-plot m the chapter on results below
are visual models of this tendency. |

The visual alignment of a hypothetical wave does not represent a formal attempt (o
model the F,-series. Strictly speaking, the only modelling done in this study is in the
description\of an F,-series in terms of the periods in its autocorrelation series. The actual
waveform of the F,-series is ambiguously described Py indications of periodicity- -per;"od
being the only parameter specified. In order to examine the indicated periodic patterns in
the F,-series for pharse alignment and for consistency with the PSO hypothesis, I required
a "measuring stick." More a visual aid then a model, this measuring stick took the form of
a sinusoidal wave with peaks occurring in the period and phase of the peaks in the
Fo-ploti?.

The methods of visual fitting are demonstrated in the exposition of results .\\hThe
goal is to check on the correspondence of autocorrelation results to the points specif }‘?d by
the hypotheseé. Points specified by the initial PSO hypothesis are 1) the pitch peaks
preceding a point of simultaneous onset and 2) the point of simultaneous onset. These -

frequently sharper than valleys (i.e. discontinuities -in slope tended to appear at the
maxima in the F,-series). Modifications of Pierrehumberts "string" -model of F,
declination by Cooper & Soremson (1980) indicaie that F, peaks are not

. discontinuous but "concave downward." The effect of sharpness in the peaks of the
25 sps Fo-series is probably an artifact of the sampling rate, and would therefore
be consistent across the spectrum of F, fluctuations: fluctuations or changes in
direction occurring above certain critical rates will result in discontinuities in the’
slopes of series measures. Given the nature of these discontinuities in slope, it
seemed appropriate to fit the series with sinusoidal-like (spline) curves with
continuously varying slopes. The choice of this type of wave was also appropriate in
anticipation of spectral analyses, as sinusoidal components of a Fourier series are
the independant parameters of a frequency-domain analysis. c



hybothesizcd points were slightly modified in the examinations of two instances of

simultaneous-onsct locutions presented below.
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4. Results

The results prescrlled in this chapter dcmoﬂstratc some methodological procedures and
descriptive principles. They are not presented as cvidence for or against general hypotheses
concerning the role of prosodic coherence in organizing interaction. Though consistent with the
projection of simultaneous onset hypothesis (that simultaneous onsets occur in the period and
phasec of preceding speccl}). the two examples below do not establish the prevalence of
prosodically coherc{qt é;geech, nor do they establish the perceptual significance of the described
F, patterns. The /b;téimples do indicate the possibility for rigorous description of the periodic
fluctuation of a measurable parameter of vocal interaction.

As judged by autocorrelatioranalysis, periods and phase in the cycling of F, do remain
constant across some ségments of speech. Investigations of the projection of simultaneous
onset hypothesis proceeded differently in the two examples presenteq below. Each of the
analyses is problematic in a different way, highlighting different technical, methodological,
statistical, and design problems'. though in both, the operational definition of prosodic
coherernce as a constancy of period and phase across utterances has explanatory value. In both
cases the results are consistent but slightly discrepant with those predicted by the PSO
hypothesis. In both a point of simultaneous onset is prepeded by simultaneous speech and a
pause, and the timing of the simultaneously onset spee&:h 1s consistent with intervals in
preceding nonsimultaneous speech by one of the participants.

In Example 1, the point projected to does not appear to be the point of F, onser (which
was not acoustically simultaneous in the F,-series). Rather than onset, it is the F, peaks that
were physically more nez  simultaneous. 260 msec periodsvaré found between pitch peaks in
the speech by a male speaker and the consequent occurrence of simultaneous pitch peaks. In
Example 2, the point of simultaneous onset is part of an F, peak in both participants, and this
point is I oﬁnd to occur at 560 msec intervals from pitch peaks in speegh by the male speaker,
these intervals both preceding and following that point. In both examples the female partners’

vi4

F,-series showed evidence of comparable periodicities (at roughly twice the wavelength in



Example 1 and at th same wawﬂcnglh u;n anmpfcﬁmﬁb\,u\ he €. pcnoglutncs were not

unequivocally established in thc correlognam‘s Y{, o

In the Lonversaucmq I rcgordcd nol all spcé,gh hcard as sxmuTxancousl) onset was

preceded by speech with cyclical‘ly autocorrelated F, 4

d whog\ this was the Lascdt wportcd
X

- l,“h%y

the idea of projection at varying leyels of 1cmporal pré : 'o&T I shouid poml oul that the PSO

hvpothesis does not predict that all'owurrances of >1mul£ar‘f§ou< onset will occur in precise
period and phase rclation to previous periodic fo n;ovcmcms, bu1 merely suggests that such an
occurrance might be found with some regularity based on the notion that conversation is often
prosodicallv coherent. The results presented here do demonstrate clearly that objective study of

period and phase in the cvcling of F, in discourse is attainable in time-series analyses such as

autocorrelation.

4.1 Example 1
My firsl example is from an episode containing 14 seconds of speech by male subject D
with simultaneous and non-simultaneous speech by fcmale subject S. The eplsode sgerms 1o be
one in which D is making a commentary on something S has sald with S's Speech mdlcaung
both agreement with D's commentary and an intention (o continue speaking once D has
finished his commentary. Out of the 14 second F, trans iription of th¢ e-pisode 1 chose ‘a set of; )
utterances lasting 3 seconds for closer study. Following ap imately 1 second of mutual
laughter with phonation and a .8 secqnd p2usc (absence of‘phonation), D begins a cla;ﬁe which
both he and S finish logethér (see Figure 4.1). h
A very clear and compelling beat is heard as being produced mutuaily by S's

else yeah and D's "veah. . .righ." This impression is not clearly borne out by the acoustic

intervals indicated in the F,-plot of these syllable utierances. The utierances heard- -even after
repeated listening- -as uttered .simultaneouSIy, have F, onsets 60 to 10Q msec apart as measured .
in the F,-series. The F, peaks of S's "else” and D's "veah" are also heard as being
simultaneously uttered on a single beat but peak in F, at apparently distinct times. There i$

o, .

~
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nonctheless demonstrable periodicity in D's speech.

4.1.1 Period ‘

*I selected the 75 data ﬁbints of D's entire F,-series for autocorrelation over 35 lags.
The result‘ing correlogram exhibits five cycles, three of which are clearly significant (sce Figure
4.2). These results strongly suggest a cycle in the data with a period of roughly 6.5 points or
260" msec. ~

This inference could be mngdc with more confidence if’ the maximum at 21 lags was
significant, or at least positive. Note that Lhc’ mi;xtima in this region arc occurring between five
and seven lags distant, indicating a cyclicity over l\his réngc of points in the series, that is, at .
the period established in other regigns of the correlogram. An overall dip in the autocorrelation
series in this region may be caused by trends in the F, data, masking the significance of this
cvcle in the autocorrelation ser'i'esa This problem is illustrated more clearly in the consideration
of S's F, data.

I examined separately the two segments of D's speech divided by the central 1.3 second
pause; segment 1 consisting of speech up to the first "it's a," and ségment 2 beginning with the
repetition of "it'sa.” Though exhibiting dramatically the effect of trend, the correlogram of

n.;the first segment peaks at six and thirlyeen lags (see Figure 4.3 [a]). The second segment has

autocorrelation peaking only once at fifteen lags and with an #regular minimum (see Figure 4.3

[b]). These results would certainly suggest that the 6.299?11 cyclé indicated in Figufé 4.2 is due
“primarily to autocorrelation in segment 1. w o
2 ) ‘

Note that this may not mean an absence of periodicity underlying segment 2 considered
in the context of segment 1: One such ime.rpretation would be that ¥, in segment 2, c;éfes
with roughly twice the period of the F, cycle in segment 1.’ There may also be a shift in phase
involveﬂdﬂ. ‘For the purpc;ses of modeling, it is géherally better to rclynon the autocorrelation of
both segments together because of the’ reduced sample sizés in t’ﬁ?ﬁ%;naller segments and b€cause

the autocorrelation of segment 2 peaks only once, failing to specify an inherent periodicity.



S

o Fig_xﬂ re 4.2 Cotrelogram.
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5 ' ' ' ; ) o
Splicing technidues demonstrate that the cyclicity indicated in D's F¢-series is due to properties

of ‘both segments considered together.

»

4.i.2 Phase

I examined f or period and phase relations ‘oetween‘segrnems 1and 2 by snlicing the
segmenis" remo\"irig s;stematieallydiff erent numbers of- points (all zeros) f fom the-»int‘er\ie‘ning
gap Fxgure 474 shows thef autocorrelauon results of D s F0 series with 4,6, and 8 points (160 |
240 and- 320 msec) sphced out of. the gap intervening between the two segments. Based on lhe
’ hvpothetrcal presence of a6.5 pornt period underlymg these segmems Lhe second sphce in. |
which an interval roughly equal to the hypotheucal cycle is bemg removed, would be expected
10 show stronger cyclity relanve to the other two splices, in whrch mtervals mcommensurable s
with the hypothetieal 6.5 poim cycle are being removed‘.

Though the f irst two peeks in the correlogram"remé.»in'relative]y ’undisrurbed'in the four
and eight Epmt splrces (Flgures 4 4[a] and 4. 4[b]) the positions of the third and f ourth peaks
in the correlograms aTe drsplacgd in Lhese splices, resultmg in predominantly aperrodrc
correlogramsh. _ | , % : .

A furtner lest of:?rhe existence of rhe. nnd’e‘rlying lendencyfie,provided by sp;licing
thirteen points (contarning two whole, but unrealized, cyeles of “the ‘h\y_poth'egized period) from .
the.ga_p (see Figure 4.5)**. Though the resultarit déffsé in N widens the Bartlett bands to
'where the. eycles of the series are fechnically insignif icant,vthe regular alternfartfon in the 'series 15

‘clearly i;nd\ieative of a periodic cycle in the data. -

4.1.3Modeling' - o v SRR T

Autocorrelation analyses of this example have indicat® a Le-ndency towards a 260 msec

o

v
\

perrodrcny in the F, of D's speech anisuggest that the periodicity is strongest before hrs pause
{

The'next stage of the analysrs 1nvolved the fmmg of 4 wave 10 the F,- plot and checking f ora

¥ 1n thrs splice .one ppint of . data 18 Sacrlfrced--l ehose the last point of D's frrst
"it's a" ]US[ precedmg the” pause . _

S ‘.
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period and phase alignment of the sipnrultaneous onset speech withpreceding F, peaks. "l‘his 1s
in effect the "test" of the PSO hypothesis.
| The Fost reliabl"e periodicvity was the 6.5 point 260 msec wave detected in the
~-autocorrelation series of the 75 data points of @ s Fy-series. 1 theref ore attempted to align a
260 msec wave to the F,- plot of these pomts (see Figure 4.6). An alrgnment of the wave with
.regularly appearing F, peaks was indeed clearest in segment 1. In that segment, thej‘_F0 peaks

LU

. occur on the syllables "stead-, pid-,"‘ and "Eng-," and tJhese peaks occur 240 to 280 msec

apart in the F,-series.

1 conJecturec;that th}S perrodlcrty continued to underlre D's 1mmedrately f ollowmg

A B

- utterances, co tion that speech segments cohere rhythmlcally The peaks of

o

: the 260 msec v d with the first three F, peaks of segment 1, also align with,

Mboth of D's pr r "it's." This observation, convergent wrth the sphcmg results; "

&

{ ‘f‘:npt drsturbed durmg the pause. I_‘f it is indeed the case that there is an underlymg tendency for

v

. FU peaks, to oecur every 260 msec in D's speech during this episode, then two peaks of the

the hypothetrcal wave has

.

consrdegltie 1ex1ca1 data here as convergent with the wave analys'
Bn‘o_v‘v pe ed on both instances of a repeated syllable won the WO prd syllables and on
‘,_, ' ﬂ'};‘. K
" (Note also that the point of thrs second 'pid" syllable W 'ch ahgns t\o the wave

“the two
is both an F, pealg and a point of onset.)

The: fo_llowing peak of the wave occurs on (g:a n of "piddin." It seems to be at this o
point that D begins to "’dra’wou‘t" his phonation, apparently waitrng for Sto cbrnple't& her
contribution 1o the clause This interpretation is reler/a'ﬁt gs a possible explanation for the

delay in D's next If“ peak relative {0 the hypothetrcal wave. At the end of his extended "n"

D produces a very clear F, peak on the svllable yeah Thls peak is clearly out of phase with

b o g v 4 .
/2 ] N o N
" P ; N

“

~the wave rnodel, occur.rmg,\lOQmsec af ter the peak of the®wave. 1 nonetheless contmued, to

ond’ P
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. V,g'lf/ R ' . ‘

o L i
o

assume lhat'lhe wave model applies to following speech in the phasc set by preceding speech

- (D’'s segment 1).! , '

After D's and S's syllables yeah an'd "els‘t” (whlch are heard as oceurrmg

\ ©
4

. simultaneously), there is a mutual silence followed by therr syllables ' rrgh’" and "yeah (heard

+

as beginning simullaneotlsly.- ‘ata poml of simultaneous onset). The hypothetlcal wave peaks

once during this srlence and once agam- —100 msec afler lhe onset ‘of phonation in B "righ',"”

e 3
{ i
W -

but within only 20 msec. of of the Eb peak of»t is utterance Furthermore this lo;auon is also
o ' - roon R o "
within 20 msec. of the F, peak inS's " veah | regard this as an- mstance of pro;ecuon of

- %

srmultaneous peaks rather lhan of srmullaneous onsels smt:e-l ere was no éﬁggustmpqi

et
simultaneous onset. and since the sm“ﬁanem of lhe peaks ma\ correspond 1o the perceleOn

of simultaneity. This point conforms to the notion that a srmullaneous onset (orﬂmore Ty
. 4. o

\ ¥ 1

generally;;(‘{ l&lmullaneny ") will occur in the period and phase of.precedmg‘speech. ‘
Y
4.14 Penodncr@ fuS's F series

4 : The foregoing analysis has produced &esulls consistent with the notion that participants
e . . :

9

A

. 4
in conversations can time tlﬁo productions so as to preserve periodicity and phase of F,

c’yclfng. This analysw: proce‘e on the basls of D's F,-series, and appealed to S's series only_

£l el

as it ,coincides with.D,‘s final syllables. The phenomenon of interest, this coincidence, is a
property of the mteractron of.the two individual pitch producnon texts. In the present example

there is speech by both pamcrpam preceding the heard mmulnan%ro.mset@naWDfs o

. Speech was presemed first by 1Lself? srmply because the findings were cleater in his data.
/ N , :
! The autocorrelation analysis of S's Fo-series is not straightforward. Ther® are aspects

° «,of the timing of S's speech, even precedmg the final two syllables "else” &%ﬁf‘e‘ah,“ which

_lend an impression of rhythmi‘city, both heard (on the audio tape)-and &ﬂpn the Fo-\plot) S

....... . 8 ; <

14This analytic assumptlon might be valldatedey “the * functional mterpretauon that D
"is waiting to "join in" with S's speech. This- would imply “that: D's speech™ is - »
‘delayed as a response ‘to S's peak (which. doées occur “within. 20 to 60 msec of the -
peak in the hypothetical . wave). Note that the peak of the wave also aligns wnh
the beginning of D'sgF, Ttise,- ks

v .
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In an aut;ﬁcorrelation.analysis, a weak tendency towards cyclicify appears in the data. at periods
approximately twice a4 long as those found more strongly in D's Fo-:éeries. Details of the
analysis reveal some linjitations in the techniques but also indicate directions for improvement.

| A Lcchnical problem with S's F,-series concerns actual missing data (see dashed line in
Figure 4.1) -.Qata on thc F,of §' s"'else are masked by D's yeah‘" since F, is by defmmon
the lowest requeﬁ?:‘\) ;n the auditory puch range, the Pitchmeter will usually prefer a male

voice. 1 reconstructed the F, on S's "else” by extending the last observauon%;across the two

. ™ missing points; thus avoiding the temporal specification of a péak which would influence the:

Pt

results.

‘Another’problem with S's F, data in this example is with the proportion of silence

[~
‘ -
betweer\ her first fe“ utterances. S's flIS[ two "mm"s are briefl and quiet (mdeed thenr
) audnbxhty to her 1mer‘10cutor may b in doubt)15 Because of 11 s relatlve temporal 1solauon and’*
L O 3 S kY ,

it Hodl, o,

Ak, ?3'5 E)ﬁfp
£ foal
short duratnd‘h S s first "mm" 1s dxff icult to mcorporate into an au”tocdrrelanon of the rest of

’Q the segments. Nelther edmng by splicing out pomts in the sﬂénce nor filling, by mterpolatxon
1o the followmg pomts are motivated here.- Inclusnon of t\}‘us ut[erancfe and the following
silence into an autocorrelation analysis of the remaining speech would have the effect of
reducing sample size to the point where the correlogram would be 'Iﬁninterpretable. This is not

Ny . oL )
to say that the timing and pitch of the utterance are not of interest, but that in the absence of

natlerns'to which these points may be\fit, it is diff icult to incorporate them into an

autocorrelation analysig of the rest of the episode.

an

\ Autocorrelation analvng like Lhose apphecf to D's F,-series f aﬁed to detect perlodlcny
© K}
at statisticaily significant levelsin S S speech and the results mdlcate a need J) account for -

trend in the data. need to account for trénd in the data. An autocorrelauon of the 52 point

In Lhe comext described above (D's comments are - seen as having ‘occurred during
S's "turn"), . these vocalizations mxght indicate a desire to begin speaking; S seems to
be delaying her speech because D is talking, though she clearly has something she
also means to say. S's entry during D's pause, with a noun phrase fitting D's
speech semantically, syntactically and, it is my impression, prosodically, suggests that

* her preceding "mm"s can be taken- as markers of both@mment speech and
_hesitation. The availability of "these vocal-gestures for a close analysis is enhanced
by thg pfommlty of the mlcrophones to the larynx.

|



segmem of Fo"readings from S's eecond "mm"‘ to her "yeah" at the end of the episode is
presented in Figure 4.7. The correlogram also clearly exhibits an overall downward trend
indicating general changes in F, larger than the span of the 25 lags to which the autocor‘relal—ion
could be taken. This may be atdributable to lhe decllnalron which accompanies S's declarauvel\
voiced "a pidgin of everything.” The suggesuon of a 11 1013 lag cycle in the correlogram of
S's speech (see Figure 4.7) may be related 10 the 440-520 msec u\’yal in her "else. . .yeah”

" (12 points = 480 msec) (these being the syllables heard 1o coirlcivcle1i rhythmically with D's
"yeah. . .righ’ "y. It isvnol‘immedlately apparent though how a 480-520 msec wave might {it to

S's overall F,-series, in*which the fluctuation seéms Lo consist predominantly in downward

trend. o § e
r - “@ L
The existence of this trend 15 confirmed visually by mSpecuon of a plot of the eprsode
&

alst Y

series smoothed down 1o 5 sps (see Prgure 4.8). Here an overall rise - g@lrm the dala is apparem
(whrch may itself be regarded as a cycle ‘with a period of roughlv 1 seconds) and this overall -
“trend undoubtedly lowers correlations aI certain lags in the correlograms of S's speech, possrbl\
masking the srgmhcance of components wrrh shorter perlods such z‘:a 480- 520 msec cy cle i
These results are presented here prlmarrl\ as mdrcauve ol” a need:to. further refme the 2
the teehmques of auroeorrelauon analysis of F, data. Thev do not resull in'a waveform model,
but the results are consistent with the notion that temporal mlervals underlying both F,
produelions in this episode of sirr}ultaneo'ugrspeechare commensurable--S's with a period

‘roughly twice as long as D's. . 3

4.2 Example 2. T o
q’ e . * . . K \ V;
g second-episode 1 selected for anal\srs seems al l”rrst Lo be an instance of one

I

)
speaker provrdmg an apparent semamrc -and syntactic commuance of another's precedmg

>peech (although an apparem conflrct developes larer in the five 1o six second stretch of

srmultaneous speech in thls emsodc in what appears to be a "cbmest for. lhe f loor ! ) The
_episode consisted of male subjcl D (the same as in I:xample 1) speakmg alonewand then in N

vﬂ'
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simultaneous speech ;vith female subject J: during the simultancous speech, there is a mutual
silence followed by a heard simultaneous onset. The simultaneous onset occurs in the 7th
second of this 10 second episode, about 1 second into the simultaneous speech. A possible
functional or "common-sense” (i.e. impréssionistic) interpretation of the non-simultaneous
speech might be that D makes a statement of a political condition, in the manner of leading up
1o a conjecture or prediction. As he begins 16 utter what apparently would have been this
prediction, his interlocutor J enters with her understanding of the consequences of D's
sta’tefnems, and-D attempts to "fecycle " the text of the conversation so that he may continue
his line of reasoning (s;:if Figure 4.9).

o The andlysis indicated that, during the first threeseconds of sin{uitaneous speech

including the pdim of simultaneous onset, D refers very clearly to the rhythm established in his
B ﬂl”.‘

_preceding speech. The simultaneous onset is also an F, peak in J's series, and is followed 'in

D's series with an F, peak only 40 msec later (see Figure 4.9). Both the 6riginal (sir.nultaneous

onset) and the modified (simultaneous peaks) hypotheses would predict the prds‘odic' coherence
of this simultaneous onset with preccding‘s\peech. Validation of, the projection model in this

example by autocorrelation analysis was initially obscured, 1o me by the simultaneous speech

i

preceding this point of simultaneous onset- -the segment was edited,out to render explicit Tthe

pattern underlying D's data. : 0 o
e o , ’ -
(Xt S R

4.2.1 Periodicity 1

Three of the syllables of D's first set of utterances (segment 1) are h#rd as falling on

?

a very regular beat; "peo-," "this,” and "-serv-." A weaker. faster beal may-ue heard on
T . N R . S
: - . s

"and,"” and-on "att-" followed by "peo." \l\>this.case (in which the periods are two 1o four
™

times as long as in Example'l), the percsg[ual rhythm seems to correspond well 1o the acoustic
3 & ' * .

- .record: the F, peaks on these syllables do seem very regularly placed*in time.

. 1 first examined the speech in segment 1. “Clearly significant peaks in the correlogram

of this segment occug at 28 and gplags (see Figure 4.10). There is another peak at 44 lags, and
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a local rise in the correlations between 10 a.rfd 16 légs [t can be stated with some co@ﬁdencc (%
, 4
the basis of these results that there is a 28 pomg ,1* second periodicity in these diila a};d Lhav E
there appears also to be a.weaker cycle at,rodgh"ly half that period. Examination of the Fu-pl,_of‘»
(Figure 4.9) shows that the F, peaks on "peo-." "this," and "-serv-" tend to occur R
approximately 1.1-1.2 seconds apart, but note that midway between some of these syllables,
there are other syllables containing smaller F, peaks‘. e.g. "and" and "att-."

Following segment 1 of D's speech. there 1% second pause; then s‘p\eech by D |

followed by J 160 msec later, producing a 580 msec stretch of simultanedus speech. D and S

1
o

*both stop simultaneously, pause for appxoxxmately 28, s;; and then begin again, both at the
same time.

The beat becomes unclear in speech immediately preceding the‘poim of simultaneous
onset (in segment 2.1), but seems nonetheless to also contvir‘iue past this point. | autocorrelated_
D's F,-series following the pause (ségmem 2) and found 5 very weak suggestion of a 14 lag 560

'msec cvele (see Flgure 1¥%a]). A correlogram of the series cerrespondmz to D's "recveling”

{x

speech ("They ‘e gonna, veah, they're, they're” [segment 2.2]) peaked at 13 lags (see szuré
ll[bj), An aulocorrelat’i:m of D's F,-series from the point of 51mul[ancoqs onset on:(gegments
2.2and 2.3) ﬁeaked at 13 and 30 lags with a 12 lag interval b_etween'cleér’f"-:ﬁifi{)ima (see Figuré '
- . . : ‘

. Although‘no statistically significant periodicities were establishéd in these
autocorrelations, the results are not emitel& negative. It rr‘lay‘ be that the s.aliem period ¢hanges
within one of the seﬁnents. e.é. on D's "veah." The results d(;'suggest that D's F,-series

expresses an underlying tendency to peak roughly twice a second, and that this tendency

underlies his speech‘ throughout the episode both before and aftera point of simultaneous

" onsel. L . , ‘ ‘ : R
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. 4.2.2 i’hase and Modeling
D'S F,-series in scémcnl, 2.1 seems not to fit a 560 point wave aligned 10 D's preceding®
. ?; non~s‘imultane0us speech. D's phonation in segment 2.1 begins 1240 msec after his last }ﬂ
v )
peak. There is no obvious peak in D's speech and neither a 28 point nor a 14 pOil'](‘ wave ahgns
ﬁarly with any p‘bihtS in D's speech in segment 2.1. The appropriate modeling of the period
d:d phase relations between segments of D's spucech became apparent only when segment 2.1

was spliced out. '
Again making the assumption that therc is nOnetheless an underlying rhytﬁmicity, with
phase and period set by preceding speech, | considered th; speech following the simultaneous:
onset (ségments 2.2and 2.3) for pha§¢ relations to segment 1, Spcculaii_On that a 28 point
wave continues to underlie areas of the F,-series is supported by th;a plausible alignmcntsﬁ(see
:‘Figure 4.9): peaks of the hypothetical wave align with the point of simultaneous onset, with

D’s final "they're” in segment 2.2, and \’1 his final "me.” Fﬁzhermore, there sééms to be a
peak in F, on "yeah;" ocwrringﬂ points dircctlvy in between the peaks of the 28 point wave.,
again suggestive of another wave twice as fa%. &

Consolida;ion of phase relations between the various segments of D's speech led 10
support for the existence of a 14 point, 560 msec periodicity. Assuming first that there is a
tendency towards a a 28 point periodicity in D's F,-series which is not expressed in segment -
2.1, 1 spliced out 28 points including segment 2.1 and some surrou&dihg zer0s, and
autocorrelated the resultant series. Some Furt_her.experimemation demonstrated the cleanest
avutocorrela[ion of this series was gbtamable if an additional 2 points were also removed . The
result of this ahalysis 1 a clearly cvclic correlogram'with some disturbance at lower lags,
indicating the existence of a 14 point periodicity in the segments of D's speech as spliced (see

-

M
Figure 4.12[a]).

» " »-

‘Al the present sampling rates if.,is gﬁ?ﬁcult to tell -whether an adjustment of the
wave "phase” by this small amount (7%) is caused .by an actual phase shift, a

slight cumulative lengthening of the period, or simply an error in the alignmiént of
this wave to to th¢ F,-plot. It may also be a svstematic aspect of the dawa.

&
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§urther splicing was motivated by the 14 point.f igure' srince there were still two runs of
14 or 'rnpre zerqs in the data:‘one after the initial conjunction "—'and."__and one Temaining in the
pause after "conscrva-tives;".afrer the 28 point splice, meaning that there seem to be three 560
rnsec pbint cycl'es in the interval between segments 1 and.2.2. Cyclicity of the eorrelogram of

_ the series sphced on the assumption.of a 14 pomt wave was the clearest of all with a great deal

less dlsturbpnce in the earher lags (see Frgure 4.12[b]). Although the f irst few minima in the

A . v

'au[ocorrelatlon fail P reach significance, the maxima ars clearly periodic. The vague .

, appearance of an overall fall- rrse in the aulocorrelanon series may again be caused bv a trend
in the data Fxgure 4:13 is a plot of the F,-series of this eprsode smoothed to 5 samples per
second, and shows clear evidence of a shnf tin the ,the mean of D's Fo-serres coincident with the

, $
point of simultaneous onset. ‘

Figure 4.14 depicts the superimposition of 560 and 1120 msec waves r\epreseming_the ’
‘Tesults of the correlograms shown in Figure 4.12. 1 leave it to the reader to note that these
waves do fit visually W1th the cychng of D's F,; and with the point of srmuhaneous onset.

Peaks of the 560 msec wave occur on D's syllables and sxlences as follows: "and." srlence,

n non "on "on

att-," "peo-," silence, "this,” "-pens, -serv-." silence, silence, "(stutter),” "they're,

"o

"yeah," "they're,” the "s" of "seems." and on "me."

o

Excess trend prevems detection of perrodrcr[y in J's Fy-series, but in the F,- plot (see

Figure 4.9), J's segmem 2.1 contains a peak on "gon-," and 360 msec later, a small local peak -

-

"-lect.” It is‘imerésting to note that the simul.taneous onset follows this last peak by exactly

360 msec. Furthermore very small peaks occur exactly every 160 msec in D s F,-series in
| segment 2.1, and following a' 320 msec gap two more peaks occur in segment 2 2 at 160 msec
intervals.
Speculauons mvolvmg these vrsual |mpress1ons ma\v lead to wave models involving the
W,srmultaneous onset in this example in whrch phase is not shifted durmg the gap. The presence
- of these waves may have somethmg to do wrth the phase shlft found in the 1arger periods. The

)

o salience of these periodicities 10 autocorrelation analysrs is marred b_v the presence of trends and

i



shifts of mean in the data (indicated visually in Figure 4.13). The remova \f these

non-stationarities may prove especially promising in further study of these and other |

conversational speech episodes.
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. 5. Conclusions
In this final chapter I will provide a summary of general findings with some discussion
of participant perceptions, followed by reference to theoretical implications concerning the

conversation as one text'and the units of analysis approptiate to its descTiption. Brief mention

of some methodological implications concerning time -series modeling of F, is followed by a
‘ p : _

summary of some directions for further research and a view of the Cony\tzrsation as an
; ‘ v

.

autonomous social system. o " ~
5.1 Summary of Findings

5.1.1 General Findings
L. - co 3 . .
My findings can be summarized in four statements. The first three are some claims

respecting properties of certain segments of speech, and the fourth indicates the state of the

N
»

research hyp}otheses concerning simultaneous onsets. All are illustrated in Exampies 1 and 2.

and all are to be thought of as possibilities or predispositions, and not as probabilities - -they are
. ! /j . . } -

descriptive rules not experimental results.

1. Correlograms of F, specify periodicity.
Fundamemzil voice freqdericies in comersatiops tend to cvcle with specifiable periodicii'_\ .
I\.'iore p‘re‘cisely, 'some segments of F, :/alues at 25 spé are fo'iind to be cvclically
autocorrelated, meaning thalt the series tends to be correlated with itself at periodic
intervals of time. Such périods were found to ybel260 msec in duration in Example 1 and
560 msec in’ Example 2. ?

2. F, peaks specify phase. - )
In these conversations between native Speékers of North American English, most Segmems
in which 1 was able to identify periédiciry contained F, peziks occurring consistently at that

period. These points can therefore be used to specify initial phase regardless of _th‘e other

characteritics of the F, waveform in those segments. The initial phase s thereby set at 90

o -m



degrees, meaning that the cycle initiates at it's maximum value. This specification -
expresses the meaning of the PSO hypthesis in which simultaneous onsets (or peaks) are
. hypothesized to occur in phase with F, peaks.

.3.  Period and phase may remain constant between utterances. The F,-series waveform can be

crudely modeled by _spécifying period and phase, and this model may be found to apply
across silences with little or no change in these parameters. This means that pitch peaks
tended to appear in my data at regular periodic intgfvals in utterances separated by silence,

as i the waveform persisted during silence.

4. Somé’ simultaneous onsets occur in the period and @aée of preceding utterances. Heard
simultaneous onsets of _speech occur at intervals from preceding periodic' F, peaks equal in
length to the intervals between: those peaks (or integral multiples of those intervals). At
present | regard Example 1 (in-which the peaks of F,. not onsets, occur in the described
temporal relations to preceding speech) as indicating the limited temporal precision with

which this claim is supportable by investigations of suprasegmentals such as F, alone’.

5.1.1 Participant Perceptions

The waveform models discussed in these claims are not designed to describe participant
perceptior\xs ./,«r'ao however suggest that if participants’ ﬁerceptions of prosodic rhythms in
these segments could sbmehow be identified (non-experirﬁemally), they would at least be
commensurate with the specified periodicities (at probably twice or half the indicated period, if
not idemical to it), and systematically relatelnj in phase.

In Examplevl the rhythm which 1 hea; as created by D's "yeah. .righ""
and S's "else. . .yeah" occurs ot every~ other beat of the.260 msec wave modelled on D's earlier
speech. During this earlier speech, the 260 msec wave wave seems 1o correspond clos:ely toD's
segmentals (specifically to pairs of stressed and unstressgd Asyllables- - "steada pidgin English it's

* Future investigations of such rapidly and precisely timed phenomena may profit
from the inclusions of segmental parameters by taking into account the "p-center”
effects by which segmentals vary from one to the other in the relations of their
acoustic waveforms to their moments of psychological occurrance.
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a") suggesting that the waveform does correspond to the organization of scgmental productions

in this instance. In Example 2, the correlograms of D's non -simultancous speech (segment ] in
. .

Figure 4.9) clearly indicate a 1120 msec period, but when this segment is considered in the

\ ‘ .
context of his consequent speech, the 560 msec period is more salient to the autocorrelation

analysis. . o ‘ =
Analogies between autocorrelation and perceptual processes in Lhe apprehcnsion of F,

chles should remain tentative. There are some obvious differcnces (e.g. the requxrcmem for

N

three cvcles 1o specva periodicity in an aulocorrelauon ana)v51s) though the capacity of

’

‘aulocorrelauon analy51s to detect cwcles masked by stochasuc processes may prove Lo be a

useful approxxmauon of the perceptual normallzauons found 1o occur in the apprehcnsnon of

rhvthmic structures.

.
B

The orientation of the present research program has been towards the development of
an acoustic phonetics for discourse analysis, beginning with the elements of prosodic coherence.

The only attempt 1o recover participants’ perceptions has been in the study of presumed effects -

on their consequent productions. This is why simultaneous onsets are of interest: thev indicate

’

the possibility that participants have arrived at mutual perceptions of an appropriate Lime to

begin speech relative to, the timing of preceding speech.

5.2 ,Theorétical Implications

5.2.1 The Conversation as One Text
My interest in points of simultanéous onset has been motivated 13_\' a ldrger theoretical

interest in identifying phenomena whose properties can best be described by referring to the

conversation as one text, the production of which is regulated and coordinated by all

¥

participants. The coherence of the prosodic record may be thought of as one such property. .

te

This entails an acoustic description of text, in which there is minimal appeal to phonological

systems predefined axiomatically Lo be shared by all participants.
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] interpret tf\osc periodicities which link utterances by both speakers as properties of"
the dvadic conversation as one text. These properties are specified as ‘the period and phase of |
statistical tendencies in the acoustic &aveform of conversational F,, and are therefore
demonstrably available to both participan,tls without appeal to the _dom_ains of explanation of

cognitive systerjnsb in terms of rule-governed competencies. They are rather based on principles
f
of speech performance- - production and perception of acoustical patterns. The specific claim
‘ |

that statistical waveforms modeling the text of the conversation also model participants’

.

internal representations (psychological, neural, formal, taxonomic or otherwise) is dbviated by
) ‘* ' '

a careful adherence to the distinct sepatation between domains of explanation proper to the
. "‘ . &
participants and those proper to the conversation itself . A

.The design orientation of viewing the conversation'as one acoustic phonetic text is

&otivated bv (and interpretable in terms of ) several theoretical constructs. The concept of a
! ' |
basic analvlic distinction between conversational and cognitive domains has played a central

role in the development of Varela's neo-cybernetic epistemology arising from problems in the
philosophy of biology (1976). The concept of the conversation as one text is more generally
modeled in Varela's notion of 4n autonomous systems, in which properties of the system as a

unit cannot be specified by the properties of the unitary components of the system (1979) °

g

Urion, who has applied some of Varela's heuristics to the consideration of actual -

v

conversational data (1980), criticizes the existing approaches of conversation analysis,
ethnography of communication and formal discourse analyses for retai’ning the speech act as

/(he minimal unit of descnpuon In particular he notes that the speech act is a unit which'is

properly used only in the taxonomizing of rule-governed behaviors, dependmo therefore on the
prior specxflcauon of contexts for the applications of those rules, en hypothetical competencies,

T »
inferred intentions, and other properties of participants’ cognitive systems. Urion has

demonstrated formal and practical necessities for maintaining a careful analytic distinction
. - v \

between the individual and imeractidn‘al domains of;description in the analysis of
3lemg systems are defmed according to these principles as special types of
autonomous systems- -autopoietic systems (Maturana and Varela 19795). -
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conversational data for components of usage (1985).

On the basis of his mcasurcmcmi of specch melody (If.,’) and movements (of the head
and eves), Mair (1980) believes that these parameters act directly on shared cognitive models
conceived of as alternating "plans and percepts.” Points of inslalnlancous ¢hange in the the
d)cvclopmenl of the models over time are indicaleg\by "clearly demarcated boundaries and
singular shapes [in the] time forms of the speech/movement trajectories.” The postulated

. 4 ;
cxiglencc of a "supra-individual beat " is axiomatic to thesc claims, with the attendant
neurophysiological implication that "brains can worli svnchronously " as if controlled by “one
timing device” (1985:5).

“/i‘

2.2 Units of Anzﬂmc

Y

 receiving only brief mention

here as thev have not been explored systematically.

1. Boundaries of change in period and phase may be useful in segmenting connected speech.

[

Many u“nits so specified may have precisely identifiable temporal contexts, both internally
and externally in relation with other such units through larger temporal patierns.
3 These units can function hierarchically with specifiable differences and similarities in their
distributions at separate levels or temppral domains.
Propertieé 1 and 2 are not direct properties of other units for speech ;mal_vsis such as
.the speech act. Note also that these units may in no way corfespond to units of sound and

silence if one accepts the notion that period and phase relations continue across utierances and

across the intervening silences.

5.3 Methodological Implications

»
pE.

The primary'methodological implications of this study are expressed in the summary of
results. The findings demonstrate that time-series analvuc tools such as autocorrelation can be

used to identify periodicity in the prosodic record of the text. and that periodicity and phasc are



76

uselul descriptors of conversational prosody .

5.3.1 Trend
The presence of trends in the b, data entails adjustments m the methods of analysis. 1
shall mention (wo possible résponses to the presence of trend. For the purposes of future
analysis of F, in the temporal domains of the present study (periods 160 msce to 3 seconds in
length), larger trends will need to be removed. | angjicipate that this may amount to further
opergtionalizing notions of dccfination by applying tests for trend a%d shift in mean where
- called for by the presence of linear trends in the corrqlograms. :
For the purposes of examining data for longer' periodic components, this trend may be
modeled as cvclical if it is found to bé so. l.onger periods in speech F, remain to be identified
tl;rough autocorrelation analyses. The role of F, in identifyving larger discourse unit boundaries
(see e.g. Krieman 1982, Menn & Boyce 1982, and Schaffer 1983,19843 ;;s ?»vcll as the presence
of long term cycles in speech activity/intactivity (Warner 1979, Kimberly 1970, C‘obb 1973, and

Hayes and Cobb 1979) suggest that cvclic autocorrelation may be found over lags taken to 10 or

more seconds, from smoothed data.

5.3.2 Non-Stationarity
A time series, which may be realized by a variety of processes (including the Markovian

processes postulated by Jaffe and Feldstein [1970]) can only be modeled for any given segment
as one type o1 6rdér of process to the extent that the series is stationary. Gottman
(1981:62,70) explains that the criteria for stationarity require the autocovariance o be
independent of historical time:

A stalioﬁar_v process is characterized in part by the fact that the covariance between

two random variables at t and t + k is a functon only of their relative lag, k, not of

the starting point t. . . . This means that the correlograms . . . should have the same

shape, independent of the starting point in historical time where we begin calculating
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Only @ cursony cxamimanon of the correlograms displaved as results s necessary to confirm that
I, processes are not stationary i this sense.
General findings mdicated a wide vaniety of trends, determinisuc and non -determimistic

*

eveles. and other transient influences on b -senes, resulting i correlograms which change
shape dramatically depending on histonical ume. chn thuugh I imposed structural similanty
on these particular autocorrelations by selecting for display only those with clear penodic
) -
components, they are n(mg\hclcss sufficiently various 1o indicate a high probability that the
processcs are non-stationary *. ¢
Confirmation that F, processes arc not slatioﬁary would amount tota formal
requirement for the specification of temporal context in descriptions of speech timing. The
convcrgehcc of myv results with others on the issue of stationarity 1y ol an analogical naure:
Other time-series theoretic investigations of speech have primarnily been measures of vocal
activity -inactivity. The issue of statiohamy in speech timing might be resolved for
fundamental voice frequencies using the methods developed here. Tt is difficult to assess in
activity/inactivity measures, primarily because of the arbnrarmcss of measures.
.
5.3.3 Determinism
The suggestion that speech Limingoin some episodes of conversation can by
characterized by a single correlogram (the squares of which do not go to zero with higher lags)
implies that these episodes can be modeled as stationary deterministic processes. The results in
Example 2. indicative of a cycle which persists across gaps several seconds long, and the
effectiveness of splicing in general, suggest that the cvclicty of F.is not vulnerable to random
shifts in the parameters and mav be regarded as the real};z.ation of a fundamentally deterministic
process. 1t remains to be strictly determined whether the F, cvcles found in the present study
are deterministic or stochastic in nature.

*This condition is necessary but not sufficient fo: non-stationarity: -see Gottman
(1981). '



Ihe present imvestigations ol short term .'1111();:mrcl;nmn series do not determmne

whether autocorrelations descend to msignificant levels at ananereasing lag Cacondition
]
indicative of stochastcity and also of stationarity), T'hrough Fourier transforms, the
timcﬁcnc:s measures can be studied hy the frequency ~domain statistics expressed as power
(related to probability) over (th spectrum of b, fluctuations. Analyses of power spectra, and
/

of telations between power spectra expressed as coherence and phase spectra, make possible
detection of the long term patterning of F, data by expressing ;;ll possible time -domans of
analysis simultanéuusly. 1t 1s probable that deterministic and sto?hustig components of b,
fluctuation are analytically separable, and the stochastic components describable as

autoregressive or moving average models. There will be little further resolution of these issues

until the power spectra of conversational b, are examined.
5.4 Directions for Further Research

5.4.1 Description

The claims made in the summary of results were stated as possibihties; thev are really
little more than preliminary results of single subject case slvudies. These results represent a
highly selective part of a much larger body of data which have been less closely analysed but
which indicate the operation of similar pri'nciples between utterances by different speakers,
across interjections, laughter, and so on. 1t seems impressionistically clear in heard speech and
in F,-plots that patterns of prosodic coherence between utterances by diffcrém speakers appear
more often than by chance. One clear direction for further research would be to study a small
body of conversational data for the number of segments with periodic Iy, for the periodicity of
peaks or other identifiable F, features appearing in‘ those segments, and for prosodically
coherent simultaneous onsets, utterance junctures, speaker switches, and passages of

simultaneous speech.



Y]

Some methodological relimements mupht be dyvvlup‘cd prot 1o such an analysis Data
* - o 7
on ntensiiy \;vnuld andoubtediy contnbiie toan understandimy ot the prosodic clements ol
coherence” Bath mtra- and mlcr!‘pg;lkm normalizations of Tooare yuytified, asas the removal of
rend cottesondimy to dechination. Treatments of lrcnhd mav also be made clearer m the context
of an mvestigation of the stationanty of Foasa process, coupled with an mvestipation ol “
longer cveles i the data. A design onentation towards properties of the mnteraction is provided

’ LN
i bivariate time -series analvie procedures i which an anderstanding of autocorrelation m the
anivariate data is a necessary firststep. Cross correlations would certamly be .’lH’pI()pH;ll(‘ for
extended passages of simultancous speech such as that which begins in Example 2. Analvses of®

power spectra, and of relations between power spectra expressed as coherence and phase

¢
spectra, will provide a vanety of perspecuves on b . -series.

5.4.2 Physiological

F, Mluctations are essentially physmloglcél in nature. Pitch change is closely associated
with respiratory mechanisms affecting qub glottal air pressure, though several 1ssues remain
unresolved (Lieberman 1967, Ohala 1978, Cooper and Sorenson 1981). Warner, Waggener, and
K ronauer ( 1984) have invesugated relations of actvitv/inactivity eveles to cycles in resprraton
ventilation using spectral analvtic procedures. Similar analyses may be nossiblclwnh F.ooveles.

There has been a history of suggestions that speech rhvthms have neurophvsiological
bases (Lashlev 1951, Lenneberg 1967) and many in particular have bc‘en developed as pﬁpics
encompassing speech and movement ( Mair 1978, Bvers 1976, Erickson and Shulty 1982,
Chapple 1981, Ulmer 19%3. and Kelso & Tuller 1984). Rodda has indwatad that rthythmic
patterning 1y clearly observable in the movements of sign language in casual conversations
between fluent signers (Rodda 1985:personal communicaton) Time-series analvlic procedures

may be applicable to movement parameters in analvses of the type pcrformcd'herc for F, alone,

* The methodology reported here also produces intensity -series in decibels, and these
data are available for incorporation into the present results. Recording conditions
prevent comparison of participants’ vocal intensities on an absotute scale.
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thouph there are sure 1o be some techmeal problems (o be solved Cirst Cpossably througl the use
of polanized lght [Hadar etal T98]) - Multudimensional time senies analvie stalishes e

concervable, though possibly very dithicult toamterpret

»

/ .
8.4.3 Copnitive and Linguistic .

s important to remember that By functions inmany ingaistic and discoursal

contexts. Ts wadely recopnzed that Foas a pnimary defernmnant of both \l‘rt‘ﬂ; and tone, and
?

that 11 can carry semantic, svatactc, amd emotive values Temay also Tluctuate sy stenmatually

with respect to the information content of the loctttion.

The penodicities in b, production reported here may have therr analogues in perception
and rhvthmic processes of attention. Further expenmental investigations of this notion would
probably be necessary to establish an emprrical h:l.\'\.\‘f'nr further claims along these lines
Penodic F, fluctations may also be related to hinguistic organization at many levels: segmental
(Martin 1979, Fowler 1983), phonological (Ladd 1978), syntactic (Lchiste 1973, Cooper and
Sorenson 1981) and cogmtive (Mair 1980, Coulthard and Brazil 1981) - There s a pressing need
1o investigate the phenomena across a vanety of languages m ;m"i'l"on W develop a phongm

- |

(i.c. universally descriptive) set of objective and parstmonious descriptive components oF tvpes

,

of physical coherence 1n social situations.

E ‘ N
5.4.4 Social Systems

A convem!on is a social system: Conceived of as a microcosmic vehicle for the
organization of soctal mtcr;aaion, conversauon is 1xsclr“a miniature autonomous society, and it
exhibits physical rhythmic patterning. Related perspectives on social systems mav be found in
Murphy (1971), Urion (1980,1985), Varela (1976.1979). and Warner (1982).

Any person participating in a conversauon has the opportunity to create and control
“that social svstem by rendering his or her actions coherent with those of other persons.

Scholars from several disciplines bearing on studies of conversation sometmes appear Lo

5



elucidate a fundamemal organizational ﬁrinciple of human interaction. That clarity may give

ne

81

promise of mampulatwe power, and this raises both moral and conceptual issues. 1t must be

observed that even if rhythmlc orgamzatlon " of mteractlon is discovered 10 be f undamental
and manipulable conversauon is mﬁmlel\ more-complex than that view would imply.

' Regarding the moral and conceptual issues. it must be remembered that the autonomy of the

IR

LA

individual is paramount to that of the coriversation.
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Appendix 1. Release Form

¢ =

I have volunteered to participate in the recording of conversations held with other
] s

4

volunteers. 1 am aware;!(;hat these recordings are not surreptitious, that my identity will be

protected, and thatl I ha“L the right*to have the purposes of the research explained to me in

v 3

layperson's terms.

Subject:
My first language 1s:
Researcher: "

Date:
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