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Chapter 1 

W avelet Bases o f H erm ite Cubic 

Splines on an Interval

1.1 Introduction

In  th is chapter we shall construct wavelet bases o f Herm ite cubic splines on the 

interval. These wavelet bases are suitable for numerical solutions o f differentia l 

equations.

By L 2(R) we denote the linear space o f a ll square-integrable real-valued 

functions on R. The inner product in  L 2(R) is defined as

(u, v) :=  /  u(x)v (x )  dx, u, v E L 2(R).
J r

I f  (u, v ) =  0, then we say th a t u and v are orthogonal. The norm o f a function 

/  in  L 2(R) is given by | | / | |2 :=  a/ < / ,  /)■

Smooth orthogonal wavelets w ith  compact support were constructed by 

Daubechies (see [22]). The Daubechies orthogonal wavelets were adapted to 

the in terval [0,1] by Cohen, Daubechies, and V ia l ([17]). Semi-orthogonal 

spline wavelets were constructed by Chui and Wang [16]. These spline wavelets 

were adapted to  the in terval [0,1] by Chui and Quak [15]. In  [50] Wang con­

structed cubic spline wavelet bases for Sobolev spaces.

Orthogonal multi-wavelets were constructed by Donovan, Geronimo, Hardin,

1
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and Massopust [23]. In  [30], Heil, Strang, and Strela considered the possib ility 

o f construction o f wavelets on the basis o f Herm ite cubic splines.

Let and <p2 be the cubic splines given by

In [20], Dahmen, Han, Jia, and K unoth constructed biorthogonal m u lti-

were adapted to  the in terval [0,1]. However, the ir construction for the wavelet 

basis on the interval [0 , 1] was quite complicated.

In  th is  chapter we take a new approach to  the construction o f wavelet bases 

o f Herm ite cubic splines. In  contrast to  the semi-orthogonal wavelets o f Chui 

and Wang, the wavelets at different levels are orthogonal w ith  respect to  the 

inner product (u ', v'), rather than (u , v). This requirement o f orthogonality is 

more pertinent to applications o f wavelets to  numerical solutions o f differential 

equations.

As is well-known, the semi norm is a norm in  the underlying Sobolev space 

for the second order e llip tic  problems w ith  zero D irich le t boundary condition. 

Hence, the wavelets w ith  the above orthogonality form  a Riesz basis in  Sobolev 

space and thus stiffness matrices arising from  the discretization o f the problems 

by the wavelets have the un ifo rm ly  bounded condition numbers, this, in  turn , 

ensures the efficiency o f ite ra tive  methods applied to  solving the discretized 

linear system.

On the other hand, Herm ite cubic splines, unlike Daubechie’s scaling func­

tions, have exp lic it expressions w ith  short supports, which are favorite in nu­

merical solutions o f pa rtia l d ifferentia l equations. Furthermore, our wavelets

and

wavelets on the basis o f the Herm ite cubic splines 4>i and <̂>2- These wavelets

2
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have the same short supports as those o f Herm ite cubic splines, and th is guar­

antees the efficiency in  a lgorithm . The potentia l use o f such wavelets maybe 

the numerical solutions o f d ifferentia l equations, and the tensor-product coun­

terparts o f our wavelets may serve well for solving p a rtia l differentia l equations 

in  m ultid im ensional spaces. Moreover, changing the orthogonality property 

w ith  different inner products results in  wavelets suitable for numerical solu­

tions o f higher order differentia l equations or integral equations. This is also 

the m otivation o f constructing such wavelets.

In  Section 1.2 we w ill give two wavelets and 0 2 as follows:

M x )  =  - 20 ! (2a; +  1) +  4 0 !(2a?) -  2(j)X{2x  -  1) -  2102(2z  +  l ) + 2102(2z -  1),

ip2(x) =  <pi(2x +  1) -  (j)i(2x -  1) +  902(2x +  1) +  1202(2a;) +  9(j)2(2x -  1).

Clearly, ipi and ip2 are supported on [—1,1]; ipi is symmetric and ip2 is an ti­

symmetric. Moreover,

- j ) )  =  - j ) )  =  0, TO = 1 ,2 ,  V j  G Z.

These wavelets can be easily adapted to  the in terval [0,1].

By L 2(0 ,1) we denote the space o f a ll square-integrable real-valued func­

tions on (0,1). The inner product in  T 2(0 ,1) is defined as

(u ,v)  :=  /  u(x )v (x )dx ,  u ,v  £ L 2(0,1).
Jo

Let H 1(0,1) be the space o f a ll functions u in  L 2(0,1) for which (the d is tribu ­

tiona l derivative) u'  G L 2(0,1). Let -ffo(C)> 1) be the closure o f the set

{ u  G C[0,1] C C^O , 1) : u(0) =  u(  1) =  0}

in the space i7 1(0 ,1), where C [0 , 1] denotes the space o f a ll continuous func­

tions on [0 , 1], and C 1(0 , 1) denotes the space o f those continuous functions on 

(0 , 1) whose derivatives are also continuous.

For a nonnegative integer k, we denote by n*, the set o f a ll polynomials 

o f degree at most k. For n >  1, le t Vn be the space o f those cubic splines 

v G C 1(0 ,1) f l  C [0 ,1] for which t>(0) =  w (l) =  0 and

v \(j/2n,(j+i)/2” ) € n 3|( j/2n,(j+i)/2") for j  =  0 , . . . ,  2n -  1.

3
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The dimension o f Vn is 2n+1. I t  is easily seen th a t the set

(1.1) :=  { M F - 3 )  ■ 3 =  1. ■ • • > 2n- l } u { 0 2(2n -—j ) | (o,i) : j  =  0 , . . . ,  2n}

is a basis for Vn. We label the elements in  as { v i , v 2, . . . ,  u2n+i}.

Let be the set o f wavelets given by

(1.2)

:=  { * ( 2 ”  • — j )  : j  =  1 , . . . ,  2” — l }  U { * ( 2 ” • -  j ) | (0,i) : j  = 0 , . . . ,  2 " } .

Let Wn be the linear span of \Fn. I t  is easily seen tha t 'F„  is a basis for Wn. 

Consequently, the dimension o f Wn is 2n+1. In  Section 1.3 we shall show tha t

w'(x )v ' (x )  dx =  0 V k j e and v € <F„.

I t  follows th a t Vn D Wn =  {0 } . Moreover, we have I4 + i D Vn +  Wn and

dim (Vrn+ i) =  d im (I4 ) +  d im (W n).

This shows th a t Vn+\ is the direct sum o f Vn and Wn. Therefore, we have the 

following decomposition o f # o (0> 1) :

H l {  0 , 1) =  Vi +  W x +  W 2 +  • • • .

Recall th a t <E>i =  { iq , v2, V3, U4}. For n =  1, 2 , . . . ,  we label the elements in 

’Fn as follows:

1Fn =  { w2n+1 + l i  ' ' ' 1 W2n+i}.

Let gk :=  u*./||u* ||2 fo r k =  1, 2 , 3, 4 and gk :=  wk/ \ \w 'k \\2 for k >  4. Thus, 

\\g'k \\2 — 1 for A: =  1 ,2 ,—  In  Section 1.3 we w ill show tha t {g'k)k- 1,2... is a 

Riesz sequence in  L 2(0 ,1).

In Section 1.4 we shall apply the wavelets constructed in  Section 1.3 to 

numerical solutions o f the S turm -L iouville  equation o f the form

(L3) ~ ^ ( p ( x ) ^ + q ( x ) u ( x )  =  f ( x ) ,  x  e (0,1),

w ith  the D irich le t boundary condition u(0) =  w (l)  =  0. We assume tha t p  

and q are continuous functions on [0 , 1] and

4
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p {x ) >  0, q(x ) >  0 for a ll x G [0,1], Let

(1.4) a(u,v)  :=  /  p(x)u '(x )v ' ( x )  d x +
Jo

Then the varia tiona l form  of the above equation w ith  the D irich le t boundary 

condition is

a{u, v) =  ( / ,  v) V v G H ^ ( 0 , 1).

Wavelets have been used to  discretize d ifferentia l equations. In  particu­

lar, X u  and Shann [52] successfully applied the wavelet method to  numerical 

solutions o f the S turm -L iouville  equation (1.3). The wavelet bases in  the ir pa­

per are anti-derivatives o f the Daubechies orthogonal wavelets. Consequently, 

the ir basis functions are not locally supported and, in  general, the correspond­

ing stiffness m a tr ix  is fu ll (not sparse). Furthermore, the condition number o f 

the stiffness m a tr ix  is not un ifo rm ly bounded.

In  application o f the wavelet method one often encounters the d ifficu lty  tha t 

the boundary conditions are hard to  impose on wavelets. In  our construction, 

only two wavelets in  ^ n, ip2(2n -) and ■02(2n - — 2n), needed to  be adapted to 

the in terval (0,1) by means o f restriction. This is in  sharp contrast to  the 

com plexity o f the construction o f boundary wavelets given in  [20].

Recall th a t {gk : k =  1 , . . . ,  2n+1}  is a wavelet basis for Vn. Let A n denote 

the stiffness m a tr ix  (a(gj, gk) ) . fc=1 2„ +1. In  Section 1.4 we w ill prove tha t 

the condition number o f A n is un ifo rm ly bounded (independent o f n). In  

particu lar, for the case p  =  1 and q =  1, numerical com putation suggests 

tha t the condition number o f A n be less than 3.75 for a ll n. By comparison, 

the condition number o f the stiffness m a trix  w ith  respect to  the wavelet basis 

constructed in  [20] is very large.

A t the end o f th is  chapter, we shall provide two numerical examples using 

the above wavelet basis. The com putational results demonstrate the advantage 

o f our wavelet basis.

5

/  q(x)u (x )v(x )  dx, u ,v  G Hq (0,1). 
Jo
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1.2 Spline W avelets

In  th is section we construct wavelets on the basis o f Herm ite cubic splines.

Let <f>i and fa  be the cubic splines given in  Section 1.1. The graphs o f fa 

and fa  are depicted in  Figure 1.1. Clearly, both fa and fa  belong to  C'1(E). 

Moreover, we have

<M0) — 1, 0 'i(O) =  O, f a ( 0) =  0 , f a ( 0) =  l .

Hence, for a function /  £ ( ^ (E ) ,

u =  ^ 2 f U ) M ' - j )  +  ' 5 2 f ' U ) f a ( - - 3 )
j e z  j e z

is a Herm ite in terpo lant to  /  on Z , th a t is, u ( j ) =  f ( j )  and u ' ( j ) =  f ' ( j )  for 

a ll j  £ Z.

2

1 .6

1

0.0

o

-0.0

1
-2 1 1O 2

0.5

0.3

0.2

0.1

O

-0.1

-0.2

-0.3

-0 .4

-0.5
-2 1 o 1 2

Figure 1.1: H erm it cubic splines on E

Let $  :=  (f a , f a )T , the transpose of the 1 x 2  vector { fa,  fa).  Then $  

satisfies the follow ing vector refinement equation (see [30]):

i

$ (x ) =  - j ) ,  % € E,
j = - 1

where 

a { - 1) =
1/2 3 /4

, o (0) =
" 1 o '

, and a ( l)  = ’ I / 2 - 3 / 4 '

_ - 1 /8  - 1 /8  _ 0 V 2 . . 1 /8 - 1 /8  _
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Let S be the sh ift invariant space generated by </>i and <̂>2. A  function g 

belongs to  S i f  and only i f  there are two sequences bi and b2 on Z  such tha t

9 =  J 2  -  j )  +  -  j ) ]  •
jez

Let S\ :=  {^(2-) : g G 5 } .  Then S C Si, since $  is refinable. We look for

a wavelet space W  such th a t Si is the direct sum o f S and W.  We wish to

find two wavelets ipi and ip2 such tha t the ir shifts generate W.  Moreover, we 

require

(1.5) 0/4, C ( '  -  j ) )  =  ( ^ 2> C ( -  ~ j ) )  =  ° , m  =  1,2, V j  G Z.

For th is purpose we need to  calculate the inner product o f the derivatives of 

shifts o f <f>i and </>2. Note tha t

{ —6a:2 — 6a; for x  G [—1, 0],

6a;2 — 6a; for x  G [0,1],

0 otherwise,

and

{ 3a;2 +  4a; +  1 for x  G [—1,0],

3a;2 — 4a; +  1 for r G  [0,1],

0 otherwise.

4>(x) =  2̂ \bi{k)(j)i{2x — k) + b2(k)cj)2(2x — /c)], x  G R.

Then for j  e. Z  we have

<■0 ', </>!(• ~ j ) )  =  ^ [ - 2 1 b 1( 2 j - 2 ) + 4 2 b 1( 2 j ) - 2 1 b 1(2 j  +  2)

- 3 b 2(2 j  -  2) +  462(2 i -  1) -  462(2 i +  1) +  3b2(2 j  +  2)]

and

( ^ ( • - j ) )  =  ^ [ 3 3 6 1( 2 i - 2 ) - 6 0 f t 1( 2 i - l )  +  6061(2 i +  l )  

-3 3 b l {2 j  +  2) +  462(2 i -  2) -  1262(2 j -  1)

+2862(2 i)  — 12b2(2 j  +  1) +  462(2 i +  2)].

7
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For z £ C \  {0 } ,  let

911(2) :=  5 Z &i ( 2i  +  l ) ^ 2j+1, 912(2) :=  ^ 6i ( 2j > 2j,

921 (2) : = ^ 2 b2(2j  +  l ) z 2j+1, 922(2) : = ^ b 2(2j ) z 23.
j e i  j e i

Then (■0', 0(„(- — j ) )  =  0 for m  =  1, 2 and a ll j  <E Z  i f  and only i f  

5 (2 )  (9x1(2), 912(2), 921(2), q22(z))T =  0 V zG  C \ { 0 } ,

where 

B(z) :=

We find two independent solutions as follows:

0 —21z2+42—21z-2 4Z-4Z - 1 - 3 z 2+ 3 z ~2

60Z+60Z-1 33z2—33z~2 - 12z-12z~x 4z2+23+4z~2

911(2) - 2z - 1 -  2z 911(2) z 1 — z

912(2) _ 4
and

912(2) = 0

921(2) - 21Z- 1 +  21z 921(2) 9 2_1 +  9 z

922(2) 0 922(2) 12

These two solutions induce two wavelets 0 i  and 0 2 given by

‘ip1(x) =  - 2(f>1(2x  +  1) +  4 0 !(2a:) -  20 i ( 2z  -  l ) - 2102(2a: +  l ) + 2102(2:r -  1), 

ip2(x) =  0i(2a: +  1) -  0 i(2 x  -  1) +  902(2a; +  1) +  1202(2x) +  9cj)2(2x -  1).

By our construction, 0 i and 0 2 are supported on [—1,1], they satisfy the 

conditions in  (1.5), and the ir shifts generate the wavelet space W  such tha t 

Si is the direct sum of S and W . Moreover, 0 i is symmetric and 0 2 is anti­

symmetric (see Figure 1.2).

8
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Figure 1.2: Wavelets ipi and -02

Let us take a look at and i>2- For 0 < a ; < l / 2 w e  have

4>[(x) =  792a:2 — 312rr, ip[{x — 1) =  — 408a:2 +  120a:,

ip2(x) — 552a;2 — 288a: +  24, ip'2(x — 1) =  168a;2 — 48a;.

For 1/2 <  x  <  1 we have

(x) =  408a;2 -  696a: +  288, V4 (x ~  1) =  -792a;2 +  1272a; -  480,

f 2(x) =  168a;2 — 288a; +  120, ij>'2(x -  1) =  552a;2 -  816a: +  288.

Hence, the shifts o f ̂  and ip2 are linearly  independent on the in terval (0,1). 

Because o f sh ift invariance, the shifts o f and ?/4 are linear independent on 

the in terval (k , k +  1) for every k £ Z . Suppose b\ and b2 are two square 

summable sequences on Z. Let

u ^ 2 h U W i ( -  ~  j )  +  h W 2(- ~  j ) \ -

For j  <  k or j  >  k +  1, — j )  and ip2(- — j ) vanish on (k, k +  1). Since

the shifts o f and V4 are linearly independent on (k, k +  1), there exist two

positive constants C\  and C2 independent o f k, b\, and b2 such tha t

fc+l pk+l *+!
c 'i2^ [ I M / ) l 2 +  % ( ] ) ? ]  <  /  \u (x) \2dx <  c Z ^ ^ ' / j y 2 +  M i ) l 2]-

i=k Jk j=k

I t  follows tha t

2Ci J 2 [ ' , ' - ' j y 2 +  M / ) | 2] <  f  H x ) \ 2dx  <  2C22 J ] Lr; \ ; ; ; ; 2 +  \b2( j ) \ 2].
jez je z
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In  other words, the shifts o f ip[ and ip'2 are stable. See [35] for a study o f 

s tab ility  o f shifts o f several functions.

1.3 W avelets on the Interval

In  this section we use the spline wavelets in  the previous section to  construct 

a wavelet basis for the space Hq(0 , 1).

Recall th a t Vn is the linear space o f those cubic splines v G C 1(0, lJf lCfO, 1] 

for which w(0) =  u ( l)  =  0 and

u Io72",0'+1)/2") e n 3|y /2n,(j+ i)/2») for j  =  0 , . . . ,  2n -  1.

The dimension o f Vn is 2n+1. Moreover,

(a) V1 C V 2 C - - - C H ^ 0 , 1 ) ]

(b) is dense in  0 , 1).

Let and be the sets defined in  (1.1) and (1.2), respectively. Then is 

a basis for Vn. Let Wn be the linear span o f ^ n. Clearly, is a basis for Wn. 

Consequently, the dimension o f Wn is 2n+1.

We claim  tha t

(1.6) f  w '(x )v ' { x )  dx  =  0 V w G and v G (hn.
Jo

Suppose w =  ipri2n - — j )  for some r  G {1, 2} and j  G { 1 , . . . ,  2n — 1}. Then 

ip'r (2n - — j ) is supported in  the interval [0,1]. Hence, for s =  1, 2 and k G Z, 

we have

f  xp'r (2nx  — j ) 4>'s(2nx  — k) dx =  f  ip'r (2nx — j ) 4>'s(2nx — k) dx =  0 ,
Jo J r

where (1.5) has been used to  derive the second equality. For the same reason,

(1.6) is valid i f  v =  0s(2n - — k) for some s G { 1 ,2 }  and k G { 1 , . . . ,  2”  — 1}. 

Thus, in  order to  complete the proof o f (1.6), i t  remains to  deal w ith  the case

10
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w  =  ij)2(2n - -  j )  1(0,1) and v =  ^ 2(2n - -  A;)|(0,1) for j ,  k £ {0 ,2n}. We have 

v '(x )w '(x )  =  0 for x  £  (0 , 1) i f  j  =  0 and k =  2n, or i f  j  =  2n and k =  0 . 

Hence (1.6) is valid in  th is case. Suppose j  =  k =  0. Since ip2 and 4>2 are 

anti-sym m etric, ip2 and 4>'2 are symmetric. I t  follows tha t

J ^ 2{.x)(j)'2{x) dx = 0*0̂2 0*0 dx-
B u t (1.5) tells us tha t

l
1p2(x )$2(x ) d% — 0-

L

Therefore,

f  ip'2(x)<f>'2(x) dx  =  0.
Jo

Consequently,

f  ,ip2(2nx)(j)2(2nx) dx  =  2~n f  tl)2(x)(f)2(x) dx  =  0 .
Jo Jo

This verifies (1.6) fo r w =  '02(2" - )  I (o,i) and v =  <̂2(2” •)l(o,i)- A n  analogous 

argument shows th a t (1.6) is valid for w =  i/j2(2n - — 2")|(o,i) and v — 0 2(2n - — 

2") |(0,1). The proo f o f (1.6) is complete.

I t  follows from  (1.6) tha t

/  w'(:x)v'(x) dx  =  0 Vu; £ Wn and v £ Vn.
Jo

In  particu lar, Vn f l  Wn =  {0} .  We have K + i  ^ V n +  Wn and

d im (14 +  Wn) =  d im ( K )  +  d im (W n) -  2n+1 +  2 "+1 =  d im (K + i) .

This shows th a t is the direct sum of Vn and Wn. Consequently,

vn+1 =  v 1 +  w 1 +  ---  +  w n.

Therefore, we have the follow ing decomposition o f H q(0, 1):

H j( 0,1) -  Fi +  Wi +  W2 +  • • • .

11
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Suppose v G Vi and wn G W n for n  =  1 ,2 ,__  The preceding discussion

tells us th a t (v ', w'n) =  0 for a ll n  and (w 'm, w'n) =  0 for m ^ n .  Hence,

2 oo
(1.7) jv ' +  < | |  =  l l ^ l l i 2(0,i) +  J 2  K l lL (o , i) -

’ 71=1

For n =  1 , 2 , . . .  and x  G (0,1), let

^ n>j(x) :=  (2 - n/2/ V m e )  ^ { 2nx  -  j / 2) for j  =  2 , 4 , . . . ,  2 "+1 -  2 ,

^ ■ ( z )  :=  ( 2 - ^ 2/x /15 T 6 ) 0 2(2nx  -  ( j  -  l) / 2 )  for j  =  3, 5 , ,  2" +1 -  1,

and

0 „ ,10r) :=  (2- " / 2/ V m 8) 0 2(2V ) ,  0 n>2»+i (x) :=  (2 - ” /2/ ^ 7 0 )  0 2(2nx  -  2n).

Note tha t iftnj  are so normalized tha t 11̂ ^ 11̂ 2(0,1) =  1 for j  =  1 , . . . ,  2n+1.

Theorem  1.1. The sequence (tp'nj ) n= i,2 ,...,i<.j<2n+1 JS a Riesz sequence in 

L 2(0 ,1). In other words, there exist two posit ive constants A  and B  such 

that

oo 2n+1

■A ( 52 52
\n = l  j = 1

1/2

<
oo 2n+1

£  I]
n = 1 j ' = l

/  oo 2n+1 \  1/ 2

s s  E E m 2
L2(0,1) \n = l 1=1

fo r every sequence (6nj)n = i,2,...,i<j<2»+i- 

Proof. By (1.7) we have

o o  2 n + 1 2 OO 2n+1

52 52 = E 52 b n j l f i n j

7 1 = 1  1  =  1
M 0 . 1 ) 7 1 = 1 1 = 1 L 2(0,1)

In  ligh t o f the discussion at the end o f Section 1.3, we assert th a t the shifts of 

0 ( and 02 are linearly independent on ( k ,k  +  1) for every A; G Z. Hence, there 

exist two positive constants A  and B  (independent o f n) such tha t

2

<  R2"J

2n+i

^  j ]  l ^ ' l 2 
1 =  1

<
2n+i

^ b n j i ’n, 
1=1

< * 2E I M
L2(0,1) 1=i

This completes the proof o f the theorem.

12
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For x  £ (0,1), let

01,10*0

01.2 (X)

01.3 (®)

01.4 (aj)

=  v ^5 /24^1(2ar -  1), 

=  ^ J l < j > 2(2x),

=  \Zl5/8<f i2(2x — 1),

: V1574 02(2x - 2 ) .

Note tha t each (f>ij is so normalized th a t ||0'i j ||l 2(o,i ) =  1, J =  1 , . . . ,  4. Clearly, 

V\ is spanned by (j)ij, j  — 1 , . . . ,  4. Consequently, #o (0, 1) is spanned by 

j  =  1 , . . . ,  4, together w ith  ipnj, n  =  1 , 2 j  =  1 , . . . ,  2 "+1. We relabel these 

functions as follows. Let gj :=  <j> ij for j  =  1, . .  . ,4 ,  and let g2n+1+j '■= 4>n,j 

for n =  1 ,2 , . . .  and j  =  1 , ,  2n+ l . W ith  the same reasoning as in  the proof 

o f Theorem 1.1, we see tha t the sequence (g'k)k=1,2,... is a a Riesz sequence in 

L 2{0,1). In  other words, there exist two positive constants A  and B  such tha t

(1.8) E n
1/2

<
<k=l k= 1

< b

1/2

£ 2(0 ,1) ^=1

for every square summable sequence (bk)k=1,2,...-

1.4 Applications

In  th is section the wavelets constructed in  the previous section are used to 

solve d ifferentia l equations. We shall confine ourselves to the S turm -Liouville  

equation o f the form  (1.3) w ith  the D irich le t boundary condition u(0) =  u ( l )  =  

0. We assume th a t p  and q are continuous functions on [0 ,1] and p(x) >  0, 

q(x) >  0 for a ll x  £ [0 , 1].

For u ,v  £ # 0 (0 , 1), le t a(u,v)  be the b ilinear form  given in  (1.4). Then 

the variational form  o f equation (1.3) w ith  the D irich le t boundary condition 

is

(1.9) a(u,v)  =  { f , v ) y v  E # o ( 0 ,1).

The corresponding G alerkin approxim ation problem is the following: find un £ 

Vn such tha t

(1.10) a(un,v) =  ( f , v )  V v e V n .

13
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By the Lax-M ilg ram  lemma (see, e.g., [7, p. 60]), the approxim ation problem

(1.10) has a unique solution.

We propose to  use the wavelet set Gn { g \ , . . .  , as a basis for Vn.

Recall th a t gj <f>ij for j  =  1 , . . . ,  4, and g^+ i+ j  :=  if}nj  for n  =  1 ,2 , . . .  

and j  =  1 , . . . ,  2n+1, where f a j  (j  =  1 , . . . ,  4) and ipntj (j  =  1 , . . . ,  2n+1) are 

the functions constructed in  the previous section. W ith  th is basis fo r Vn, the 

G alerkin approxim ation problem (1.10) can be discretized as follows:

2 n+l

a (&> 9k)Vk =  (9 j , / ) ,  j  =  1, • • •, 2n+1.
k = 1

The stiffness m a trix

( a ( d j i  9 k ) )  l < . j , k < 2 n + 1

is denoted by A n. We w ill prove th a t the condition number o f A n is un ifo rm ly 

bounded (independent o f n). Therefore, the wavelet basis Gn is a good too l 

for preconditioning.

Let us recall th a t the condition number o f an invertib le square m a trix  A  

is defined by

c o n d (^ )  :=  ||4 | WA-'W, 

where ||-|| is a m a trix  norm. The spectral condition number o f A  is defined as

maxj |Ai(A)| 
rnin* |Aj(4 l ’

where the numbers Aj(^4) are eigenvalues o f A.  I f  A  is a (real) symmetric 

m atrix , then its condition number w ith  respect to  the 2-norm  is equal to  its 

spectral condition number (see [10, p. 51]).

T h e o re m  1.2. The condit ion number o f  the stiffness m atr ix  A n is uni formly 

bounded (independent o fn ) .

Proof. I t  suffices to  show tha t there exist two positive constants B  and C  

independent o f n  such tha t

( i n )

( 4 n —1 2m+1 \  /  4 T i - l  2m+1 \

n2 + EEi^'i2) <a(u>u)<c[E]\°j\2 + \b™j\2J
j  =  1 771=1 j  =  1 /  \ J  =  1 771=1 j  =  1 /

14
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for any
4 n —1 2m+1

U =  5  ^  Cj (t) l , j  +  ^  ^  ^

j = l  m = l  1=1

By (1.8) there exists a positive constant C i independent o f n  such tha t

4 n —1 2m+ x

5 3  Cl^ l , l  +  5 3  5 3I K I U 2 (0 ,1 )  -
1=1 m = l j = l  

n —1 2m+1

L 2(0,1)
1 /2

^  ^ i  ( y :  ici i 2 + 5 3  5 3  1^,1
k l = l  m =  1 1=1

But

o ( m , « )  >  ( p m ' , u ' )  >  n ( u ' , u ' )  =  / / | M | M 0 , i ) ,

where /x :=  m inxe[0ji]p(a:) >  0. This establishes the first inequality in  (1.11). 

Furthermore, we observe tha t

a(u,u)  <  K I M I | 2 ( o , i )  +  H m ' H I ^ o , ! ) ) ,

where u m axo<a;< i{p(x),g(x)} <  oo. B y (1.8) there exists a positive con­

stant C2 independent o f n  such tha t

4

\u
n —1 2m+1

/ | |z .2(0 , l )  <  C2 ( 5 3  \ C j \ 2 +  5 3  5 3  \ b m, j \
j  =  1 771=1 j  =  1

IM | l2(0,1) < 5 3  ci ^>i j
1=1

m j

Moreover,

71—  1

+ E
L2(0,1) ™=l

Note th a t Hi/v i IIm o .i ) — 0 (2 ~ m) as m  —I 00. Hence, there exists a positive 

constant C3 independent o f n  such tha t

,2 m+1 x 1/2"

2?n-Fl

5  1 bmjlpi 
1=1 M 0,1)

L2(0,1) <  C3

4 \  1 /2  n —1
2E

7 1 - 1  * v  .

+ E2""(Eim2)
m= 1 '  ? = 1 'vl= l ' m=l ' j  = l

W ith  the help o f the Schwarz inequality we see tha t there exists a positive 

constant C4 independent o f n  such tha t

( 4 n —l  2m+1

5 3  ic-?i2 +  5 3  5 3 1 bm’j\

1 =  1 771=1 j  =  1

15
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The second inequality in  (1-11) follows. The proof o f the theorem is complete.

□

In  what follows we apply the wavelet basis Gn to  two numerical examples. 

Exam ple 1. Consider the D irich le t problem:

j  - u" =  f  on (0,1),

[  u(0) =  u ( l)  =  0,

where /  is given by

f ( x )  =  (53.77r)2sin(53.77rx) +  (2.37r)2 sin(2.37rx), x  e (0,1).

The exact solution o f the problem is

(1.12) u(x)  =  sin(53.77rx) +  sin(2.37rx), x  6 (0,1),

which could be regarded as the sum o f a high-frequency component and a 

low-frequency component. Let us use the wavelet basis Gn :=  {<?i,. . .  , g ^ 1} 

to  solve the D irich le t problem. W ith  un =  Y?k= i VkQk, the Galerkin approxi­

m ation problem (1.10) is discretized as

2n+1

(1.13) '^2 (g'j ,g ,k)vk =  ( g j , f ) ,  j  =  i , . . . , 2n+1.
k=i

The stiffness m a tr ix  A n :=  ((<?'•, g'k) ) 1<;j k < 2 n+ i  is block diagonal. Moreover, 

each block is a banded m atrix . By Theorem 1.2, the condition number of 

the m a trix  A n is un ifo rm ly bounded (independent o f n ). This assertion is con­

firmed by numerical com putation o f the m axim al eigenvalue Amax, the m in im al 

eigenvalue Amjn, and the condition number k  =  Amax/A min o f the m a trix  A n for 

n  =  6 , . . . ,  12 (see Table 1.1).

We use the CG (conjugate gradient) method to  solve the above system

(1.13) o f linear equations. Since the stiffness m a tr ix  A n is well conditioned, 

the CG method converges very fast. Up to  n  =  12, only 21 iterations are 

needed for convergence to  the solution o f the system of linear equations. Here 

and in  what follows, we take 10-10 as the threshold to  stop the iterations. For

16
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n 6 7 8 9 10 11 12

A m a x 1.5780 1.5787 1.5789 1.5789 1.5789 1.5789 1.5789

A m in 0.4220 0.4213 0.4211 0.4211 0.4211 0.4211 0.4211

K 3.7397 3.7474 3.7494 3.7498 3.7498 3.7498 3.7498

Table 1.1: Condition number o f the m a trix  A n

n  =  1 ,2 , . . . ,  le t en :=  \\un — m ||l2(o,i), where « is the exact solution given in

(1.12). For n  =  6 , . . . ,  12, the fo llow ing table lists the error e„ and the rate o f 

convergence log2 en_ i/e „ .

n 6 7 8 9 10 11 12

fin 1.21-2 1.33-3 1.08-4 7.36-6 4.71-7 2.96-8 1.85-9

i°g2( ; / ) 4.10 3.19 3.62 3.88 3.97 3.99 4.00

Table 1.2: E rro r e„ and its convergence rate

I t  is well known from  approxim ation theory tha t the Herm ite cubic splines 

provide approxim ation o f order 4. The preceding com putation confirms th is 

assertion.

I f  we use the fin ite  elements in  <3>n given in  (1.1) to  discretize the equation

(1.10), then the resulting stiffness m a trix  is i l l  conditioned. For n — 12, the 

system o f linear equations has 8192 unknowns. W ith o u t preconditioning, it  

takes more than 2000 iterations for the CG  method to  converge. The following 

graph depicts the error against the number o f iterations.

In  [6], Bramble, Pasciak, and X u proposed the so-called B P X  method for 

preconditioning. This method was developed on the nodal basis (piecewise lin ­

ear functions). The corresponding spectral condition number (not necessarily 

the condition number) was shown to  be un ifo rm ly bounded. For n — 6 , . . . ,  12, 

the follow ing table gives the m axim al eigenvalue Amax, the m in im a l eigenvalue 

Amin, and the spectral condition number o f the corresponding m a trix  after 

preconditioning:

17
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Figure 1.3: The error against the number o f iterations w ithou t preconditioning

n 6 7 8 9 10 11 12

A m ax 4.390 4.725 5.004 5.238 5.437 5.607 5.753

A m in 0.9311 0.9297 0.9291 0.9323 0.9316 0.9311 0.9308

K 4.715 5.082 5.385 5.619 5.836 6.021 6.180

Table 1.3: B P X  preconditioning for nodal basis

We observe th a t piecewise linear functions only provide approxim ation of 

order 2. In  order to  achieve convergence o f order 4, one may extend the 

B P X  method (or additive Schwarz method) to  Herm ite cubic splines. We w ill 

prove tha t B P X  method is s t ill valid for Herm ite cubic splines in  A p p e n d ix  

A  [37]. For n =  6 , . . .  ,12, the follow ing table gives the m axim al eigenvalue 

Amax, the m in im a l eigenvalue Amin, and the spectral condition number o f the 

corresponding m a tr ix  after preconditioning:

18
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n 6 7 8 9 10 11 12

•̂ max 3.562 3.632 3.682 3.718 3.743 3.763 3.777

■̂ min 0.7693 0.7696 0.7696 0.7696 0.7696 0.7696 0.7696

K 4.630 4.719 4.784 4.831 4.864 4.890 4.907

Table 1.4: B P X  preconditioning for Herm ite cubic splines

We see th a t the condition number induced by our wavelet basis is smaller 

than th a t given by the B P X  method. For n =  12, after preconditioning by the 

B P X  method, i t  takes 26 iterations fo r the PCG (preconditioned conjugate 

gradient) method to  converge. Hence, the preconditioning method induced by 

our wavelet basis is competitive.

Exam ple 2. Consider the D irich le t problem

f  — u" +  u — f  on (0,1),

|  u(0) =  u ( l)  =  0,

where

f ( x )  =  [(53.77t)2 +  l ]  sin(53.77nr) +  [(2.37r)2 +  l ]  sin(2.37nr), x £ (0,1).

The function u given in  (1.12) is the exact solution o f the problem.

In  th is case, the b ilinear form  a(u, v ) is given by

a(u, v ) =  {v!, v') +  (u, v), u, v £ Hq(Q, 1).

W ith  the wavelet basis Gn the G alerkin approxim ation problem (1.10) is 
discretized as

2n+l

(L14) ^ 2 ( ( 9 j , 9 k )  +  (9j,9k))vk =  3 =  l , . . . , 2 n+1.
k - 1

The stiffness m a tr ix

An :=  {{g'^g'k) +  (9j, 9k))

is s till a sparse m atrix . By Theorem 1.2, the condition number o f the m a trix  

A n is un ifo rm ly bounded (independent o f n). This assertion is confirmed by

19

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



n 6 7 8 9 10 11 12

Amax 1.5780 1.5787 1.5789 1.5789 1.5789 1.5789 1.5789

Amin 0.4220 0.4213 0.4211 0.4211 0.4211 0.4211 0.4211

K 3.7396 3.7474 3.7494 3.7498 3.7498 3.7498 3.7498

Table 1.5: Condition number o f the m a tr ix  A n

numerical com putation o f the m axim al eigenvalue Amax, the m in im a l eigenvalue

Amin) and the condition number k  o f A n for n  =  6 , . . . ,  12 (see Table 1.5).
We use the CG method to  solve the above system (1.14) o f linear equations.

The com putational results are sim ilar to  those in  Example 1. Up to  n — 12,

only 19 iterations are needed for convergence to  the solution o f the system of

linear equations. For n  =  6 , . . . ,  12, the fo llow ing table lists the error en and

the rate o f convergence log2en_ i/e „ .

n 6 7 8 9 10 11 12

1.21-2 1.33-3 1.08-4 7.36-6 4.71-7 2.97-8 1.92-9

lo§2 ( e<=n 1 ) 4.10 3.19 3.62 3.88 3.97 3.99 3.95

Table 1 6: E rror en and its convergence rate

BP X  method is applied for the comparison. Up to  n  =  12, 21 iterations 

are needed for convergence to  the solution o f the system of linear equations. 

The m axim al and m in im a l eigenvalues o f the preconditioned system, as well 

as spectral condition numbers, are listed in  Table 1.7.

n 6 7 8 9 10 11 12

A m ax 3.562 3.632 3.682 3.718 3.743 3.763 3.777

A m in 0.7696 0.7696 0.7696 0.7696 0.7696 0.7696 0.7696

K 4.628 4.719 4.784 4.831 4.864 4.890 4.907

Table 1.7: B P X  preconditioning for Herm ite cubic splines 

Finally, we remark th a t our wavelet basis can also be used to  solve inte-

20
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gral equations numerically. A  discrete wavelet Petrov-Galerkin method was 

developed by Chen, M icchelli, and X u [12] for numerical solutions o f in tegral 

equations o f the second kind w ith  weakly singular kernels. Recently, Shen and 

L in  [45] used the wavelet basis Gn constructed in  th is  chapter to  find numerical 

solutions o f in tegra l equations on the upper ha lf plane.

21
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Chapter 2

M odified Hierarchy Basis For 

Solving Singular Boundary  

Value Problem s

2.1 Background

O ur investigations in  th is chapter is concerned w ith  the preconditioning method 

on the basis o f the modified hierarchy basis fo r the numerical solution o f the 

singular boundary value problem arising from  the radica lly sym metric e llip tic  

partia l d ifferentia l equations, a problem w ith  numerous applications (see, e.g., 

[44]).

When the D irich le t problem

- A n ( x )  +  ? (x )« (x ) =  / ( x ) ,  i n  B , 

u =  0, on <9B,

is defined on a u n it ball B  :=  -Bi(O) in  Rd and the data depend only on the 

radical coordinate, then after a change o f variables, the problem w ill reduce 

to a one dimensional singular boundary value problem,

—u"(x) — ^ ^u'{x) +  q{x)u{x) =  f (x) ,  x  G (0,1) 

u '(0) =  u ( l)  =  0,

22
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where q(x) >  0 and q(x ) £ Loo(0 , 1).

For the smooth data, i t  has been proven (see, e.g., [24, 32, 43, 44]) tha t 

the (smooth) solution can be approximated w ith  high order accuracy by the 

Galerkin method w ith  a piecewise polynom ia l subspace. Therefore, no special 

functions are required in  the basis.

Convergence results o f the Galerkin method for the singular boundary val­

ues problems have been studied for the case q(x) =  0 in deta il in  [32]. In  [24], 

Eriksson and Thomee established the general optim al order error estimates 

and even generalized the ir results to  the corresponding tim e dependent prob­

lems. I t  shows th a t the Galerkin method would give the same convergence 

results for the singular problems as for the nonsingular problems.

For the solution w ith  certain smoothness (such as in  H 2), the simple piece- 

wise linear nodal basis shall satisfy the approxim ation requirement. By the 

error estimates provided in  Section 2.3, we show th a t a s lightly  modified piece- 

wise linear nodal basis provides the suitable approxim ation order.

However, i t  is s t ill a challenging problem to  efficiently solve the large system 

of linear equations arising from  the Galerkin method for the singular boundary 

value problems. Like its  counterpart for the regular e llip tic  problems, the lin ­

ear system arising from  the Galerkin method for the singular boundary value 

problems is also i l l  conditioned. For the regular e llip tic  boundary value prob­

lem, m u ltig rid  methods (see, e.g., [5, 4]), and numerous other preconditioning 

methods (see, e.g., [6]), were successfully developed. Nevertheless, to  our best 

knowledge, presently there are few references about preconditioning methods 

o f the Galerkin method for the singular problems. To design an easily im ­

plemented preconditioning method through the construction o f the modified 

hierarchy basis shall be the principle goal o f th is chapter.

The hierarchy basis has been discussed extensively in  [55, 56], and has been 

proven to  be an efficient preconditioning method for low dimensional regular 

e llip tic  problems. In  th is chapter, we construct a modified hierarchy basis 

based on the concept o f “s tab ility ” (see, e.g., [33, 35, 41]), and the “norm 

equivalence” for the Sobolev space (see, e.g., [2, 34, 41, 29]). Such basis is
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then adapted to  the nodal basis introduced in  section 2.2 for the singular 

boundary value problem, and thus the preconditioning can be achieved. I t

the m odified hierarchy basis, the condition number o f the stiffness m a trix  

arising from  the G alerkin method w ill be un ifo rm ly bounded. In  particu lar, 

the condition number is nicely bounded by 2 for the case q(x) =  0 .

This chapter is divided in to  three parts. In  section 2.2, we propose the pre­

condition ing method on the basis o f the modified hierarchy basis for the sin­

gular boundary value problem, and show the connection between the concept 

o f norm equivalence and s tab ility  o f the modified hierarchy basis. The condi­

tion  number o f the preconditioned stiffness m a trix  is proven to  be un ifo rm ly 

bounded. In  section 2.3, we provide basic error estimates for the Galerkin 

approxim ation from  the piecewise linear nodal basis subspace 14 w ith  its  el­

ement v satisfying the boundary conditions ^/(O) =  u ( l)  =  0. We w ill show 

such subspace provides the same approxim ation order as the linear nodal basis 

subspace w ithou t the condition w'(0) =  0. Numerical examples are computed 

to  confirm our results in  section 2.4.

2.2 The Galerkin m ethod and the modified hi­

erarchy basis

where a  — d — 1.

Let v be a real-valued Lebesgue measurable function on R. We define the 

L 2(0, 1) inner product by

w ill be shown la ter th a t after applying the preconditioning method based on

We consider the boundary value problem of the form

(2.1)

(2.2)

— (xau'{x) ) '  +  x aq(x )u (x ) =  x af ( x ) ,  x  € (0 , 1), 

■u'(O) =  u ( l)  =  0,
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and X2 (0 , 1) space by

L 2 ( 0 , 1 ) : = { w : | M U 2(o,i ) <  ° ° } -

The weighted L 2 space L 2(0 ,1) is defined by

L 2(0 , 1) := ju : J \x%v(x) \2dx  < o o |.

The weighted Sobolev space # o (0 ,1) is the closure o f the set { v  : v G 

C ([0 ,1]) D C 1(0 ,1), n ( l)  =  0 } in  the sense o f the weighted Sobolev norm

I M I j j i  : =  (JQ x a {\ v (x ) \2 +  \v ' {x) \2) d x }  1 .

Define the sym metric b ilinear form  a(-,  •) as follows: for u , v  G Hq(0,  1),

(2.3) a(u, v) I  x au ' ( x ) v ' ( x )d x  +  /  q (x )x au (x )v (x )dx .
Jo Jo

Then the solution u  o f the singular boundary value problem also solves the 

varia tional problem

(2.4) a (u ,v )  =  (xaf ( x ) , v ( x ) ) ,  Vv e Hq(0, 1).

Here, w ith  some ambiguity, we also use x a to  denote function x  x a , x  G 

(0,1), and we assume tha t /  G L 2(0,1) (x% f ( x )  G L 2(0,1)).

We have the follow ing Poincare-type inequality ([32]).

Lemma 2.1.

+
Proof. We have

I  x " v2{x)dx  =  I  { ^ h ) ' v2w dx

=  - l { ^ i ) 2v { x ) A x ) d x + ( ^ t ) ^ 15

<
a  +  

2
1 1\X  2 V I U a ( 0 , l )  I\X 2 V ' \ |L a ( 0 , i )  | M  | L o o « , , i )  •a  +

Since | l^ i |z -o o (o ,i)  <  T  th is  completes the lemma. □
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Now we define another inner product for H q(0, 1) by

(2.5) (u , v ) E '=  [  x au '(x)v ' (x )dx,  u , v  € H q.
Jo

By Lemma 2.1, we have the follow ing inequalities:

(2 .6) (w ,u)£ <  a(u ,u) <  ( l  +  ( ^ - y ) 2||^ ||Loo(o ,i))(u ,u )£ , v € H ] .

Hereafter, we fix  a  — 1 for sim plicity. The case a  >  1 can be handled in  

the same way w ith ou t any extra d ifficu lty.

For the uniform  p a rtit io n  o f [0,1], 0 =  Xo <  X\ <  ... <  x?* — 1, Xj — 2~nj ,  

j  =  0 ,..., 2" , le t <fr be the hat function (j)(x) :=  m a x{0 ,1 — |x |}, and

( 2 - 7 )  <f>ntl : =  ( 0 ( 2 n - )  +  0 ( 2 n - - l ) ) x [O>1],

(2 .8) 4>n,j :=  ^ ( 2"  • —j ) , j  =  2 ,..., 2”  — 1,

where X[a,b\i a <  b, is the characteristic function on the in terval [a, b]. Let

Vn :=  span{0nj  : j  =  1,..., 2" -  1}.

I t  is easily seen tha t Vn C Vn+\ for n  =  1 ,2 ,__

The Galerkin method is defined as seeking the element un G Vn such tha t

(2.9) a(un,v) =  { x f , v ) ,  v G Vn.

Lemma 2.1 shows tha t a(-, •) is e llip tic , and by the Lax-M ilgram  theorem, 

existence and uniqueness o f the solution are guaranteed for both (2.4) and

(2.9).

Taking
2n —1
^  ^ Cn j ( j )n j , 

j= l
we can rewrite (2.9) as

2n - 1

( 2 . 1 0 )  ^ 2  4>n,l)cn,j =  ( x f ,  (t>n,l), 1 =  1 ,  . . . , 2 "  -  1 ,
J=1
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or more briefly,

(2.11) A nCn =  Fn,

where ( j ,  I) entry o f the 2n — 1 by 2n — 1 stiffness m a trix  A n is a((j>nj,(f)nti),

Cn :=  ( c „ , i , . . . , c ni2n - i) T , and Fn :=  Here, the

superscript T  denotes the transpose of a vector or a m atrix .

The condition number o f a nonsingular M  by M  m a trix  A  is defined by

k (A)  : =  P H I I ^ H ,

where p | |  :=  supx€MM x  :=  (xu  . . . ,  x M)T , and ||x|| :=

When A  is positive definite and symmetric, we have

« P )  =

^min,v4

where AmaX)J4, Am;n)̂  are the m axim um  and the m inim um  eigenvalues o f the 

m a trix  A,  respectively.

The follow ing error estimate w ill be established in  the next section:

I I x 1/2(u -  un) | | l2 <  C(2~n)2\\xl / 2u"\\L2.

Consequently, the subspace Vn has to  be large enough to  guarantee th a t the 

error u — un is sufficiently small. However, increasing the number n  w ill dra­

m atica lly  increase the condition number o f the associated stiffness m a trix  A n 

(see, e.g., [5]), which makes solving un num erically d ifficu lt. I t  is well-known 

in  the lite ra tu re  th a t for an ill-conditioned large linear system, w ithou t any 

preconditioning, i t ’s impossible to  find an efficient solver. Therefore, seeking a 

suitable preconditioning method w ill be im portan t for solving the discretized 

system numerically. There is an abundance o f lite ra ture  contributed to  th is 

topic for the regular e llip tic  boundary problems, such as [6 , 29, 55, 56]. Re­

cently, wavelet methods have been introduced to  serve as new preconditioning 

methods (see, e.g., [18, 28, 41, 51, 52]). S tab ility  plays the key role in  the
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wavelet preconditioning method. In  other words, i f  one is able to  find a basis 

which is stable in  the corresponding Sobolev space, then the condition number 

o f the associated stiffness m a tr ix  is un ifo rm ly bounded. A  basis, say 

is stable i f  i t  satisfies,

oo oo 2 00

c ° (£ c0 - II£ - Ci (£ c0 >
i = l  i = 1 i = l

where Co, C\  are two positive constants independent o f {c * }? ^ , and || • || refers 

to  the norm  for the space in  which we are interested. S tab ility  o f the shift 

invariant space has been studied extensively in  [33, 35].

To find a proper preconditioning m a tr ix  for A n in  (2.11), we introduce the 

follow ing lemma.

L e m m a  2.2. I f  two positive definite symmetric M  x M  matrices A, B  satisfy 

the fol lowing condition

C qxt 5 x  <  x t A x  <  C i XTB x , V x  G

Then f o r  any M  x M  matr ix S,

k (SAS t ) <  ^ k (SBS t ). 
Co

Proof  Since

x TS A STx  (STx ) TA (S Tx)
A m ax,SAST =  S U p  ----------- = ------------ =  S U p   = ---------

x £ M m  x  x  x €IR m  x  x

^  ^  x TS B S Tx  „  A
<  G i sup    —  (~'iAmafX SBST.

x e M M  X 1 X

Likewise we obtain

and hence

/̂ min,,Sv4S7’ > C 0Am in ,S B S ^  >

^ k (SBS t ).
Co

□
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Lemma 2.2 tells th a t once one finds a good preconditioning m a trix  for B,  

then i t  is also a good preconditioning m a trix  for A  provided tha t the ra tio  

Ci /Co  is not large. Basic properties o f positive definite matrices and the ir 

condition numbers maybe found in  ([31], chapter 7).

L e m m a  2.3. For n  =  1 ,2 ,..., let Xn '■= E * = i  ^~k^2X[2- k,2- k+1]; and gn,j

where (-, •) e  is defined in (2.5) with a  =  1.

N o te : We may th in k  o f gn j  as the weighted derivative o f and the

weights are 2~k,k  =  l , . . . ,n ,  on the subintervals (2~k, 2~k+1), k =  n , ..., 1. 

In  other words, we discretize the weight x  in  the inner product form  ( - , - ) e  

through Xn-

Proof. N oting th a t gnj  =  0, j  =  1,..., 2" — 1 on (0, 2~n), we get

X n C j,  j  =  1 , 2 "  -  1. Let u =  E j l i 1 cn,j(t>n,j- Then

Accordingly,

where I k ~  { 2n~k, 2n~k+1}.

Now we have

fc=i 2 k je h  

By the defin ition o f <f)nj  in  (2.7,2.8), we have

f  2" , ( j  -  1)2 - "  <  x  <  j 2~n,

- 2" , j 2~n <  x  <  ( j  +  1)2- " ,

0 , otherwise.
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Then, on each subinterval (2 k, 2 fe+1), k =  n, n  — 1 , . . . ,  1, i t  follows tha t

E ^ 2 ~  ^  > cn,jX.n4*n,i ~  ^  ! cn,j9n,j-
j £ h  j&h  j&h

This together w ith  (2.14) yields

The proof o f the righ t inequality o f (2.12) is sim ilar and is om itted. □

Combining Lemma 2.3 w ith  inequality (2.6), we have

L e m m a  2.4. Denote by A n the matr ix (j>n,i))j,i=i,...,n, ^-E,n the matr ix

({(j>n,j,<i>n,i)E)j,i=i,...,n and by A n the matr ix  9 n , i ) ) j , i = T h e n  the in ­

equalities

(2.15) x TA E,nx  <  x TA nx  <  (1 +  ||9 ||Loo(o,i))xT^ ,n X ,  Vx G R2" -1 , 

and

(2.16) x TA nx  <  x TA E}Ux  <  2xTA nx,  Vx 6  R2" -1

hold.

The fo llow ing theorem is a simple consequence of Lemma 2.2 and Lemma

2.4.

T h e o re m  2.1. For any matr ix S of  the same size as A n ,

< S A nST) <  2(1 +  | |? | | l„ (o , i)M S A ,S t ).

By Theorem 2.1, we reduce the problem to  preconditioning the much sim­

pler m a trix  A n instead o f A n. Due to  the s im ila rity  between the basis { g i j }  

and the derivative o f the basis { 4>n,i}, i t ’s natura l to  construct another or­

thogonal basis sim ilar to  the hierarchy basis to  preconditioning A n (see, e.g., 

[55,56]). We w ill construct such a basis in  the rest o f this section.
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P ro p o s it io n  2.1. Let Vn be the linear span of  gn>j ,  j  =  1 ,...,2 ”  T The 

sequence {K i}n = i,2,... of subspaces is nested, that is, Vn C Vn+1 f o r  al l n.

Proof. We shall show th a t the follow ing re lation is valid almost everywhere:

(2.17) gn_ld =  ]  9n,l +  gn,2 +  2gn,3, j  1,
\ 9n,2j - 1 +  9n,2j  +  \ 9n,2j + 1, j  =  2 , 2n~ 1 -  1 .

For brevity, we define 77 :=  2~n. From the defin ition o f gn_ 11, we have

9n—1,1

Note tha t

_ n— 1 
- 2 — , 2rj <  x  <  477,

0, otherwise.

' - 2 f , 77 <  x  <  2r),

°> otherwise,

2 * , 77 <  x  <  2rj,

- 2^ , 2rj <  x <  377,

0, otherwise,

2^ , 2r) <  x  <  3?7,

- 2^ , 377 <  x  <  Arj,

o, otherwise.

9 n , i ( x )  =

9nf i{x)  =

and

9 n A X) =

Hence, for x  e (0 ,477) \  { 77, 2rj, 3r)}, we have

9 n - 1,1 (®) =  9 n , l ( x )  +  gn,2iX) + ^ 9 n f l { x ) .

To verify the second equation in  (2.17), firs t we recall tha t

f in -1,j -  I f f in f i j - l  +  0n,2j  +  -j$n,2j+ \ i  ° -e- 3 =  2, •••, 2” _1 -  1.

Moreover, X n - i  and Xn  agree on the interval [2-n+ 1, 1] and, for j  — 2,..., 2n~ 1 — 

1, 4>n- i , j  is supported in  [2-n+1, 1], Therefore,
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9n- l, j  ~  Xn-l4>n- l , j  ~  Xn&n-l, j

Xn( 2 &n,2j  — 1 T  &n,2j  T  i2 $n,2j+ l )

1 1
— ^9n,2j- l  +  9n,2j +  ^9n,2j+l-

This proves the proposition. □

Sim ilar to  the construction o f the hierarchy basis, let

(2.18) $ i _ i j  :=  gi,2j - i ,  j  =  l , . . . , 2l~1, l  =  n , n -  1, . . . ,1,

and

W i- i  :=  s p a n {^ j_ u  : j  =  1,..., 2 l 1}.

Then we have

P ro p o s it io n  2.2. { tp i j  : I =  1, — 1, *} is an orthogonal basis f o r

Vn.

Proof. We shall verify the fo llow ing properties:

i) =  0 , j  =  l , . . . , 2 l~1, f  =  1, 21-1 -  1,

ii)  =  0 , j ^ f ,

i i i)  Vn — WQ +  W\  +  • • • +  Wn- i -

Considering i), for j  /  1, there exists k such tha t 2 j  — 1 E {2 l~k +

1,..., 2l~k+1 -  1}, and

=  gi,2j - i  =  2l * <

1, (2j  -  2)2- '  <  x  <  (2j  -  1) 2" ',

- 1, (2j  -  1)2- '  <  x <  (2j ) 2~l ,

0 , otherwise.

Since gi-i,j> is a constant on supp{'0 /_ iJ-} =  [(2j  — 2)2“ ', (2^ )2- ']  for j '  =

1,..., 2' —1 — 1, i) is true. For the case j  — 1, we obtain tha t ^ _ l j l (=  giti)  

is orthogonal to  V )-i because g i - i , j ' , j '  =  1, . . . ,2 '_1 — 1, have no overlapped 

support w ith
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ii) follows from

supp{V>j_ij} p |s u p p {^ /_ ii:,v} =  0.

F inally, we tu rn  to  ii i) .  F irs t, {g i , j } f= i  is defined to  be a basis for V/. 

Second, by i) and ii) ,  we have

(2.19) Vn =  V1 +  W 1 +  W 2 +  ---  +  Wn- 1.

According to  definitions, ^ 0,i =  9 i, i by (3.21), W0 =  span{^o,i}> and 

V\ =  span-fg^i}. Therefore, Vi can be replaced by W$ in  (2.19).

This completes the proof. □

In  what follows we shall provide the preconditioning method for A n in

(2.16). More precisely, we can find two sparse matrices P  and H  based on the

change o f bases from  {gn, j } j  to  {ipi,j} i , j such tha t (P H ) A n( P H ) T is an iden tity

m atrix . B y Theorem 2.1, i t  is clear tha t ( P H )  is also a good preconditioner 

for the stiffness m a trix  A n. To find the matrices P  and H ,  we shall w rite  

(2.17,3.21) in to  the m a trix  form  for the convenience o f explanation.

Denote by Gh V , the vectors o f functions (gltU ..., g i # - i ) T , $ 1,1, - , $ 1,2‘ )T , 

respectively. Let :=  ( 'F ^ , ..., 'F^_1)T , and denote by A ^  n the m a trix  (1F, ('F)T) 

Then A^, is a diagonal m a tr ix  by Proposition 2.2. Furthermore, one can find 

a diagonal m a trix  P  such tha t

(2.20) =  P A i A P T .

where (I, I) entry o f the m a tr ix  P  is and ^ ( 0  denotes the I —th  entry

o f the vector

Clearly, P^f  is a stable (orthonorm al) basis for Vn, and due to  the simple 

transform ation from  the basis Gn to  the basis P ^ l  (see (2.17),(3.21)), A n can 

be preconditioned through a basis transform ation from  Gn to  P 'F.
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By (2.17), we have

(2.21) G i - i  =  B g j - iG i ,

where B g, i - i  is a 2/_1 — 1 by 2 l — 1 m a trix  (only nonzero entries are listed.)

( \

V 2 1 2 /

Denote by the 2‘ 1 by 2 — 1 m a trix

 ̂ 1 0 0 

0 0 1 0  0

Then, (3.21) becomes

(2-22) =  B ^ G l

Thus, (2.21) and (2.22) together yield

G i - 1  \  (  B g j _ i
G l

* i- i  J  V B ^ i -1

By i7 ;_ i we denote the 2n — 1 by 2n — 1 transform ation m a trix

H t -1 :=

^  Bg,i - i  0 ^

y 0 l 2n- 2l J

Then we have

For brevity, let

H  :=  H 1 - •
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and thus we have the transform ation between two bases

*  =  H G n.

Note th a t A ^ n =  H A nH T. By (2.20), we have

(2.23) / 2n_! =  (P H ) A n( P H ) T .

Let S in  Theorem 2.1 be P H  in  (2.23). Then

K(SAnST) <  2(1 +  IM U ^o .i)) .

Consequently, ( P H )  is a suitable preconditioner for A n. Furthermore, i t ’s 

easily seen th a t ( P H )  has 0 ( N )  nonzero entries, where N  =  2n — 1 is the size 

o f the basis functions for Vn. Therefore, im plem entation o f the preconditioning 

shall be efficient. D e ta il discussion may be found in  [52, Prop. 4.6].

C o ro l la ry  2.1. For the case q(x) — 0, the condition number of  the matr ix  

( P H ) A n( P H ) T is bounded by 2 f o r  all n.

Now we provide a preconditioning algorithm  for solving (2.11). Notice tha t

A nCn =  Fn &  ( P H ) A n( P H ) T ( ( P H ) TY l Cn =  ( P H ) F n.

Then (2.11) is equivalent to  the follow ing linear equations w ith  x  =  ((P H ) T)~l Cn,

(2.24) [ ( P H ) A n( P H ) T]x  =  ( P H ) F n.

To solve (2 .11) for Cn, we firs t solve (2.24) for x , and the solution o f (2.11)

is

=  ( P H f x .

Note tha t the m a trix  [(P H ) A n( P H ) T] is well conditioned. Therefore i t ’s 

efficient to  solve (2.24) for x  numerically.
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2.3 Error Estim ates

We provide basic error estimates in  th is  section and show tha t fin ite  dimen­

sional subspaces used in  section 2.2 do provide the suitable approxim ation 

order.

To keep the practical applicability, and for the convenience o f sta ting the 

results, we restric t ourselves to  the unifo rm  pa rtition  case in  the previous 

section. Under such setting, i t ’s easier to  describe the preconditioning method 

based on the m ulti-level nested subspaces.

However, error estimates stated in  th is section hold for the general non- 

uniform  p a rtit io n  case. Furthermore, the preconditioning method developed 

in  the previous section is readily generalized to  the non-uniform  p a rtit io n  case 

as long as the sequence o f subspaces are nested.

For the general non-uniform  pa rtit io n  defined by 0 =  x 0 <  x \  <  ... <  x M =  

1, let

We also let h j  :=  Xj — X j - 1, and h :=  max i< j< M {h j } ,  where the la ter quantity  

measures the mesh size. The fin ite  dimensional space is spanned by the nodal 

basis functions {(f)j},

Vh :=  span{0o +  <t>u <h, •••>

Then the Galerkin method is to  find uh G 14 such tha t 

a(uh,v) =  { x f , v ) ,  Vv G 14.

We w ill follow several lemmas to  obtain error estimates in  th is  section.

In the following, the solution u is assumed to  be smooth (u G H 2, where i f 2 

denotes the usual Sobolev space o f functions w ith  the second weak derivative 

on (0,1)) w ith  the boundary conditions u '(0) =  u ( l)  =  0. We let the same 

le tter C  which is independent o f h denote the different constants in  the different 

inequalities.

x  G [ x j - i , X j ] ,  

x  G [ x j , x j + 1 ],  

otherwise.
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L e m m a  2.5. There exists a constant h0 such that f o r  all h <  h0,

||a;1/2(«' -  u'j) | |L2 <  Ch \ \x1/2u"\ \L2,

where C  is a constant depending on m axj> i{:E ;/a ;i_ i} and that u i  € Vh is the 

interpolant of  u defined by

M - 1

ur (x ) :=  M (x i)(0 o(a:) +  (f>i(x)) +  u(xj)(j ) j{x).
i= 2

Proof. On the in terval I i  :=  (rc j-i, xf), i  >  1, s im ilar to  the proof o f Lemma 2 

in  [24], we have

/  x{u '  — u'j)2dx < X i  (u ' — u ' j f d x .
” 3'i —1 " X j-1

B y the well-known result (see, e.g., [7], p. 7)

W  -  u / IU 2(/i) <  Ch\\u"\ \L2{Ii),

i t  follows tha t

f  x(u '  — u'j)2dx <  X iCh2 j  (u" )2dx <  C h 2-^h - f  x {u " ) ‘ 
Jxi- i  J Xi-i x i—1 Jxi- i

dx

which implies,

(2.25)

<  C h 2\ \ x ^ 2u"\ \2L2{Ii),

\x1/2(u' -  <  Ch \ \x1/2u"\ \L2{Ii).

On the interval L  =  (0, Xi),  le t e(x) ~  u' {x) — u ' { x i) .  Then e(x \ ) =  0 and 

e'(x) — u"{x) .  Following the idea in  Lemma 2.1, we have

f - x i  f * x \  n x i 2 r x l  f x  1 /  f  x 1 /2

/  x\e(x)\ =  1 x 1 e'{ t)dt  d x <  x  |e'(f)|

< ^ ' \ L h)h\
dt
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a n d  h e n c e
/>xi n x i

( 2 . 2 6 )  /  x \u ' ( x )  — u ' ( x i ) \ 2dx <  h2 /  x \u " ( x ) \ 2dx.
Jo Jo

S i n c e

pxi pxi
/  —  u ' ( x i ) \ 2dx  =  T i  +  T 2 —  2  /

Jo Jo
w h e r e  T i  : =  f * 1 x \u ' ( x ) \2dx,  a n d  T 2  : =  | i t ' ( x i ) | 2 f ^ 1 xdx,  w e  h a v e

I

Xl
x \ u ' ( x )  —  u ' ( x \ ) \ 2dx  >  T i  —  ( x T i  r2 + r2.

a

Let a  =  1/2. Note tha t u'j{x) =  0, x  G I \ .  Then together w ith  (2.26), we 

have

(2.27) l l i V V  -  u\ ) \ \L M  =  =  r .  <  2/12||x1/ V ' | | i , „ l) +  2r 2.

Combing (2.25) w ith  (2.27) yields

IIx 1/2{u' -  O | | i 2(0,i) <  C h 2\ \xl / 2u"\ \2L2{0>1) +  2r 2.

The proof w ill be completed by estim ating T2:

r Xl 2 h3 
2r 2 =  l u ' ^ i ) !2^ ! ) 2 <  / i2|n '(a;i) |2 =  h2 J  u " { t )d t  <  y  IK I Im /o -

Hence there exists a constant h0 such tha t

h \W ' \ | | 2(o,Xl) <  |\x1/ 2u " \ | | 2(0)1) , V h <  ho,

and thus completes the proof. □

T h e o re m  2.2. There exists a constant ho such that f o r  any h <  ho,

( 2 . 2 8 )

and

( 2 . 2 9 )

hold.

\ \x1/2(u'  - < ) | | l 2(0 , i )  <  C ' h | | a : 1 / V ' | | L 2 ( 0 ,1 ) ,

| | x 1/2(u -  uh)\\L2{0,i) <  C h 2\ \x1/2u" \ \L2i0,i)

3 8
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Proof. (2.28) is a standard error estimate.

\\x1/2(u' -  u'h)\\l2 < Ca(u -  uh,u  -  uh) < Ca{u -  uh,u  -  ui) 

< C\\xll2[u' -  u'h)\\L2 \\x1/2(u' -  W /) || l2,

and hence,

IIx l/2{u' -  u'h)\\l2 < C\\xl/2(u' -  u'j)\\l2 < C '/i||x1/2u//||L2, 

where the last step used Lemma 2.5.

(2.29) can be obtained through a dua lity  argument.

Let w solves a(v, w) =  (x(u — uit), v ), Vv E Hq. Then we have

a ( u - u h,w ) =  ( x ( u - u h) , u - u h) = \\x1/2(u -  uh)\\l2,

and

a ( u - u h,w)  =  a(u - u h, w -  wf)  <  C \ \x1/2(u' -  u ’h)\\L2\\x1/2(w' -  Wj ) \ \L3 

<  C '/i2||a:1/ 2u " | |z,2||a;1/ 2u ;" ||L2.

Once we prove the regularity o f w, i.e.,

\\x I I 2w " \ \ l 2 <  C'||o;1/2(m -  «h)||L2,

(2.29) holds.

w satisfies the follow ing equation, (from  —(xw1)' =  x (u  — Uh — qw))

w(x)  — j  -  J (u(s ) — Uh(s) — q(s)w(s))sdsdt.
Jx t  Jo

D ifferentia ting both sides o f the above expression twice, we have 

1 f x
w"(x )  =  —  /  (u(s) -  uh(s) -  q(s)w(s))sds -  (u(x) -  u h(x))  +  q(x)w(x),  

x  Jo

and thus

\ \ x i I 2w " \ \ l 2 <  - f  ( ~ ) 1/2s1/2( u - u h - q w ) d s
X  J  o X

+  \\xl l 2( u - u h)\\L2 + C \ \ x l l 2w\\L2.
l 2
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By the H ardy ’s inequality

-  f / ( * ) *  < 211/ 11̂ ,
X  J0 l 2

we get

\\x1/2w " \ \ l 2 <  | -  f  {s1/2{u -  uh) -  s1/ 2qw)ds +  \\xl /2{u -  uh) \ \L2
' x  Jo L2

+  C\\x 1/2w \\l2 <  C[ \ \x1/2(u -  uh) \\l2 +  ||a;1/2u;||L2].

I t  remains to  prove ||rr1//2u ; | | i2 <  C \ \x l ! 2(u — u/1) | | l 2:

x  1 w \ \ L 2 \ \ x  '  (u -  u h) \ \L2 >  ( x ( u - u h) ,w )  = a ( w , w )

>  C \ \ x ^ 2w ' \ \ l 2 > C \ \ x ^ 2w\\2L2.

Finally, for the case q(x) — 0, we provide error estimates for \\u' — u'h\\L2 

and ||u -  uh\\L2.

T h e o re m  2.3. I f  q(x) — 0, then

\W - u 'h \\L2 <  Ch\\u"\ \L2.

P ro o f. Uh satisfies the follow ing equation,

(2.30) ( x ( u ' - u ' h) , v ,) =  0, V v e V h.

In fact, Vh :=  { v 1 : v G Vh} is {w  =  Y Jf= 2 cj'X.ij  '■ { cj }  £ RM -1 }. In  other 

words, V I is the linear span o f the piecewise constants on each in terval I  j , j  >  1 

w ith  0 on the in terval I \ .

Let u 'h — 'Yl??=2 ciX.ij- Then (2.30) is equivalent to

rxi

/  1JXi- 1
( u ' ( x )  —  C i ) x d x  =  0, i  >  1.

Therefore,
rxi pxi

' i =  u ' ( t ) td t /  /  tdt.
v Xi—i J Xi—i
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Setting T :=  td t, we obtain

( 2 . 3 1 ) | | u ' - < | | l2(/i) =  H  ( u ' ( x ) - u ’h ( x ) ) 2d x
Jxi-i

( u ' ( x )  — u ' ( t ) ) t d t j  d x / T 2 , i  >  1.
X i  /  f *X i

X% — 1 « /  X i —\

Estim ating the last term  in  the above equation gives

(2.32)

r  ( T  {u\x)-u'(t))tdt\2dx< r  ( f xt \u\x)-u'{t)\2dt r
J  X i - 1 ' J  X i - i  /  J  X i - 1 ' J x i - l  J  X i - 1Xi — i

Now we have

(2.33) f  (u ' (x)  — u ' ( t ) )2dt  — f  f  u" {s )d ,
J  X i — \  *J X i  — \  *J £

<  r  f  \u"(s) \2ds f l 2d s d t < \ \ u " \ \ 2L2{i i)h2i .
J  X i - 1 J x  J x

Hence, after plugging (2.34) in to  (2.32), we estimate the term  ||w'—M/JII2(/)

in  (2.32) by

r  l u ' O r ) - ^ ) ! 2^  <  / * ? | K H i a(/l)
Jxi- l

r  t 2dt 

< * ) 2

<  '■ i l l -  II« « ( * _ , £ ■ * )
/ \2.2||  //||2 

2 - V   ̂ n 11“  H ia W■"i—1

On the interval Ji,

/»X l /»X l px

/  |u '(a;)|2c?rr =  / / u " ( s ) d s
Jo Jo Jo

d x
p X \  p X  p x

~  J o  J o  \u " ( s ^ 2 d s  J 0 <  M ^ 'llL c o ^ o ^ 2-

Thus the proof is completed. □
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T h e o re m  2.4. I f  q( x ) =  0 , there exists a constant h0 such that f o r  any h <  h0, 

||m -  w /i||l2(o,i) <  Ch\\v!  -  u'h | | l2(0,1).

Proof. Let e u — Uh, and let w solve the problem,

- { x w ' ) '  =  e, w ith  ie ( l)  =  u / (0) =  0 .

Then

(2.34) w ( x ) =  f  -  f  e(s)dsdt.
J x  t  J o

D ifferentia ting (2.34) twice, i t  follows tha t

w"(x)  =  —-  f  e (s )ds  e(x).
x 1 J  o x

By using H ardy ’s inequality, we have

(2.35) \ \xw" \ \L2 <  2||e ||L2 +  ||e ||L2 =  3||e||L2.

On the other hand,

IN l ! 2 =  (e,e) =  -  [ \ x w ' ) ' e .
Jo

Integrating i t  by parts yields

||e| | | 2 =  f  xw'e'dx  =  f  x (w '  — v')e'dx, Vu G Vh,
Jo Jo

which implies

llel l i 2 <  lle'lUa in f  \ \x{w' -  v ' ) \\l 2. vevh

Suppose we have the result in f * , ^  \ \x(w'  — v ' ) \ \ l2 <  C/i||a:u;,/||L2 f ° r the 

moment. Then together w ith  (2.35), we have

||e| | | 2 <  C'h||e||L2||e, ||L2.

Thus completes the proof. □

I t  remains to  prove
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L e m m a  2.6. For an element w  € H q f ) H 2, w ' ( 0) =  0; there exists a constant 

ho such that f o r  any h <  h0,

in f  ||:r(« / — v ' ) \ \ l 2 <  Ch\\xw"\ \L2.
vevh

Proof. Let v be an element in  Vh- Then there exist c2, ...,cM such tha t v =  

2 cjX i j -  Let

Cj =  /  x w ' ( x )d x /  /  xdx.
Ji i  J i j

Then a s im ilar approach in  Theorem 2.3 can be taken to  obtain 

\ \x(w' - v ' ) \ \ l 2 <  C h \ \ x w " \ \ l2.

D eta il steps are as follows:

On I j ,  j  >  1, le t T f T xdx. I t  follows tha t

f  \ x ( w '— v') \2dx — f  x  f  (w'(x)  — w ' ( t ) ) td t  d x / ( T 2)
J I j  J I j  J X j . j

-  r2
l  r  m  rx 
— x t  w"dsdt  

J I  j  J X j - l  J t

<  C ' lp  [  \x r  \ f \ w " ( s ) s \ d s
*  J i j  J x j _1  J t

<  C i ^  \x{\\sw"\\L2^ j h j \2dx

dt dx

=  C i 1 1 W' 1 1
f r x 2dx

. / / 112 J I i
L  2 p 2

<  C h 2\ \sw"\ \ l2,

where C\  =  X j / x j - i  (since |  <  ~ ^ ) -

On the in terval h ,  we use the trick  in  Lemma 2.5 again, and we obtain

n x i  p x i  p x \

/  \x(w'(x)  — w ' ( x i ) ) \ 2dx =  x w"( t )d t
J  0 J  0 J  x

p x i  p x \

<  x \w " ( t ) ( t / x ) \d t
Jo Jx

p x  1 p x i

/  /  \w"( t) t \dt
Jo Jx

dx

<

<  h 2\ \ w » m \ l i h ) . 
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Let I \  :=  Jq1 \ x w ' ( x ) \ 2dx, and T2 :=  f g 1 \ xw '( x i ) \2dx =  ^ l u / ^ i ) ! 2. Then 

we have

r1<2h2|K /(t)||l2(/l) + 2r2.
Estim ating 2 r 2 gives

2r 2 =  ^ x l \ w ' ( x 1) \2 < ^ h 3^  w " ( t )d t )  < ^ h 2( \ \w " \ \ l2{h)h2).

Hence there exists h0 depending on w, such tha t for any h <  ho,

I K ' I I U ) ^ 2 <  I M I W

This completes the proof. □

2.4 Examples

Now we shall provide the results o f numerical examples to  illus tra te  the theory 

developed earlier.

For the firs t example, let q(x) =  0 and

£( \ ” 1/ • \ t ( x)  =  ——x  (sin —x  +  x — cos ~x) .
J v '  2 v 2 2 2

Then the solution is
7r

u  =  — cos — X .
2

To define the coarsest grid, we sp lit the domain (0,1) in to  21 =  2 pieces, 

and then divide each piece in to 2 pieces o f equal length. We keep on sp litting  

u n til there are 2”  pieces. Therefore, we have n  levels of nested subspaces.

Concerning the singular boundary value problem (2.4), once the fin ite  d i­

mensional subspace Vn is fixed, the stiffness m a trix  A n is also fixed, as well 

as the preconditioner P H .  Therefore, we w ill demonstrate the performance 

o f the preconditioner first by comparing the condition numbers o f A n w ith  

those o f (P H ) A n( P H ) T w ith  different n. In  Table 2.1, we display the m axi­

mum eigenvalues, m inim um  eigenvalues and the condition numbers o f the two 

matrices A n and (P H ) A n( P H ) T for the different n.
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n 5 6 7 8 9 10

Anax,v4n 1.10+2 2.33+2 4.83+2 9.87+2 2.00+3 4.0443

-^min,ytn 0.0477 0.0232 0.0115 0.0057 0.0028 0.0014

n (A n) 2.30+3 1.00+1 4.2144 1.7445 7.0645 2.8546

^max ,P H A n ( P H )T 1.9688 1.984 1.992 1.996 1.998 1.999

^min ,P H A n ( P H )T 1.031 1.016 1.008 1.004 1.003 1.001

K ( P H A n( P H ) T) 1.909 1.954 1.977 1.988 1.994 1.997

Table 2.1: Condition numbers o f the m a trix  A n and (P H ) A n( P H ) T

Com puting results in  Table 2.1 show tha t condition numbers o f the pre­

conditioned stiffness matrices are un ifo rm ly bounded by 2 , which verifies the 

result o f the Coro lla ry in  section 2.2.

Now, we are ready to  implement our preconditioning method to  solve the 

firs t example. We use the Galerkin method to  solve the problem w ith  mesh 

size l / 2 n and let u and uh denote the solution and the Galerkin solution o f the 

singular problem, respectively. \(u — uh)\Hi, ||(« — Uh)\\L2 w ith  different n  are 

listed in  Table 2.2. As predicted by Theorem 2.3, 2.4, the Galerkin method 

w ith  the piecewise linear nodal basis preserves 0 (h), 0 (h2) convergence rates 

for |(u -  uh)\Hi, 11(it -  uh)\\L2, respectively.

n u ~ uh H l U ~  Uh L 2

5 0.0307 1.73 x  10“ 4

6 0.0134 4.53 x  10" 5

7 0.0062 1.20 x  1 0 -5

8 0.0029 3.16 x  10~6

9 0.0014 8.17 x  10~7

10 7.05 x 10~4 2.12 x  1 0 -7

Table 2.2: Estimates o f |u — Uh\m, ||w — m /j||l2
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A fte r we apply the weighted Jacob iterative method w ith  to =  2 /3  (see, e.g., 

[8]), and an in it ia l guess o f 0, to  the preconditioned linear system for 10,15,20 

iterative times, we obta in the numerical solutions uu- The errors between the 

numerical solution and the Galerkin solution, estimated in  H 1 semi-norm and 

L 2 norm, are given in  Table 2.3.

\llit \\uit ~  uh l 2

n itn o =10 itno=15 itn o =20 itn o = 1 0 itno=15 itno=20

5 4.00-4 1.02-5 2.60-7 1.31-4 3.28-6 8.34-8

6 4.05-4 1.04-5 2.67-7 1.38-4 3.48-6 8.91-8

7 4.06-4 1.05-5 2.69-7 1.41-4 3.57-6 9.14-8

8 4.07-4 1.05-5 2.70-7 1.43-4 3.61-6 9.25-8

9 4.07-4 1.05-5 2.70-7 1.43-4 3.63-6 9.30-8

10 4.07-4 1.05-5 2.70-7 1.43-4 3.64-6 9.32-8

Table 2.3: Estimates o f |Uu — uhIh1 i \ \ u it ~  uh\\L2 w ith  the different iterative 

numbers

Since the condition number is s tric tly  bounded by 2, i t  can be expected tha t 

the convergence rate o f — u^ shall be like 0 (pm), where iterative number

is denoted by m, and p <  1. Numerical results in  Table 2.3 indicate tha t 

p &  1. In  fact, a careful analysis o f ite ra tive  methods w ith  a given condition 

number bound may give an estimate o f the convergence rate, which shall not 

be discussed in  detail here.

S im ilar to  the example shown in  [24], le t q(x) =  1 — x 2, f (x) =  (1 — x 2) 2 +  4 

in  our second example. Subspace level is up to  n  =  10. In  th is situation, 

u(x) =  1 — x 2, and |(u — u^)\Hi, ||(u — uh)\\Li are computed in  Table 2.4 for 

different n. Condition numbers o f the preconditioned system are shown in 

Table 2.5. S im ilar com puting results to  example one are obtained. These 

numerical results confirm  the performance o f our preconditioning method.
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5 0.0306 2.07 x  10~4

6 0.0141 5.49 x  10“ 5

7 0.0067 1.44 x  10“ 5

8 0.0033 3.70 x  10“ 6

9 0.0016 9.45 x  10“ 7

10 8.03 x  10“ 4 2.39 x  10~7

Table 2.4: Estimates o f |u — Uh\Hi,  ||m —

n 5 6 7 8 9 10

^m a x ,A n 1.10+2 2.33+2 4.83+2 9.87+2 2.00+3 4.04+3

'^ m in ,A n 5.38-2 2.61-2 1.29-2 6.4-3 3.2-3 1.6-3

k (Au) 2.04+3 8.91+3 3.75+1 1.5445 6.2845 2.5445

^ m a x ,P H A n ( P H )T 2.016 2.021 2.023 2.024 2.024 2.024

^ m in  ,P H A n ( P H )T 1.036 1.018 1.009 1.004 1.002 1.001

K ( P H A n( P H ) T) 1.946 1.986 2.005 2.015 2.019 2.022

Table 2.5: Condition numbers o f the m a trix  A n and (P H ) A n( P H ) T

\llit ’U'hlll1 11 Hit Hfr l 2

n itn o = 1 0 itno=15 itn o =20 itn o ^ lO itno=15 itno=20

5 3.89-4 1.04-5 2.81-7 1.10-4 2.78-6 7.19-8

6 3.92 -4 1.05-5 2.86-7 1.14-4 2.89-6 7.48-8

7 3.93 -4 1.05-5 2.87-7 1.16-4 2.93-6 7.59-8

8 3.93-4 1.06-5 2.87-7 1.16-4 2.95-6 7.64-8

9 3.93 -4 1.06-5 2.87-7 1.17-4 2.96-6 7.66-8

10 3.93-4 1.06-5 2.87-7 1.17-4 2.97-6 7.67-8

Table 2.6: Estimates o f \uit — Uh\m,\ \u it ~  uh\\L2 w ith  the different iterative 

numbers
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Chapter 3 

C l  wavelets on two dim ensional 

triangular m eshes

3.1 Introduction

We are interested in  the m ultileve l analysis on a sequence o f nested subspaces

Vo C V 1 C V 2 - ■

on triangulations {Tk}kL0 o f a polygonal domain in  R2. The m ultilevel 

decomposition o f { 14}£T0 is to  seek the proper subspaces tha t

V j  =  V0 +  W i  +  W 2 +  --- +  W j _! +  W j.

W k  C  Vk  is chosen to  be orthogonal to  T4_i w ith  respect to  some kind 

o f inner product. The basis functions for Wk are generally called wavelets. 

I f  the usual L 2 inner product (•, -)L on Cl is applied, then basis functions, 

say { ' ip j } je i i, k f ° r  are tra d itio n a lly  called semi-wavelets [14, 16], where 

I $ tk denotes the index set o f wavelets. Let {<f>j}jeik be basis functions for V*. 

Then

( r f ,  4>k-,)L2 =  0 , k' <  k, j  e h ,  f  € U,k>-
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A  basis {(f) i s  stable i f  we have

OO OO

IIE^If-E0*’
j = i i= i

where || • || is the norm  o f interest. Here, ~  refers to  th a t two terms can be 

bounded by some constant m u ltip le  o f each other, w ith  the constant indepen­

dent o f the parameters on which these two terms may depend. S im ilarly, We 

let <  (> )  denote th a t the firs t (second) term  can be bounded by a constant 

m u ltip le  o f the second (first) term.

Moreover, is a Bessel sequence i f  and only i f  [16]

OO OO

I E ^ I I 2 ^ E 4
j = 1 j = 1

A  well-known norm  equivalence theory in  lite ra tu re  (for example, see [21, 

54]) reads

(3-1) IM Ig * — E l
fc=0

where
J _  

u =  E  uk, uk £ Wk, Wo =  V0.
k-0

Consequently, i f  the (semi-)wavelet basis { ip j } je i ^  k for W k is stable in  the L 2

space, then wavelet system { 2~ks4>j}k=o,i je i^k  f ° rms a stable basis in  the

Sobolev space H s [1, 10], where s is some positive real number.

Stable bases in  Sobolev spaces have broad applications in  num erically solv­

ing pa rtia l d ifferentia l equations as well as in tegra l equations [12, 13, 11, 19, 

21, 34, 38, 45, 52]. For higher order problems, wavelets w ith  higher order 

smoothness, such as C l  wavelets, are required. This motivates people to  con­

struct the stable wavelet systems in  Sobolev spaces. In  particular, some stable 

wavelets in  Sobolev spaces have been constructed and discussed on the uniform  

meshes in [39, 41, 50, 51].
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Validation o f (3.1) requires some m ild  conditions on the subspaces {Vfc}fcLo> 

i.e., the Jackson inequality and the Bernstein inequality. In  general, the Jack­

son inequality implies the suitable approxim ation capability  provided by the 

subspaces { I4 }£ T 0, and the Bernstein inequality, known as the inverse in ­

equality fo r a long tim e in  fin ite  element lite rature, usually holds true for the 

underlying subspaces {Vfe}£iL0.

Floater and Quak have constructed the semi-wavelets from  the piecewise 

linear nodal basis w ith  small supports on the irregular meshes in  [25, 26, 27]. 

The ir wavelets are orthogonal among different levels w ith  respect to  the L 2 

inner product. By (3.1), i t  is clear th a t the ir wavelets also form  a stable basis 

in  the Sobolev space after properly scaled. To reduce the support o f wavelet, 

Stevenson introduced the discrete L 2 inner product in  [46, 47] for each subspace 

Vk, which is also generated from  the piecewise linear nodal basis. Wk is then 

the orthogonal complement o f I4 _ i in  Vk w ith  respect to  the discrete inner 

product for Vk- His wavelet for the linear nodal basis for two dimensional case 

is simple and has three coefficients. Numerical results on the regular mesh (see 

[39]) show the potentia l for num erically solving pa rtia l d ifferentia l equations. 

The idea o f constructing wavelets which are not L 2 orthogonal among levels 

can also be found in  several other papers (see [48, 49]).

C 1 wavelets on general meshes are o f particu la r importance for fu lfillin g  

the smoothness condition required by num erically solving high order prob­

lems. However, the d ifficu lty  in  choosing the proper C 1 scaling functions on 

general meshes as well as the lack o f general theory to  verify the s tab ility  o f 

wavelets make i t  intensely d ifficu lt to  construct stable C 1 wavelets in  Sobolev 

spaces. M ain goal o f th is chapter is to  investigate the general theory on the 

construction o f C l continuous wavelets on the general meshes. We wish to 

develop the theory independent on the Fourier analysis, which is considered as 

the fundamental theoretical too l for the wavelet analysis on unifo rm  meshes. 

On the other hand, to  fu rther generalize Stevenson’s idea to  more complicated 

fin ite  element spaces may not be suitable because one key estimate o f the pro­

jection operator (Theorem 4.3 in  [47]) involves three levels o f subspaces. In
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th is chapter, we shall overcome th is weakness by estim ating the same opera­

to r only involv ing two levels. O ur method greatly reduces the com plexity in  

the estimate and thus makes the estimate for more complicated basis functions 

possible. Moreover, our wavelets are extremely short supported, and th is leads 

to  the fast a lgorithm  for applications.

We w ill take Powell-Sabin elements (PS element, see [42]) as basis func­

tions for subspaces { I4 }£ L 0- On the three-direction meshes, where grid  lines 

run only in  three directions (see [36] and [3], p .294), PS element is C 1 con­

tinuous on the meshes and the subspaces {1 4 }^ o  are nested. We design the 

discrete L 2 inner product (•, f ° r  eac^  subspace Vk and our wavelet sub­

space Wk is orthogonal to  Vk- i  w ith  respect to  the discrete inner product 

( ' i ' )D2{ky One improvement in  our estimate is th a t the proof is proceeded on 

the standard equilateral triangle in  stead o f an a rb itra ry  triangle due to  the 

affine invariance property o f the basis functions. The s tab ility  o f the wavelet 

basis in  the Sobolev space H 2 is verified.

A lthough the three-direction meshes are a type o f regular triangu lar meshes, 

our theory does not employ any property o f the regular structure o f meshes. 

The obstacle preventing us from  applying our theory to  irregular meshes is the 

d ifficu lty  in  seeking the nested subspaces from  suitable C 1 continuous refinable 

functions. However, our theory is sufficiently flexible to  be extendable to  irreg­

ular meshes once proper C 1 continuous refinable basis functions on irregular 

meshes are obtained.

This chapter is divided in to  four parts. In  Section 3.2, we introduce the 

knowledge of Powell-Sabin C 1 element which is employed la ter as scaling func­

tions to  produce the sequence of the nested subspaces. We construct the 

wavelets in  Section 3.3, and some basic properties o f the wavelets are pre­

sented. More precisely, we define one discrete L 2 inner product for each sub­

space, and on the basis o f such inner products, we construct the wavelets to 

form  a Riesz basis in  Sobolev spaces. In  Section 3.4, we focus on the general 

theory o f Riesz basis in  the Sobolev space. We shall verify tha t our wavelets 

satisfy a ll required conditions to  form  a Riesz basis in  the Sobolev space H 2.
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The last section is devoted to  the examples o f the com putation for wavelets 

on the regular triangu la r meshes.

3.2 PS elem ent and C1 basis functions

Powell-Sabin (PS) element has been traced back to  1977 and was w idely used in  

CAGD because o f its  simple structure (compared w ith  other C x elements). On 

a three-direction mesh, i t  is refinable and thus the sequence o f subspaces from  

PS element is nested. On a general mesh, PS element is no longer guaranteed 

to  be C 1 continuous globally. Applications u tiliz ing  these nonconforming PS 

element were discussed in  [40]. In  th is  chapter, we use PS element as the scaling 

functions to  generate the sequence o f nested subspaces on two dimensional 

three-direction meshes.

The structure o f th is  section is organized as follows. In  Section 3.2.1, 

we give the defin ition o f PS element and study the local basis functions on 

an a rb itra ry  triangle. In  connection w ith  the local basis functions on the 

standard equilateral triangle o f edge length one, we discuss the affine map and 

affine invariance properties o f the local basis in  Section 3.2.2. By (3.10), we 

shows tha t affine invariance property allows us computing independently on 

the shapes o f the triangles and thus i t  provides an efficient way to  carry out 

com puting and constructing wavelets. In  Section 3.2.3, we combine local basis 

functions together to  get C 1 continuous basis functions on a three-direction 

mesh. Associated w ith  such basis, discrete L 2 inner products and norms are 

introduced.

3.2.1 Powell-Sabin element

PS element is composed of piecewise quadratic polynomials on an a rb itra ry  

triangle A P iP 2Ps w ith  9 degrees o f freedom [42], We concern w ith  one type 

o f subdivision o f a triangle shown in  Figure 3.1. Let O be the centroid o f 

the triangle T  A P iP 2P3, and PS e le m e n t used throughout th is  chapter
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is defined to  be a piecewise quadratic function on 6 small sub-triangles and 

C 1 continuous on T . O  is chosen to  be the centroid because we wish the 

m ultilevel subspaces from  PS element are nested. For the PS element on a 

non-degenerated triangle, i t  has 9 degrees o f freedom. In other words, we have 

the fo llow ing property for PS element.

Proposition  3.1. F o r a given piecewise quadratic fu n c tio n  on the sp littin g  

sub-triangles as shown in  F igure 3.1, i f  i t  is C 1 on the triang le  A P 1P2 P3 w ith  

given values, as w e ll as derivatives at P i,  P2, and P3, then this fu n c tio n  is 

uniquely determ ined.

p4

p6

Figure 3.1: PS element is composed of 6 piecewise quadratic polynom ials pi,  

P2, ..., pe, respectively on a triangle

Existence o f such PS element is a consequence of the affine invariance 

property o f PS element, and th is w ill be shown in  Section 3.2.2. Uniqueness 

has been proved in  [42]. The in terpo la tion data we discussed here have 9 

degrees o f freedom, i.e., function values and the derivatives at 3 vertices. For 

derivatives at a vertex, there are 2 degrees o f freedom i f  we notice tha t any 

two different directional derivatives o f a C 1 continuous function at a point 

determine its tangent plane at tha t po in t from  fundamental calculus.

We may construct 9 basis functions associated w ith  these 9 degrees o f 

freedom for PS elements on a triangle. Such basis functions are so called local
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basis functions, compared to  the basis functions defined on the whole mesh. 

We may drop local i f  the context is clear. For a given triangle APiP^Ps  in 

Figure 3.2, we may define 9 basis functions 4>t,p,o, 4>t,p,i and 4>t,p,2 centered at 

the vertex P  6  {P 1; P2, P3}. For < r̂,Pi,o> we have

(3.2)

and

J, 1 d(f>T,Pi ,0 I n 5(^t,Pi,0 , _  n
0T,Puo\Pl -  1, VTTTTTtIp, -  U> cTTTTTT I p, -  U>9 d i( P i) lpi dd2(P1) Pi

, I _ n d(^T,Pi,o I _ n d(f>T ,p1,01 _  2 9 0
9T,Pi,0\p. 0, pM.(p.\\P i ’ J ’d d r i P j ) ^ dd2(Pj)

,d2

d2

P 2

F ig u re  2a  F igu re 2b

Figure 3.2: N o tation for the triangle T

Recall tha t directional derivative o f a function f  in  d d irection is %. —J dd
cos (9) +  s in (0 )|4 , where d is a d irection w ith  the un it length and the angle

between d and x  axis is 6 . Here, by d i(P ) ,d 2(P ) we denote the directions o f 

the un it length along the edges s ta rting  from  the vertex P  fo llow ing the right 

hand rule. For example, d i(P i)  is the direction in  P\F^, and d2(P i)  is in  P1P3. 

We drop P  from  dx(P), d2(P)  i f  the context is clear. Let |d j(P )|, j  =  1,2 be 

the length o f the edge sta rting  from  the vertex P  and in the direction d j(P ).  

For instance, |c?i(Pi)| =  |P iP 2|- T  may come in to  the notation to  suggest tha t 

the relevant symbols be based on the triangle T,  such as d j(T ,P ) ,  \d j(T ,P ) \  

in  Section 3.2.3. Subscript T  is used to  im p ly  tha t 0t,Pi,o is defined on the
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triangle T  locally. I f  the context is clear, the subscript T  in  4>t,puo is om itted. 

Clearly, <f)Pu0 interpolates the value at the vertex Pi while keeps a ll other 

in terpo la tion data such as derivatives at P i, P2, P3 and values at P2, P3 zeros. 

This is s im ilar to  the Herm ite interpolants in  one dimensional case [34]. (f)P u  1 

interpolates the derivative at P i in  d\ direction, i.e.,

^  ~ d d r \ pi =  1/ i P iP 2i’ = ° ’ ~ d d t \ pi = 0>

and

M , A f = 0 ,  % ^ | p. = 0 ,  ^ U = 0  > =  2,3,
ddl ddo 'P3

where scale parameter 1 /  j P iP 21 is used for the affine invariance purpose. In  

particu lar, i f  IP1P2I =  1, then (f)Pl,i has the u n it derivative in  P iP 2 d irection 

at P i. Function < ^,2  which interpolates the directional derivative at P i in  the 

direction P1P3 (i.e., d2(P i)) is defined sim ilarly. Likewise, we may define the 

basis functions centered at P2, P3.

These 9 basis functions are PS elements w ith  prescribed in terpo la tion data. 

By Proposition 3.1, we claim  such basis functions are uniquely determined. 

They are linear independent. I f  not, then we have a PS element which is a 

linear com bination o f them such tha t th is PS element is identica lly zero on 

the triangle. I f  we notice tha t each basis function interpolates the different 

data o f values and derivatives at 3 vertices, then th is  PS element must have 

non zero value or directional derivative in  some direction at one vertex. This 

contradicts the fact th a t th is PS element is identica lly zero on the triangle. 

Thus we have

P ro p o s it io n  3.2. {^ t,p j}p = p 1,p2,p3j=o ,i ,2 is a local basis fo r  PS elements on 

the triangle A P iP 2P3.

Now we consider when two PS elements on two neighboring triangles jo in  

C x continuously. F irs t, we give a proposition on the property o f PS element 

(see Figure 3.1).
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P ro p o s it io n  3.3. I f  quadratic functions p i ,p 2  are C 1 continuous across the 

common boundary Oq3 (see Figure 3.1), then

(3.4) p i  =  p2 +  XI2,

where X is an arbitrary constant, and I =  0 refers to the function o f the line 

through O and q3.

Le t’s consider the directional derivative o f p i ,  p2 in  Figure 3.1 in  Oq3 

direction. B y (3.4), we have

d p i dp2
=F> (-

dl
0).

d O q 3 d O q 3 d O q 3 
Then d irectional derivative o f the PS element in  Oql d irection on P1P 2 is lin ­

ear. Moreover, i t  interpolates two corresponding directional derivatives at P i 

P2. However, the directional derivative in  P1P2 direction o f the PS element are 

respectively two linear functions on Piq3 and q3P2, and they jo in  C 1 continu­

ously. The same analysis is applied to  T '  :=  A P 1P3P4 in Figure 3.3. Let q be 

the m idpo in t o f P\P3, and O , O ' be the centroids o f A P 1 P 2 P 3 , A P 1 P 3 P 4 , re­

spectively. Then we may anticipate th a t two PS elements on two neighboring 

triangles sharing the same values and derivatives at vertices P i and P3 could 

fa il to  jo in  C 1 continuously across the common boundary P\P 3 unless O ,  q, O '  
are co-linear.

Figure 3.3: Two neighboring triangles sharing the common edge P 1P 3

However, on a three-direction mesh, P1P2P3P4 forms a parallelogram, and 

then O, q, O' fa ll on the line through P 2 and P 4 autom atically. Hence, two PS
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elements jo in  C 1 continuously in  th is case. This is the reason why we restrict 

ourselves to  three-direction meshes.

3.2.2 Affine map and the local basis on the standard 

equilateral triangle

In  th is section, we illus tra te  how to  compute basis functions efficiently in  a 

uniform  way. Affine map plays an im portan t role in  the connection o f a PS 

element on an a rb itra ry  triangle w ith  a PS element on the standard triangle. 

The fo llow ing proposition is a basic property o f the affine map.

P ro p o s it io n  3.4. There is a unique affine map mapping from  T  to T j or from  

T\ to T , where T ,  T\ are two non-degenerated triangles.

Proof. F irs t we prove there is a unique affine map which maps three vertices 

o f T  to  the corresponding vertices o f T\. Let P \{x \ ,  yf), P2(x2, yf), P3(x3, 2/3) 

be three vertices o f T  and Pl(x 'l ,y'l ), P2(x'2l y2), P^(x'3, y'f) be the vertices o f T i, 

respectively. The affine map A  : T  —> T j satisfies

x i  / an  a 12 \ I  Xi

y'i )  \  021  022 )  \  Vi

Rearranging the above equations yields

i  =  1,2,3.

( A  \ (  Xi 2/1 1 0 0 0 ^ (  an  ^

x '2 X2 2/2 1 0 0 0 a12

4 X3 2/3 1 0 0 0 bi

y'i 0 0 0 Xi 2/i 1 021

y '2 0 0 0 X2 2/2 1 022

\  y'z ) I 0 0 0 x 3 2/3 1 ) \  b2 )

Obviously, unique existence o f the affine map is equivalent to  the non-singularity 

o f the m a trix
\(  Z i y i

x 2 y2

[  X 3 2/3
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which im plies tha t P i ,P 2,P 3 are non-collinear. This uniquely fixed a*,-, bj, 

i  — 1, 2, j  — 1,2 and gives the affine map. Moreover, the map is injective. I f  

not, then there exist two different points aq, x 2 in  T  w ith  the expression

=  a iP i +  ol2P2 +  CK3T3, x 2 — f f iP i  +  02P2 +  fizPz

such th a t A x  1 =  A x 2, tha t is

(a i — f t i )P [  +  (a2 — ft2)P2 +  (q;3 — ^ 3)^3 =  0.

This shows th a t a j  — (3j, j  =  1, 2,3 and thus x \  =  x 2. This is a contradiction. 

The map is surjective. For any po in t x ' — *= ^  is clear tha t

A x  =  x 'i w ith  x  =  a iP i e T-

I t  shows tha t th is affine map is a one to  one correspondence from  T  to  T j . 

Existence and uniqueness o f the affine map from  T j to  T  can be verified in  an 

analogue manner. This completes the proof. □

Proposition 3.5. Let the affine map A :  T  -> T\, with A (P \ )  =  P[, ^.(^2 ) =  

P2. I f  x  =  Pi +  t (P 2 — P i) ,  then x '  =  A (x )  =  P{ +  t (P 2 — P[) is on the line
p i p i

1 2  •

Proof.

x ' =  A (x )  =  A {P i)  +  tA (P 2 - P i )  =  tA (P 2) +  ( l - t ) A ( P i )

=  tP i  +  ( l - t ) P [  =  P[ +  t ( P ^ - P l ) .

This completes the proof. □

Proposition 3.5 tells tha t i f  a function f ( x ' )  is defined on the line segment 

P[P2, and the affine map satisfies .4 (T i) =  P[, A {P 2) =  P then f ( A ( x ) )  is 

defined on the line segment PiP2 - Based on Proposition 3.5, next proposition 

explores the relationship o f the derivatives o f the two functions f ( x ' )  and 

g(x)  =  f ( A ( x ) ) .
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P ro p o s it io n  3.6 . I f  the affine map A  satisfies A (P i )  =  P[, A (P 2) =  P'2, and 

g(x) =  f ( A ( x ) ) ,  then

\PlP2\^S \Pi = \pp\-2Lr\,,,
s{p1p2yn i)(p;py 1

where I „  =  V o  • is the directional derivative o f q at point P i.
0 ( ^ K ) I f i IP1P2 I

By Proposition 3.6 we have

(3.5) (j>T,puj ( x ) =  # )l>  * =  1,2,3, j  =  1,2,

and

(3.6) (pT^ifiix) =  (l)f,p^fi('/̂ T (x ^ , * =  1, 2, 3.

Here, T  A P1P2P3 is the standard equilateral triangle w ith  u n it edge lengths 

and affine map A t  ■ T  —> T. By |dj{T , Pf)\ we denote the length o f the edge 

o f the triangle T  starting from  Pi in  dj direction.

Proposition 3.6 provide a general way to  construct the PS element on an 

a rb itra ry  triangle. More precisely, We construct the basis functions on the 

standard triangle T  first, and find the affine map mapping a given general 

triangle T  to  T  next. F inally, (3.5, 3.6) determines the basis functions on T.

I f  A (T )  =  T , g (x ) =  f ( A ( x ) ) , x  G T ,x  G T  , and f ( x )  is a PS element on T, 

then g(x) is also a PS element on T. Furthermore, {(f>f p j ( A ( x ) ) } p =pi p2 p3 J=0 j 2 

is a basis o f PS elements on T . { ( f )p p j(x ) }p = p i p2 p3 j = 0 l2  are given explic­

it ly  on T  in  the end o f th is section, and this, on the other hand, verifies the 

existence o f the PS element in  Proposition 3.1.

The representation o f a PS element on T  and its correspondence after being 

affinely mapped onto T  have the fo llow ing affine invariance property.

P ro p o s it io n  3.7. Let the PS element f  be defined on T  with the expression

(3-7) f { x )  =  a r f i j f o A x ) ,
Pi e^(T)j=o,1,2 
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where A f(T )  :=  {P i ,  P2, Ps} is the set o f three vertices of triangle T . By the 

affine map, we map the funct ion  f  on the triangle T  to its correspondence f  

on the standard triangle T  by

(3.8) / ( £ ) : =  f ( A x  +  b),

where P j =  A P j +  b, j  =  1 ,2 ,3  and { P j , j  =  1 ,2 ,3 } are three vertices o f f .  f  

is also a PS element on T , and i t  has the expression

(3-9) f(%) — V !  a fPi,,j^f,Pi,.j(%) ■
i= l ,2 ,3 , j= 0 , l ,2

Then, we have

(3.10) a T,Pi,j =  a f,P i, j> * =  1 ,2 ,3  , j  =  0 ,1,2.

Proof. Taking directional derivative o f (3.7), we have

*3

which implies

d /  | d f a P i j  |
d d j *  T’PlJ ddi

d f
aT'Puj =  < 9 ^ (7 ,^ )  ;  =  2 '

Likewise, we have

1L
d d j (T , Pi)

Using the property o f affine map in  Proposition 3.6 and (3.8), we obtain

a T,Pi,j — r,, ,rfi 5 A p .\d j(T ,P i) \ ,  j  -  1,2.

d f  1
ddj ( f , P i ) ' p’ ' , ' - ’ ,n  dd j(T , Pi) lpi 

This implies (3.10) and thus completes the proof. □

Equation (3.10) motivates us to  introduce the scale parameter l / |P iP 2| 

in  the defin ition o f PS local basis in  (3.3). The representations o f the PS 

element therfore are invariant on different triangles. This enables us to  carry

60

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



out com puting on the standard reference triangle instead o f a general triangle. 

Furthermore, (3.10) provide a quick way to  map a PS element on a general 

triangle to  a PS element on T.

To end th is  subsection, we shall construct the basis functions on T  w ith  

exp lic it expressions due to  the ir importance. As shown in  Figure 3.2b, T  is 

divided in to  6 sub-triangles. We set up the coordinate system as follows. Let 

P\ be the origin, and P\P 2 be in  the positive rr-axis direction. On each sub­

triangle, a basis function is a quadratic function. Let p i ,  ...,p6 be polynom ials 

on sub-triangles AO P\q3, AO q3P 2  ,..., AO q2P\,  respectively.

Using Proposition 3.3, together w ith  the prescribed values and derivatives 

at three vertices o f T,  we compute the basis functions on T.  For the basis 

function <fiplti ,  we have

(j)ply2 shall be symmetric to  <j)Pl î about the line y =  (tan30°)x, and (f)puo has 

the expression

manner, or be obtained by using the symmetric property o f the basis functions.

As a conclusion o f th is sub-section, we derive the basic properties o f the 

affine map, and compute the basis functions on the standard triangle. Com­

bin ing the affine map w ith  the basis functions on T,  we get the basis functions 

on a general triangle. Moreover, we also give an exp lic it method to  transform 

a PS element on a general triangle to  its correspondence on T  by (3.10). In

1 3 2 1 1 2
p i  =  p5 =  p6 =  x -  - j= y  -  - x  +  —  xy  +  - y

p2 =  p3 =  p4 =  p i  +  2{x — 1/2)2.

(3.12) p i

p 2

p3

1 -  2x 2 -  2y 2,

1 -  2x 2 -  2y2 +  4{x -  1 /2 )2,

ph

p6
V3 V3

p i .

Other six basis functions on the vertices P2, P3 can be described in  an analogue
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general, we provide the necessary basic knowledge o f the local basis functions, 

which are the fundamental bricks to  bu ild  the basis functions on three-direction 

meshes.

3.2.3 Basis functions on the meshes

Once we have the basis functions on an a rb itra ry  triangle A P 1P2-P3, we shall 

define the basis functions on three-direction meshes. Let T  be the triangu­

la tion, and J\f be the vertex set. There are 3 basis functions denoted by 

{ <t>P j \ j = o,x,y  associated w ith  each vertex P. Here, in  order to  define the basis 

function uniform ly, le t (j>p!X, <f>p,y be the functions in te rpo la ting  the derivatives 

at the node P  in  the directions o f the positive rr-axis, y-axis, respectively. The 

supports o f (f)ptX, <j)piy consist o f the neighboring triangles o f the vertex P. On 

each neighboring triangle T , 0 p;X, 4>p>y can be w ritten  as the linear combination 

of the local basis functions (j>r,p,2, i f  we notice tha t the tangent plane at 

a vertex o f a C 1 function is uniquely determined by any two different direc­

tiona l derivatives. Let the set S be S {</>p,j, P  € JV, j  =  0 ,rr, y } . Then 

the space V  is the linear span o f the set S. V  reproduces the polynom ia l o f 

degree 2 on each triangle in  the given mesh.

We assume tha t the refinement procedure is to  subdivide each triangle by 

connecting the m iddle po in t o f each edge. A fte r each refinement, one triangle 

is subdivided in to  4 s im ilar sub-triangles. Furthermore, we assume tha t for a 

triangle T  G T ,  three in te rio r angles are bounded below and above by some 

constants. This assumption implies tha t the ra tio  l i / l j  is bounded up and 

below for i , j  =  1, 2, 3 by some constants, where k ,  I2, h  are the lengthes o f a 

given triangle T. The mesh size thus can be measured by any one o f l \ ,  k ,  

and I3. I f  the mesh size is h, which is defined by h :=  maxpeT-ldiameter o f T } ,  

then 114>p,j 11L2 -  h.

On a triangle, say A P 1P2P3, we have two representations o f a function in V, 

i.e., in terms of local basis functions p uj } i = i , 2 ,3 ,j= o , 1,2 or {^ p i j } i= i , 213j= o I*,i/-

In  the following, we wish to  discuss the basis {< l> p ,j}p e A f,j= o ,x ,y  in detail. 4> p j
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is defined on the six neighboring triangles (denoted by T (P ) )  o f the vertex P  

in  T .  On its  supported triangle, (j)pj is a PS element, and

d(f>p, o I
d j  I?

and

<t>pfi\p =  =  0 , A f  3 q ±  P, —^ j ^ | o =  0 , q E N ,  j  =  x ,y ,

dJS T Ip = ^ ^ 1 .  = °' ♦'■-I, = 0, 1  € -V, ^ | ,  = o, V 3 p .

4>p,y is defined exactly in  the same way. For any T  £ T (P i) ,  say T  in  Figure 

3.1, 4')pltX (or <t>p1,y) on T  can be represented in  terms of local basis (j>T,Pi,i and 

4>t,Pi,2- I f  the angle between P1P2 and x  axis is 9\ and the angle between P1P3 

and x  axis is 92, then

d<t>Pi,x I ,Q s9(f>p1,x I d(j)pl X I , ■,d<j>p11
- 0 0 8 ( 9 , ) — —  L ,  d n L ,  = c o s ( 6 > 2 ) -

a d i( T ,P i) lpi dx  lpP ad2( T ,P i) lpi v "  dx  lp*'

Recall th a t di(T, P i),  i  =  1,2, are two directions along two edges o f T  s tarting 

from  the vertex P i. <f)pljX restricted on T  can be w ritten  as

r o i o \  x  I _  IQ \ ^ l) l  X 1 l a  \ 1̂ 2(P) P i) | x(3.13) <APi,a:|T — cos(^i)   4>T,Pi,X +  COs(02) -------^------ 4>T,Pi,2-

(/)Pi,o is sim ply the same as (f>T,plto on T , i.e.,

(3-14) (/>puo\t  — <f>T,P!,o-

(3.13-3.14) gives the local representations o f the (global) basis functions. 

I t  is clear tha t <j>ptj ,  j  =  0, x , y  can be locally represented by the local basis 

function 4>T,p,j T  £ T (P ) ,  P  £ A f ( T ) , j  =  0,1, 2. In  other words, basis function 

<fip j, j  =  0, x ,  y  are PS elements on each neighboring triangle T  o f P . Now we 

propose the defin ition o f discrete L 2 inner product and its associated norm. 

For any function /  £ V , i t  is a PS element on a triangle T  £ T . /  can be 

represented in  terms of the (global) basis functions or in terms o f local basis
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functions triangle by triangle. We use the la tte r representation. Suppose /  is 

represented as (3.7) on a triangle T  € T . By (3.8), we obtain

(3.15) l l / l l ! 2(T) =  l l / l l L (T)Vol(T).

Note tha t

WtVpA -  1. P s M ( T ) , j  = 0,1,2.

Then

i i / i I l 2( t ) -  X
j = l , 2 , 3 j = 0 , l , 2

Combining w ith  (3.15), we have

I I / I I l 2(t) — X a T,Pi,jvoK T )i
* = l ,2 ,3 )j = 0 , l , 2

where vo l(T ) ~  f i2 i f  the mesh size is h.

For two given functions f ( x ) , g ( x ) G V  which have the representations like

(3.7) w ith  the coefficients {o:T,puj }  and { h ,P i , j } i  respectively, the ir discrete L 2 

inner product can be defined as follows,

(3-16) ( f ,g)D2 :=  X vo l(T ) ^  oiT,p,j^T,p,j-
TeT P€Af(T), j=0,l,2

Obviously, the discrete L 2 norm induced by the discrete L 2 inner product is 

equivalent to  the L 2 norm  for any function in  V, i.e.,

Proposition  3.8.

l l / l l ! , ,  f e v .

By (3.10), we may replace ctpuj,l3puj  w ith  5 ^ ^ ,  [3p̂ 3 in the defin ition o f 

discrete inner product (3.16). I t  suggests tha t we use affine map to  map the 

function on T  to  the function on the standard triangle T  first w ith  the rep­

resentation (3.9) on T . The discrete L 2 inner product or norm then can be 

computed on T,  respectively. Let T  run over a ll triangles in  T  and sum the 

discrete inner products or norms up, then we get the corresponding discrete

64

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



L 2 inner product or norm. Next, we introduce the new nota tion  for m ultilevel 

analysis purpose. Recall th a t the uniform  subdivision procedure is u tilized to  

refine the mesh. We have 3 basis functions s itting  on each vertex in  the mesh 

for each level. We add the superscript or the subscript k to  denote the tr ia n ­

gulations, set o f nodes, discrete inner products, etc, in  the corresponding level 

k. For instance, for the &-th level mesh, we may use the fo llow ing notation: 

Tk, Mk, (•,-)r>2(fc), 4>p,j, oikPj ,  Sk,Vk etc.

Since (global) basis functions are PS elements on each triangle and C 1 

continuous, we may claim  the re finab ility  o f the basis functions.

P ro p o s it io n  3.9. Basis functions {(j>pj}p€j\f,j=o,x,y are refinable.

Proof. We prove tha t (j)°Pl x can be represented as the linear combination o f 

the higher level basis functions. R e finab ility  o f other basis functions shall be 

proved sim ilarly. We take the triangle T  in  Figure 3.1. O ther neighboring 

triangles o f P i on which (j>pljX is supported can be dealt w ith  in  the same way.

I t  is easily seen th a t <f>°PltX determines the values and derivatives in  x, y 

directions at P i, <72,(73. Let these data be (op^o =  0 ,apltX — l , a PltV =  0), 

.0, '̂<7 2 ? ^c/2-,y)■ a ild ( . 0, .X, ^(j:\.//) ■ Then we prove tha t

/ =  Y  a p,o(P1pf l+ 2  Y  a p j^ p , j
P e { P i ,92 ,93 }  P e  {P i ,92 ,93 }  ,.?=£,3/

is identical to  (j>°pljX on APiq2q3.

On A P i ^ 3, /  shares the same values and derivatives at P i, </2, <73 w ith  

<I>p1jX- Furthermore, /  and <p%ltX are both PS elements on A P i92(73 in  V\. By 

Proposition 3.1, they are identical. /  =  4>°PljX can be proved on the rest sub­

triangles o f T  sim ilarly. This completes the proof. □

R efinab ility  o f the basis functions implies tha t the subspaces {V fc}£ l0 are 

nested, i.e.,

Vo C  V  • • • .

Here, Sk :=  {(/)pj}peArkj=o,x,y and Vk :=  spanSk.
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The wavelet subspace Wk is defined to  be the orthogonal complement o f 

Vk-1 in  Vk w ith  respect to  the discrete inner product (•, -)i>2(fc) f ° r  More 

precisely, for any w  G W k, we have

(w >v)D2(k) =  °> V u e V fc -!.

Wk is the counterpart o f Wk, which denotes the L 2 orthogonal complement of 

Vk~i in  Vk. Here, we define the L 2 orthogonal projection to  be Qk ■ L 2 -¥  Vk 

w ith  (Qku, v )L2 — (u ,v )L , u G L 2, v G Vk. Then we have

OO
W k ^ P k i l j V t ) ,

1=0

where Pk :=  Qk -  Qk- i ,  k =  0 ,1 ,..., (Q -1  :=  0).

For {V k}^=0, i t  is easily seen tha t the fo llow ing Jackson inequality

(3.17) ||V| -  QkViWLi ;$ 2_2('_fc)| ^ | f f2, vk G Vk, 0 <  k <  I

and the Bernstein inequality

(3-18) Ik fc llff2 £  4*||wfc||£2, vk G Vk

hold true.

In  the next section, the basis functions for Wk shall be constructed, and 

we call these functions wavelets.

3.3 Construction of wavelets

One favorite feature for the wavelets is the simple structure, which means the 

local (or small) supports o f the wavelets. For each refinement, we get more 

newly created vertices. These vertices are m iddle points o f edges in the old 

mesh. There are wavelet functions associated w ith  these new vertices in  the 

finer level mesh. We shall construct the wavelets for W\. Wavelet functions 

for other wavelet subspaces can be constructed sim ilarly.
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Let two triangles A P iP 2P3 and A P iP 3P4 in  the mesh %  share the common 

edge P1P3 (see Figure 3.3). A fte r the refinement, new vertex q, the m iddle 

point o f the edge P1P3, is created. We define 3 wavelets associated w ith  q in  

the fo llow ing form,

(3.19) iP lf  :=  P p i j t P i j W ’ j '  =  ° ’ y-
i= l,3 , j= 0 ,x ,y

ij jP, is autom atica lly  orthogonal to  a ll basis functions of Vo, except {(f>pj, P  =  

Pu P3, j  =  0 , x , y }  w ith  respect to  the discrete L 2 inner product { ' , ' ) d 2(i)- 

Since we have 7 coefficients in  the expression o f the wavelet w ith  only 6 con­

straints (which are the orthogonality conditions between the wavelet and 6 

basis functions s ittin g  at P i,P 3), there is at least one non triv ia l solution for 

the coefficients in  (3.19). We want fu rther th a t /?* •, ^  0, and thus we may 

normalize the coefficients to  make /?P, =  1. Suppose tha t there is only one 

non triv ia l solution w ith  /?P, =  0. Then, we prove tha t the rest coefficients 

must be zeros, too. For a fixed / ,  suppose we have

(3-2°) P p i j t P i jW -
i= l,3 , j= 0 ,x ,y

Considering the support o f 4'}pi , j(x ), i  =  1,3, j  =  0 ,x ,y ,  we find tha t 

^2j=o,x,y ^ P u j^ P u j^ )  sha11 be orthogonal to  4>°puj ( x ), j  =  0 , x ,y ,  because 

4>p3,j(x), j  — 0 ,x ,y  are orthogonal to  4>p1j ( x ), j  — 0 , x , y  autom atically. 

Here, orthogonality is in  the sense o f discrete L 2 inner product.

F irs t, we shall note tha t J2 j=oxy0P i, j(?>Pi,j(x ') ^ as zero va ûes and zero 

derivatives at vertices other than P i in A /j. J2j=o,x,y orthogonal to

4>puj ( x ), j  =  0 , x, y implies tha t J2j=o,x,y P p u j^P u j^ )  must ^ ave zer0 value> as

well as zero derivatives at vertex Pi. Thus X^=o x y Pi,i , j (t)Pi,j(x ) ^ as zer0 vaiues 

as well as zero derivatives at a ll vertices in  . Since on each triangle in  T\ , 

Y Jj=o,x>y ^ k , j (t)1Px,i(yx ) is a PS element, T ^ j ^ ^ y  P k , j4>puj{.x) is then identica lly 

zero on a ll triangles in  71 by Proposition 3.1. Hence • =  0, j  — 0, x ,y .  

Likewise, we obtain • =  0, j  — 0, x, y.

This contradicts the fact tha t there is at least one non-triv ia l solution for
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coefficients and thus excludes the solution w ith  /?*., =  0. Consequently, we 

may w rite  the wavelet in  the form,

(3.21) t/rC, :=  +  2 2  P P i j tP iA * ) ’ j '  =  0 ,x ,y.
i= l,3 ,j= 0 ,x ,y

Clearly, our short supported wavelet has at most 7 non-zero coefficients. 

For convenience o f sta ting the next lemma, we w rite  -0C, in  a clearer expres­

sion:

(3.22) +  2 2  P l j ' f j t p A * ) ’ =
PeAfq,j=0,x,y

Here, M q is defined to  be the set o f two vertices in  JVo, whose m idpo in t is q. 

Accordingly, J\fq , k — 0 ,1 ,2 ,... is defined for the meshes in  different levels.

Note th a t for two different wavelets i f qj  and tpl'd’ {< m } 7̂  W , j ' } ,  

they have the different components </>qj  and (f>q, j t . This leads to  the follow ing 

lemma.

Lem m a 3.1. { i > l j } qeAfi\A f0,j=o,x,y is  a s ta b le  bas is  f o r  W \  in  L 2 space.

Proof. Let

y= 22 22
q€tt'l\Afo j=Q,x,y

Recalling tha t

=  <t>h +  2 2  2 2  P h w J p j v
PeAfg ji= 0 ,x ,y

we have

y =  2 2  [ w L - + t w  2 2  p L p j J p j  J
qeA fiW o,j=0 ,x,y  PeSSq,ji=0 ,x ,y

(3-23) =  2 2  +  2 2  a p jA p j ,
qefSi\Afo,j=0,x,y PeAfo,j=0,x,y

where

a p J  ~  22 7? Ji f iq , j i  ,p ,j ■
PtN 'q ,jl=0 ,x ,y
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Since there are six neighboring triangles around the vertex P  € jV0 in  a 

three-direction mesh, we have

(3-24) “ L < C  £  7 ,3 , >
PeNq,ji=0,x,y

where C  is a fixed constant only dependent on the number o f the neighboring 

triangles and coefficients

Note th a t {<Pp^}p&Mx,j=Q,x,y is a Riesz basis o f V\ in L 2 space. B y (3.23), 

we have

I M I L -  S  t L - I W J L  +
q€Afl\No,j=0,x,y PeJ\fo,j=0,x,y

Assume the mesh size o f 71 is h .  Then

W t p j l h - h 2, P  £  A /i, j  =  0 , x , y .

By the estimate o f (3.24), we have

M l h -1  =  5 3  7,3 ,
qeAfi\Afo,j=0,x,y

This completes the proof. □

As a direct consequence of Lemma 3.1, we have 

C o ro l la ry  3.1.

II ^ 2  a P,jTpP,j\\2L2 — k)2 (a P,j)2’ k =  0;
PeAfk\Afk- i, j= 0 ,x ,y  PeAfk\Afk-i,j= 0 ,x ,y

p ro v id e d  th a t  the  i n i t i a l  m esh  s ize is  ~  1.

Counting the number o f basis functions, we claim  tha t {V’L'LeMAMb-i is 

a L 2 stable basis for Wk. To keep the consistence o f the notation, we let 

ipgj =  <f>qj and M - i  be the empty set in  what follows. Then we have Wq =  V0.

Let Yk be the orthogonal projection from  14+1 to  14 w ith  respect to  (•, •)D2(k+i), 

i.e., (Ykv k+ i , v ' ) D2(k + l)  =  (v k+ i , v ' ) D 2 { k + l ) , v k £  Vk+1, v '  £ 14. The follow ing 

proposition exhibits the s tab ility  o f the wavelet basis for Wk in  the Sobolev 

space H 2.
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P rop os ition  3.10.

4*||u*|Ua -  K ljy a , uk e W k, k =  1,2, —  .

Proof. We have

I N I \l 2 — \ W \ \ D 2(k) — ||(7 -  Y k - l ) U k \ \ D 2(k)

^  \ \ { I ~  Qk- l )Uk\ \D2(k) — | | ( /  ~  Qk- l )Uk\ \L2 <  2 _2A:|« fc|i f 2 .

In  the last inequality, we use the approxim ation property (the Jackson inequal­

ity  (3.17)) o f the subspace Vk. Hence,

I N I N  ~  4_fc|ufc|f f2.

By the inverse inequality, we obtain

N l H 2 ^  4*||« fc||L2.

Combining the previous two inequalities together completes the proof. □

3.4 Stability o f the wavelets in Sobolev space

H 2

In  th is section, we consider the s tab ility  o f the wavelets in  Sobolev space H 2. 

We go through several necessary lemmas before we fina lly  reach the result. 

The firs t lemma is a type o f strengthened Cauchy-Schwarz inequality, which is 

o f particu lar importance in  ensuring tha t the wavelets form  a Bessel sequence 

in  H 2. S im ilar lemmas appeared in  [2, 47]. In  [47], a particu la r short proof 

is presented on the basis o f the advanced knowledge of spaces in terpolation. 

For self-contain purpose, we shall give here a quite basic p roof based on some 

cancellation properties employed in  [2].

L e m m a  3.2. (Strengthened Cauchy-Schwarz inequality)

(3.25)

( A u k, A Vl) L2 <  C 2 - M ( 2 2fc||ufc||i2 )(22' | | ^ | |L2), uk € Vk, vt G Vh k <  I,
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where C  is a constant independent of k, I. Here, A  is the Laplacian operator 

defined by A u :=  uxx +  uyy.

Proof. W ith o u t loss o f generality, we take k =  0. We consider the case I >  

k +  2, and (3.25) holds true for the case I <  k +  2 autom atically by Cauchy- 

Schwarz inequality and inverse inequality.

We concern w ith  L 2 inner product o f Auq  and A vi on a given triangle 

T  G 7o, as shown in  Figure 3.1. By the rule o f the refinement procedure, the 

sub-triangles in  the mesh w ith  level number I are a ll s im ilar to  T.  Moreover, 

Vi can be w ritten  in  terms of basis functions in  Vi s itting  on the vertices in 

AfiDT.

Note tha t A u 0 are piecewise constants on 6 sub-triangles o f T , and A  Vi 

are piecewise constants on a ll sub-triangles o f T '  G 7J. We focus on the basis 

functions in  level I w ith  the ir support in  one o f 6 sub-triangles o f T  in  level 

0, say A O P 3q2. The shaded area in  Figure 3.4 is defined in  such a way tha t 

every basis function vi G V) centered in  the shaded area has the support to ta lly  

w ith in  AOP$q2. We choose the largest possible triangle in A O P 3q2 as the 

shaded area. For any basis function vi G V) s itting  on the vertex w ith in  the 

shaded area in  Figure 3.4, because its  firs t derivatives vanish on the boundary 

o f A O P 352, i t  is orthogonal to  Auo  because

f  (A u 0)(V -V u /) =  ( A i i0) [  (V -V u /) =  ( A i i0) f  V v v nds =  0,
J  A O P sq 2  J  AOP3<72 J  d/AOPzQ2

where d A O P 3q2 is the boundary o f the triangle A O P 3q2.

Roughly speaking, the distance between the shaded area and the boundary 

dAOPsq2 is about the same size o f the support o f basis function in  V*, i.e., 

2~l m u ltip le  o f the length o f the edge o f A OPsq2. 2~l comes from  the uniform  

refinement procedure. This leads to  the estimate

(3.26) a rea(A O F3y  ) -  shaded area <  , =
v '  area(AO P3g2) -

Note th a t the basis functions centered on the boundary o f AOPzq2 has the 

support outside the shaded area and A u 0 is a constant on A O P 3q2. Then, for
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q l

Figure 3.4: Supports o f two PS elements in  two different levels

a function vi GVi, we have

f  ( A u 0) (A v i)  =  [  ( A u 0) (A v i)
J  A O P 3 9 2  A O P 3 9 2 \S h a d e d A re a

<  11 A u 0 | | L 2 ( A O P 3g2\S h a d e d A r e a )  1 1 A W ( |  U 2 ( A O P 3g2\S h a d e d A r e a )

<  11 A u 0 | U 2 ( A O P 3 9 2 \S h a d e d A r e a )  11 A u * |  | l 2(A O P 392)

<  C 2~l \ A u k\\L2(&oP3q2) \ \A v l \\L2(AOP3q2)i

where 2~l comes from  (3.26).

Inequa lity (3.25) on the sub-triangle A O P 3q2 can be obtained by the use

of inverse inequality. A fte r we sum the estimate on each sub-triangle up, the

result follows. □

Lemma 3.2, together w ith  Coro lla ry 3.1 shows tha t the wavelet system 

{2 ~k'4’gjj}k,q,j is a Bessel sequence in  H 2.

Theorem 3.1. L e t u  = £fc=ou* w i t h u k =  E QeAfk\M k^  52j= o ,* ,y P $ A 2~ kt f j )  e 
Wk, k  =  0,1,..., J .  T h e n

(3.27) « . < £  £  £ ( / A ) 2-
k = 0 qeATk\r f k - i  j = 0,x,y
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Proof. It follows th a t

j
( A m, A u k) L2

l ,m = 0 

J

2_l*_m|(4*||ui ||L2)(4m||um||L2) (Lemma 3.2)
i , m = 0 

1=0

l lE “'ll2S E  (4'1 Ill2)(4m11«*|Iia)
/ = 0  Z, 771=0

l ] 42,l l« i llL -
1=0

Combining above two inequalities, we have

IMII,»<E42‘ IK IIi,<E42‘ (2-“ E  E (2 ’X ) 2).
k = 0 k = 0 q e ^ k W k - 1  3 = ° > x >y

where we used Corollary 3.1 in  the last inequality.

This completes the proof.

□

Bessel sequence property o f the wavelet basis guarantees the upper bound 

for |M | t f2 in  (3.27). I f  we can prove the lower bound for ||u ||# 2, then the 

wavelet basis form  a Riesz basis in  H 2. This is the task o f the remaining 

section.

Let the projection operator Z lk be defined by,

Z[  : =  (1 -  Yk^ ) Y k • - • Y ^ ,  k = 1 , 2 , . . ,  I -  1; Z[ : =  Y0* i  ■ • ■ V U -

Z lk projects a function in  Vi in to  Wk(k <  I) and the estimate o f th is  operator 

is the key in  verify ing the s tab ility  o f the wavelet system in  Sobolev space.
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Lem m a 3.3.

<  C 2xl‘- ‘ >, k < l ,

where A <  2 , and C  is a constant independent of I, k.

Suppose Lemma 3.3 holds true fo r a moment, then we claim  

T h e o re m  3.2. {2 ~ktpgj}k,qj is o Riesz basis fo r  H 2.

Proof  Let u =  E L o  uk w ith  uk =  Y ,qeNk\Nk. l T ,J=o,x,y PSA2~kt f j )  e w k, 

k =  0 , J. F irs t, we verify tha t

imi2„*> E 42‘im  I-
k = 0

For sim plic ity, by Z k we denote Zf. in  the proof. Note th a t uk — Z ku, k =  

0 ,..., J. Let s =  2. Then we have

k = 0

J J J J

5 3  4 Z t u)Ll =  4k‘ (Zt  Pl«, z t  Y ,  p ^ ) l ,
k = 0 k = 0 1=0 m = 0

J  m in(Z,m)

X  4ks{Z kP iu ,Z kPmu ) L2
l , m = 0 k = 0 

J  m in (/,m )

53 53 4fa||ZtPHU|Zfc.Pm«lk (llzillfa-.!. < 2A<‘-*>, * < 0
/ ,m = 0  /c—0

J  min(Z,m)

X  X  4fcs||P;u |U 22 ^ - fc)||Pmu ||L22A(m- fe)
l ,m = 0  k = 0 

J  m in (/,m )

£  2-<'+”>-2‘ ) '* -A)(2 '*||P i» ||I j )(2 “ | | f nl« ||1J
l , m = 0 fc=0 

J

X  2 - {/+m- 2min(' ’m))(s- A)(2's||P u ||L 2)(2ms||Pmu |U 2)
l ,m = 0

Y ^ W P M k , ) 2.
1=0
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Therefore, we obtain

R h s  <  IM Iff2 .

By Corollary 3.1,

||»||i,>RHS = Xl £  £  (&)2-
k = 0 g e M kW k - 1  j= 0 ,x ,y

Note th a t {2~kifqj}k,q,j is a Bessel sequence in  H 2 by Theorem 3.1 and 

U£L0Vfe is dense in  H 2. I t  follows th a t { ‘̂ ~k'4’qtj}k,q,j is a Riesz basis in  H 2. 

This completes the proof.

□
I t  remains to  prove Lemma 3.3.

Proof.

'<l1- - — sup IIZ ^ H L2
uieVi

\Zk\\L2<-L2 : sup

_  „Up \\Z { u i \ \ l2 \ \ v k \ \ p 2(k)  \ \v i- i \ \d 2(1- 1) | H | P2(/)
meVi ||wfc||£>2(*) \\vk+i\ \D2(k+1) \\vi\\d2(i) \ \v i \ \ l2

where vj :=  Yju i,  j  <  I, vi ui and Y j :=  Yj ■ ■ ■ YJ_i.

By Proposition 3.8, we have for k =  1, 2 ,..., I — 1,

\\z I u i \ \ l 2 _  IK1 -  Yk- i ) v k \\D2(k) ^  I N | d 2(o ^
, -L ■» II II —  J- •

IK I|r> 2(*0 IK I|r> 2(*0 IR I |£ 2

For k =  0, Z qUi =  Vo, and thus

\\z ou i \\l 2

11^01 |z?2(0)
~  1.

Now we consider — , k <  j  <  I. Note tha t Vj =  YjVi+1. Then

l l ^ j l l ^ L ' )  _  1 M I p 2( j )  \\YjVj + l \ \D2{j+l)  ^  l l wj l | l > 2 ( j )

I k l+ i l l^ O + i)  Ilujlli>20'+1) IIvj+ i IIi >2(j+ i ) Iblllr»2(i+1)

^C+^lli^c+t)^ — k ecause Yj is orthogonal projection from  V j+ \ to  Vj w ith  

respect to  the discrete L 2 inner product (•, -)d2o+i)-
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I f  we assume <  2A (A <  2), k <  j  <  I for a moment and postponeIK Ib 2o+i)
and

2a. Hence,

its  lengthy and tedious proof to  the next lemma, then we have —

This completes the proof. □

As pointed out in  the previous lemma, the key step to  verify \ \Z lk\ \ i 2̂ L 2 <  

C 2Hl~k) is th a t the ra tio  | | / | | j920 ) / I I / I |d 2(.j+i) <  2A for any /  £ Vj.

Lemma 3.4. There exists a positive number A < 2 that

ll/llW ll/llW i)^ 22A>
Proof. W ith o u t loss o f generality, we take k =  0 and verify th a t for some 

A <  2,

I I / I t I I 1 , 2 ( 0 ) / I I / H I 1 ) 2 ( 1 ) < 2 2A 

is true for any /  £ Vo on any triangle T  in  %■

For a function f ( x ) £ Vo on T  as shown in  Figure 3.1, let

(3.29) f ( x )  =  ^ 2  a PiJ<l>PiAx )» X ^ T -
i = l , 2,3,.7=0,1,2

By the unique affine map A  : T  —t T , we map f ( x )  to  f ( x )  by le tting  

f ( x )  :=  f ( A ( x ) ) ,  where T  is a standard equilateral triangle. B y (3.10) (a Pitj  =  

5 s  ■), we have
■t ) J '

(3.30) ] { x )  =  ^ 2  OiPi!j^ P i j (x), x e T .
» = l,2 ,3 , j= 0 , l,2

This indicates tha t we may compute the discrete L 2 norm of a given function 

after i t  is affine mapped onto the standard triangle. Therefore, w ithou t loss of 

generality, we assume tha t /  is a function defined on the standard equilateral 

triangle T  w ith  un it edge lengths in  the follow ing proof.
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Let f ( x ) be the PS element on T  in the form  of (3.29). To compute 

| | / | t | | d 2(o) ,  we sim ply have

ii/ItMdjp)=™*(r) E “L-
*—1)2,3, 7=0,1, 2

I t  is clear th a t | | / | t | ||>2(o) i s the sum o f squares o f 9 variables {a p i j } i= i , 2,3,j=o,i,2- 

On the other hand, these variables uniquely determine the PS element on T. 

To compute | | / | t | | d 2(i) ° f  the discrete L 2 norm in  higher level, we need values 

and derivatives o f /  at the m idpoints o f three edges o f T.  In  other words, we 

shall w rite  f ( x ) in  terms o f higher level PS elements w ith  local basis on each 

sub-triangle Ti :=  APiq3q2, T2 :=  A q2q3ql, T3 :=  Aq3P2q l ,  T4 :=  A q 2 q lP 3, 

respectively. Since T  is symmetric, the data (values and derivatives) o f two 

basis functions {<f)plto, at qi, q2, and q3 are sufficient for the com putation. 

Data o f other 7 basis functions at qi, q2, and q3 can be obtained s im ila rly  due 

to  the sym m etry o f the basis functions.

We concern w ith  the values and derivatives o f f ( x )  at the m idpo in t ^3. 

Note th a t j  =  0 ,1 ,2  has zeros values and derivatives at any po in t on

the line P\P2. Thus, ap3j ,  j  =  0 ,1 ,2  have no contribu tion to  the value or 

derivatives at q3. O nly { a p j ,  P  =  P i ,P 2, j  =  0,1, 2} have con tribu tion  to  q3. 

Such contribu tion  can be obtained by studying the values and derivatives o f 

{</>p1,o,<f>plt i }  at q3,q2. F irs t, we derive the value and derivatives o f 4,puo at 

q3. (j>p1}o is a piecewise quadratic polynom ials on T , and its expression is given 

exp lic itly  in  (3.12). By simple computing, we have

(3.31) ^Pi,o(?3)
d<pPi ,o 

dd2{T1,q3)

Pi ,o 
d d i(T 1,q3) 

d<pPi ,o 
dd2(T3,q3) 

d<t>Pi ,o 
dd1(T3,q3)
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where d j ( T , P ) type defin ition o f d irection is given in Section 3.2.1. Since 

<f>pllo is symmetric about the line P iq l ,  its  value and derivatives at q2 can be 

obtained by (3.31) (see Figure 3.5). Consequently, contribu tion o f ap ly0 to 

q3, q2 can be computed from  (3.31). Because o f the symmetry, contribu tion  o f 

otp2,o t °  <z3 can be computed from  (3.31), too.

P3

1/2

S ^ l / 2

Figure 3.5: Value and derivatives o f <f>plto on T

Second, we study the contribu tion  o f (j>plt i  at q3,q2. B y the expression o f 

(j)pl j i as in  (3.11), we have (see Figure 3.6)

(3.32) <M,i(<z3) =  1/8,

dd2(T1,q3)

dd i(T i,  q3) 

d<j>PuO 
dd2(T3,q3)

d<f>Pi,i

1/2

0

- 1/2

- 1/ 2 .
d d i(T 3,q3)

W ith  (3.31-3.32) in  hand, we compute the value and the derivatives o f f ( x ) 

at q3 as follows,
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l /;r q 3  -1 /2  
.1/8

Figure 3.6: Value and derivatives o f ^  x on T

/(0 3 )

a d (?3)

V  ap j& pA Q 3)
j=0)1,2>F=Fi,F2 

j = 0 , l , 2 , P = P i , P 2
dd

(?3),

where d refers to  one o f four directions {d 2(7 i,?3 ), d\(T i,q3 ), d2(T3,q3), 

d i(Ts,q3)}  at <?3 shown in  Figure 3.5 or Figure 3.6. Hence, the value and 

the derivatives o f f ( x ) at q3 is a linear combination o f 

{&puo, ocplt i,  aplt2, ap2,o, otp2t\ap2t2}- We give the details in  the following,

d f
dd2(T i,q3)

d f
dd1(T1,q3)

d f
dd2(T3,q3)

d f
ddx(T3,q3)

1 1
f ( g  3) =  ^ApuO  +  a P2,o) +  gC^Pi,1 +  «p2,2),

(q3) =  2 ( a Pu0 — otp2 ;0) +  — (ofplsi — ap 2>2 ),

(?3) =  (opi,o -  op2>0 ) -  2 ap 2,2 +  2 (a p i.2 +  ^P j.l))

(?3) =  (ap 2t0 -  apj.o) -  2 a Pi,i +  +  ap 2,i)>

(1q3) =  2(o:p2!o -  api,o) +  2  ( ^ 2,2 _  a Pi,i)-
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Using the sym metric property o f T,  we get other values and derivatives at 

q2 ,q l .

To compute | | / | t i I|d 2(i )> we ^ ave

a T1)9,o =  /(?)> q =  P i,q2,q3,

and
1 ^  f

“ ™  =  2 d d t f U ) {q)’ » =  -P i,9 2 ,9 3 ,j =  l ,2 ,

where \  comes from  the defin ition o f ^ . ^ p )  =  2, j  =  1,2. I t  follows tha t

ll/k illi> 2 ( i)  =  X ^  X  (aTi,p,j)2-
P = P i ,92 ,93 j = 0 ,1 ,2

I t  is easily seen tha t | | / | t i  | li>2(i) i>s a quadratic form  o f the variables {&p,j}p=pup2,p3j=o,i,2- 

Let a  be the column vector form  of these variables. Then in  a sim ilar way, 

we may compute ||/|t jllz ? 2(i)> j  =  2 ,3 ,4 , which are a ll quadratic forms o f a.

Hence, we may w rite

l l / W l^ d )  =  £  l l / h l l k w  =  v o l(T )a TD a ,
2 = 1

where D  is a 9 x 9 sym metric positive definite m atrix , and a T is the transpose 

of the vector a. I t  follows tha t

, I l / I r | | g2(0) _  q  a
ax ^  n ^ |t | Id 2(1) “  o F D a  ~  1/ AD>min’

where A^min, AD,ma.x are respectively the m in im al, m axim al eigenvalues o f the 

m a trix  D.  From the com putation, we have

Ap,min >  0.0679 >  4^~2).

Let A =  log4(1/0.0679). Then we have

<  2"
1.02(0) 02A
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I t  is clear tha t on an a rb itra ry  triangle T , we have the same estimate. A fte r 

we sum up the above inequality over a ll triangles in  %, we have

3.5 Examples

In  th is section, we shall demonstrate the com putation o f basis functions, as well 

as wavelet functions, on the regular triangu lar mesh. The mesh is constructed 

by connecting lower le ft vertex w ith  upper righ t vertex o f each square in  the 

uniform  tensor product mesh. The support o f each basis function contains 6 

triangles, as shown in  Figure 3.7. On each triangle, the basis function is a PS 

element which is a piecewise continuous quadratic function on its  six pieces 

of sub-triangles. Therefore, we have to  compute each PS element one by one, 

and pu t them together to  obtain the basis functions.

This completes the proof. □

A Y

p3 (0,1) P (1,1)
2

P(1.0 ) X
—

Figure 3.7: Supports o f the basis functions j  =  0, x ,y
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For the basis function i t  satisfies the following conditions,

A ,o (0 )  =  1. 4 ( p )  =  0 ’ F f * ( o ) \ { ° )

^ ( P )  =  0, - ^ ( P )  = 0, P e N e . ( O ) ,

where J \fe (0 ) :=  {O , P i, P2, P$} is the set o f vertices neighboring O plus O 

itse lf in  Figure 3.7. (j>o:Xi fio#  satisfy the s im ilar conditions at the vertex O  in 

A fe {0 ).

For one triangle in  the support o f 4>QO 0, say A O P iP 2, the PS element o f the 

basis function 4>QOQ satisfies the above conditions at three vertices 0 , P i ,P 2, 

too. B y the properties o f PS element, unique PS element is determined.

There are two ways to  carry out the computation. The firs t method is 

based on the affine transform ation. Because we have the basis functions on 

a standard equilateral triangle, we may compute the basis functions on an 

a rb itra ry  triangle by find ing the affine map between these two triangles. The 

in te rpo la tion  data on the vertices, such as directional derivatives, shall be 

computed accordingly. The second method uses the properties o f PS element 

and computes the quadratic functions on each sub-triangles d irectly  w ith  the 

given conditions on three vertices.

In  the following, we give the basis functions for {4>o,j}j=o,x,y(see Figure 

3.7).
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P n  — P21 — P32 — P42 — -P53 — -̂ 63 — 1 — 2a:2 +  2x y — 2 y2;

P12 =  (1 -  2a;2 +  2a;y -  2y2) +  (y - 2 x  +  l ) 2;

P13 =  (1 -  2a;2 +  2xy -  2y2) +  (y -  2x +  l )2 +  (x  +  y -  l ) 2;

P14 =  (1 -  2a;2 +  2xy  -  2y 2) +  (x  +  y -  l ) 2;

P22 =  P14;

^23 =  (1 -  2a;2 +  2xy  -  2y 2) +  (x +  y -  l ) 2 +  4 (y -  x /2  -  1 /2 )2;

P24 =  ( l - 2 x 2 +  2 x y - 2 y 2) + 4 ( y - x / 2 - l / 2 ) 2;

P31 =  (1 -  2a:2 +  2xy -  2y 2) +  (y -  2x -  l ) 2;

P33 — P21,

P34 =  (1 -  2a;2 +  2xy  -  2y2) +  (y -  2x -  l )2 +  4(y -  x /2  -  1 /2 )2;

P41 =  (1 -  2a;2 +  2xy  -  2y2) +  (x +  y +  l ) 2;

P43 =  P31]

P44 =  ( 1 - 2 x 2 +  2 x y - 2 y 2) +  ( x +  y +  1)2 +  ( y - 2 x - l ) 2]

P51 =  (1 -  2a;2 +  2a;y -  2y2) +  (x  +  y +  l )2 +  4(y -  a;/2  +  1/ 2)2;

P52 =  (1 ~ 2 x 2 +  2 x y - 2 y 2) + 4 ( y  -  x / 2  +  1 /2 )2-,

P54 =  P41

-Pei =  (1 -  2a;2 +  2a;y -  2y2) +  4(y -  x /2  +  1/ 2)2 +  (y -  2x +  l ) 2; 

P32 — P12;

P 34 — P52;
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P12 =  -Pn +  ^(2/ — H- I ) 2;

P i  3 =  P11 +  ^ (2 /~  2a; +  l ) 2 + -(a; +  y — l ) 2;

P u  =  P u  +  2 (x  +  y ~  ^)2>

P21 =  P11 +  (a; — y)2;

P22 =  P 21 +  +  y ~  i ) 2!

P23 =  P22;

P24 =  P21;

P31 =  P21 +  2a:2 -  i ( y  -  2a; -  l ) 2;

P32 =  P21 +  2a:2;

P33 =  P32;

P34 =  P31;

P 41  =  ( ~ x 2 - x y  +  y 2 +  x ) - ^ ( x  +  y +  1)2;

3

P 42  =  ( - - x 2 -  x y +  y 2 +  x);

P43 =  (~ ^ a :2 — a:y +  y2 +  a:) — ^(y — 2a; — l ) 2;

P 44  =  ( ~ ^ x 2 -  x y  +  y 2 +  x ) - ^ ( y - 2 x - l ) 2 - ^ ( x  +  y +  1)2

P 51 =  { ^ x 2 + x y  +  x ) - ^ ( x  +  y +  l ) 2 ;

P52 =  (t^x2 +  x y  +  a;);

P53 =  P52;

P54 --- P51;

Pei =  ( -^ a ;2 +  a;y +  a;) +  ^ ( y - 2a; +  l ) 2;

P62 =  P6l!
3

P 33 =  ( - - x 2 +  x y  +  x)-,

P64 =  P53;
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and

<!>o,y

P u  =  - x y  -  g y2 +  y'i 

P \2 — P l l ’i

P13 =  ( -xy  -  ^y2 + y) + 7}(x + y -  i)2;
P l4 — P l3 j

y 3 y
P 21 =  - X  + x y - - y  + y ;

P 2 2 =  ( - x 2 + x y - ^ y 2 +  y)  +  ^ ( x  +  y - l ) 2;

P23 =  ( —x 2 +  x y  — ^ y 2 +  y)  +  ^ ( x  +  y  — l ) 2 +  2 (y  — x / 2  — 1 / 2 )2;

P24 =  ( - x 2 + x y -  +  y)  +  2 ( y  -  x / 2  -  1/ 2 ) 2;

P31 =  x y  -  - y  + y -  

P32 — P31;

P33 =  (xy -  | y2 +  y) +  2(y -  x /2  -  1 /2 )2;

P34 =  P33;

P4i =  ( x y +  ^ y 2 +  y)  ~ ^ ( x  +  y  +  l ) 2;

P 42  =  ( z y  + ^ y 2 +  y ) ;

P43 — P42;

P44 =  P41;

P51 =  ( x 2 - x y  +  ^ y 2 +  y ) - ^ ( x  +  y  +  l ) 2 - 2 ( y - x / 2  +  l / 2 ) 2]

P52 =  ( x 2 -  x y  +  ^ y 2 +  y ) ~  2 (y  -  x / 2  +  1/ 2 )2;

3

P53 =  ( x 2 -  x y  + - y 2 +  y)-

P54 =  ( x 2 - x y  +  ^ y 2 +  y ) - ^ ( x  +  y  +  l ) 2;

Pei =  ( - x y  +  ^ y 2 +  y ) - 2 ( y - x / 2  +  l / 2 ) 2 ;
3

P 32 =  ( ~ x y  + - y 2 +  y) ;

P &3 =  P62J

Pe4 =  Pei- 85
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To compute the wavelets, we shall use the discrete L 2 inner product defined 

by (3.16) to  determine the coefficients in  (3.19). L e t’s recall the defin ition o f 

the wavelet in  (3.22)

(3.33) ipP, =  +  Y  P l j ' f j t p j W ’ ?  =  0’ x ’ y>
PeATq,j= 0 ,x ,y

where vertex q is the m id-po in t o f two vertices in  Afq in level 0 mesh. Recall 

tha t for a regular triangu la r mesh, level 0 mesh has the mesh size 1, and after 

the refinement, the level 0 mesh becomes level 1 mesh w ith  the mesh size

h x =  1/ 2.

ipP, is required to  be orthogonal to  { ^ > ° p j} { P e A fq, j= o ,x ,y }  w ith  respect to  the 

discrete inner product (- ,-)d 2(i) f ° r  ^ i-  To find the suitable coefficients in

(3.33) for wavelets, we need the follow ing inner products,

(</>]«j ' ,  4 > p , j)D 2( i),  p '  e  { q , A f q } ,  P  G A f q , j ' , j  =  0, x ,  y .

L e t’s recall the defin ition o f the discrete L 2 inner product (•, -)d2(i) in  level 

1 before we carry out the com putation.

(3.34) ( f , 9 )d 2( i ) ■ - h i  ^ 2  ' Y l  a T , p , jP r , p , j ,

TeTi P £ A f ( T ) , j= 0,1,2

where

f ( X ) = Y  Y  a T ,P , j4 > T ,P j{ x )
T e T i P e M { T ) , j - 0,1,2

and

9 ( x )  = Y  Y  fj T ,P , j< f> T ,p A x )-
T e T i P e M ( T ) , j= 0,1,2

Here, 71 is the triangu la tion  o f level 1, and A f(T )  is the set o f three vertices 

o f the triangle T. Therefore, we shall w rite  the basis functions in  (3.33) and 

{(/>0p tj } p e s s q, j= o ,x ,y  in  terms of the local basis functions in  V \ ,  and use the ir 

coefficients to  compute the discrete inner product (•,

In  Figure 3.8, we shall compute 9 wavelets s itting  on q l, q2,q3, and the ir 

d ilations and shifts form  the wavelet basis. F irs t, we give the exp lic it forms of 

nine wavelets in  the following,
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p 3 (0 ,1 ) w l

w 6

Pj (1,0)

w 3 w 5

w 4

Figure 3.8: Com putation o f the wavelets

^3 ,0  =  -g -  ( - 8 ^ 3 ,0  +  # 0 ,0  -  <t>0,x + 2(t>lO,y +  # P 3,0 +  ~ 20P3,y)’

V1qZ,x 2 ( 2<̂ g3,a: 4" *^0,x "b ^P3,x )’

^3,3/ =  2  (2^3,2/ +  2^O,0 “  0O,x +  ^0,y ~  20p3O -  <j)lp3 X +  0p3j!/) >

'i/'g2,0 =  y  ( —80^2,0 +  # 0 ,0  +  ^0,x +  ^0,y +  # P 2,0 — ^P2,x _  ^2,2/) ’

Vfcx =  2 (2<̂ 92.s # 0 .0  +  ^0,j/ — 2(/>p2)0 +  ^p2,y) ,

^ q 2 ,y  =  2  ( # « 2 , y  +  2 0O ,O  +  *^ 0 ,x  — 2 0 p 2)O +  0 p 2!;r) ,

V’ql.o =  y  ( —8 ^ 1)0 +  400 0 +  2 00 ,X ~ 4>b,y +  # P i,0  ~  20pliX +  0P jty) ,

^ l , x  =  - y  ( - 2 ^ 1 , *  -  200,0 -  0O,x +  4>b,y +  20p1)O -  0Pj,x +  0 ^ ,2 /)’

^ 1,22 =  y  ( - 2051,22 +  0O,„ +  ^ k J ' •

Next, we illus tra te  how to  obtain the wavelets by using an example for 

com puting 0*3jX in  Figure 3.8.
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Let

V̂ zO*) = Akz^kx + Y1 PpjtpjW-
P e{O ,P 3}, j= 0 ,x ,y

Then shall be orthogonal to  six basis functions in  level 0, i.e.,

Let V 1 :=  { ^ 3,x) </,o >o>^o!x ^ o >ŷ p 3!o ^ P 3!x ^ F 3,3/ } ’ then the orthogonality 

between and V  can be w ritten  in  the m a trix  form

« V T , V '% 2<1)) f  =  0.

Where vector 6 ■.= { a ] , , ,  [>!,,„ H!JX,

((V T , V 1) i j2(i)) is a 6 by 7 m a trix  w ith  ( i , j )  element defined by <  / ,  g > d2(i)> 

where / ,  g are i- th  and j - t h  elements o f the vectors V , V 1, respectively.

By the defin ition o f discrete inner product, we shall w rite  a ll involved 

functions in  terms o f local basis functions to  obtain the m a trix  ( (V T , V x)z>2(i)) • 

We shall give an example to  compute 4>o,o)p2(i) to  illus tra te  how to  get

the required discrete inner products.

F irst, the support o f (j)x3 x is composed o f six small triangles around the 

vertex q3, such as A q3P sw l. <̂ q 0’s support are six triangles around O w ith  

P i, P2, P q  as vertices. I t  is clear tha t the overlap o f the supports o f two 

functions is the support o f ipq3j:c, i.e., six small triangles around vertex q3.

Second, we shall represent two functions <^3>a., 4>qj0 in  terms o f local basis 

functions. For the derivatives, we focus on the six directional derivatives in 

six directions, i.e., 0,7r/4, ir /2  and the ir opposite directions. I t ’s easy to  find 

tha t

^ ^ ( < Z 3 )  =  1 / h i  =  2, ^ j ^ ( q 3 )  =  0,

and

Q4 f£ - =  ) /V 2  =  2 /y/2 ,dd^/4 ox

where d^ /4 denotes the direction w ith  an anti-clockwise angle 7t/4 and h 1 == 

1/2. Note tha t (j)lqZ x has a ll zeros data for its  values and derivatives at vertices
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other than #3 and

^ A g W . , 3,2 =  1 / 1 d&q2q3w ltq3>2 \ =  l/ \q 3 w l\  =  2 /V 2 .
<JUAq2q3wl,q3,2

Thus we have the local representation for (f>q3x on its support. We lis t the 

representation for <̂ J3 on A q2q3w l as follows,

(3-35) ^g3,a;l Ag2g3u)l =  0Ag2g3wl,g3,l +  ^Ag2g3ml,g3,2-

Next, we shall compute the local representation for <j>Q Q. Note th a t ^ 3 

has a ll zeros data for its values and derivatives at a ll vertices other than q3. We 

thus only interested in  the directional derivatives o f (/>q 0 at q3 in  six directions.

Since we have the exp lic it expression o f ^o,o, we may calculate the value 

and d irectional derivatives o f <f>Q 0 at q3 by

A o(</3) = 1/ 2, — ( i n  =  1. ^ ( « 3 )  = - 2,

and

^  =  (1 -  2 ) M  =  - 1 /V 2 .oan/4

Therefore, we w rite  the local representation o f (jPO Q on Aq2q3w \ by

(3.36) 0O,o|Ag2g3wl =  ^  ̂ Ag2g3iul,g3,0 +  ~ 0Ag2g3u>l,g3,l — 2 ̂ Ag2g3iul,g3,2

where /  includes the basis functions centered not at q3.

By (3.35) and (3.36), we get the discrete inner product o f 4>lq ix  and (j>Q0 

on A q2q3w l as follows

3,x> 4> O fl)D 2(l) \& q 2 q Z w l =  ^ l(0  X  -  +  1 X  -  +  1  X  — )  =  0.

Likewise, discrete inner products on other 5 sub-triangles in  the support 

o f 4>)fi X can be done. In  fact, we only need the in form ation o f directional 

derivatives o f 0 *3 and <f>QO Q at q3 in  the computing. Taking the summation o f 

inner products on a ll sub-triangles, we have

(^g3,x> 4>Ofi)D2(l) ~  0 -
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h\

In  a s im ila r way, we get the m a trix  ( {V T ,V  1).d2(i)) and lis t i t  in  the fo l­

lowing

/  o i o o o o  oN
2/6  0 4 /6  2 /6  0 0 0

1/6 0 2 /6  4 /6  0 0 0

0 0 0 0 1 0 0

2 /6  0 0 0 0 4 /6  2/6

\  1/6 0 0 0 0 2 /6  4/6

N u ll space o f the column vectors is the solution for the wavelet Vg3,x> and 

existence o f the solution is proved previously in  Section 3.3. From computa­

tion, we have

ft
- 1

{ - 2 ,0 ,1 ,0 ,0 ,1 ,0 } '

I f  we change V 1 to  be (0k,o> 0ko> 0k*> 0ky> 0k,o> 0k,*> 0 k ,y } ’ then the 

associated m a tr ix  ( (V T , V 1)z?2(i)) becomes

h \

(  1/2 1 0 0 0

0 0 4 /6  2 /6  0

1/8 0 2 /6  4 /6  0

1/2 0 0 0 1

0 0 0 0

\  - 1 /8  0 0 0

0

0

0

0

0

0

0

0

0 4 /6  2/6 

0 2 /6  4 /6  J

For th is case, Vg3,o =  V l PTi where ft — ^ { —8,4, —1, 2,4,1, —2}.

I t ’s w orth to  po in t out tha t the above two matrices for ( (V T, are

the same except for the first column. Therefore, in  the following, we shall only 

lis t the firs t column o f the associated m a tr ix  ( ( V T , V 1) ^ ! ) )  to  compute other 

wavelets.

Let V 1 :=  { 0 j3iW, 0o,o» 0o,*> 0o,v> 0k,o> 0 k , 0 k , and the first column of

the m a trix  { {V T , ^ 1 )d 2(i)) is { - 1 ,1 / 6 , - 1 /6 , 1 , 1 / 6 , - 1 / 6 } T. Thus, =  

V 'ftT ,  w ith  ft =  1(2, 2, —1,1, —2, —1,1}.

In the following, we give { 0 j2>J-J0 j i j } i= o I*,y
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!•) ^2 ,0 :

Let V 1 =  {< t> lq2 ,0 i  4 * 0 , 0 ’ 4) b , x i  4 * 0 , y i  4>P2 ,O i 4 *P 2 , x i  ^F 2,y> } ’ and 

v  =  {0o,o> 4 > o ^  4>o,y i <f>°p2,o, <t>°p2,x , 4>°p2,y , }• The firs t column o f the associated 

m a trix  ( (V T , V l)z>2(i)) ^  { 1 /2 ,1 /8 ,1 /8 ,1 /2 ,—1 /8 ,—1 /8 }T. Then

^ 2,0 =  V 'P 7',

where

0  =  ^ { - 8 , 4 , 1 , 1 , 4 , - 1 , - 1 } .

2-) ^ 2,1 :

Let V 1 =  {<̂ 2,CD> ^o,o> 4>o,xi 4>lo,yi 4>p2,0, 0F2)I, 0F2,y’ }> and the firs t column o f the 

associated m a tr ix  ((V^7", V"l)z?2(i)) is { —1, —1/6, —2/6 ,1 , —1/6, —2 /6 }T. Then

^2 ,x  =  V 1̂ ,

where

/ ? =  | { 2 , 2 , 0 , l , - 2 , 0 , 1 } .

3.) '0̂ 2,x/:

Let y 1 =  {<j>lq2,y, 4>o,<p <t>o,x> 4>lo,yi 4>p2,oi 4>p2,x> }> and the firs t column o f the

associated m a trix  { {V T ,V 1 )D2^ )  is ( - 1 ,  - 2 /6 ,  - 1 /6 ,1 ,  - 2 /6 ,  - 1 / 6 } T . Then

i ’k y  =  V V T,

where

/3 =  | { 2 ,2 ,1 ,0 ,  - 2 ,1 ,0 } .

4’) V’gl.O1

Let y 1 =  {0J1)O, $,,o» (t>pl f i , (j>pux, 4>puy, } , and

T" =  {^0,0) ^0,a:> ^Fi,0» ^Fi,a:> ^Fi,j/’ )• The firs t column o f the associated

m atrix  { {V T , V I ) D2{1)) is ( 1 /2 ,1 /8 ,0 ,1 /2 , - 1 /8 ,0 }T. Then

v i , 0 =  v 1p t ,

where

0  =  ^ { - 8 ,  4, 2 , -1 ,4 ,  - 2 ,1 } .
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5-)

Let V 1 =  {<t>lqhx, $,,<>, 4>lo ^  # , ,w, <^li0, <j)lPlyX, ( j ) ^ ,  }, and the firs t column o f the 

associated m a tr ix  ( {V T , V1),d2(i)) is { —1, —1 /6 ,1 /6 ,1 , —1 /6 ,1 /6 }T. Then

v i , *  =  v ^ T ,

where

I3 = ^ { - 2, - 2, - 1,1,2, - 1,1}.

6-) ^ k y :

Let V 1 =  { 0 j1>y> #,,o» V i,* , 0o,t,> ^K,o> V i , * ,  ^K,w> } ’ and the firs t column of th e 

associated m a trix  ( (V T , V'l)z?2(i)) is {0 ,1 /6 , 2 /6 ,0 ,1 /6 , 2 /6 } r . Then

V&* = V'F,
where

/? =  ^ { - 2 , 0 , 0 , 1 , 0 , 0 , 1 } .
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A ppendix A

A dditive Schwarz-Type 

Preconditioner for H erm ite 

Cubic Splines

Due to  its  b u ilt in  parallelism as well as simple im plem entation, additive 

Schwarz type preconditioner has been received more and more a tten tion  re­

cently [6, 29, 53, 57]. In  Appendix A , we shall construct the additive Schwarz 

preconditioner for the Herm ite cubic splines and prove tha t the preconditioned 

system has the un ifo rm ly bounded condition number. Herm ite cubic splines are 

well known in  the field o f the approxim ation [20, 34], and the ir C 1 continu ity  

and high order approxim ation property make them attractive in  practice.

This Appendix is divided in to  three parts. In  section A .2, we sketch the 

basic framework o f the additive Schwarz preconditioner. Herm ite cubic splines 

and the ir properties shall be briefly reviewed in  section A .3. F ina lly, we con­

struct the nested fin ite  element spaces w ith  Herm ite cubic splines, and show 

tha t the condition number o f the preconditioned system by the additive Schwarz 

preconditioner for the Herm ite cubic splines is un ifo rm ly bounded in  section 

A .4.
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A .l Abstract additive Schwarz preconditioner

In  th is section, we introduce the notation, and the basic concepts o f the ad­

d itive  Schwarz precndtioner we may use later. We are follow ing the setting 

introduced in  [7, 29].

Let So C  Si C  • • • C  Sn =  S be a nested sequence o f fin ite  dimensional 

H ilbe rt spaces and
n

s  = ' £ s j
3=0

where n  is a positive integer.

Let a ( - , - ) : S x S —̂ R b e a  positive definite and symmetric b ilinear form  

w ith  the properties

a(v, w ) =  a(w, v ) Vu, w £ S,

and

a(v, v ) >  0.

Define A :  S —> S, and

a(v, w) — (A v , w) Vu, w  G S,

where (•, •) is the scalar product in  S.

Let each subspace Sj, j  =  l , . . . , n ,  equipped w ith  a positive definite and 

symmetric form  b j ( v , w ) =  (B j V , w ), v , w  G Sj  w ith  B j  : Sj  —> Sj.  F inally, 

we define the operator I j  : Sj  —> S to  be the nature in jection operator, and its 

transpose is denoted by Jj.

The abstract additive Schwarz preconditioner can be w ritten  as

n

(A . i)  n
3=0

Rem ark 1. In  practice, a(-, •) usually is the b ilinear form  introduced from  

the given second order e llip tic  problem, and A  corresponds to  the stiffness 

m atrix . I j  is referred to  as the transform ation m a trix  for the basis in  Sj  and the 

basis in S. I j  is the transpose of I j .  b j (•, ■) is closely related to  the scalar product
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in  Sj, and B j  usually can be represented as a diagonal m atrix . Therefore, the 

additive Schwarz preconditioner (A . l)  can be easily implemented.

Once we have a sequence o f nested subspaces, we may estimate the m axi­

mum and m in im um  eigenvalues by the fo llow ing theorem

T h e o re m  A . I .  The maximum and m in im um  eigenvalues o f B A  can be char­

acterized by

Proofs o f the theorem can be found in  several sources [7, 29, 41].

We may find th a t whether the additive Schwarz preconditioner works well 

or not is depending on the ra tio  (the condition number) o f Amax to  Amjn in  the 

Theorem A .I.

A .2 Herm ite cubic splines

Recall tha t the Herm ite cubic splines <f>i and (j)2 be given by

Amax ( B A )  :=  max
a(v, v )

o mm v=z ”=oIjVj,VjeSj E j= o  bA vv  vi )  ’

and

Amin (B A )  := min a(v, v )
■ V  7 /  \  *

o^es  J2 j=o bA vv  vj)

and

Then

M )  =  H j ), M )  =  0, <h(J) =  °> j  e
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where

* y ) : = ( 0 ' 0 # j e z .
I  1, 3 = 0

Applications o f the Herm ite cubic splines in  solving ODE num erically can be 

found in  [34].

On a mesh w ith  0 <  x 0 <  x x <  • ■ • <  =  1, we may scale and sh ift <̂ x, 02

to  construct the basis functions for the fin ite  dimensional space as follows

W s f g y  f ° r  x ^ [ x i - i , x i ] ,

:=  {  f o r  x  £ [xi, a:j+i],

0 f o r  i 6 l  \  [a;j_i,a;j+i],

and
f  f o r  x e [ x i - U Xi],

fo r  xeln.li+i],
[  0 f o r  x  G R \  [Xi-.u x i+i],

where i  =  0 , N.

We may verify th a t <f>ij{xj) =  8 ( i - j ) , < f> 'M (x j)  =  0,(f>2,i(x j )  =  0, ff2,i{x j )  =  

5 { i -  j ) / ( x i -  X i - i ) ,  i , j  =  0 , N.

Now we introduce one lemma on the Herm ite cubic splines.

L e m m a  A . I .  Let v =  a 0(/>n{%) +  ai<f>io(x — 1) +  Pofaoix) +  Pi(f>2i ( x  — 1), then 

we have

(A-2) C i I M I l 2(o,i) ^  a o +  a i  +  +  Pi  ^  ^ 2 1M l i 2(0,i),

(A.3) ^ (^ o 2 +  ^ 2) < I K I l ! 2(o,i))

and

(A -4) I M | l 2(o,i ) <  C4||‘̂ |[x.2(o,i)
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where C i , C 2, C 3 and C4 are fo u r constants independent o f v ,  and L 2 norm  

on the in te rva l I  C [0,1] is defined to be | M | l2(/) :=  ( f j  \v{x)\2d x )1̂ 2.

Proof. Let the vector a  :=  (a0, a i,  f30, f iiY ,  then

IMl£a(o,i) =̂ Da,
where

f 13 9 -1 1 13 >
35 70 210 420
9 13 -1 3 11

70 35 420 210
-1 1 -1 3 1 - 1
210 420 105 140
13 11 - 1 1

K 420 210 140 105 J
Note th a t D  is sym metric and positive definite (i.e., its  eigenvalues are s tric tly  

positive and bounded). Then (A .2) holds true.

Likewise, we have

IMlL(o,i) =a*D1a,
where

( 6 - 6 - 1 - 1 >
5 5 10 10

- 6 6 1 1
5 5 10 10

- 1 1 2 - 1
10 10 15 30

K
- 1 1 - 1 2

)10 10 30 15

Note tha t D \  — 0.082D 2 is symmetric and w ith  the eigenvalues nonnegative, 

where D 2 is a diagonal m a trix  w ith  the diagonal entries (0, 0 ,1 ,1 ). Then (A .3) 

follows i f  we set C3 =  0.082.

Last inequality (A .4) is true because

IKI|l2(o,i) < + a j  +  f i l  +  f i l ).

I f  we note tha t D fis  m aximum eigenvalue is bounded, then, by (A .2), (A .4) 

holds.

This completes the proof. □
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A .3 Additive Schwarz preconditioner for the  

Herm ite cubic splines

For the given second order e llip tic  model two points boundary value problem 

-(p(rc)«(a ;)')' +  q(x)u(x)  =  f ( x ) ,  x  e (0,1), 

w ith  the boundary conditions

m (0) =  m (1) =  0, 

we may define the bilinear form  o(-, •) to  be

p (x )v '(x )w r (x)dx +  / q(x)v(x)w(x)dx,  v, w  G H q (0,1),
J  o

where p(x)  >  0, q(x)  >  0 for x  G (0,1), and H q (0,1) is the usual Sobolev space 

w ith  the norm, semi-norm denoted by || • ||i, | • |i, respectively. I t ’s well known 

tha t

a(v, v ) ~  IMI?.

Here and in  what follows, we use X  ~  Y  to  denote the equivalence o f 

the two terms X  and Y  (X , Y  can be bounded each other by m u ltip ly  by 

some constants independent o f the mesh.), and let C, C i( i =  1,2...) denote the 

generic constants independent o f the mesh.

For H q(Q, 1), H 1 semi-norm is an equivalent norm to H 1 norm.

The Galerkin method is to  seek an element u in  # 0 (0 ,1) , such tha t

(A .5) a(u, v ) =  ( / ,  v ) Vw G 1),

where (v, w) :=  f *  v (x )w(x )dx  is the trad itiona l inner product for the real­

valued function space L 2(0 ,1).

I f  we have a fin ite  dimensional subspace S C iJ g (0 ,1), then the fin ite  

element method is to  seek an element un e S such tha t

(A .6) a(un,v)  =  ( f , v )  Vv € S.
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Now we construct the fin ite  element space based on the Herm ite cubic 

splines. For the convenience o f statement, we focus on the unifo rm  mesh, al­

though quasi-uniform  mesh also adm its the additive Schwarz preconditioner 

for the Herm ite cubic splines.

Let :=  (/>e(2-?rr — k), e =  1,2, where j ,  k, known as scales and shifts,

are both  nonnegative integers. Then we may check tha t s u p p (^ fc) =  [k — 1, k +  

1 ] /V .

Let the fin ite  dimensional space Sj be the linear span of the basis functions 

k =  1,..., 2J — 1 for e =  1, and k =  0,..., 2k for e =  2. Then

n

S =  Sn =  J 2 S j ,  S C  #o(0, !)■
3=0

We may w rite  the basis function in  a vector by $>j : =  {<Pj , i } ,  where i p j ^ k  =  

k  =  °> • • • > 2 j  ~  !> Vi,2k - i  =  4>)>fc, k =  1,..., 2J' -  1, and <pj>2j+ i_ i =  ^ >2i.

The corresponding stiffness m a trix  is generated by A  :=  (a(cpn>ki, <Ai,fc2))> 

and the transform ation m a trix  I j  can be obtained from  the so called refinement 

equations
i

$ (x )  =  R ^ ( 2x -  *)>
k=~i

where the vector o f functions $  is defined to  be (<fi°(x), (f)1 (x) )T and the ma­

trices
1 3 ' l  

0

0  '
1

1 - 3
2

- 1
4

- 1 j R o  — , R \  —
2 4 
1 - 1

. 8 8 . 2 - . 8  8 .

In  other words, every basis function cpj^ can be w ritten  as a linear com­

b ination o f no more than 6 basis functions in  { i f j + i tk\.  Therefore, Sj  C Sj + 1. 

Moreover, we have the 2J+2 by 2J+1 transform ation m atrix  Tj ,  such tha t

<E>t — , rF-3 3+13'

Thus, I j  can be w ritten  as

I j  :=  T „_ iT n_2 • - - T j ,  j  =  0,..., n — 1,
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and I n is ju s t the 2n+1 by 2n+1 iden tity  m atrix . Furthermore

(A .7) =  j  =  0 , n.

For any element v3 G Sj,  we may w rite  i t  as a linear com bination o f the 

basis functions, i.e.
2J+ 1 —1

Vj  — ^  y vj,k(Pj,k- 
k=0

Denote by v j the vector o f the coefficients associated to  Vj G Sj.

Then by Lemma A . l,  we have

V j Tvj  -  IM l£ 2(o,i)>

where V j1Tw j2 is the usual vector product and h j, known as the mesh size of 

Sj,  is 2~j .

L e t’s take a look at I j  again. For a given Vj G Sj,  we associate i t  w ith  its 

coefficient vector Vj, and I j V j  G Sn. Here I j  is an in jection mapping Vj G Sj  

na tu ra lly  in to  Sn. W ith  some ambiguity, we use the same nota tion I j  in  (A .7) as 

a transform ation m a trix  m apping a vector in  R2:,+1 to  R2" +1. More precisely, 

i f  v „  is the vector o f coefficients o f Vj w ith  the basis functions in  Sn (i.e., 

Vj =  $ ^ v n), then

V n  =  I j V j .

Thus, vectors Vj, v n can be th in k  o f as two representations o f the same function 

in  S  in  terms of bases in  Sj,  Sn, respectively. I j ,  as a transform ation m atrix , 

connects such basis change. I t ’s im portan t in  the numerical im plem entation. 

Let the b ilinear form  bj{-, •) on Sj  be

bi ( vj , W j )  =  h j ' v A V j ,  Vjj Wj e  Sj.

Then B j 1, w ritten  in  the m a trix  form, is a 2J+1 by 2J+1 iden tity  m a trix  m u ltip ly  

by h j 1 =  2L
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Now the additive Schwarz preconditioner can be defined in  the m a trix  form

R e m a rk  2. The com putational work for B v n can be calculated as 0 (2 n+1) 

i f  we note th a t the com putational work for TjV j  is 0 ( 2J+1), and 2J+1 is the 

dimension o f the space Sj.

A fte r we introduce the additive Schwarz preconditioner, we may estimate 

the m axim um  and the m in im um  eigenvalues o f the product o f the m a tr i­

ces B  and A. B y Theorem A . l,  we need to  estimate the ra tio  o f a(v,v)  to

For Herm ite cubic splines, we have the fo llow ing theorem,

T h e o re m  A . 2. For the fin ite  dimensional space {S ^} generated by the Herm ite  

cubic splines, we have

Before we prove the theorem, we need three Lemmas. Let Q j : Sn —> S j , j  >  

0 (Q - i =  0) be the orthogonal projection operator, i.e.,

where v is an element in  Sn. Then for the sequence of subspaces { S j }  , we 

have

L e m m a  A . 2. For v G S, we have

by
n

A max ------------------
Ojtves m in „=£

a (v , v )
= 0(1),km ax ■ —

and

Amin :=
a(v, v )

=  0 (1).
u ^ fc5 m m „= E n o € S j

( Q j V , W j )  =  ( v , W j ) ,  V w j  e  S j ,

n
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As a result o f norm equivalence, i t ’s well known in  the lite ra ture . I t ’s proofs 

may be found in  [21, 41].

L e m m a  A . 3 . For any Vj E Sj,  j  — 0 , 1 , ..., n, we have

2 J + 1

(A .8, A .9) can be obtained d irectly  by Lemma A .I .  (A .8) usually is referred

where we use the inverse inequality in  the last step.

For the case j  <  k , we consider one sub-interval, say (m /2 f  ( m +  1 )/2J) in 

the mesh for Sj.  Furthermore, let a \  =  V j { m / 2 ^ ) , a 2 =  Vj ( (m +  l)/2■?),/31 =  

h jv 'j irn /2j ),/32 =  hjVj ( (m +  1 ) /2J). Then, on the in terval ( m j 2J, (m  +  1 )/2J), 

Vj can be w ritten  as

Proof. I f  we note tha t 1 1 I  U2(o,i) -  h j =  2 f  and | | ( ^ fe)/ |U 2(o>i) <  C 2 \  then

to  as the s tab ility  o f the Herm ite cubic splines in  the sense o f L 2, and (A .9) is

the inverse inequality. □

The next Lemma is a Cauchy-Schwarz type inequality,

L e m m a  A . 4 .

Proof. For the case k =  j ,  by Cauchy-Schwarz inequality

V j -  +  a 24>]trn+1 +  P l4>2j ,m + l  +

Let a =  m /2 f  b =  ( m +  1 )/2L  Then

a J  a

f b
v ' j ( x ) w ' k ( x ) d x  =  v'jWk \ba -  /  V j ( x ) w k ( x ) d x .
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First, we estim ate the term  VjWk\b by

v ' M  < + K-M)2)1/2((»*M)2 + ( M i ) ) 2)112

<  C '(lkjlU2(a,6)/i71/2) ( | | ^ | | L 2(a,6)/ifc1/2)- 

Since by the Lemma A . l  (after a scale), we have

( K ( « ) ) 2 +  K ( &) )2) ^ < c I K I I i 2(a,6)>

and

( K ( a ) ) 2 +  K ( f e ) ) 2) h fc< C | | n ; fc| | i 2(a)6).

Hence, by inverse inequality,

(M ^ IU 2(a,6)^71/2) ( l l ^ fclli '2(“ >&)/ifc 1/2) < C'(/i7 3/2|f^N^2(a,6))(/ ifc 1/2!lW;A:||z,2(a,6)) 

<  C i h k / h j Y ^ i h j 11\vj I U2(a,6)> { K l I K  I |l/2(a,&)) • 

Note th a t h j =  2-J , hk =  2~k. Then

v 'jW k \ha <  C 2 - ^ - k ^ 2 { h - l \ \ v j \ \ L 2 ) { h l l \ \ v k \ \ L2)-  

Second, we estimate the term  — J b v'J( x ) w k ( x ) .

I -  f  v ” {x)wk(x)\ <  C\ \v] \ \L2ia>b)\\Wk\\L2(a,b)
J  a

<  C h j2\\Vj\\L2lait,)\\M\Li(a,b)

<  C 2 - ' i - ^ 2( h -1\lvj \\L, ( M ( hi 1\M M a M ) -

I f  we add up the estimates on a ll intervals and apply the Cauchy-Schwarz 

inequality, then Lemma A .4 follows. Thus completes the proof. □

Now we give the proof o f Theorem
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[theoremA.2]

P r o o f  of Theorem A.2.

Let v =  Z ; =0 I j vj ,  then we have 

a(v,v)  ~  C\ \v ' \ \ l 2 m
n n

j —0 fc=0

<  C  2^ j ~m (hf \ \ VA\L2)(hk l \\Vk\\L2)
j,k=0

-  X ^ ^ I N I ^ ) 2
j= 0 

n

~  ^ ^ 2 JV jTVj. (by lemma A .3)
j =o

Since the sp litting  o f v is arb itrary, th is implies tha t

n

(A.10) a(v,v)  <  C  m in ^ 2 JV jTVj.
v —Y ^ j= o h vj i vj ^ S j

Now let Vj =  (Q j  — Q j_ i)n , j  =  0 , n, then by Lemma A .2, we have

( A . l l )  a(v, v) ~  ^ \ \ v j \ \ l 2 ~  ^ 2 JV jTV j.
j =o j =o

Combing (A. 10) w ith  ( A . l l )  yields tha t

n

a ( v , v ) ~  m in ^ 2 j VjTVj.
v ~ 2 -^= 0  ^3Vj->V3 ^ ^ 3  j _ Q

Thus completes the proof. □

R e m a rk  3. For quasi-uniform  mesh, note th a t hj  ~  2 ~ \  j  =  0,..., n. Then

we can obtain the same result on the additive Schwarz preconditioner for the

Herm ite cubic splines using the same proof in  the note.
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Finally, we show the numerical results o f the additive Schwarz precondi­

tioner for the model problem

u"(x)  =  f ( x )  x  e (0,1), 

w ith  the boundary conditions

u(0) =  u(  1) =  0.

The b ilinear form  arising from  the e llip tic  problem is a(v, w)  — f *  v ' ( x )w' (x )dx  

and thus A  is the stiffness m a trix  w ith  ( k i , k 2) entry f *  <p'nkl (x)(p' k2(x)dx.

To obtain better results on the condition number, we normalize ipjtk , j  =

0,..., n, k =  0,..., 2J+1 — 1, such tha t

[ 1 \tf/jJt(x) \2dx =  2 - t.
Jo

The additive Schwarz preconditioner is given in  (A . l) .  The condition numbers 

w ith  respect to  different n  are listed in  the follow ing table. The numerical 

results confirm  the claims in  theorem A .2.

n

K

6 7 8 9 10 11 12

4.62 4.71 4.78 4.83 4.86 4.89 4.89

Table A . l:  Condition numbers(^) o f B A  w ith  different n
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