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Abstract

The field o f controller performance monitoring has received much attention in the 

engineering research literature. However, the diagnosis o f poor control performance 

remains an open area. Performance diagnosis requires identification of the cause(s) o f 

poor control performance. Poor controller tuning, oscillatory external disturbances, process 

nonlinearities and valve nonlinearilies are the primary causes of poor control performance.

Based on higher order statistical (HOS) theory, two new indices -  the Non-Gaussianity 

Index (N G I) and the Non-Linearity Index (NLJ) -  have been developed to detect and 

quantify signal non-Gaussianity and nonlinearity. These indices, together with specific 

patterns in the mapping o f process output (pv) and controller output (op), can be used to 

diagnose the causes o f poor control loop performance.

Sticlion is the most common problem in spring-diaphragm type valves. A generalized 

definition o f valve stiction based on the investigation o f real plant data is proposed in this 

thesis. A simple two parameter data-driven model o f valve stiction is developed. The model 

is simple, yet powerful enough to properly simulate the complex valve stiction phenomena. 

Both open and closed loop results have been presented and validated to show the capability 

o f the model.

Conventional invasive methods such as the valve travel test can detect stiction easily. 

However, they are expensive, time consuming, and tedious to use for examining thousands 

o f valves in a typical process industry. A noninvasivc method that can simultaneously 

detect and quantify control valve stiction is presented. The method requires only routine
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operating process data. Over a dozen industrial case studies have demonstrated the wide 

applicability and practicality o f this method as a useful diagnostic aid in troubleshooting 

poor control performance.

In chemical industrial practice, data are often compressed, for archival purposes, using 

various techniques. Compression degrades data quality and induces nonlinearity in the 

data. The issues o f data quality degradation and nonlinearity induction due to compression 

are investigated in this thesis. An automatic method for detection and quantification o f the 

compression present in the archived data has been presented. Compelling and quantitative 

analyses have been presented to end the practice o f process data compression.
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Introduction

Modern process industries are increasingly automated to achieve objectives such as 

maintaining world class product quality, reducing operating and maintenance costs, 

enhancing operator safety, meeting environmental and occupational health regulations, 

optim izing resource management, and increasing profitab ility from resources. One o f the 

manifestations o f this increased automation is the increasing number o f controllers and 

control loops in process industries. A  process plant may have from a few hundred control 

loops to several thousands depending on the complexity o f the plant. Clearly, monitoring 

and assessing the performance o f these control loops are crucial to process industries.

1.1 M onitoring Control Loops

Satisfactory control performance is important to ensure high product quality and low 

product cost in chemical plants. The controllers may in itia lly  be tuned properly for high 

performance, but normal “ wear and tear”  and changing operating conditions may contribute 

to the deterioration o f the performance of such controllers. Common causes o f sub-optimal 

process operation include ( I )  changes in operating regimes o f the plant, (2) changes in 

operating conditions, (3) changes in plant production rates due to market conditions, (4) 

partial modification o f the plant, (5) wear and tear o f mechanical equipment such as control 

valves and sensors, (6) inadequate instrument maintenance and (7) lack o f periodic tunings

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.1 Monitoring Control Loops 2

o f the controllers.

Poor loop performance can sometimes be easily detected by the operator, but often 

the problem may propagate to other loops, thereby making it d ifficult to detect the root 

cause. Regular performance monitoring o f control loops can enable one to detect poorly- 

performing loops and provide diagnostic aids to repair the problematic loops. Desborough 

and Harris (1993), Harris (1989) and Stanfelj et al. (1993) discussed several methods for 

controller performance assessment with minimum variance and settling time benchmarks 

from routine operating data. Modern process industries are increasingly interested in loop 

performance monitoring for the following reasons:

•  Poor performance o f controllers adversely affects key performance indicators (KPI) 

o f the plants. The economic benefits resulting from performance assessment are 

d ifficult to quantify on a loop-by-loop basis because each problem loop contributes 

in a complicated way to the overall process performance. Finding and fixing 

problem loops throughout a plant can improve product quality, reduce product 

property variability, lower operating costs and increase production rate (Paulonis and 

Cox, 2003). Even a 1 % improvement either in energy efficiency or reduced product 

variability saves hundreds o f m illions o f dollars for process industries (Desborough 

and M iller, 2002).

•  Improvement in the performance o f the controllers allows engineers to easily cope 

with the increasingly stringent environmental regulations imposed on chemical 

plants.

•  Advanced Process Control (APC) strategies such as Model Predictive Control (MPC) 

are increasingly used to meet rapidly-changing market conditions. In many cases, the 

performance o f these MPCs depends in turn on satisfactory performance o f lower 

level regulatory Proportional-Integral-Derivative (PID) controllers.

•  Through regular performance monitoring and preventative maintenance o f the 

controllers and actuators (valves), in many cases it is possible to avoid unscheduled 

shutdown o f the plant. Every unscheduled shut-off or downtime o f a plant takes a 

costly toll on the maintenance budget o f the plant.
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1.2 Impact o f a Faulty Control Valve 3

1.2 Im pact o f a Faulty Control Valve

The control valve is typically the actuator for most o f process control loops. It is the only 

moving part in the loop. It serves as the ‘work-horse’ that implements the control decision. 

I f  the control valve malfunctions, the performance o f the loop is likely to deteriorate, no 

matter how good the controller is. Commonly encountered control valve problems include 

stiction, hysteresis, backlash, deadband and saturation. Because o f these problems, the 

valve output may be oscillatory which in turn may cause oscillations in many process 

variables. Other reasons for an oscillatory control loop include poor controller tuning, 

improper process design, poor control system configuration, and oscillatory disturbances 

(Bialkowski, 1992; Ender, 1993; Miao and Seborg, 1999). Bialkowski (1992) reported 

that about 30% o f the loops are oscillatory due to control valve problems. Oscillatory 

variables are one o f the main causes o f poor performance o f control loops. A key challenge 

is to find the root cause o f distributed oscillations in chemical plants (Qin, 1998; Thornhill 

et al., 2003</; Thornhill el al., 2003b). The presence o f oscillations in a control loop 

increases the variability o f the process variables, thus causing inferior quality products, 

larger rejection rates, increased energy consumption, decreased average throughput and 

reduced profitability. Oscillations can cause a valve to wear out much earlier than the life 

period for which it was originally designed. Oscillations increase operating costs roughly 

in proportion to the deviation (Shinskey, 1990). Detection and diagnosis o f the causes o f 

oscillations in process operation are important because a plant operating close to product 

quality lim it is more profitable than a plant that has to back away because o f variations in 

the product (Martin et al., 1991). The presence o f a faulty valve in a control loop hinders 

the achievement o f good performance of the control loops. The economic impact o f poor 

performance o f control loops has been discussed in the previous section.

1.3 Stiction -  The Hidden Culprit

Stiction in control valves is one o f the long-standing and common problems in the 

process industry. Stiction hinders the proper movement o f the valve, which in turn 

degrades the performance o f the control loop. Stiction is one o f the main root causes 

for initiating oscillation(s) in a control loop. The oscillation may propagate throughout 

the plant. The scenario becomes even more complex i f  there is a recycle stream in the 

plant. Indeed recycles are commonplace in most chemical industries. The detection 

and quantification o f stiction is the main focus o f this study. There are two categories
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1.4 Data Quality -  Impact of Compression and Quantization 4

o f methods to detect stiction: invasive and non-invasive. The invasive method requires 

stroking/travelling the valve over its fu ll travel span when in-service or out o f service. 

Because it is neither feasible nor cost-effective to invasively test hundreds of valves at 

a plant site, the non-invasive method is preferred to the invasive one. Horch’s cross­

correlation method (Horch, 1999; Horch et al., 2000; Horch, 2000) is one o f the popular 

non-invasive methods for detecting stiction reported to date. Horch’s method detects 

stiction with the use o f the cross-correlation function between pv and op. His method is 

not applicable to processes containing an integrator (e.g., a level control loop), or for loops 

carrying compressible media (e.g., steam or air). The Horch method is mainly useful for 

flow control loops. However, even for flow control loops it sometime produces inconclusive 

results (Desborough and M iller, 2002). Also, i f  there is a sinusoidal disturbance entering 

the control loop, the method falsely detects stiction in the control valve (Choudhury et 

al., 2002). More details w ill be provided in Chapter 5. Moreover, none o f the existing 

methods can quantify stiction. In this thesis a new method to detect and quantify stiction 

has been developed. The method is based on higher order statistics and applicable to all 

types o f control loops.

1.4 Data Quality -  Im pact o f Compression and 

Quantization

Data quality lies at the heart o f all data driven process analyses. It plays a central role in 

determining the credibility o f all data analyses. Data quality issues include determination or 

quantification o f randomness, measures o f information content, stationarity, compression 

factors, and quantization levels. In the analysis o f chemical process data, compression and 

quantization are frequently encountered problems.

In chemical industrial practice, data are often compressed using various data 

compression techniques such as box car, backward slope, swinging door and wavelet 

compression algorithms before storing them in the historian (Kennedy, 1993; Aspentech, 

2001; Watson, 1993; Hale and Sellars, 1981; Bristol, 1990). Historical data arc an 

invaluable source o f information. However, compression degrades data quality and induces 

nonlincarily in the data (Watson et al., 1998). The issues o f data quality degradation 

and nonlinearity induction due to compression should be properly dealt with prior to 

processing the data for performance monitoring. U ntil recently, there were serious concerns 

regarding compressed data analysis, but there has been no systematic study of the impact
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o f compression on process data. An automatic method for detection and quantification o f 

compression present in archived data is an invaluable tool during the preprocessing stage 

o f any data analysis. A  method o f quantifying the degree o f compression in archived or 

historical data is developed in this thesis (Thornhill ct a i,  2004). Higher order statistical 

techniques were also found to be useful in the analysis o f compression induced nonlinearity 

in data.

Quantization is a problem that arises during the analog to digital conversion o f data 

(Smith, 1998; Jfeachor and Jervis, 1993). Modern control systems involve computers and 

digital equipments. Because computers cannot read an analog signal, all analog signals 

must be converted into digital signals. For digitization, two steps are required: sampling 

and quantization. Sampling is only the first phase o f acquiring data into a computer. 

Computational processing quantizes data, i.e., analog values arc converted into digital form. 

The number o f bits determines the precision o f the digitized data. Old A /D  converters have 

lower numbers o f bits, i.e., lower resolution. These may introduce a significant amount o f 

quantization errors. A  Significant amount o f quantization errors may produce oscillations 

(Horch, 2000) in process variables. Sometime the quantization errors are too large to use 

the data for any practical purposes.

1.5 O verview o f the Thesis

This thesis is divided into seven chapters including this introductory chapter. Most o f 

the chapters are independent o f each other and can be read in any order according to the 

reader’s preference. A summary o f each chapter follows:

•  Chapter 1 discusses the importance o f the monitoring o f control loop performance, 

the impact o f a faulty valve (especially a sticky valve) on the performance o f a control 

loop, and the issues o f data quality degradation due to compression and quantization.

•  Higher order statistics plays a central role in this thesis in detecting the presence 

o f nonlinearities in control loops. A  tutorial introduction to this subject matter is 

presented in chapter 2.

•  Chapter 3 describes the development and application o f higher order statistics based 

tools used for diagnosing poor loop performance. It also discusses several simulation 

and industrial case studies.
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•  Stiction, the most commonly encountered control valve problem, is defined, 

discussed and modelled in chapter 4. A proper definition o f stiction is proposed 

in this chapter. New insights are gained from the describing function analysis o f the 

newly defined stiction model.

•  When there are thousands o f control loops in a process industry, it is almost 

impossible to check each valve manually. The challenge is to develop an automated 

method that requires minimal human input to monitor the health o f each control 

valve. Chapter 5 discusses the methodology to automatically detect and quantify 

stiction in control valves.

•  Historical data are an invaluable source o f information. In chemical industrial 

practice, data arc often compressed using various techniques before being stored or 

archived in historians. Compression degrades data quality and induces nonlinearity 

into the data. Chapter 6 focuses on the problems o f data quality degradation and 

nonlinearity induction due to compression. It describes an automatic method to 

detect and quantify compression present in the archived data. A  method for detection 

and quantification o f quantization in process data is also presented.

•  Chapter 7 concludes the thesis with a summary o f its main contributions. It also 

provides directions for future work in this area.
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Higher Order Statistics: Preliminaries

A tutorial introduction to Higher Order Statistics (HOS) and its relation to conventional 

Second Order Statistics (SOS) are presented in this chapter. The first and second order 

statistics, for example, mean, variance, autocorrelation, and power spectrum, are popular 

signal processing tools and are used extensively in data analysis. Such second order 

statistics are sufficient for describing linear and Gaussian processes. In practice, there are 

many situations where the process deviates from Gaussianity and linearity —  for example, 

when it exhibits nonlinear behavior. These type of processes can conveniently be studied 

using Higher Order Statistics (HOS).

2.1 Introduction

A signal is a variable that carries some kind of information that can be conveyed, 

displayed or manipulated. Signals can be obtained from numerous sources - for example, 

speech, sound, music, images, chemical processes, radar, seismic surveys, computer

7
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2.2 Time Domain Analysis 8

simulations, robots, etc. Useful information is often hidden in a signal. The objective 

in a signal processing problem is to process a signal or a finite number o f data samples 

to extract important information that may be “ hidden”  therein (Smith, 1998; Ifeachor 

and Jervis, 1993). In most cases, data are available as variables sampled at regular 

intervals o f time. D igital signal processing continues to play an important role in the 

industrial revolution o f high technology. Digital signal processing —  combined with the 

ideas and methodologies from various branches o f engineering (computer engineering, 

chemical engineering, electrical and electronics engineering), statistics, numerical analysis 

and computer science —  has become a very useful tool for data analysis and is being used 

in many industrial processes. The data are usually analyzed either in the time domain or in 

the frequency domain.

2.2 Time Dom ain Analysis

Time domain or time series data are a good source o f information. Many statistical 

measures (e.g., moments, cumulants, auto-correlation, cross-correlation) have been 

developed to measure the temporal signal characteristics o f such data. Almost all types 

o f data are usually collected as samples at regular intervals o f time. In statistical analysis, 

it is often assumed that the time series or the signal is stationary. This assumption holds for 

subsequent definitions and analyses.

2.2.1 Moments

A generating function o f a random variable is an expected value o f a certain transformation 

of the variable. A ll generating functions have three important properties:

1. The generating function completely determines the distribution.

2. The generating function o f a sum of two independent variables is the product o f the 

independent generating functions.

3. The moments o f the random variable distribution can be obtained from the derivatives 

o f the generating function.

As the term implies the moment generating function should be able to generate all 

moments. For any random variable .v, the moment generating function can be defined
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as the expectation o f the transformation, e'x, where t e R, i.e.,

Mx{t) =  E[elx] (2 .1)

Moments can be obtained from the coefficients o f the Taylor’s series expansion o f the 

moment generating function about the origin,

M ,(/)  =  M x(t) |,=o +
dMx{t)

dt
( / -  0 ) +

d 2Mx(t)

d 3Mx(t)

l o

3

2 ! d t2
( / -  0)2 +

3! dt*  

Mx(t) jr o +  

I d*M x(t)

( t - o y +
I 0

dMx(t)

dt
t +

d 2Mx(t)

t o 2 ! d t 2
r  +

l o

3! dt*
t3 +  - (2 .2 )

From the right side o f the Equation 2.2, the first derivative gives the first order moment:

dMx[t)
in i

dt

dE[ctx]
l- 0

r moment:

mi
d t2

d 2E[e,x]

l  :: 0 dt2
Hr]

/ o

(2.3)

(2.4)

Similarly, the third derivative gives the third order moment:

/»3 =  E[xx\

and so on. Therefore, we can rewrite the moment generating function as

M A D  =  W ]

(1 1 /3 3=  / ; [ l  + /.V+ —. r  +  —r  .......]

= i +/t'|.v] + ^/;[.r] + t)/;(.v'] + .--

E  >■' "
=  I T/ wi  +  — w:  T  — —

(2.5)

(2.6)
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The first order moment is the mean (jti =  £ ( * ) )  ° f  l *1c data series, x(k),  which provides a 

measure o f the location or the center o f gravity o f the probability density function (pdf) for 

an ergodic signal. The second order moment is the variance o f the data series and gives 

the spread of the pdf, while the third order moment provides a measure o f the skewness 

o f the distribution and the fourth order moment provides a measure o f the flatness o f the 

distribution. Alternatively, for any zero-mean data series, x(k), the 2'ul. 3ft/. .... n,h order 

moment o f the data series can be defined as:

2.2.2 Cumulants

Cumulants arc another set o f statistical measures that can be used instead o f moments 

because o f their excellent noise suppressing properties. The cumulant generating function 

is defined as the logarithmic o f the moment generating function. That is, for a random 

variable*, the cumulant generating function is

Just as moments are derived from the Taylor's series expansion o f the moment generating 

function, cumulants can be derived from the Taylor’s series expansion o f the cumulant 

generating function:

///2(T|) =  E[x{k)x{k +  T\)} 

n n ( T|. r2) =  E[x(k)x{k +  Ti )x{k 3- r2)]

// /„ (T|. t 2. • r„ i ) -- [*(£)*(& +  I ) )x(k + r2) • • -x(k +  t „ _ i )] (2.7)

The variance, <72, can be obtained from ///2(0); skewness fn ; and so on.

Q\( l ) — ln(A7v( / )) (2 .8)

(2.9)
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The first order cumulant is given by:

dCx(l)
c I

d t

<?ln[E[<
o

,/.v|

d t 1̂ 0

c? 1 n [ 1 +  t m \  +  +  JTn i }  H ]

dt
lr-0

[I + //« i -|- 2 +  jr'T t + ■
W|

2r 312
-[/«, +  —m2 +  — +

The second order cumulant is:

d 2C x ( t )
o

,,0
d2In[/£[e'v]]

dt2 i^o

^ 2 1 n [ 1 + / / « !  +  f y l h  +  JT»>3 H ]

a/ 2
/ ■ - ( )

d t

1 . I t  3 r
, „2 + h ,3 +  .

[ 1 +  t i l l  I +  7t »l2 T  X | , , , 3 -f- • • ■ ] - •  3 .

1

[1 +  t i l l  I +  iff 111 2 +  j j / « 3  H ]

1

2/ 3/ 2 2
r l ' « l  + ^ ' » 2  +  - ^ - w ' 3  +  " - J

+
6t

3----------- -[0 +  W2 +  — /«3 + ---]
[1 + rm i + Tj/ni +  tt'»3 3— ] 3! 10

=  - h i ] + i n

mi — nu

Similarly, the third order cumulant is:

W , o
ni} -  3ni i i i i \  +  2ni]

( 2 . 10)

/ o

/r- 0

(2.11)

(2 . 1 2 )
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The fourth order cumulant

(2.13)

Note that all o f the above cumulants are about the origin. For any other point (r), the

c2 ( t i )  =  ami\x(k),x(k +  T\)]

c'3 ( T i, T2 ) =  cum[x(k),x(k +  Ti),x(k +  Z2 )]

c/i(T |,T 2 , "  • tw- i )  — cum[x(k),x(k +  T\ ),x(k  +  t 2), ■ • • , x ( k +  t „ _ i )] (2.14)

where cum represents cumulant. It is important to note that cumulants are closely related 

to moments (e.g., ci  =  /»2 ~  m2\) and can be calculated from the knowledge o f moments. 

The computation o f cumulants o f order n requires all moments up to order n.

2.2.3 The relationship between moments and cumulants

Given a set o f n random variables, {a'i , x2. .. .  .v„}, the general relationship between their 

jo in t moments and jo in t cumulants o f order n is given by:

where the summation extends over all partitions (s \ , .V2, .. ..  .v;)); p =  1, 2 . . . . ,  n, o f the 

set o f integers (1, 2, ..., n) (Rosenblatt and Van Ness, 1965). For example, for the third 

order cumulant, the set o f integers (1 ,2 , 3) can be partitioned into

2'u/, 3r</, ..., nth order cumulant o f any random data series, x(k),  can be rewritten as:

n
c u m [ x \ ,  ,v2l . . . , a „ ] = X  ( - i r ‘ ( p -  1)! E { ] 1  v/} -  E i U x ^  (2 * ' 5 )

p =  1 .v, =  {1 ,2 ,  3}

p =  2 , .vi =  { 1}

■Ji =  { 2 }

■vi =  {3 }

p =  3, -v i =  {1 } •V2 =  {2 } .v3 =  {3 }

Therefore, using Equit! (2.15) we can write,

-v2 , xj]  =  E { .v i.V2.V3} -  / ; { . v | }  E {.V2-V3} — l i { .v2 }  E {.v 1 A 3 } . . .

- / :  {a ,}  /• {a,a2} +  2E {a, } /•{  a2} E {a 3} (2.16)
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I f  Ag =  Ag =  a' i =  x, then

cum[x, a, a] =  E {a-3} -  3 £ { x } £ { x 2} + 2 { £ { x } } 3

=  mi  — 3///|/«2 +  2.m\ (2 .17)

which is the same as the expression for 03  obtained earlier.

Note that the computation o f jo in t cumulant o f order r  requires the knowledge o f all 

moments up to order /-.

2.2.4 Properties of moments and cumulants

1. mom[ci\X\, c/tat. . . . .  a„xn] =  (a\a i  —  a„) mom\x\, a t. . . . ,  x„], and

cum\a\X\. a2X2 - . . . .  «„x„] =  (eg eg . . .  a„) cum[x\. a t ,   v„], where

( f l i , 112, . . . ,  (in) tire constants, and mom represents moment.

2. Moments and cumulants arc symmetric functions in their arguments, e.g.,

mom[x\ . Ag, A3 ] =  mom[x \ , A3 , a t] =  »ioni[x2 - Ag. a j], and so 011.

3. I f  the random variables (a i , Ag, . . . .  ah) can be divided into two or more

statistically independent groups, then their n!/l order cumulant is identically zero,

i.e., n//?i[A|. a t, . . . ,a „ J  =  0, whereas, in general, mom[x\ . Ag, . . . , a „ ]  7  ̂0.

4. I f  the sets o f  random variables (a i ,  Ag, . . . .  a„ ) and ( \ \ ,  .\g, • • • ,  y„) are

independent, then < w / / [ x i + y i ,  Ag+_VT, . . . .  a„ +  v„] =  ch // i[ (a i,  Ag, . . . ,  a,,)] +  

cu m \x \ . \g , • • •, v„], but in case o f  moments, mom[x\  + y i . Ag +  vt ,  . . . ,  a„ +_v„] 7̂  

m o m [ ( x \ , Ag, . . . ,  a,,)] +  m o m \ x \ , vt , . . . ,  v„]

5. I f  the set of random variables (Ag. Ag. . . . ,  a„) is jo intly Gaussian, then

all information about their distribution is contained in the moments o f

order n <  2. Therefore, all moments o f order greater than two have 110

additional information. This leads to the fact that all joint cumulants o f

order greater than two are identical to zero for Gaussian random vectors.

Hence, cumulants o f order greater than two measure the non-Gaussian nature o f

a time series.

Properties 4  and 5 demonstrate the ability o f the cumulants to suppress noise in signal 

processing when the noise is additive Gaussian.

E xam ple  1. Consider the random variables, n  =  y, +  x, , for / =  1 ,2 ,  3. I f  the

jo int probability density function o f (_\g. vt. V3 ) is non-Gaussian and (xg. Ag. Ag) is jo in tly
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2.2 Time Domain Analysis 14

Gaussian and independent from (v i, _V2, V3) and also £ {v ,}  ^  0, £T{a,} 7  ̂ 0, then using 

the fourth and fifth  properties o f cumulants, we get

since ch/h[(ai, a i.  .13)] =  0. In contrast, this is not true fo r moments. Therefore, 

cumulants o f order greater than two can be conveniently used for analyzing signals that 

contain additive white noise.

Example 2. Consider the random variable, y =  a +  e, where y is a measured signal, a 

is the true signal, and e is the noise and is independent o f a.

Moments: First order moment o f y,

(2.18)

/;>, = E L v] = £ [ a]-F E > ] (2.19)

Second order moment o f y,

mi  =  E [y2] =  /:[(a  +  c)2] =  E[a2] +  2/;[.v] E\e\ +  E\e2} (2 .20 )

Third order moment o f v,

*V }
E { (  x  +  e f )

E {a 3} + 3 E { x 2}E {e }  +  3 /f{ .v }E {e 2} +  / : { r  } 

nwm[a.a.a] +  3/ww/[a,a] mom[e\

+3 »/<wi[a] mnm\e,e\ +  mom[e,e,e\ (2 .21)

Cumulants: First order cumulant o f v,

dimly]  =  /: {y } =  E[x] +  E[e\ (2 .22 )

Second order cumulant o f y,

E[x2\ +  2E{x}E[e\ +  E{e

(2.23)
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2.2 Time Domain Analysis 15

Third order cumulant o f y,

n™ [y ,y ,y ] =  /?{y3} - 3 £ { y } E { y 2} + 2 [£ { y } ] ;'

=  £{(.<• +  <■)-’ } ^ 3 £ { (A  +  <.)}C((y +  y)2) + 2 [ f { ( . v  +  f )]3 

=  £{-''1} - 3 £ ( a'2) £ { j } + 2 [£ ( -v}]'1

+  -3 £ { < -2}£ { . - }+ 2 [£ {< '! ] ’

=  rn///[A\.v,.v] +cum[e,e,e]  (2.24)

I f  the noise is zero-mean and Gaussian distributed with the following properties:

the first moment o f e: / : { ( ’ } =  0

the second moment o f e: / f {e 2} =  cr2

the third moment o f c: £ {e 3} = 0  (2.25)

First order moment o f v,

mi =/:[>•] =  /: [x] (2.26)

Second order moment o f v,

m2 =  E{y2} =  E{x2} +  ( j ;  (2.27)

Third order moment o f y,

iii} =  i i ioin[x.x.x} +  3 E[x] a 2 (2.28)

First order cumulant o f y is

n//;/[y] = £ {> •} =E [.v] (2.29)

Second order cumulant o f y,

<://#//[y, y] =  E[v2] - { £ [ > ’] } 2

=  E t f \  +  o ; - { E [ X} }2

(2.30)

Third order cumulant o f y,

cum[v, v, y] =  n//u[,v..v..v] (2.31)

From the above it is clear that cumulants o f order greater than 2 are unaffected by the 

Gaussian noise, but the same order moments are not.
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2.3 Spectral Analysis 16

2.2.5 Moments and cumulants of stationary signals

I f  x(k), k =  ± 1 ,  ± 2 ,  is a real stationary random signal and its moments up to 

order n exist, then the nth order moment o f a is defined as

m„( T i, i 2, • • • t„_ i ) =  E[x(k)x(k +  Ti )x(k +  T2 ) • • -x (k +  r;j_ i )] (2.32)

where, 1;• =  0 , ± 1 , ± 2 , . . . .

Sim ilarly, the nth order cumulant o f a is defined as

c/i ( t i  , T2 , • • ■ T„_ 1) =  cuni[x(k),x(k -f  T\),x(k +  t 2). • • • ,a  (k +  T „_ i)] (2.33)

Combining Equations 2.33, 2.32, and 2.15, the follow ing relationships o f moment and 

cumulant sequences o f x(k) can be obtained:

\ SI Order cumulant:

c, = / / / ,  =  £ [ * ( * ) ]  (2.34)

2nd Order cumulant:

c2 (T |) =  m2 (T i) - / « |  =  m2 ( - T i )  -  my =  c2 ( - T | )  (2.35)

3rd Order cumulant: Combining Equations 2.33, 2.32, and 2.16

c'3 ( t i  , t 2) =  m3 (T i, r2) -  mi [m2 ( t | ) + m 2 ( i 2) + m 2 ( r 2 -  T\ )] + 2 m , (2.36)

Similarly, the other higher order cumulants can be obtained.

2.3 Spectral Analysis

Not all the information content o f a signal can necessarily be obtained easily from lime 

domain analysis o f the data. Transforming the signal from  time to frequency domain can 

expose the periodicities o f the signal, detect nonlinearities present in the signal and aid 

in understanding the signal generating process. The Discrete Fourier Transform (D F T ), 

which plays a key role in modern digital signal processing, is the main tool for this type of 

transformation.

For a real strictly stationary signal, {a (£ )} , k =  0. ± 1 .  ± 2 . . . .  the n,h order cumulant 

sequence is defined by

, r 2 , . . . , t„ ~  1) =  awi[x(k),  a(^' +  T |) . .... a(A- +  V i ) ]  (2.37)
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2.3 Spectral Analysis 17

Assuming that the cumulant sequence satisfies the condition00 OO
1  ••• I  (1 +  N )  |c„(T i,T 2 , . . . ,T „ - i ) |  <  for i=  1, 2, n-1, the n,;' order

T|=-oo T„_l=-oo
cumulant spectrum cn( f \ , f 2 , . . . , f n- i )  of {x(k)}  is defined as the (n — 1) dimensional 

Fourier Transform o f the n,h order cumulant sequence, i.e.,

oo oo

cn { f \ , h , —, f n - \ ) =  X  X  cn (Tl ) T2 v v T „ - i )  C X p { - y ( / | T i + / 2 T2 +  . . .+ /„ _ iT „ _ |
rl — T„_l=-oo

(2.38)

where |/, | <  n, for / =  1, 2 , . . . , / ? — 1 and | / |  +  f 2+ . .. + f „  \ <  n

The power spectrum, bispectrum and trispectrum are special cases o f the nll‘ order 

cumulant spectrum.

2.3.1 Power spectrum, n =  2

The power spectrum is the frequency domain counterpart o f the second order moment or 

cumulant o f a signal, and is usually obtained from a zero-mean time series. For such a time 

series, say x(k),  the second order moment and the second order cumulant are identical. The 

power spectrum can be obtained using either o f the follow ing two methods:

1. Indirect Method: First, the power spectrum can be calculated from the DFT o f the 

second order moments or cumulants o f the time scries. This is known as the indirect 

method. This method involves the following two steps:

(a) Calculate the second order moment sequence using the follow ing equation:

m2(r )  =  E[x(k)x(k +  z)} = c2( t ) (2.39)

(b) I f  i ih is absolutely summable, i.e., the summation o f the absolute values o f mi  

at all lags is a finite number, then the power spectrum is given by:

A'-1
/> (/) =  DFT[m2{x)\ ~  X  m2( r ) e - j2nTf/N (2.40)

r  ()

2. Direct Method: The power spectrum can also be calculated from the direct Fourier

transformation o f the time series. This is known as the direct method. It also involves

two steps:

(a) Perform the DFT o f the data scries.

* ( / ) =  j2Kkf S (2.41)
k 0
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2.3 Spectral Analysis 18

(b) Next calculate the power spectrum as

P(f) =  m / ) H - I ) \  =  E [ X ( f ) X ' ( f ) }  =  £ [ |X ( / ) |2] (2.42)

where the * denotes a complex conjugate.

The power spectrum can be thought o f as a decomposition or spread o f the signal energy 

over the frequency channels obtained from the length o f the Fast Fourier Transform. From 

the expressions used to estimate the power spectrum, it is clear that the power spectrum 

is phase blind, i.e., the phase information is ignored. The information obtained from the 

power spectrum or auto-correlation sequence, or more generally from/up to the second 

order statistics are sufficient only for complete description o f linear processes. In order 

to study the deviations from Gaussianity and the presence o f nonlinearities in signal 

generating processes, it is necessary to look beyond the second order statistics (SOS). This 

brings us to the domain o f Higher Order Statistics (HOS). A ll statistics of order greater 

than 2 are called 1IOS.

2.3.2 Bispectrum, n — 3

The methodology used for estimating the second order spectrum or power spectrum can 

easily be extended to obtaining frequency domain counterparts o f higher order cumulants. 

For example, the bispectrum is the frequency domain representation o f the third order 

cumulant. It is defined as

I K f u h )  =  / W 7 ’ [ o ( t , . t 2)] =  E [ X ( j ) ) X ( f 2) X ' ( j  j  +  / 2)] (2.43)

where DDFT stands for Double Discrete Fourier Transformation.

Similary, the trispectrum (// =  4) is defined as

^ ( / i j 2 , / 3 )  =  n ; r 7 ’[ r 4 ( T h r 2 . T 3 ) ] = / * [ X ( / , ) X ( / 2 ) X ( . / j ) .V , ( . / i + . / 2 + . / i ) ]  (2 .44)

where TDFT stands for Triple Discrete Fourier Transformation. These higher order spectra 

are known as polyspectra. This thesis involves the extensive use o f the bispectrum. 

Therefore, for a thorough understanding o f this term, the next section is devoted toward 

its interpretation.

Equation 2.43 shows that the bispcctrum is a complex quantity having both magnitude 

and phase. It can be plotted against two independent frequency variables, /) and /2, in 

a three dimensional figure. Just as the discrete power spectrum has a point o f symmetry
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2.3 Spectral Analysis 19

f.( 0 , 0 ) r./2

Figure 2 .1: Principal domain o f  the bispectrum.

at the folding frequency, the discrete bispectrum also has 12 planes o f symmetries in the 

( / l  ■</2) plane. For details, readers arc referred to (Rosenblatt and Van Ness, 1965; Nikias 

and Raghuveer, 1987; Kim and Powers, 1979; Nikias and Petropulu, 1993). Examination 

o f the bispectrum in only one region gives sufficient information. The other regions of 

the { f \ , f i )  plane are redundant. The shaded triangular region in Figure 2.1 shows the 

non-redundant principal domain o f the bispectrum. Throughout this work frequencies are 

normalized such that f s =  1, where f s is the sampling frequency. Therefore, the Nyquisl 

frequency is Jd =  0.5. Each point in the plot represents the bispectral content o f the signal 

at the bifrequency, ( / 1. / 2). In fact, the bispectrum at point ( l i ( j \  , f 2 ) J \  J i )  measures 

the interaction between frequencies f \  and / 1. This interaction between frequencies can 

be related to non-linearities present in the signal generating systems (Fackrell, 1996), and 

therein lies the core o f its usefulness in the detection and diagnosis o f non-linearities.

2.3.3 Estimation of the bispectrum

In practice, the higher order spectra o f a signal have to be estimated from a finite 

set o f measurements. The underlying methods for polyspectra estimation are simply 

extensions o f the well-established power spectrum estimation methods. Essentially, there 

are two broad noil-parametric approaches: ( I )  the indirect method, based on estimating
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2.3 Spectral Analysis 20

the cumulant functions and then taking the Fourier Transform; and (2) the direct method, 

based on a segment averaging approach. The details o f these two approaches are discussed 

below:

1. Indirect method: In this method the data series are segmented into K  records and the 

third order cumulants are estimated for each o f the records. The average o f the third 

order cumulants are taken over the K  segments. The bispectrum is then obtained by 

taking the Fourier transformation of the average third order cumulants together with 

the appropriate data window function. The steps are as follows:

(a) The data series x(k), k =  0 ,1 ,. . . .N -  1 is divided into K segments, i =

0.1 — 1 each o f length M. These segments can overlap, so K >  N /M .  

Let the i 'h segment ofx(k)  be .v,(£), k =  0 , 1, . . . .M  -  1.

(b) The mean jtt; o f the i 'h segment is calculated and subtracted from each sample 

in the segment.

^  =  * /(* )  (2.45)
k -  o

a-;.(A-) = * , ( ! - ) - /< /  (2.46)

(c) Obtain an estimate o f the third order cumulants for each data segment

1 / / <
O y (»hn) =  —  £  x'j(k)xi(k +  m ) - ' ) +  n) (2.47)

* 'i

where,

.vi =  max(Q, — /;)

.V2 =  min(M -  \ , M  -  1 -m,M -  I -  //)

(d) Average c-y(in. n) over all segments

1 ^
cy(m,n) =  — ^ ^ ( 111,11) (2.48)

K / I

(e) Obtain the bispectrum estimate

I. I.
/ } ( / , ,  f 2) =  ^  ^  n (m ,/ i)  (2.49)

nr

where L <  M  -  I and w(m.n) is a two-dimensional window function. Window

functions should possess the same symmetry properties as the third order
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cumulants. Detailed descriptions o f some window functions are available in the 

literature (Nikias and Petropulu, 1993; Nikias and Raghuveer, 1987; Mendel, 

1991).

2. Direct method: The direct method o f bispectrum estimation is an extension o f the 

Welch periodogram averaging technique for spectral estimation (Fackrell, 1996). The 

method is depicted schematically in Figure 2.2 and consists o f the follow ing steps:

(a) The data series x ( k ) ,  k =  0 ,1 ....,N  -  1 is divided into K segments, i  =

0 ,1 ,..., K — 1 each o f length M. These segments can overlap, so that K  >  N / M .  

Let the i lh segment o f x (k )  be Xj (k) ,  k =  0,1, ...,M  -  1.

(b) The mean ju,- o f the i th segment is calculated and subtracted from each sample 

in the segment.

, M-1

K, =  f .  I  r t k )  (2-50)
IVI 0

xi { k ) = x i { k ) - H i  (2.51)

x(k)

Raw

W in d o w

A ve rage  B ( f , . l \ )

CJec a segment 
o f data o f  length M

Figure 2.2: Information f low diagram f o r  the direct method o f  bispectrum estimation.

(c) The zero mean-centered segment o f the data a- is then multiplied by a suitable 

data window w(k),  which provides some control over the spectral leakage. This 

window function may be a boxcar, Hamming, Hanning or any other window 

used in ordinary spectral estimation.

.>"(*) =  U'(k) x 'iW  (2.52)
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2.3 Spectral Analysis 22

(d) For each segment, compute the DFT, X, ( / )

M - \

W )  =  I  x M e - W I *  (2 .53)
k 0

where /  is the discrete frequency. From this DFT the raw spectral estimates o f 

Pi( f )  and the bispcctral estimates o f B i { j \ , f i )  can be found.

f > i ( f ) = X i ( f ) X t { f )  (2.54)

H f u h )  = X i (J))Xi ( f2 )X ; (A  +  f r )  (2.55)

(e) Then the raw estimates from all K segments can be averaged to give the 

follow ing estimates

, K -  I
H f  ) =  T- I  £ ( / )  0 .56)

K i ,0
, A'-I

B ( A J 2) =  -  I  « ,( ./! , / 2) (2.57)
A / -0

2.3.4 Properties of estimators and asymptotic behaviour

The statistical properties o f indirect and direct methods o f higher order spectral estimation 

have been studied extensively (Rosenblatt and Van Ness, 1965; B rillinger and Rosenblatt, 

1967a; B rillinger and Rosenblatt, 1967/;; RaoandGabr, 1984; Nikias and Petropulu. 1993; 

Riggs, 1999). Assume that P ( f )  and B (J ) . f 2) are the true power spectrum and bispectrum, 

respectively, o f a stationary zero-mean signal, x(k). Let / } ( / ) , / : )  be the estimate o f 

B { f \ - h )  using either the indirect method or the direct method and a single realization o f the 

signal, x(k) o f length N. It has been shown mathematically (Nikias and Mendel, 1993; K im  

and Powers, 1979) that for sufficiently large record size, M , and total length, N,  both the 

direct and indirect methods provide approximately unbiased estimates, namely:

H { B { f \ J 2) } = B ( f \ . J 2) (2.58)

with asymptotic variances

ra /- {9 i[ / i( / i, / i ) ] }  =  va r{3 [ / ) ( / , . / ; ) ] }  -  ^ < r ( / , , / : )  (2.59)

where,

(  m n f \ ) P { h ) P { f \ + h )  (indirect) 
o 2(J \ .J2) =  1 f (2.60)

i B ( f \ )P (J2)P(J\ f 2) (direct)
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where K  is the number o f records, M  is the number o f samples per record, V is the total 

energy o f the window used for bispectrum estimation (for a rectangular window V is unity), 

L  is defined in step 5 o f the indirect method. Because we did not use any frequency domain 

smoothing, in our case (Vo is same as M.  From the above equations it is apparent that i f  a 

rectangular w indow is used and i f  L =  No, both methods provide approximately the same 

estimates.

Brillinger and Rosenblatt (1967n) showed that when M  and N  are large, the error 

bicoherence is approximately complex Gaussian with zero mean and unity variance:

(1 6 l)
G ~ \ f  1 ■ ./2)

where Nr denotes a complex normal distribution, i.e., both real and imaginary parts are 

normally distributed. Another important conclusion that follows from the asymptotic 

results developed by (B rillinger and Rosenblatt, 1967m Brillinger and Rosenblatt, 1967/;) is 

that these statistics can be treated as independent random variables over the grid o f principal 

domain i f  the grid width is larger than or equal to the bispectrum bandwidth; i.e., B { fq, fp)  

and B { f r ,fs) are independent for q ±  r  or /; ^  .v i f  \ f , ,, -  f q\ >  A () or i -  f , \  >  A 0, 

where,

{I- (indirect)

(2.62)

^  d irect)

2.3.5 Bicoherence or normalized bispectrum

As shown in Equation 2.60, the bispcclral estimates are asymptotically unbiased and the 

variance o f the estimator depends on the second order spectral properties (Hinich, 1982). 

That is,

v a r ( B ( J ] J 2)) oc I \ h ) l > ( h ) P { J \  + f 2) (2.63)

Since the estimate depends directly on signal energies in the bifrequency, the variance o f 

the estimate w ill be higher at a bifrequency where the energy is high and lower where the 

energy is low. This causes a serious problem in the estimation. This unsatisfactory property 

can be resolved in several ways. One way is to prewhilen the signal prior to bispcclral 

analysis (Collis ct a i ,  1998). However, an easier solution is to normalize the bispectrum 

to get a new measure whose variance is independent o f the signal energy. Hinich (1982) 

has suggested normalization o f the bispectrum using the follow ing expression called the 

skewness function.

v’-( /■ m  a  \ m j \ h ) f  . , . ..
' u , ' h )  / ; [ / ’( , / ,)]/;[/> (/2) ] / ; | n / ,  + f 2)\
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where .v2( / i , / 2) is known as the skewness function. The major drawback o f this 

normalization is that the magnitudes o f this function are not bounded. The only reason 

for dividing the bispectrum with power spectrums is to remove the undesirable variance 

properties o f the estimator. This method o f normalization has been extensively used by 

Hinich (1982) for statistical tests of Gaussianity and linearity o f a signal. The Higher Order 

Spectral Analysis (HOSA) toolbox in M A TLAB ®  (Swami et a i ,  1993) has also adopted 

this normalization. This normalized bispectrum is defined as bicoherence in this toolbox. 

However, it would be more appropriate to call it “ skewness function” .

The bicoherence is better defined by the fo llow ing equation :

r 2( f  f \ A _ _ _ _ _ _ _ _ _ _ \BU\ - f 2)\2_ _ _ _ _ _ _ _ _ _  n r
( / l ' / 2 )  E p ( / , ) X ( / 2 ) I 2 ] C [ | X ( / , + / ; ) P |  ( - ' 65 )

where ‘b ic ’ is the bicoherence function. K im  and Powers (1979) have shown that the 

variance o f the bicoherence estimator roughly satisfies the following expression:

v a r [ b iS ( f \ , f 2)\ ~  ^ [ 1  - bic2( f i , f 2)\ (2 .66 )

where M is defined as the number of segments used in the estimation. Note that it is a 

consistent estimator in the sense that the variance approaches zero as M approaches infinity.

A useful feature o f the bicoherence function is that it is bounded between 0 and 1. This 

can be demonstrated using the Cauchy-Sclnvartz inequality which may be expressed as,

|/i[zi,Z2 ] |2 <  E [|z i|2] E [ M 2] (2.67)

Choosing z\ =  X ( j )  ) X { f \ )  and Z2 =  X ( f \  + f i ) ,  it can be shown that

0 < bic2 <  1 (2 .68 )

There are also other normalization methods (Fackrell, 1996) but are not widely used 

because their properties have not been extensively studied.

Estimation of the Squared Bicoherence

To estimate the squared bicoherence from a finite set o f measurements, the method o f 

bispectrum estimation can be followed directly. Because we have used the direct method 

throughout this work, only the direct method o f estimation o f bicohcrencc is discussed here.

1. Using the first four steps of the direct method o f bispectrum estimation, obtain the

estimates o f Pj( f )  =  X(( f )X■ ( / )  and for each segment o f the data.
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2. Equation 2.65 can be rewritten as

n  2l f  n *  W W M W U + M ?  , , m .
E \W \)X (h ) \2]E \W \  + /j) l2|

Now, the expectation operator can be replaced with a summation operator over the 

number o f data segments in the following way:

b,c { f u h )  ~  1 } 

The squared bicohcrence can be estimated using the above equation.

2.3.6 Properties of bispectrum and bicoherence

1. The theoretical bispectrum o f  a Gaussian signal is zero

The moment generating function for a Gaussian signal x( t)  is given by (Stuart and

Ord, 1987):

Therefore, the cumulant generating function for x  is

MAO =  explM* +  2 cj2/25 (2 '7 1 *

Cx(t) =  In MAO =  M' +  ^<5~t (2.72)

Now, Equation 2.9 can be rewritten as

C ,(/) =  c\t +  ^ o r  +  + . . .  +  +  • • • (2.73)

comparing Equations 2.72 and 2.73, we obtain

c, -  p
1

Cl ~  (T“

cr =  0. r > 2  (2.74)

Thus we see that for any Gaussian signal the cumulants at the zcro'/i lag o f order 

greater than 2 (e.g., n ( 0 .0), 04(0 ,0.0), and higher) are identically zero. This 

result can be easily generalized to other non-zero lags cumulants. As for any auto­

covariance sequence, 02(0 ) >  Q ( r ) ,  r  f -  0 , the same is true for other cumulants o f 

higher order. For example, q ( 0 , 0) >  (-2( 11, 12), Z\ =  X2 #  0- I f  (’2(0 , 0 ) =  0, then 

('2(^1 . i f ) .  T| =  12 ^  0 must be equal to zero. The same is true for other higher order 

cumulants.
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The bispectrum is the frequency domain counterpart o f the third order cumulants. 

Because third order cumulants for a Gaussian signal are identically zero, the 

bispectrum w ill also be zero for a Gaussian signal.

2. The theoretical bicoherence o f  a Gaussian signal is identically zero.

This follows directly from the property 1. Because the bicoherence or the skewness 

function is a scaled bispectrum, a zero bispectrum leads to a zero bicoherence or 

skewness.

3. The theoretical bispectrum o f  a non-Gaussian signal is blind to the additive Gaussian 

noise.

It was shown in Section 2.2.4 that the third order cumulants o f a non-Gaussian signal 

is independent o f the additive Gaussian noise. This property follows directly from it.

4. The theoretical bicolierence o f  a signal is not bl ind to Gaussian noise.

Because the bicoherence or skewness function is scaled w ith the power o f the 

signal, which is not independent o f noise, the bicohercncc is affected by the additive 

Gaussian noise.

5. I f  a signal is filtered by a l inear filter, then the magnitude o f  the Incoherence is 

unchanged.

Consider a signal, .v(/i), tillered with a linear causal time-invariant filter, h(k), to 

obtain the signal, y(n). This can be represented by the fo llow ing equation:

oo
y ( n ) = Y j h ( k ) x ( n - k )  (2.75)

k 0

In the frequency domain, this can be rewritten as

r ( / )  = / / ( / ) * ( / )  (2.76)

Now, substituting this in the defining equation o f bicolierence (Equation 2.65), we
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obtain

hil.2l f  , ,  A  \E\y(fi)Y(f2)r(f,+fi ) \ \2 
ui-j2)  i - [ | i ' ( / 1) r ( / 2) p i / ; [ | y ( / i+ / ! )p ]

\ E \ H ( { t ) X { h ) H U 2 ) X ( f i ) i r U i + f 2) X ‘ ( f l + / 2)]p  

E \ \ m ) m ) H ( h ) x m m m >  + / 2W 1 + / 2)p ]

| H ( / l ) » ( / 2 ) » , ( / l + / 2 ) | 2 ..

W(h)H(h)?\H( j \+f2)\'t '

\E\X(h)XU2)X'(h +/:)]P 
/ : ( |x ( / ,  )X ( /2)p ]/;[ |A '( /, + / : )p ]

m u ) ) x ( f 2) x ' u \ + f 2)]i2 
/ ; ( I ^ ( / i ) X - ( / ; ) I 2] K P ( / i + / 2 ) P ]  '

< since II is time imanjnl, U can Jv taken nut nt ujvtal.u and ail JF.s cancel «»ui>

Note that the above only holds when H ( f )  >  0. V / .  Otherwise, 0 /0  may occur in 

the calculation o f above quantity. This is equivalent to the requirement that the linear 

filter should not have any zeros on the unit circle [(Fackrell, 1996)].

This property enables us to use bicolierence to detect the linearity o f a signal 

generating process.

6 . The theoretical bicolierence o f  a harmonic signal that can be decomposed into a sum 

o f  sinusoids shows peaks i f  the signal possesses the property o f  'Quadratic Phase 

Coupling (Q P C f .

A signal is said to have QPC i f  the signal phases, for example, <p\, (fc, and </q at 

frequencies J \ , f i .  j )  -  f \  4-./p respectively, have the relation </>i +  ipj ~  (pc This is 

an indicator o f a nonlinear signal generating mechanism. A system which possesses 

quadratic nonlinearity, for example a square function, can yield a QPC signal. This 

has been illustrated with two examples in Section 3.4.

2.4 B ispectrum  or Bicoherence Estim ation Issues

The main estimation parameters that need to be chosen for bispcclral analysis are the 

same parameters required for second order spectral analysis. Examples include the choice 

o f window function, data length, data segment length, length o f fouricr transform, and 

overlapping or non-overlapping windows (Fackrell, 1996). In this section, some o f these 

issues w ill be addressed and discussed using the following illustrative example.
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Illustrative Example. This example consists of the following signal.

3’( /) =  sin {2n f \ t  +  0 |)+s in (2n f2 t  +  <fo.)+sin(2nfot +  fo) +s in (2nfa t  +  04) +  n(t) (2.78)

where the values o f f \ , f i ,  h ,  and j '4 are 0.12, 0.18. 0.30 and 0.42 respectively; the values 

o f 0  1, <fh, 03, 04 are f ,  ^  respectively; n(t) is a zero-mean white noise signal with 

variance 0.2, and t is time from 1 to 4096 s. The signal y (/) is a quadratic phase coupled 

signal because its frequencies have the relations J\ T f i  =  fs  and / 1 + f s  =  /», and its phases 

have the relations 0i +  02 =  03 and 0 1 +  03 =  04. Therefore, these two phase couplings at 

bifrequencies (0.12 , 0.18) and (0.12 . 0.30) should appear in the bicoherence plot as two 

peaks at the same frequencies.

Max bic(0 11719.0 ?‘J6fl8) * 0 9946

(a) Bicolierence using Box Car (b) Bicolierence using Hanning

window window

(c) Bicolierence using 

Hamming window

Figure 2.3: Bicolierence plot fo r  the QPC example.
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2.4.1 Choice of window function

In spectral analysis, the use o f window function is very common. The main reason 

behind using a window is to solve the problem o f spectral leakage that occurs between 

neighboring frequency channels o f a peak. Spectral leakage is the term used to describe 

the loss o f power o f a given frequency to other frequency bins in the DFT. Spectral 

leakage can be visualized from the spread o f the frequency components. Each frequency 

component o f a signal should contribute only to one single frequency of the Fourier 

Transform called an FFT bin, but spectral leakage causes the energy to be spread to the 

neighboring frequencies. The window function controls the spreading. The contribution 

from any real frequency component to a given FFT bin is weighted by the amplitude 

o f the window function’s frequency spectrum centered at the FFT bin. Theories and 

issues related to the use o f various types o f windows in bispectral estimation have been 

addressed in (Fackrell, 1996; Nikias and Petropulu, 1993; Chandaran and Elgar, 1991). 

The performances o f three window functions have been compared in (Fackrell, 1996) and 

it has been shown that the Hamming window was the most successful among them to best 

resolve the peak. The Hanning window stands next to the Hamming window in terms of 

peak resolution. The Box Car window function is the worst fo r resolving the peaks. Figure 

2.3 shows the bicoherence plot for the time series o f Equation 2.78. The figure shows that 

the Box Car function is the worst among the three windows in resolving peaks. This is 

because the kernel o f the rectangular window has approximately two times wider sidclobcs 

than that o f the Hamming or Hanning window (Smith, 1998; Ifeachor and Jervis, 1993). A 

careful observation shows that the peaks in Figure 2.3(c) are better resolved than those in 

Figure 2.3(b).

2.4.2 Choice of data length, segment length, and fourier transform 

length

It is well known that bispectral estimates generally have higher variance than power spectral 

estimates for a given data length. The data length that is sufficient for a reliable power 

spectrum estimation may not be sufficient for a good bispectral estimation. Elgar and Guza 

(1988) reported empirical results for mean and variance o f bicolierence estimates. Hinich 

(1982) suggested that i f  no frequency smoothing is used the data should be segmented 

in a way that the number o f segments o f data should be at least as large as the DFT 

size, i.e., K >  M. In practical bispcclral analysis, the length o f data required depends
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on signal to noise ratio. Fackrell (1996) presented a nice result fo r the dependency o f 

theoretical bicoherence o f a quadratically coupled sinusoids on the signal to noise ratio and 

DFT length. He stated the follow ing: I f  the effects o f leakage are ignored, then the peak 

bicoherence l r ( f \ , f f )  corresponds to the coupled components at frequencies f \ ,  f i .  and 

f \  +  f i  o f  a quadratically coupled sinusoids consisting o f  three equal-amplitude coupled 

harmonics in variable levels o f  additive white Gaussian noise with a signal-lo-noise ratio 

o f  SNR is given by:

, 2 , r  1
b  ( . /1  J l )  -  j +  IX  | q - S N R /  10 +  7 2 . | q -2 .S 'A 'A ’ / I 0  (2-79)

St M -

where, SNR is defined as
2

SNR ±  1 0 lo g l()%  (2.80)
c ii

Figure 2.4: The effect o f  signal to noise ratio and D FT length on bispectral estimation Jar a 

quadratically coupled harmonic signal. Larger l )F T  length and higher SNR provide better 

estimates.

Equation 2.79 indicates how the bicoherence peak changes with SNR and segment 

length, M.  I f  the SNR is very high, then the second and third terms in the denominator 

w ill be very close to zero and the bicoherence w ill be close to unity. As the SNR decreases, 

the bicoherence value also decreases. This can be presented in a 3-d plot as shown in 

Figure 2.4. The size o f the peak o f the squared bicoherence is dependent on M  because, as
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the D F T  size increases, a better frequency resolution is obtained. Therefore, it is desirable 

to have the D F T  size as large as possible. However, this requirement conflicts with the 

requirement o f having a large number o f data segments, K,  to obtain reliable estimates. It 

also increases the computational load. The D F T  length is usually chosen to be the same as 

each segment length. In order to increase the number o f data segments for a better estimate, 

a certain amount o f overlapping of data segments (e.g., 50% or less) can be allowed for data 

sets having short lengths.

2.5 Conclusions

This chapter has presented a tutorial introduction to Higher Order Statistics and its relation 

to classical second order statistics (SOS). Because the squared bicohercnce function has 

played a central role in this thesis, a special emphasis has been given to the bispectrum and 

bicoherence, their estimation, and statistical properties o f the estim ator. Various properties 

have been explained with the help o f illustrative examples wherever applicable.
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Diagnosis of Poor Control Performance

The presence o f nonlinearities in the control loop is one o f the main reasons for poor 

performance o f a linear controller designed based on linear control theory. The nonlinearity 

may be due to the presence o f nonlincarities such as stiction, dcadzone, hysteresis in the 

control valve and the nonlinear nature of the process itself. A nonlinear system often 

produces a non-Gaussian and nonlinear time series. The test o f Gaussianity o f a signal 

or the test o f presence o f nonlinearity in a system is a useful diagnostic aid towards 

determining the poor performance o f a control loop. In this chapter two new indices, the 

Non-Gaussianity Index {NGI)  and the Non-Linearity Index (NU),  based on HOS theory 

have been developed to detect and quantify signal non-Gaussianity and nonlinearity. These 

indices together with specific patterns in the process output (pv) vs. the controller output 

(op) plot can be conveniently used to diagnose the causes o f poor control loop performance. 

The method has been successfully applied to many industrial data sets. Two of such case 

studies arc presented here. In both cases, the results o f the analysis were confirmed and 

mitigated during routine maintenance by plant engineers.

L'l pre lim inary version o f  this ehtip ler was published in the proceedings o f  the IV *  I IA C  w orld  conpress. 2002 (C hoiid liury  el 

ill., 2002). .-1 la rper version includ inp the diapnosis o f  poor control performance has been published in Aulom alica. Vol. 40, issue 10. 

2004 (Choiulhury  el a t. 20040).

32
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3.1 Introduction

Increasing automation in modern process industries are taking place to achieve various 

objectives such as maintaining world class quality o f the product, reducing operating and 

maintenance cost, enhancing operators’ safety, meeting environmental and occupational 

health regulations, optim izing resource management, and increasing profitability from 

available resources. One manifestation of this increased automation is an increasing 

number o f controllers and control loops in process industries. A  process control plant 

may have anywhere from a few control loops to several thousands, depending on the 

complexity o f the plant from the perspective o f control. The performance assessment and 

monitoring o f the performance o f these control loops are crucial to the achievement o f 

desired objectives. Performance demographics o f 26,000 PID controllers collected over a 

period o f two years and across a large range of continuous process industries have been 

discussed by (Desborough and M iller, 2002). The results from their paper are shown in 

Figure 3.1.

Figure 3 .1: Global multi-industry performance demographics.

Each control loop (How, pressure, level, temperature, etc.) was classified into one o f the 

five categories —  excellent, acceptable, fair, poor and open loop—  based on a combined 

algorithm o f minimum variance benchmark and oscillation metric. The classifications were 

further refined through extensive validation and feedback from industry to reflect controller 

performance relative to practical expectations for each measurement type. It is evident from 

Figure 3.1 that only a third o f the loops are performing well or in an acceptable fashion.
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The other two-thirds have significant opportunity for improvement. The key to improving 

their performance is to diagnose the causes behind their poor performance.

3.2 Problem  Form ulation

Figure 3.2 shows a typical control loop under feedback configuration. The objective o f 

this control loop may be either set point tracking or disturbance rejection. In practice, 

data for three measurements per control loop are available. The available data are set 

point (SP), controlled variable (PV), and controller output (OP or sometimes also termed 

OP). There (Desborough and Harris, 1993; Harris, 1989; Stanfelj el a/., 1993) discussed 

various methods, for example, minimum variance benchmark and settling time benchmark, 

to estimate controller performance or loop performance from routine operating data. Also, 

this information is available from plant engineers or operators, who are dissatisfied with 

poorly performing loops. The challenge here is to identify the root cause o f a poorly 

performing loop from routine operating data.

VI l / V y l  
¥

H W f1
CO /OP

SP -  Set Point, CO -  Controller Output (also called OP)
MV -  valve positioner signal, PV -  Process Variable (controlled)

Figure 3.2; A typical control loop under feedback control.

Poor performance o f a control loop is usually caused by poor controller tuning, 

presence o f disturbances, and/or loop non-linearities. Loop nonlincarities cause poor 

performance because controllers are usually designed based on linear control theory 

assuming everything in (he loop is locally linear. The nonlinearity in a loop may arise
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due to the presence o f valve nonlinearities such as stiction, deadzone, hysteresis in the 

control valve and/or nonlinear nature o f the process itself. Such a nonlinear system often 

produces a non-Gaussian and nonlinear time series.

3.3 Test o f G aussianity and Linearity o f a Signal

The test o f the Gaussianity o f a signal or for the presence o f nonlinearity in a system can 

serve as a useful diagnostic tool to analyze poor performance o f a control loop. Over the last 

few decades, many researches have used the notion o f bispectrum to test Gaussianity and 

linearity o f a time series (Hinich, 1982; Rao and Gabr, 1980; Collis cl al ., 1998; Terdik 

and Mdth, 1998; Yuan, 1999). Hinich (1982) and Yuan (1999) constructed statistical 

hypothesis test using sample interquartile range o f the skewness function (fo r the definition 

o f skewness function please refer to Section 2.3.5) for testing linearity o f a time series. Rao 

and Gabr (1980) used bispectral density function (bispectrum) to construct a Hotelling T 2 

test for the same purpose. The problem of using bispectrum or skewness function for testing 

linearity o f time series is that the magnitude o f this function is not bounded. It is d ifficult 

to compare magnitudes o f an unbounded function when applied to multiple time series or 

signals. Terdik and Mdth (1998) also used bispectrum to lest the null hypothesis that a 

predictor o f a time series is linear against the alternative that the predictor is quadratic. 

This is a narrow and less powerful test because often times the type o f nonlinearity o f a 

signal is unknown. Collis ct al. (1998) used the bicohcrence function whose magnitude 

is bounded between 0 and 1 to check linearity o f a signal or time series. But they have 

not constructed any statistical test. In this thesis, bicohcrence has been used to construct a 

chi-square test for examining linearity of a time series or signal. The hypothesis tests are 

incorporated in two new indices -  the non-Gaussianity index (NGI)  and the nonlinearity 

index (/V I/). The magnitudes o f new indices are always bounded between -1 to 1 because 

bicohcrence, whose magnitudes are also bounded between 0 and 1, are used to define them. 

The definition and development o f these indices using statistical test on a bounded function 

(bicohcrence) allow the users to apply them for comparing multiple time series or control 

loops. The derivation and development of these indices are described below.

A discrete crgodic stationary time series, x(k), is called linear i f  it can be represented by

A/ I

,v ( I )=  ^ h { n ) e { k - n )  (3.1)
n o

where e{k) is a sequence o f independent identically distributed random variables with
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E[e(k)] =  0, a ]  -  E[e2 (k)}, and fa  =  E [c3(A:)]. For this case, the following frequency 

domain relationships can be obtained.

The power spectrum: P ( f )  =  a ;  \ H { f )  |2=  |X ( f ) X * { f ) \  (3 .2)

and the bispectrum: =  f a H ( f \ ) H { f 2) H * ( f \  + f 2) (3 .3)

M- 1
where H ( f )  =  Equation 2.65 can be rewritten as

n o

i • 2/ /• n  A _____________________ ______________________________
lh  J2) E [ | X ( / , ) X ^ ( / 1) | | X ( / 2 ) X ‘ ( / 2 )|] £ p ( / ,  +  / 2 ) X * ( / ,  + / 2 )|]

W l j 2)|2 (3.4)
^ [ in / i ) i i n / 2 ) i ] / ^ [ | / j ( / , + / 2 ) i ]

For a linear time series, substituting the expressions from Equation 3.2 and 3.3, it can be 

shown that ">

bic2 ( f i J 2) =  ^ \  (3.5)

Equation 3.5 shows that for any linear signal, ,v, the squared bicoherence w ill be 

independent o f the bifrcquencics, i.e., a constant in the bifrequency plane. I f  the squared 

bicoherence is zero, the signal x  is Gaussian because the skewness or /J3 is also zero in such 

a case. Strictly speaking, such a signal should be called non-skewed with a symmetric 

distribution instead of a Gaussian one. However, in this thesis and also in most of the 

HOS literature (Nikias and Petropulu, 1993; Hinich, 1982; Rao and Gabr, 1980; Kim 

and Powers, 1979; Collis et al., 1998; Fackrell, 1996) the two terms -  nonskewed and 

Gaussian -  have been used interchangeably. To check whether the squared bicoherence 

is constant, two tests arc required. One is to determine whether the squared bicoherence 

is zero, which would show that the signal is Gaussian and thereby the signal generating 

process is linear. The other is to test for a non-zero constant squared bicohcrence which 

would show that the signal is non-Gaussian but the signal generating process is linear.

The bicohcrence is a complex quantity with real and imaginary parts. The magnitude o f

the squared bicohcrence can be obtained as

b i c 2 =  3 \ ( b i c ) 2 +  3 (/> /c)2 (3 .6 )

where 9? and 3 are real and imaginary parts, respectively. It is well well established in 

the HOS literature that bicohcrence is a complex normal variable, i.e., both the estimates 

o f real and imaginary parts o f the bicoherence are normally distributed (Hinich, 1982) and 

asymptotically independent, i.e., the estimate at a particular bifrequency is independent
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o f the estimates o f its neighboring bifrequencies (Fackrell, 1996). Therefore, the squared 

bicoherence at each frequency is a non-central chi-squared ( x 2(/»)) distributed variable 

with 2 degrees of freedom and mean, m. Note that bic2 is bounded between 0 and 1 and 

therefore the E {b ic2} and var{b ic2} are also bounded between 0 and 1. Hinich (1982) 

showed that the signal o f interest is Gaussian i f  the skewness function is asymptotically 

centrally % 2 distributed with 2 degrees o f freedom. This information was used by 

(Fackrell, 1996) to test bicoherence at each frequency in the principal domain. The 

disadvantage o f this test is that while applying to each o f the bifrequencies in the principal 

domain o f squared bicoherence plot, the probability o f false detection accumulates owing 

to a large number o f bifrequencies in the principal domain. Thus it overestimates the 

number o f bifrequencies in which the bicoherence magnitude is significant. A modified test 

with better statistical properties but no frequency resolution is formulated by averaging the 

squared bicoherence over the triangle o f the principal domain. The test can be summarized 

as follows:

•  Null Hypothesis, H0: The signal is Gaussian

•  Alternate Hypothesis, H\ \ The signal is not Gaussian.

Under the null hypothesis, the test for the average squared bicoherence can be based on 

the following equation:

P(2KLb ic2 > ( £ ' )  =  a  (3.7)
2

where is the critical value calculated from the central % 2 distribution table for a 

significance level o f a  at 2L degrees o f freedom since bic2 — £-(_| b ic j and L  is the number 

o f bifrequencics inside the principal domain o f the bispectrum, K is the number o f data 

segments used in the bicoherence estimation.

I f  the number o f bifrequencies in the principal domain is large (more than 100) the 

normal approximation o f the x 2 distribution can be used. The approximation is given by 

Abramowitz and Stegun (1972):

f a =  \  [ 4  +  \ / 2 d o f -  l ] 2 (3.8)

where r£  and iza are the critical values o f x 2 mid standard normal distribution at a 

significance level o f a, respectively and d o f  is the degrees o f freedom. Now, substituting 

Equation 3.8 into 3.7 with 2L degrees o f freedom, it can be shown that

>  j U | r „ v ® ^ T l 2) =  a  (3.9)
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This equation can be rewritten as

P{bic2 -  bic2cri, >  0) =  a  

or, P(NG I > 0 )  =  a

(3.10)

(3.11)

where bic2cra =  [cza +  y /A L — l ] 2 and NGI =  bic2 - bic2cri, N G I stands for the Non- 

Gaussianity Index and it is bounded between -1 to 1. Therefore, at a confidence level o f a , 

the following rule-based decision can be obtained:

• if N G I <  0, the signal is GAUSSIAN

• if N G I >  0, the signal is NON-GAUSS1AN

Thus, a signal is Gaussian (non-skewed) at a confidence level o f a  i f  the N G I is less than 

or equal to zero. This index has been defined to facilitate the automation o f the decision.

I f  the signal is found to be Gaussian, the signal generating process is assumed to be 

linear. In the case o f non-Gaussian signals the signal generating process should be tested 

for its linearity. As shown in Equation 3.5, i f  the signal is non-Gaussian and linear, the 

magnitude o f the squared bicoherence should be a non-zero constant at all bifrequencies 

in the principal domain. The constancy o f the squared bicoherence (skewness) was tested

using an F test by Rao and Gabr (1980). Hinich (1982) reported that this test is highly

vulnerable to outliers. He suggested a method based on the Sample Interquartile Range 

(SIQR) o f the x 2 distribution o f the squared skewness function (Hinich, 1982). However, 

this test depends on the sample size o f the time series. Also, the SIQR is not an ideal 

measure for constant bicoherence because it is readily seen that the SIQR o f the squared 

bicoherence can be zero, though all squared bicoherence values are not equal (Yuan, 1999). 

A simple way to confirm the constancy o f squared bicohcrence is to have a look at the 3-D 

squared bicoherence plot and observe the flatness o f the plot. However, this can be tedious 

and cumbersome for a large number o f loops. Alternatively, i f  the squared bicoherence is 

o f a constant magnitude at all bifrequencies in the principal domain, the variance o f the 

estimated bicoherence should be zero. To check the flatness o f the plot or the constancy 

o f the squared bicohercncc, the maximum squared bicohcrence can be compared with (he 

average squared bicohcrence plus two or three times the standard deviation o f the estimated 

squared bicohcrence. At a 95% confidence level, i f  the maximum squared bicohcrence, 

bic2max, is less than (b ic2 - f  2<7/;:,2), then the magnitudes o f squared bicohcrence are 

assumed to be a constant or the surface is flat. The automatic detection o f this can be 

performed using the fo llow ing Nonlinearity Index (N i l ), which is defined as:

N U ± b ic 2,ml,~ ( b ic 2 +  2cxw- : ) (3.12)
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where <7 r-2 is the standard deviation o f the estimated squared bicoherence and bic2 is the 

average o f the estimated squared bicoherence. Ideally, the N IJ  should be 0 for a linear 

process. This is so because, i f  the squared bicoherence is a constant at all frequencies, then 

the variance w ill be zero and both the maximum and the mean w ill be same. Therefore, it 

can be concluded that:

• i f N U  < 0, the signal generating process is LINEAR

• if N U  >  0, the signal generating process is NONLINEAR

Since the squared bicoherence is bounded between 0 and 1, the Nonlinearity Index { N i l )

is also bounded between -1 and I .

Poorly perform ing  
control loop data

yes■10
N G I > 0.001

Cmission, 1.inear

yesno
N U  > 0.01

Calculate N G I

Non-Gaussian

C alculate N U

Non-Gaussian, I.in e a r

Diagnose the type of nonlincnrity:
c-k., look at pv-op plots or typical signatures
of actuator or process nonlinearitics

Figure 3.3: Rule based decision flow diagram.

Practical Implementation: In practice, it is d ifficu lt to obtain an exact zero value o f 

N G I for Gaussian signals. Therefore, we select a threshold value, e, o f N G I such that 

N G I <  £ implies a Gaussian signal. To the best knowledge and experience o f the author, for 

a  =  0.05, an N G I value o f less than £ =  0.001 can be assumed to be zero. Consequently, i f  

N G I <  0 .001, the signal can be assumed to be Gaussian at a 95% confidence level. For N L l , 

a value less than 0.01 is assumed to be zero and consequently, the process is considered to 

be linear at a 95% confidence level. The larger the value o f N L l, the higher the extent o f
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nonlinearity. The detailed diagnosis procedure can be summarized in a rule-based decision 

flow diagram shown in Figure 3.3.

3.4 Illustrative Exam ples

3.4.1 Bicohcrence of a linear and nonlinear signal

Two signals, yn,lcar and ■, were generated using the follow ing equations.

where d \(k ) and d i(k )  are zero mean white noises with variance 1 and 0.001 respectively, 

and H (q ~ x) is a narrow pass Buttcrworth filter with a frequency range 0.095 to 0.105 in a 

0 to 0.5 normalized frequency scale, such that f s =  1 is the sampling frequency.

The purpose o f this example is to demonstrate the power o f the bicoherence in the 

detection o f nonlinearity. By merely looking at the time trend o f the signals (the left 

panel o f Figure 3.4), it is not possible to differentiate between them. Also, the power 

spectrums (the middle panel o f Figure 3.4) or the second order moments look alike and 

are unable to detect the nonlinearity present in the second signal. The right panel o f 

Figure 3.4 shows the three dimensional bicohcrence plots. For the test result is

N G I =  -0 .0028. Clearly, the N G I indicates that the signal is Gaussian. Therefore, the 

nonlinearity test result is not required here. In contrast, for y „„„/,„ iW, the N G I equals

0.002, thereby detecting the non-Gaussianity o f the signal. The nonlinearity test gives 

N IJ  =  0.37, which clearly indicates the presence o f nonlinearity in this signal. From the 

bicoherence plot, the peak position in the principal domain is approximately at the (0.1,0.1) 

hi frequency. This means that the nonlinearity in the signal is due to the interaction o f 

these two frequencies. Examination o f the signal generating system reveals that the band­

pass filtered signal has the frequency range (0.095 to 0.105]. This signal was squared to 

introduce nonlinearity. Thus, the nonlinearity is due to the multiplication o f two signals, 

each having a frequency o f approximately 0.1. In the bicohcrence plot the bifrequency o f 

the identified peak is (0.1,0.1). Therefore, the HOS based method correctly identifies the 

frequencies o f nonlinear interactions.

x(k) =  3H (q~] )d \(k)

) ' l in e a r  =

>'nonlinear — x {k) +  0.1 .\{k)~ T d i {k)

(3.13)

(3.14)
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Figure 3.4: Results fo r  y lintar (top) and ymmUnt,ar (bottom).

3.4.2 Bicoherence of a nonlinear sinusoid signal with noise

An input signal was constructed by adding two sinusoids, each having a different frequency 

and phase. That is,

x (k) =  sin(2 K f\k  +  ^ \ )+ s m ( 2 j t f 2k +  ^h) 

x(k) =  x (k ) + d (k )

y(k) =  + '/ ( * )  (3.15)

where, f \  = 0 .1 2 , f i  =  0.30, fa =  n / 3, tjh =  n / 8, /;/ is a multiplication factor employed 

to represent the contribution o f the nonlinear component o f the signal, and d(k) is a 

white noise sequence with variance 0.04. Again, frequencies arc normalized such that 

the sampling frequency is 1.

The quadratic term in Equation 3.15 w ill introduce phase coupling in the output signal,
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Table 3.1: QPC relations for the output signal, y

frequency relations phase relations peak locations

1 / i  + / t  — 2 /i

CNII+-€2 ( / i . / i )

2 f i + h -  V 'l <̂2 +  (/  ̂ =  2 02 U 2 J 1 )

3 f \  + h  — f  \ 01 T  02 =  01 T  02 ( h - h )

4 f \  T  ( f 2 — / l ) — f l 01 +  (02 -  01) — 02 ( f u f i - h )

5 ( / 2 - / l )  +  ( / l + / 2 ) = 2 / 2 01 +  02 +  (02 — 0 | ) =01 +02 ( / 2 - / 1. / 1+ / 2)

6 ( / 2 - / i ) + 2 / , = / , + / 2

+II-©21+-©2 ( / 2 - / 1.2/ 1)

y. It can be better understood by rewriting Equation 3 .15 in the follow ing form:

y(k) =  sin(27r/iA' +  0 j)  +  s in (2 ;r/2A’ +  (jh) +  0.25[1 -  cos(2(2n f ] k  +  (j)\))

-  cos{2 (2 n f 2k +  02) ) +  cos(2n ( f 2 -  f \  )k +  <j>2 -  0 i )

-c o s (2 n :( /i +  / 2)* +  0 1 +<p2 ) \+ d (k )  (3.16)

The nonlinearities can be generated by the interactions o f any two o f the signals with 

frequencies f \ ,  f 2, 2 f\ ,  2f 2, f 2 —f \ ,  and f \  +  / 2. Due to the presence o f the quadratic 

nonlinearity function, there can be six frequency couplings. These are presented in Table 

3.1.

1. Case 1: M ild  Nonlinearity (/// =  0.05)

The left panel o f Figure 3.5 shows the time series while the middle panel depicts 

the power spectrum o f the signal x and v, respectively. Neither o f these plots help 

in distinguishing the two signals. However, the use o f higher order statistics can 

successfully detect the nonlinearities present in y. The right panel o f Figure 3.5 

shows the three-dimensional squared bicoherencc plots o f x and v, respectively. For 

the signal x, N G I =  0.0008, which clearly indicates that the signal is Gaussian and 

linear.

In contrast, in the case o fr y the lest results are N G I =  0.016 and N L l =  0.233. 

Thus the nonlincarity present in y is correctly detected. This example also 

shows the sensitivity o f the proposed indices to the presence o f nonlincarity in 

the signal. The presence o f as little as 5% o f the nonlinear square term in the 

signal y  has been detected. For this case, the squared bicoherence plot shows
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peaks at (0.12,0.12), (0.12,0.18), (0.30,0.30), and (0.12,0.30) bifrequencies. These 

bifrequencies correspond to ( / i . / i ) , ( / i ,/2  ~ .f \ ) ,  { f i J ' i )  and ( / 1J 2) respectively. 

Note that because only 5%  o f the nonlinear term was added, the other two peaks are 

not visible in the bicoherence plot owing to their small sizes.
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Figure 3.5: HOS analysis results fo r the linear and nonlinear sinusoid signals, ease I - 

m ild  nonlinearity.

2. Case 2: Strong nonlinearity (/// =  0.25)

For this case, the signal v was produced using the same Equation 3.15 but with a 

larger multiplying factor for the nonlinear quadratic term in order to observe all the 

peaks in the bicohcrence plot resulting from the theoretical analysis in Table 3.1. The 

magnitude o f/// was chosen as 0.25. A  different value o f/// can also be picked.

Figure 3.6(a) shows the time trend o f y, while the power spectrum o f v is shown in 

Figure 3.6(b). This time power spectrum shows extra peaks of small magnitude at 

frequencies 0.18. 0.24, and 0.42. The use o f higher order statistics can successfully 

delect the nonlinearities present in y. The magnitudes o f NG I and N U  are 0.02
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and 0.67, respectively, clearly detecting the nonlinearity o f the signal. Figure 

3.6(c) depicts the three-dimensional squared bicoherence plots for y. In order to 

visualize the location o f the bicoherencc peaks, a contour plot for the bicoherence 

magnitude is presented in Figure 3.6(d). This plot clearly shows the location 

o f all six peaks at (0.12,0.12), (0.30,0.30), (0.12,0.30), (0.12,0.18), (0.42,0.18), 

and (0.18,0.24) bifrequencies. These bifrequencies correspond to ( / i , / i ) ,  (./i?,/:), 

( / h / 2), ( / 1-/2 - / 1), (/1 + / 2J 2 ~ f \ ) ,  and ( / i  — f \ , 2 f \ ) respectively. Note that 

since 25% o f the nonlinear term was added, all the peaks were visible for this 

case. Therefore, the bicohcrence plot correctly identifies the frequency interactions 

resulting from the presence o f nonlinearity in the signal.

Power Spectrum of y (case 2)
1000—

600
oS0a

400

200

(a) time trend of v (b) power spectrum of y

Man tHC(0.11719.O 30469) = 0.97

1
\

(c) bicohcrence plot (d) bieoberenee contour plot

Figure 3.6: HOS analysis results fo r  ease 2 - strong nonlinearity.
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3.5 Investigation o f Control Loop Nonlinearities

In a control loop, nonlinearities may appear in several locations:

1. The process itself may be nonlinear in nature.

2. The control valve may have a nonlinear characteristic.

3. The valve may be affected by some nonlinear faults, e.g., stiction, deadband and 

hysteresis.

4. A nonlinear disturbance may enter the loop.

In order to detect and diagnose any problem related to loop nonlinearities all o f the 

above should be investigated carefully. In this section, each o f these nonlinear sources is 

examined separately.

3.5.1 Process nonlinearity

It is often assumed that the process operates in a locally linear fashion. This section 

investigates this assumption using results obtained from the application o f higher order 

statistical tests. Analysis o f process nonlinearity using HOS w ill be illustrated using an 

example obtained from Agrawal and Lakshminarayanan (2003). Consider the control o f 

water level in a spherical tank by manipulating the inlet volumetric How rate, P) (see Figure 

3.7). The dynamics o f the system can be modelled as:

where /;,( /)  is the outlet llow rate at time /, It is the height o f the water level from the bottom 

o f the tank, R is the radius o f the spherical tank, and d  is the time delay between Fj and F0. 

The outlet flow rate, /;,, can be expressed as

where f> is the gravitational constant and h0 is the height o f the outlet pipe from the base of 

the vessel. For both open loop and closed loop simulations of the system, we use R =  0.5 

m, h0 =  0.01 m, and the nominal operating point is selected to be, hss =  0.30 m.

(3.17)

F0 (i) =  v/2 H( h - h 0) (3.18)
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Figure 3.7: Level control o f  a spherical tank.

M ax : b id 0 .0 2 3 4 3 8 ,0 .0 3 1 2 5 )  =  0 .7 2 2 6

100
sarrping ira lnrt.1

(a) time trend of process output (h) 3d squared bicoherence

Figure 3.8: Results o f the analysis o f  open loop data fo r  the spherical tank system. 

Open Loop Simulation of the Process

The input to the process was a sinusoid with frequency 0.02 Hz and amplitude 0.25. 4096 

data points were used for nonlinear analysis. The nonlinearity test results in N G I =  0.0024 

and N i l  ~  0.633. This clearly demonstrates that the process is nonlinear. The time trend o f 

pv and the squared bicohcrence plot are shown in Figure 3.8. Since the excitation was very 

large (2 *0 .25 /1  -  50% o f  the tank height) the nonlincarity o f the process could not be 

ignored. The nonlinearity o f any process strongly depends on the size o f the excitation or 

input signal. For example, i f  the same spherical tank process is excited by a sinusoid with 

an amplitude o f 0.05, the process docs not show any nonlinearity in the bicohcrence test. 

The values o\' N G I and N U  are -0.001 and 0.05. The corresponding squared bicohcrence

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.5 Investigation o f Control Loop Nonlinearities 47
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Figure 3.9: Squared Incoherence fo r  small excitation o f spherical lank level.

plot is shown in Figure 3.9. Therefore, a system with small excitation can be assumed to 

be locally linear.

Closed Loop Simulation of the Process

The PI controller settings used for this simulation are given by:

0 . 3 - O . i r '
c o r ' )  =

. - - i (3.19)

The input to the process was a sinusoid with frequency 0.02 Hz and amplitude 0.25. Four 

thousands and Ninety Six (4096) data points from the controller error signal were used for 

nonlinear analysis. The nonlincarity test results in N G I =0.0011 and N i l  =  0.30. This 

clearly detects that the process is nonlinear. The time trend o f sp — pv and the squared 

bicohcrence plot are shown in Figure 3.10. Large peaks are observed in the bicoherence 

plot. I f  the magnitude o f the input excitation signal or set point is changed to 0.05, the 

nonlinearity test applied to the error signal gives N G I =  -  0.01, indicating a linear process. 

The flatness o f the bicoherence plot shown in Figure 3 .11 shows that the process can indeed 

be considered locally linear.

Remark: The assumption o f linearity o f a process is case-dependent. Most control loops 

in chemical process industries operating under regulatory feedback control fo r  rejecting 

disturbances usually have small excitations. Therefore, they can he assumed to he locally  

linear.
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Figure 3.10: Results o f the analysis o f closed loop data fo r  the spherical tank system.
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Figure 3 .11: Squared hicoherenee fo r  small excitation o f the spherical lank level under 

feedback control. The flatness o f the p lo t shows the linearity o f the process.

3.5.2 Nonlinear valve characteristic

The valve is the final control element in a control loop. The flow through a valve is often 

described by the following relationship:

Q =  KCv(x)
/A /Y

\ / ft
(3 .2 0 )

where Q is the volumetric (low rate through the valve, K  is the constant that depends on the 

units used in the equation, CY is the valve co-efficient which depends on the inherent valve 

characteristics and the stem position (.v), A l \  is the pressure drop across the valve, and s.y. 

is the specific gravity o f the fluid. There are three common valve characteristics:
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•  Linear characteristics: CV(x) =  x

•  Equal percentage valve: Cv(x) =  x' (a~

•  Quick opening or square root valve: C,.(x) =  \ /x

where, K is constant and 50 is a value frequently used for it.

0.9
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Square Root£ 0.63 

£
X TO5
o 0.4
co
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100
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Figure 3 .12: Inherent characteristics fo r  linear, equal percentage and square-root valve.

These valve characteristics arc illustrated in Figure 3 .12. Note that for quick-opening 

valves, the sensitivity o f the flow to the fraction opening or stem position is high at a low 

(low rate and low at a high flow rate. The opposite is true for equal percentage valves. 

These relationships have been defined for constant pressure drop across the valve carrying 

an incompressible fluid. Thus, these relationships are valid only under such conditions.

Linear valves

As the name suggests, a linear valve has linear characteristics. There is no inherent 

nonlinearity in this type o f valve. The other two types o f valves w ill be examined for 

their nonlinear characteristics in the following section.

Equal percentage valves

These arc called equal percentage valves because an equal incremental increase in valve 

travel or stem position causes a constant percentage increase of flow from the earlier flow.
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For example, i f  a value o f k  =  50 is used, for every 10% increase in stem position or valve 

travel x, there w ill be an increase of 47.88% o f the flow from the previous flow. The effect 

o f nonlinearity in the characteristic equation o f this type o f valve has been investigated 

using the follow ing simulation example.

noise

Input, s j Q  error mv ProcessController
Stiction
model

Figure 3.13: Block diagram o f  a simple S1SO process with stiction nonlinearity in the valve.

A simple single-input, single-output (SISO) system in a feedback control configuration 

(Figure 3.13) was used to generate simulated data. The first order process with time delay 

is given by the fo llow ing transfer function:

v 1 I - 0 .8 Z - '

The process is regulated by a PI controller. A random white noise w ith a variance o f 0.5 

was added to the process. The simulation was performed for a steady state o f 12 mA or the 

valve position al 50%. The valve had to travel in the range o f 25% around the steady state 

in order to reject the disturbances to the loop. The PI controller parameters for this case 

were Kc =  0.15 and /  =  /%/t,- =  0.15 second '1. The nonlinear ‘stiction model’ block was 

removed from the simulation block diagram and a function describing the equal percentage 

valve characteristic was placed in that position. The simulation was performed for 6000 

sampling intervals. To remove the effect o f transients, the first several hundred data points 

were discarded, and then the last 4096 points o f the error signal to the controller (sp-pv) 

were analyzed to detect the nonlinearity present in the system. Transients have a serious 

contamination effect on the estimated bicohcrence. For details, refer to (Fackrell, 1996). 

The proposed nonlinearily test shows that NG I =  -0 .0 0 1 1. This shows that the error signal 

is Gaussian and linear indicating linearity o f the loop. The left plot o f Figure 3.14 shows 

the squared bicoherence plot for the control error o f this loop.

When the noise variance was increased to 1.5, the valve had to travel 40% o f its full 

range. The nonlinearity test shows that N G I=0.003 and N L I= 0.07. This indicates the loop

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.5 Investigation of Control Loop Nonlinearities 51
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Figure 3.14: incoherence plot fo r an equal percentage valve. Left - Valve travels less than 

25% o f its fu l l  span. Right- Valve travels more than 25% o f its fu l l  span.

is nonlinear. The corresponding bicoherence plot is shown in the right plot o f Figure 3.14. 

Square-root valve

The quick opening or square root valve provides large changes in flow for small changes 

in valve travel or stem position. Therefore, it has a high valve gain unsuitable for use in 

regulatory control. Its use is lim ited to on-off service. To investigate the nonlinear behavior 

o f this valve, a simulation study was performed using the procedure described in the case 

o f  the equal percentage valve, but with the use o f a square root valve instead o f an equal 

percentage one. The valve was forced to travel in the range o f 17.8% around the steady state 

(50%) to eliminate the effect o f disturbances. As before to remove the effect o f transients, 

the first several hundred data points were discarded. The last 4096 points o f the error signal 

to the controller (sp-pv) were analyzed to detect the nonlinearity present in the system. The 

proposed nonlinearity test shows that N G I — -0.0010. This indicates that the error signal 

is Gaussian and linear indicating the linearity o f the loop.

Remarks on nonlinear valve characteristic

As demonstrated, i f  the valve travels w ith in a small range of the whole travel span (0- 

100%), say within 20%, then the valve characteristics can be assumed linear and does not 

add any nonlincarity to the loop. This observation can also be realized by investigating the 

valve characteristic curves in Figure 3.12. For any Ac =  20%, the characteristic curves can
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be assumed to be linear. These characteristic curves are called ‘ inherent characteristics’ 

o f the valve. They are only valid for constant pressure drop across the valve and for an 

incompressible flu id flow. However, in real life the pressure drop across the valve does not 

remain constant. Moreover, the valve is connected to other process equipment. Therefore, 

the characteristic curves o f the valve should be re-evaluated after installing the valve in a 

real process. These characteristics are termed ‘ installed characteristics’ .

In reality, the flow through the valve also depends on the pressure drop across the 

valve. Manufacturers test valves in a rig, where the pressure drop is kept constant. 

Thus the performance they observe is the ‘ inherent characteristics’ o f the valve. In 

a real plant, pressure drop varies as the flow changes. Therefore, the characteristic 

relationship seen between valve travel and flow w ill not be the same as that seen in 

the lest rig. This ‘ installed characteristic’ is what really matters to a process engineer. 

That is why during the selection and design o f a valve, considerable effort is made to 

ensure that the ‘ installed characteristics’ o f the valve is as linear as possible (Fisher- 

Rosemount, 1999; Fitzgerald, 1995; Baumann, 1994; Riggs, 1999). As described in 

(Fisher-Rosemount, 1999), it is a good operating practice to keep valve swings below 5% 

so that the loop gain does not change much and stability o f the loop is ensured. Based 

on the author's experience in industrial data analysis, it has been found that the controller 

output in most cases swings below 10%. Therefore, the control valve characteristics can be 

assumed to be locally linear in most cases o f real world data analysis.

3.5.3 Nonlinear faults in valve

Control valves are mechanical devices subject to wear and tear with time. That is why 

they require regular maintenance. With time, they may develop various problems such as a 

large deadband, excessive static friction or stiction, saturation, backlash and seat corrosion. 

A ll these problems reduce performance o f the control loop. Detection and diagnosis o f 

such problems arc the main objective o f this thesis. The problem o f valve stiction has been 

studied in detail herein.

Valve Saturation

A ll equipment has physical limits. A valve can not open more than 100% or can not close 

more than ()%>. I f  the controller output demands a valve be open more than 100% or close 

more than 0%, the valve saturates. The input-output behaviour o f saturation is shown 

in Figure 3.15. I f  there is persistent saturation in a control valve, control performance
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Figure 3.15: Input-output characteristics o f valve saturation.

deteriorates and oscillations originate in the process variable. Therefore, techniques for 

diagnosing poor performance must be capable o f detecting valve saturation.

3.5.4 Nonlinear disturbances

The disturbance entering a control loop may be linear or nonlinear. I f  the disturbance 

is measurable, the nonlinearity test developed in Section 3.3 can be applied to assess its 

nonlinearity. I f  the disturbance is unmeasurable, it is d ifficult to infer anything about the 

linearity o f the loop. For the sake o f simplification, the unmeasured disturbances entering 

the control loops are assumed to be linear in this study. More discussions on it are provided 

in chapter 5.

3.6 Sim ulation Example to Diagnose the Causes o f Poor 

Perform ance

Poor performance o f a control loop can be caused by various factors. Examples include (1) 

poorly tuned controllers, (2) the presence o f oscillatory disturbances and (3) nonlinearities. 

The purpose o f this simulation is to demonstrate the application o f HOS based techniques
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in diagnosing causes o f poor performance. I f  the method does not detect nonlinearity, 

then the focus o f the diagnosis should be on controller tuning or on the possible presence 

o f an external linear oscillatory disturbance. I f  the method detects nonlinearity, then the 

nonlinearity must be isolated or localized. Is it in the valve or in the process? This study 

assumes that the process is locally linear.

The system described in the Section 3.5.2 has also been used for this simulation study. 

The process is regulated by a PI controller. An integrated white noise generated by 

integrating random noise with a variance o f 0.05 was added to the process. The simulation 

was performed for 6000 sampling intervals. To remove the effect o f transients, the first 

several hundred data points were discarded. The last 4096 points o f the error signal to the 

controller (sp-pv) were analyzed to detect the nonlinearity present in the system.

3.6.1 Well tuned controller

The PI controller parameters for this case were Kc =  0.15 and /  =  KCJ T; =  0.15/1 =  0.15 

second- ' . The nonlinear ‘stiction model’ block was removed from the simulation block 

diagram. The top row o f Figure 3.16 shows the results for this case. The proposed lest 

shows that N G I =  -0.0008. This indicates that the error signal is Gaussian and linear. The 

corresponding bicohcrence plot is flat.

3.6.2 Tightly tuned controller

For this case, the controller parameters were set at Kc =  0.15 and /  =  Kc/1 / =  (0.15/0.4) =  

0.375 second- '. The second row o f Figure 3.16 shows the results. The presence o f 

relatively large integral action produces large oscillations in the process variables. An N G I 

value o f -0.0007 indicates the Gaussianity and linearity o f the system. It suggests that the 

poor performance is not due to nonlinearities. Also, since there are no external oscillatory 

disturbances, the probable cause is the presence o f a tightly tuned controller.
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Figure 3.16: Results o f the simulation example. Incoherence correctly detects the first three 

cases as linear and the last ease as nonlinear. The pv-op plot fo r the stiction ease shows 

elliptic patterns.

3.6.3 Presence of an external oscillatory disturbance

A sinusoid with amplitude 2 and frequency 0.01 was added to the process output in Figure 

3.13 in order lo Iced an external oscillatory disturbance to the process. The results for this 

case are shown in the third row o f Figure 3.16. Horch’s correlation method (Horch, 1999) 

o f diagnosing the oscillation or more specifically valve stiction gives an odd correlation
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function between op and pv for this case, thereby falsely detecting the presence of stiction 

in the control loop (more discussion w ill be provided in Section 5.6.2). The proposed test 

gives an N G l value o f -0.0003. It clearly shows that the reason for the oscillation is not due 

to presence o f nonlincarity in the system. The bicoherence plot is also flat.

3.6.4 Presence of stiction

A valve stiction model developed as part o f this work (see Chapter-4, plus Choudhury and 

Shah (2001) and Choudhury el al. (2004«)) was used to perform this simulation. The model 

consists o f two parameters: (1) deadband plus stickband, S and (2) slip jump, J. Figure 4.11 

in Chapter 4 summarizes the model algorithm.

To perform the simulation for this particular case, S =  3 and J =  1 were used. Note 

that in order to initiate lim it cycles or oscillations in a simple first order time delay process 

in the presence o f valve stiction, a set point change at the beginning o f the simulation is 

required. Thereafter, the process is allowed to operate under regulatory control. The last 

row of Figure 3.16 shows the lime trend o f the control error signal, the bicoherence plot 

and the pv-op plot. The presence o f stiction produces oscillations in the process. The 

values o f N G l and N i l  are 0.05 and 0.048 (the thresholds for N G l and N L I are 0.001 

and 0.01 respectively), clearly detecting the presence o f nonlincarity in the process signal. 

A fter detecting the nonlinearity, the process variable versus controller output plot, i.e., pv- 

op plot can be used to diagnose the type o f nonlincarity. Usually, the presence o f distinct 

elliptical loops with sharp-turn around points is an indication o f the presence o f stiction in 

the valve. Note that for other cases there are no such distinct cycles in pv-op plot (see the 

right panel o f the Figure 3.16). I f  the valve position (mv) is available, the mv-op plot can 

be conveniently and more accurately used to identify the type o f nonlinearity in the valve.

3.7 Industrial Case Studies

The proposed method has been successfully applied to the detection and isolation o f 

actuator or valve faults for many industrial control loops. There are many types o f valve 

faults such as stiction, saturation, oversized valve, and corroded valve seat. One diagnosis 

example for each type o f valve faults w ill be discussed here.
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3.7.1 Stiction in a furnace dryer temperature control valve

This subsection describes a temperature control loop on a furnace feed dryer system at the 

Tech-Cominco mine in Trail, British Columbia, Canada. The temperature o f the dryer 

combustion chamber is controlled by manipulating the flow rate o f natural gas to the 

combustion chamber. The minimum variance performance index o f this loop was very 

poor.
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Figure 3.17: Analysis o f time scries data from an industrial temperature control loop.

Figure 3.17(a) depicts time trends of the controlled variable, the controller output and 

the set point. It shows clear oscillations in both the controlled variable and the controller 

output. Figure 3.17(b) shows the bicoherence plot. The N G l and N i l  obtained for this 

loop were 0.006 and 0.197 respectively, clearly indicating the presence of nonlincarity in 

the loop. The presence o f distinct cycles in the characteristic pv-op  plot (Figure 3.17(c)) 

together with the pattern obtained in Figure 3.17(d) characterize the presence o f backlash 

and stiction in the control valve. Thus, this analysis was able to confirm the cause of poor 

loop performance due to the presence o f valve stiction.
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3.7.2 Valve Saturation

Figure 3.18 illustrates an example o f an industrial control loop where the valve suffers 

from saturation. The time trends o f the pv, op, and sp are depicted in Figure 3.18(a) 

showing oscillations. The bicoherence test gives N G l =  0.07 and N L I — 0.29, clearly 

indicating a nonlinear loop. The corresponding bicoherence plot also shows many large 

peaks indicating significant nonlinearity. To diagnose the type o f nonlinearity, specific 

patterns in pv-op plot are found to be useful. The pv-op mappings for this loop is shown 

in Figure 3.18(c). A  vertical straight line with some random cycles in the pv-op plot is a 

signature o f valve saturation. I f  the valve saturates in both ends (that is for both full close 

and full open conditions), there w ill be two vertical straight lines in the pv-op plot. The 

explanation o f this pattern lies in the use o f anti-wind up in the integral action o f the PI(D) 

controller. Because o f anti-wind up action, the controller output is kept constant while the 

process output may change.

M ax biC(0 015625,0 03125) = 0 52416
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(c) pv-op plot

Figure 3 .18: Results o f the analysis o f an industrial loop with valve saturation. 
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3.7.3 Valve problems in some flow control loops

This analysis is for two flow control loops at Celanese Canada Ltd., a chemical complex 

located in Edmonton, Canada. Data were collected with a sampling interval o f 1 min over 

two periods of time: April 10 to 17, 2001 and July 1 to 15, 2001, the latter follow ing 

an annual maintenance shutdown o f the plant. Results for both these loops are discussed 

below.
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Figure 3.19: Analysis o f  flow  loop I  data before (A pril - left) and after the (July - right) 

plant maintenance shutdown period.

Oversized valve

This is a recycle flow control loop. Detailed diagnostic plots are shown in Figure 3.19. 

Time series of the data collected in A pril and July are shown in Figures 3.19(a) and 

3.19(b). The op  trend in Figure 3.19(a) shows that the valve movement was very slow 

and insignificant compared to the change in the error signal, (pv-sp). The values o f N G l 

and N i l  arc 0.01 and 0.10 respectively. An N G l value o f 0.01 shows that the signal is Non- 

Gaussian. The N U  value o f 0.10 indicates the presence of nonlincarity in the error signal. 

The op time trend in Figure 3.19(a) shows that a small change in op caused a big change 

in pv value (note the range o f y-axis for op, 49.4 to 50). Therefore, it was suggested that
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the nonlinearity in this loop was most likely due to an oversized valve. This 6-inch valve 

was replaced by a 3-inch valve during the annual maintenance shutdown o f the plant (in 

May, 2001). In order to confirm the result o f the analysis, additional data were collected in 

July. The results o f the ‘post-maintenance’ data analysis are shown in the right half o f the 

Figure 3.19. For the new data set, N G l =  0.0005 (less than 0.001). These values indicate 

Gaussian linear system characteristics.
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Figure 3.20: Analysis o f flow loop 2 data before (April - top) and after (July - bottom) the 

plant maintenance shutdown period.

Corroded valve seat

This is also a (low control loop at the outlet o f a pump located at the bottom o f a 

distillation column. Analysis o f the April, 2001 data for this loop revealed that the loop had 

nonlincarity problems with N G l — 0.032 and N i l  =  0.13. The diagnostic plots are shown 

in the top panel o f Figure 3.20. The test results correctly detected the presence of significant 

nonlincarity. The pv-op characteristic plot indicated a type o f nonlinear characteristic in 

the process or the valve that had not been observed before. During the annual maintenance, 

plant instrument personnel noticed that the valve seat and the plug were severely corroded. 

Consequently, the valve was replaced. The results o f the ‘post-maintenance’ analysis are
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shown in the lower panel o f the Figure 3.20. Now N G l =  0.04 and N L I  =  0.06, indicating 

yet again the presence o f a nonlinearity but in a substantially reduced form. The pv-op plot 

still shows unfamiliar patterns for unknown sources o f nonlinearities. However, the overall 

controller performance of this loop has improved significantly to the point where additional 

analysis was deemed unnecessary.

3.8 Conclusions

Based on HOS theory, two new indices -  the Non-Gaussianity Index (N G l) and the Non- 

Linearity Index (AT,/) -  have been developed to detect and quantify signal non-Gaussianily 

and nonlinearity. These indices together with specific patterns in the process output (pv) vs. 

the controller output (op) plot can be conveniently used to diagnose causes o f poor control 

loop performance. The method has been successfully applied to many industrial data sets. 

Several representative examples o f such studies have been presented here. In all cases, the 

results o f the analysis were confirmed by plant engineers.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4
Modelling Control Valve Stiction

The presence o f nonlinearities, e.g., stiction, dcadband and backlash in a control valve 

lim its the control loop performance. Stiction is the most common problem in spring- 

diaphragm type valves, which are widely used in the process industry. Though there have 

been many attempts to understand and model the stiction phenomenon, there is a lack o f 

a proper model which can be understood and related directly to the practical situation as 

observed in real valves in process industry. This study focuses on the understanding, from 

real-world data, o f the mechanism that causes stiction. It proposes a new data-driven model 

o f stiction, which can be directly related to real valves. It also validates the simulation 

results generated using the proposed model with that from a physical model o f the valve. 

Finally, valuable insights into stiction have been obtained from the describing function 

analysis o f the newly proposed stiction model.

 ̂A f u l l  paper on this chapter has been accepted fo r  pub lication  in C on tro l engineering Practice, 2004 { Choudhury et al.. 2004b) 

and also a b r ie f paper u rn  presented a t ADC HEM  2004 {Choudhury cl al.. 2004a). A ll sections' o f  this chapter were created entire ly by 

the thesis author apart from  the materials presented in sections 4.4 and 4.6. which are the results o f  a jo in t  work w ith N ina Thornh ill.
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4.1 Introduction

A typical chemical plant has hundreds or even thousands o f control loops. Control 

performance is important to ensure high product quality and low cost o f the product 

in such plants. The economic benefits resulting from performance assessment are 

difficult to quantify on a loop-by-Ioop basis because each problem loop contributes in a 

complicated way to the overall process performance. Finding and fix ing problem loops 

throughout a plant reduces off-grade production, decreases product property variability, 

lowers operating costs and improves production rate (Paulonis and Cox, 2003). Even a 

\%  improvement either in energy efficiency or improved controller maintenance direction 

saves hundreds o f m illions o f dollars for process industries (Desborough and M iller, 2002). 

Oscillatory variables are one of the main causes o f poor performance o f control loops. 

A key challenge is to find the root cause o f distributed oscillations in chemical plants 

(Qin, 1998; Thornhill et al., 2003a; Thornhill et al., 2003h). The presence o f oscillations 

in a control loop increases the variability o f the process variables thereby resulting in 

inferior products, larger rejection rales, increased energy consumption, reduced average 

throughput and profitability. Oscillations can cause a valve to wear out much earlier 

than expected. Oscillations increase operating costs roughly in proportion to the deviation 

(Shinskey, 1990). Detection and diagnosis o f the causes o f oscillations in process operation 

are important. Clearly, a plant operating within product quality lim its is more profitable 

than one that has to back away because o f variations in the product (Martin et al., 1991). 

Oscillatory feedback control loops commonly occur due to poor controller tuning, control 

valve stiction, poor process and control system design, and oscillatory disturbances 

(Bialkowski, 1992; Ender, 1993; Miao and Scborg, 1999). Bialkowski (1992) reported 

that about 30% o f the loops are oscillatory due to control valve problems.

The only moving part in a control loop is the control valve. I f  the control valve contains 

nonlinearities, e.g., stiction, backlash, and dcadband, the valve output may be oscillatory 

which in turn can cause oscillations in the process output. Among the many types o f 

nonlincaritics in control valves, stiction is the most common and one o f the long-standing 

problems in the process industry. It hinders the achievement o f good performance o f 

control valves as well as control loops. Many studies (Horch, 2000; M cM illan, 1995; Sharif 

and Grosvenor, 1998; Horch and Isaksson, 1998; Horch et al., 2000; Aubrun et al., 1995; 

Wallen, 1997; Taha et al., 1996; Gerry and Ruel, 2001; Ruel, 2000; Armstrong-Helouvry et 

al., 1994) have been conducted out to define and detect static friction or stiction. However, 

a unique definition and description o f the mechanism o f stiction does not exist. The
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present work addresses this issue as well as the modelling o f valve friction or stiction. 

The parameters o f a physical model, e.g., mass o f the moving parts o f the valve, spring 

constants, and forces, are not explic itly  known. These parameters need to be tuned properly 

to produce the desired response o f a valve. The effect o f changes in these parameters are 

also unknown. Working with such a physical model is therefore often time-consuming 

and cumbersome for simulation purposes. Also, in industrial practice, stiction and other 

related problems are identified in terms o f the percentage o f the valve travel or span o f the 

valve input signal. The relationship between the magnitudes o f the parameters o f a physical 

model and deadband, backlash or stiction (expressed as a % o f the span o f the input signal) 

is not simple. The purpose of this study is to develop an empirical, data-driven model o f 

stiction that is useful for simulation and diagnosis o f oscillation in chemical processes. The 

main contributions o f this chapter are:

•  An attempt to clarify the confusion prevalent in the control literature and in 

the control community regarding the misunderstanding o f stiction and the terms 

associated with it.

•  A new formal definition o f stiction has been proposed using parameters sim ilar to 

those used in (he American National Standard Institution’s (ANSI) formal definition 

o f backlash, hysteresis, and deadband. The key feature o f these definitions is that 

they focus on the input-output behaviour o f such elements. The proposed definition 

is also cast in terms o f the input-output behaviour.

•  A new two-parameter data-driven model o f stiction has been developed and validated 

with a mechanistic model o f stiction and also with data obtained from industrial 

control valves suffering from stiction. The data-driven model is capable o f 

handling stochastic inputs and can be be used to perform simulation o f stiction 

in M A T L A B ® ’s Simulink environment in the studies o f stiction relevant control 

loop problems. For example, stiction model can be used to create a root cause for 

originating oscillation in a plant-wide oscillation study.

•  A describing function analysis o f the newly proposed stiction model reveals valuable 

insights on stiction behaviour. For example, pure deadband or backlash cannot 

produce lim it cycles in the presence o f a PI controller unless there is an integrator 

in the plant under a closed loop feedback configuration.

This chapter has been organized as follows. First, a thorough discussion o f the terms 

related to valve nonlincarity are presented, followed by the proposal o f a new formal
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definition o f stiction. Sonic practical examples o f valve stiction are provided to gain 

insights into stiction from real-world data. The results of a mechanistic model o f stiction 

are used to validate the corresponding subsequent results o f the data-driven stiction model. 

Finally, a describing function analysis o f the newly proposed stiction model is presented.

4.2 W hat is Stiction?

Terms such as deadband, backlash and hysteresis are often misused and wrongly used in 

describing valve problems. For example, a deadband in a valve is commonly referred to 

as backlash or hysteresis. Therefore, before proceeding to the definition o f stiction, these 

terms must be defined for a better understanding o f the stiction mechanism and a more 

formal definition o f stiction.

4.2.1 Definition of terms relating to valve nonlinearity

This section reviews the American National Standard Institution’s (ANSI) formal definition 

o f terms related to stiction. The aim is to differentiate clearly between the key concepts that 

underlie the ensuing discussion o f friction in control valves. These definitions can also be 

found in (EnTech, 1998; Fisher-Rosemount, 1999), which also refer to ANSI. ANSI (ISA- 

55 1.1-1979, Process instrumentation Terminology) defines the above terms as follows:

•  Backlash: "In  process instrumentation, it is a relative movement between interacting 

mechanical parts, resulting from looseness, when the motion is reversed".

•  Hysteresis: "Hysteresis is that property o f the element evidenced by the dependence 

o f the value o f  the output, fo r  a given excursion o f the input, upon the history o f  p rio r  

excursions and the direction o f the current traverse."

-  " It is usually determined hv subtracting the value o f deadband from  the 

maximum measured separation between upscale going and downscale going 

indications o f the measured variable (during a fu l l  range traverse, unless 

otherwise specified) after transients have decayed." Figure 4.1(a) and (c) 

illustrates the concept.

-  "Some reversal o f output may be expected fo r  any small reversal o f input. This 

distinguishes hysteresis from deadband."
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•  Dead band: "In  process instrumentation, it is the range through which an input signal 

may he varied, upon reversal o f  direction, without in itiating an observable change in 

output signal."

-  "There are separate and distinct input-output relationships fo r  increasing and 

decreasing signals (See Figure 4.1(b))."

-  "Deadband produces phase lag between input and output."

-  "Deadband is usually expressed in percent o f span."

Deadband and hysteresis may be present simultaneously. In such an event, the 

characteristics in the lower left panel o f Figure 4.1 would be observed.
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Figure 4.1: Input-Output behaviour o f  hysteresis, deadband, and deadzone (redrawn from  

ANSI/ISA-S51.1-1979).

•  Dead Zone: " It is a predetermined range o f input through which the output remains 

unchanged, irrespective o f the direction o f change o f the input signal." (There is 

another definition o f  deadzone fo r  multi-position controller. It is a zone o f input fo r  

which no value o f output exists. It is usually intentional and adjustable)
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-  "There, is hut one input-output relationship (See Figure 4.1(d)).”

-  “ Dead zone produces no phase lag between input and output.”

The above definitions show that the term “ backlash”  applies specifically to the slack 

or looseness o f the mechanical part when the motion changes direction. Therefore, in 

control valves it may add deadband effects only i f  there is some slack in rack-and-pinion 

type actuators (Fisher-Rosemount, 1999) or loose connections in a rotary valve shaft. ANSI 

(ISA -S51.1-1979) definitions and Figure 4 .1 show that hysteresis and deadband are distinct 

effects. Deadband is quantified in terms o f input signal span (i.e., on the x-axis), while 

hysteresis refers to a separation in the measured (output) response (i.e., on the y-axis).

4.2.2 Discussion of the term “Stiction”

Various people and organizations have defined stiction in various ways. Several definitions 

are reproduced below:

•  According to the Instrument Society o f America (ISA) (ISA Subcommittee SP75.05, 

1979), “ stiction is the resistance to the start o f motion, usually measured as the 

difference between the driving values required to overcome static fric tion  upscale 

and downscale” . The definition was first proposed in 1963 in American National 

Standard C85.1-1963,“ Terminology for Automatic Control”  and has not been 

updated. This definition was adopted in ISA 1979 Handbook (ISA Subcommittee 

SP75.05, 1979) and has remained the same in the revised 1993 edition.

•  According to Entech (1998), “ stiction is a tendency to stick-slip due to high static 

fric tion . The phenomenon causes a lim ited resolution o f the resulting control valve 

motion. ISA terminology has not settled on a suitable term yet. Stick-slip is the 

tendency o f a control valve to stick while at rest, and to suddenly slip after force has 

been applied” .

•  According to (Horch, 2000), "The control valve is stuck in a certain position due to 

high static friction. The (integrating) controller then increases the set point to the 

valve until the static fric tion  can be overcome. Then the valve breaks o ff and moves 

to a new position (slip phase) where it sticks again. The new position is usually on 

the other side o f the desired set point such that the process starts in the opposite 

direction again” . This is the extreme case o f stiction. On the contrary, once the valve
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overcomes stiction, it might travel smoothly for some time and then stick again when 

the velocity o f the valve is close to zero.

•  In a recent paper, Ruel (2000) reported “ stiction as a combination o f the words 

stick and fric tion , created to emphasize the difference between static and dynamic 

fric tion . Stiction exists when the static (starting) fr ic tion  exceeds the dynamic 

(moving) fr ic tio n  inside the valve. Stiction describes the valve’s stem (o r shaft) 

sticking when small changes are attempted. Friction o f a moving object is less than 

when it is stationary. Stiction can keep the stem from  moving fo r  small control input 

changes, and then the stem moves when there is enough force to free it. The result o f 

stiction is that the force required to get the stem to move is more than is required to 

go to the desired stem position. In presence o f stiction, the movement is jumpy".

This definition resembles stiction as measured online in process industries —  putting 

the control loop in manual and then increasing the valve input in small increments 

until there is a noticeable change in the process variable.

•  In (Olsson, 1996), stiction is defined as “ short fo r  static fr ic tio n  as opposed to 

dynamic fric tion . It describes the fric tion  force at rest. Static fric tion counteracts 

external forces below a certain level and thus keeps an object from moving".

The above discussion reveals the lack o f a formal and general definition o f stiction and 

the mechanism(s) that causes it. A ll o f the above definitions agree that stiction is the 

static friction that keeps an object from moving and when the external force overcomes 

the static friction the object starts moving. However, these definitions disagree in the way 

stiction is measured and how it can be modelled. Also, there is no clear description o f what 

happens at the moment when the valve just overcomes the static friction. Several modelling 

approaches described this phenomenon using a Stribeck effect model (Olsson, 1996).

4.2.3 A proposal for a definition of stiction

The motivation for a new definition o f stiction is to capture the descriptions cited earlier 

w ithin a definition that explains the behaviour o f a valve with stiction in terms o f its input- 

output behaviour, as is done in the ANSI definitions for backlash, hysteresis, and deadband. 

The new definition o f stiction as proposed by the author is based on careful investigation 

of real process data. It is observed that the phase plot o f the input-output behaviour of 

a valve “ suffering from stiction” can be described as shown in Figure 4.2. It consists of 

four components: deadband, stickband, slip-jump and the moving phase. When the valve

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.2 What is Stiction? 69

comes to rest or changes direction at point A  in Figure 4.2, the valve sticks. A fter the 

controller output overcomes the deadband (A B ) and the stickband (BC) o f the valve, the 

valve jumps to a new position (point D) and continues to move. Due to very low or zero 

velocity, the valve may stick again between points D and E in Figure 4.2 while travelling 

in the same direction (EnTech, 1998). In such a case, the magnitude o f deadband is zero 

and only stickband is present. This can be overcome only i f  the controller output signal is 

larger than the stickband. The latter is uncommon in industrial practice.
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Figure 4.2: Typical input-output behaviour o f a sticky valve.

The deadband and stickband represent the behaviour o f the valve when it is not 

moving, even though the input to the valve keeps changing. S lip-jum p represents the 

abrupt release o f potential energy stored in the actuator chambers due to high static 

friction in the form o f kinetic energy as the valve starts to move. The magnitude of 

the slip-jump is critical in determining the lim it cyclic behaviour introduced by stiction 

(M cMillan, 1995; Piipponcn, 1996). Once the valve slips, it continues to move until it 

sticks again (point E in Figure 4.2). In this moving phase, dynamic friction may be much 

lower than the static friction. As depicted in Figure 4.2, this section has proposed a rigorous 

description o f the effects o f friction in a control valve. Therefore, we propose the following 

new definition o f stiction:

“ Stiction is a property o f an element whose smooth movement in response to a varxiny 

input is preceded by a stickband and an abrupt jump termed the slip-jump. Slip-jump is
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expressed as a percentage o f the output span. Its origin in a mechanical system is static 

fric tion , which exceeds the fric tion  during smooth movement” .

This definition has been exploited in the next and subsequent sections for the evaluation 

o f practical examples and for modelling o f a control valve suffering from stiction in a 

feedback control configuration.

4.3 Practical Exam ples o f  Valve Stiction

The objective o f this section is to explore effects o f stiction through the investigation of 

data from industrial control loops. The observed effects reinforce the need for a rigorous 

definition o f  stiction. This section analyzes four data sets. The first set is from a power 

plant, the second and third are from a petroleum refinery and the fourth is from a furnace. 

To preserve the confidentiality o f the plants, all data are scaled and reported as mean- 

centered with unit variance. The notations followed by industry are used here in order to 

enhance the readability o f this work. For example, pv is used to denote the process variable 

or controlled variable. Similarly, op is used to denote the controller output, mv to denote 

valve output or valve position, and sp to denote set point.

•  Loop 1 is a level control loop that controls the level o f condensate in the outlet o f a 

turbine by manipulating the flow rate o f the liquid condensate. In total, 8640 samples 

for each tag were collected at a sampling rate o f 5 seconds. Figure 4.3 shows a 

portion o f the time domain data. The left panel shows time trends for level (pv), the 

controller output (op) which is also the valve demand, and valve position (mv) which 

can be taken to be the same as the condensate flow rale. The plots in the right panel 

show the characteristics pv-op  and mv-op plots. The bottom plot clearly indicates 

both the stickband plus deadband and the slip-jump effects. The slip-jump is large 

and visible from the bottom plot especially, when the valve is moving in a downward 

direction. It is marked as ‘A' in the figure. It is evident from this figure that the valve 

output (mv) can never reach the valve demand (op). This kind o f stiction is termed 

as ‘undershoot case’ o f valve stiction in this study. The pv-op plot does not show the 

jump behaviour clearly. The slip-jump is very difficult to observe in the pv -  op  plot 

because the process dynamics (i.e., the transfer function between mv and pv) destroy 

the pattern. This loop shows one possible type o f stiction phenomenon clearly. The 

stiction model developed later in the paper based on the control signal (op) is able to 

imitate this kind o f behaviour.
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Figure 4.3: Flow control cascaded to level control in an industrial setting, the line with 

circles is pv and mv, the thin line is op.

•  Loop 2 is a liquid (low slave loop o f a cascade control loop. The data was collected 

at a sampling rate o f 10 s and the data length for each tag was 1000 samples. The left 

plot o f Figure 4.4 shows the time trend o f pv and op. A closer examination o f this 

figure reveals that the pv (flow rate) is constant for a given period o f time, though 

the op changes over that period. This is the period during which the valve was stuck. 

Once the valve overcomes deadband plus stickband, the pv changes very quickly 

(denoted as ‘A ’ in the figure) and moves to a new position where the valve sticks 

again. It is also evident that sometimes the pv overshoots the op, and sometimes it 

undershoots. The pv-op  plot has two distinct parts -  the lower part and the upper part 

extended to the right. The lower part corresponds to the overshoot case o f stiction, i.c, 

it represents an extremely sticky valve. The upper part corresponds to the undershoot 

case o f stiction. These two cases have been separately modelled in the data driven 

stiction model. This example constitutes a mixture o f undershoot and overshoot cases 

o f stiction. The terminologies regarding different cases o f stiction w ill be clarified in 

Section 4.5.
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Figure 4.4: Data from  a flow  loop in a refine ty, time trend o f  pv and op (left) - the line with 

circles is pv and the thin line is op, and the pv-op plot (right).
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Figure 4.5: Data front a flow  loop in a refine ty, time trend o f  pv and op (top left) - the line 

with circles is pv and the thin line is op, the pv-op p lotftop right), time trend o f pv and sp 

(bottom left), line with circles is pv and thin line is sp, and the pv-sp plot(bottom right).
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•  Loop 3 is a slave flow loop cascaded with a master level control loop. A sampling 

rate o f 6 s was used for the collection of data and a total o f 1000 samples for each 

tag were collected. The top panel o f Figure 4.3 shows the presence o f stiction w ith a 

clear indication o f stickband plus deadband and the slip-jump phase. The slip-jump 

appears as the control valve just overcomes stiction (denoted as point ‘A ’ in Figure 

4.3). This slip-jump is not very clear in the pv-op plot o f the closed loop data (top 

right plot) because both pv and op jump together due to the probable presence of 

a proportional only controller. However, it shows the presence o f deadband plus 

stickband clearly. Sometimes it is best to look al the pv-sp plot when it is a cascaded 

loop and the slave loop is operating under proportional control only. The bottom 

panel o f Figure 4.3 shows the time trend and phase plot o f sp and pv, where the slip- 

jum p behaviour is clearly visible. This example represents a case o f pure stick-slip 

or stiction with no offset.
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Figure 4.6: Industrial dryer temperature control loop data, lines with circles are pv and 

J'lowrate, the thin line is op (the bottom left panel).

•  Loop 4 is a temperature control loop on a furnace feed dryer system at the Tech- 

Cominco mine in Trail, British Columbia, Canada. The temperature o f the dryer 

combustion chamber is controlled by manipulating the llow rate o f natural gas to the 

combustion chamber. A total 1440 samples for each tag were collected at a sampling 

rate o f 1 min. The top plot o f the left panel o f the Figure 4.6 shows time trends of
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temperature (pv) and controller output (op). It shows clear oscillations both in the 

controlled variable (pv) and the controller output. The presence o f distinct loops is 

observed in the characteristic pv-op plot (see Figure 4.6 top right). For this loop, 

there was a flow indicator close to this valve and this indicator data were available. 

In the bottom figure this flow rate is plotted versus op. The flow rate data appear to 

be quantized but the presence o f stiction in this control valve was confirmed by the 

plant engineer. The two bottom plots clearly show the stickband and the slip-jump o f 

the valve. Note that the moving phase o f the valve is almost absent in this example. 

After the valve overcomes stiction, it jumps to the new position and sticks again.

4.4 A Physical M odel o f Valve Friction

4.4.1 Model formulation

The purpose of this section is to understand the physics o f valve friction and reproduce the 

behaviour seen in real plant data. A cross-sectional diagram o f a typical pneumatic control 

valve is shown in Figure 4.7. For such a pneumatic sliding stem valve, the force balance 

equation based on Newton’s second law can be written as:

d~ x
M  lorces  =  /•„ +  7', +  /y  +  If,  +  /•, (4.1)

where M  is the mass o f the moving parts, x is the relative stem position, Fa =  An is the force 

applied by pneumatic actuator where A is the area o f the diaphragm and it is the actuator 

air pressure or the valve input signal, Fr =  —kx is the spring force where k is the spring 

constant, Fp =  - A pAF  is the force due to fluid pressure drop where Ap is the plug unbalance 

area and AF  is the fluid pressure drop across the valve, /•} is the extra force required to force 

the valve to be into the seat and /y  is the friction force (Fitzgerald, 1995; Kayihan and Doyle 

III, 2000; Whalen, 1983). Following Kayihan and Doyel III, /•) and Fp w ill be assumed to 

be zero because o f their negligible contribution in the model.

The friction model is from (Karnopp, 1985; Olsson, 1996) and was also used by Horch 

and Isaksson (1998). It includes static and moving friction. The expression for the moving 

friction is in the first line o f Equation 4.2 and comprises a velocity independent term /> 

known as Coulomb friction and a viscous friction term vFv that depends linearly upon the
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Figure 4.7: A cross-sectional diagram o f a pneumatic control valve.

velocity. Both act in opposition to the velocity, as shown by the negative signs.

(  —Fc sgn(v) -  vFv i f  v £ 0

Ff  =  <j - { F a +  Fr ) i f  i' =  0 and \F„ +  Fr \ <  Fs (4.2)
[  ~FS sgn(Fa +  /•',.) i f  v =  0 and \Fa +  Fr \ >  Fs

The second line in Equation 4.2 is the case when the valve is stuck. Fs is the maximum 

static friction. The velocity o f the stuck valve is zero and not changing, therefore the 

acceleration is zero also. Thus, the right-hand side o f Newton’s law is zero, such that 

F j — —{Fa +  Fr ). The third line o f the model represents the situation at the instant o f 

breakaway. At that instant the sum o f forces is (Fa +  I f )  -  Fssgn(Fa +  />), which is not 

zero i f  \Fa +  Fr \ >  Fs . Therefore, the acceleration becomes non-zero and the valve starts to 

move.

A disadvantage o f a physical model o f a control valve is that it requires several 

parameters (A/, Fy, />, Fv) to be known. The mass M  and typical friction forces ( /rv, Fr , I f )  

depend upon the design o f the valve. Kayihan and Doyle III (2000) used manufacturer’s 

values suggested by Fitzgerald (1995) and sim ilar values have been chosen here apart 

from a slightly increased value o f Fs and a smaller value for / y  in order to make the 

demonstration o f the slip-jump more obvious (see Tabic 4 .1). Figure 4.8 shows the friction
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Figure 4.8: Friction characteristic plot.

force characteristic in which the magnitude o f the moving friction is smaller than that o f 

the static friction. The friction force opposes velocity (see Equation 4.2) thus the force is 

negative when the velocity is positive.

Table 4.1: Nominal values used for physical valve simulation

Parameters Kayihan and Doyle III, 2000 Nominal case

M 3 Ih (1.36 kg) 1.36 kg

/•; 384 I h f  (1708 V ) 1750 V

Fc 320 Ib f  (1423 V ) 1250 V

/•; 3.5 I h f . s . i t r 1 (612 V..y.///“ ! ) 612 N .s .n r 1

spring constant, k 300 / / ; / . ;> r ' (52500 V .//;- '1) 52500 V . / / / " 1

diaphragm area. A 100 in2 (0.0645 n r  ) 0.0645 n r

ca libration fac to r. k /A - 807692 P a .n r ]

a ir  pressure 10 psi (68950 Pa) 68950 Pa

The calibration factor o f Table 4.1 is introduced because the required stem position xr 

is the input to the simulation. In the absence o f stiction effects the valve moving parts 

come to rest when the force due to air pressure on the diaphragm is balanced by the spring 

force. Thus An — kx and the calibration factor relating air pressure it to ,\y is k/A . The 

consequences o f miscalibralion are discussed below.
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4.4.2 Valve simulation

The purpose o f simulation o f the valve was to determine the influence o f the three friction 

terms in the model. The nonlinearity in the model is able to induce lim it cycle oscillations 

in a feedback control loop. The aim is to understand the contribution o f each friction term 

to the character and shape o f the lim it cycles.

Open Loop response:

Figure 4.9 shows the valve position when the valve model is driven by a sinusoidal variation 

in op in the absence o f the controller. The left-hand column shows the time trends while 

the right hand panels are plots o f valve demand (op) versus valve position (mv). Several 

cases are simulated using the parameters shown in Table 4.2. The “ linear”  values are those 

suggested by Kayihan and Doyle III for the best case o f a smart valve with Teflon packing 

requiring air pressure o f about 0.1 psi (689 Pa) to start it moving.

Table 4.2: Friction values used in simulation o f physical valve model

Parameters linear pure

deadband

stiction 

(undershoot) 

(open loop)

stiction 

(undershoot) 

(closed loop)

stiction 

(no offset)

Fs{N) 45 1250 2250 1000 1750

FC(N) 45 1250 1250 400 0

/•; (N .s .n r ') 612 612 612 612 612

In the first row o f Figure 4.9, the Coulomb friction /y  and static friction Fs are small and 

linear viscous friction dominates. The input and output are almost in phase in the first row 

o f Figure 4.9 because the sinusoidal input is o f low frequency compared to the bandwidth 

o f the valve model and is on the part o f the frequency response function where input and 

output are in phase.

Valve deadband is due to the presence o f Coulomb friction /y ,  a constant friction which 

acts in the opposite direction to the velocity. In the deadband simulation case the static 

friction is the same as the Coulomb friction, /y =  /y . The deadband arises because, on 

changing direction, the valve remains stationary until the net applied force is large enough 

to overcome /y . The deadband becomes larger i f /y  is larger.
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Figure 4.9: Open loop response o f mechanistic model. The amplitude o f the sinusoidal 

input is 1 0  cm in each case.

A valve with high initial static friction such that Fs >  Fr exhibits a jumping behaviour 

that is different from a deadband, although both behaviors may be present simultaneously. 

When the valve starts to move, the friction force decreases abruptly from Fs to Fc. There is 

therefore a discontinuity in the model on the right hand side o f Newton’s second law and 

a large increase in acceleration o f the valve moving parts. The initial velocity is therefore 

higher than in the !•] — Fr case, leading to the jump behaviour observed in the third row of 

Figure 4.9. I f  the Coulomb friction Fr is absent, then the deadband is absent and the slip- 

jump allows the mv to catch up with the op (fourth row). I f  the valve is miscalibratcd, then 

swings in the valve position (mv) are larger than swings in the demanded position (op). In 

that case the gradient o f the op-mv plot is greater than unity during the moving phase. The
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bottom row o f Figure 4.9 shows the case when the calibration factor is too large by 25%. 

A  slip-jump was also used in this simulation.

Closed loop dynamics:

For assessment o f closed loop behaviour, the valve output drives a first order plus dead time 

process G(.v) and receives its op reference input from a PI controller C(s), where:

G(s)
3e - l ( k

10.V +
C (s) =  0.2

1O.v

lO.v
(4.3)

mv (thick line) and op (thin line) mvvs. op
I l l )

L—T- L _ f- t . . l  _ _ NX _... i „ ..
t i l l
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• : V  • V V d

Al ( \•y :-V-/ x 
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n
u  v_ \

! n  z7]
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time/s
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Figure 4.10: Closed loop response o f mechanistic model.

Figure 4 .10 shows the lim it cycles induced in this control loop by the valve together with 

the plots o f valve position (mv) versus valve demand (op). The lim it cycles were present 

even though the set point to the loop was zero. That is, they were internally generated and 

sustained by the loop in the absence o f any external selpoint excitation.
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There was no lim it cycle in the linear case dominated by viscous friction or in the case 

with deadband only when Fs — Fc. It is known that deadband alone cannot induce a lim it 

cycle unless the process G(s) has integrating dynamics, as w ill be discussed further in 

Section 4.5.3.

The presence o f stiction (Fs >  />) induces a lim it cycle with a characteristic triangular 

shape in the controller output. Cycling occurs because an offset exists between the set 

point and the output o f the control loop while the valve is stuck which is integrated by 

the PI controller to form a ramp. By the time the valve finally moves in response to the 

controller op signal the actuator force has grown quite large and the valve moves quickly to 

a new position where it then sticks again. Thus, a self lim iting cycle is set up in the control 

loop.

I f  stiction and deadband are both present, then the period o f the lim it cycle oscillation 

can become very long. The combination Fs =  1750 jV and Fc — 1250 V gave a period 

o f 300s while the combination Fs =  1000N  and /> =  400N  had a period o f about 140s 

(top row, Figure 4.10). In both cases, the period is much longer than the time constant o f 

the controlled process or its cross-over frequency. The period o f oscillation can also be 

influenced by altering the controller gain. I f  the gain is increased the linear ramps o f the 

controller output signal are steeper, the actuator force moves through the deadband more 

quickly and the period o f the lim it cycle becomes shorter (second row, Figure 4.10). The 

technique o f changing the controller gain is used by industrial control engineers to test the 

hypothesis o f a lim it cycle induced by valve non-linearity while the plant is still running in 

closed loop.

In the pure stick-slip or stiction with no offset case shown in the third row o f Figure 4 .10 

the Coulomb friction is negligible and the oscillation period is shorter because there is no 

deadband. The bottom row in Figure 4.10 shows that miscalibration causes an overshoot in 

closed loop.

4.5 Data Driven M odel of Valve Stiction

The proposed data-driven model has parameters that can be related directly to plant data and 

it produces the same behaviour as the physical model. The model needs only an input signal 

and the specification o f deadband plus stickband and slip-jump. It overcomes the main 

disadvantages o f physical modelling o f a control valve, namely it requires the knowledge 

o f the mass o f the moving parts o f the actuator, spring constant, and the friction forces. 

The effect o f the change o f these parameters can not easily be determined analytically
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because the relationship between the values o f the parameters and the observation o f the 

deadband/stickband as a percentage o f valve travel is not straightforward. In a data-driven 

model, the parameters are easy to choose and the effects o f these parameter changes are 

simple to realize.

4.5.1 Model formulation

The valve sticks only when it is at rest or changing its direction. When the valve changes its 

direction it comes to rest momentarily. Once the valve overcomes stiction, it starts moving 

and may keep moving for sometime, depending on how much stiction is present in the 

valve. In this moving phase, it suffers only dynamic friction which may be smaller than 

static friction. It continues to do so until its velocity is again very close to zero or it changes 

its direction.

In the process industry, stiction is generally measured as a % o f the valve travel or the 

span o f the control signal (Gerry and Ruel, 2001). For example, a 2 % stiction means 

that when the valve gets stuck, it w ill start moving only after the cumulative change o f its 

control signal is greater than or equal to 2%. I f  the range o f the control signal is 4 to 20 

mA, then a 2% stiction means that a change o f the control signal less than 0.32 n iA  in 

magnitude w ill not be able to move the valve.

In the modelling approach described herein, the control signal has been translated to the 

percentage of valve travel w ith the help o f a linear look-up table. I f  the control signal is 

noisy, then a filter, e.g. exponentially weighted moving average filter (EW M A), can be used 

to filter the noise. The model consists o f two parameters -  namely the size o f deadband 

plus stickband S (specified in the input axis) and slip-jump J (specified on the output axis). 

Note that the term ‘S’ contains both the deadband and stickband. Figure 4.11 summarizes 

the model algorithm, which can be described as:

•  First, the controller output (m A) is converted to valve travel % using a look-up table.

•  I f  the transformed controller output signal (%) is less then 0 or more than 100, the 

valve is saturated (i.e., fu lly  close or fully open).

•  I f  the signal is within the 0 to 100% range, the algorithm calculates the slope o f the 

controller output signal.

•  Next, the change o f the direction o f the slope o f the input signal is taken into 

consideration. I f  the ‘sign’ o f the slope changes or remains zero for two consecutive
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instants, the valve is assumed to be stuck and docs not move. The ‘sign’ function of 

the slope gives the following:

-  I f  the slope o f input signal is positive, the sign(slope) returns ‘+ 1 \

-  I f  the slope o f input signal is negative, the sign(slope) returns ‘ - I ’ .

-  I f  the slope o f input signal is zero, the sign(slope) returns ‘O’ .

C °p*k) )

x (k ) > 0
no

ves
ves

x (k )< l(M )

v  n e > v = |x ( k ) -x ( k - l) J /A t

n o no
g n  (v _ .n c \v )= s itfn (v ..o ld

yes ves
yes

n o
n oyes

y ( k ) = y ( k - l )
no

remain stuck yes

y ( k ) = x ( k )  • s if» n (v _ tu ,\v )*(.V -./)/2
Valve sticks

Valve slips and moves

y ( k )
V a lv e  c l ia ra c te r is t ie s  
(e .g ., l in e a r ,  s q u a re  ro o t ,  e tc .)
(Converts valve r < to m \ )

Figure 4 .1 1: Signal and logic flow  chart o f the data-driven stiction model.

Therefore, when sign(slope) changes from ‘+1’ to ‘ -1’ or vice versa, this means that 

the direction o f the input signal has been changed and the valve is in the beginning of 

its stick position (points A and F in Figure 4.2). The algorithm detects stick position
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o f the valve at this point. Now, the valve may stick again while travelling in the same 

direction (opening or closing direction) only i f  the input signal to the valve does 

not change or remains constant for two consecutive instants, which is uncommon in 

practice. For this situation, the sign(slope) changes to ‘O’ from ‘+ F  or ‘-F  and vice 

versa. The algorithm again detects the stick position o f the valve in the moving phase 

and this stuck condition is denoted with the indicator variable /  =  1. The value of 

the input signal when the va]ve gets stuck is denoted as xss. This value o f xss is kept 

constant and does not change until the valve gets stuck again. The cumulative change 

o f input signal to the model is calculated from the deviation o f the input signal from 

xss.

•  For the case where the input signal changes direction (i.e., the sign(slope) changes 

from ‘+ F  to ‘ -F  or vice versa), i f  the cumulative change o f the input signal is more 

than the amount o f the deadband p|us stickband (S), then the valve slips and starts 

moving.

•  For the case when the input signal does not change direction (i.e., the sign(slope) 

changes from ‘+ F  or - .p  l0 zero, or vice versa), i f  the cumulative change o f the 

input signal is more than the amount o f the stickband (./), then the valve slips and 

starts moving. Note that this takes care o f the case when valve sticks again while 

traveling in the same direction (EnTech, 1998; Kano et «/•, 2004).

•  The output is calculated using tlie equation:

°utput =  m /W  -  sign i^ope) * (S -  J ) / 2  (4.4)

and depends on the typc 0f  stiction present in the valve. U can be described as 

follows:

-  Deadband: I f  J =  0, then it represents pure deadband case without any slip- 

jump.

-  Stiction (undershoot): I f . /  <  S, then the valve output can never reach the valve 

input. There is always some offset. This represents the undershoot case o f 

stiction.

-  Stiction (no offset); i f  y =  5, the algorithm produces pure stick-slip behaviour. 

There is no offset between the input and output. Once the valve overcomes 

stiction, valve output tracks the valve input exactly. This is the well-known 

“stick-slip case’’.
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-  Stiction (overshoot): I f  J >  S, the valve output overshoots the valve input due 

to excessive stiction. This is termed as overshoot case o f stiction.

Recall that J  is an output (y-axis) quantity. Also, the magnitude o f the slope between 

input and output is 1.

•  The parameter J signifies the slip-jump start o f the control valve immediately after it 

overcomes the deadband plus stickband. It accounts for the offset between the valve 

input and output signals.

•  Finally, the output is converted back to an mA signal using a look-up table based on 

characteristics o f the valve such as linear, equal percentage or square root, and the 

new valve position is reported.

4.5.2 Open loop response of the model under a sinusoidal input

Figure 4.12 shows the open loop behaviour o f the new data-driven stiction model in the 

presence o f various types o f stiction. Plots in the left panel show the lime (rend o f (he valve

input op (thin solid line) and the output mv (thick solid line). The right panel shows the

input-output behaviour o f the valve on a X -Y  plot.

•  The first row shows the case o f a linear valve without stiction.

•  The second row' corresponds to pure deadband without any slip jump, i.e., ./ =  0. 

Note that for this case, the magnitude o f stickband is zero and deadband itself equals 

‘S’ .

•  The third row shows the undershoot case o f a sticky valve where J <  S. This case is 

illustrated in the first and second examples o f industrial control loops. In this case, 

the valve output can never reach the valve input. There is always some offset.

•  The fourth row represents pure stick-slip behaviour. There is no offset between the 

input and output. Once the valve overcomes stiction, valve output tracks the valve 

input accurately.

•  In the fifth row, the valve output overshoots the desired set position or the valve input 

due to excessive stiction. This is termed “ overshoot case o f stiction” .
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Figure 4.12: Open loop simulation results o f the data-driven stiction model.

In reality, a composite o f these stiction phenomena may be observed. Although this 

model is not directly based on the dynamics o f the valve, the strength o f the model is that it 

is very simple to use for the purpose o f simulation and can quantify stiction as a percentage 

o f valve travel or span o f input signal. Also, the parameters used in this model are easy 

to understand, realize and relate to real stiction behaviour. Though this is an empirical 

model and not based on physics, it is observed that this model can correctly reproduce the 

behaviour o f the physics-based stiction model. This can be observed by comparing Figure 

4 .13(a) with 4 .10. The data for these figures are obtained from the simulation o f the same 

process and controller, but with different stiction models. The notable features are:

•  For a first order plus time delay model, both stiction models show no lim it cycle for

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.5 Data Driven Model of Valve Stiction 86

the case of pure deadband. Both models show that for lim it cycles a certain amount 

o f slip-jump is required.

•  I f  the process contains an integrator in closed loop, both models show lim it cycle 

even in the presence o f pure deadband.

•  The two models produce identical results for other cases o f stiction.

The open loop simulation results for both models look very sim ilar in Figures 4.12 and 

4.9. Note that a one-to-one comparison o f these figures cannot be made because there is 

no direct one-to-one relation among the parameters o f the empirical data-driven model and 

that o f the physics-based model.

4.5.3 Closed loop behaviour of the model

Closed loop behaviour o f the stiction model has been studied for two different cases, 

namely a concentration loop and a level loop. The concentration loop has slow dynamics 

with a large dead time. The level loop has only an integrator. The transfer functions, 

controllers and parameters used in simulation are shown in Table 4.3. Note that the 

magnitudes of S and ./ are specified as a percentage (%) o f valve input span and output 

span respectively. The results for each o f the loops are discussed in a separate section 

below.

Table 4.3: Process models, controllers, and data-driven stiction model parameters.

stiction

Loop Type Process Controller deadband undershoot no offset overshoot

S J 5 J S J .S' J

concentration fc
lO.v 1 1 ( ) . 2 ( M ) '-n O 5 2 5 5 5 7

Level 1
.V

0 .4 (H il) 3 0 3 3.5 3 3 3 4.5

Concentration loop

The transfer function model for this loop was obtained from (Horch and Isaksson, 1998). 

This transfer function with a PI controller in a feedback closed loop configuration was used 

for the simulation.
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Steady state results o f the simulation for different stiction cases are presented in Figures 

4.13(a) and 4.13(b). In both figures, thin lines are the controller output. The triangular 

shape o f the time trend o f controller output is one o f the characteristics o f stiction 

(Horch, 2000). Note that Figure 4.13(a) resembles Figure 4.10 that was generated using 

the same process and controller in conjunction with the physics-based valve model. In all 

cases, the presence o f stiction causes lim it cycling o f the process output. In the absence of 

stiction, there are no lim it cycles, which is shown in the first row o f Figure 4.13(a). The 

presence o f pure deadband also does not produce a lim it cycle. It only adds dead time to the 

process. This conforms to the findings o f (Piipponen, 1996; M cM illan , 1995), who stated 

that the presence o f pure deadband only adds dead time to the process and the presence o f 

deadband together with an integrator produces a lim it cycle (discussed further in Section 

4.6.4). Figure 4.13(a) shows the controller output (op) and valve position (mv). Mapping 

o f mv vs. op clearly shows the stiction phenomena in the valve. It is common practice 

to use a mapping o f pv vs. op  for valve diagnosis (see Figure 4.13(b)). However, in this 

case such a mapping only shows elliptical loops with sharp turn-around points. The reason 

for the latter is that the pv-op  map captures not only the nonlinear valve characteristic but 

also the dynamics o f the process, G(s), which in this case is a first order lag plus deadtime. 

Therefore, i f  the valve position data are available, one should plot valve position (mv) 

against the controller output (op). Except in cases of liquid flow loops where the flow 

through the valve (pv) can be taken to be proportional to valve opening (mv). the pv-op 

maps should be used with caution.

A level control loop

The closed loop simulation o f the stiction model using only an integrator as the process 

was performed to investigate the behaviour o f a typical level loop in the presence o f valve 

stiction. Results are shown in Figure 4.14(b). The second row o f the figure shows that 

the deadband can produce oscillations. Again, it is observed that i f  there is an integrator 

in the process dynamics, then even a pure deadband can produce lim it cycles. Otherwise, 

the cycle decays to zero. The mv-op mappings depict various cases o f valve stiction. The 

pv-op plots show elliptical loops with sharp turn-around. Therefore, as was noted in an 

earlier example, the pv-op  map is not a very reliable diagnostic tool for valve faults in a 

level loop. A diagnostic technique, developed by Choudhury cl at. (2004c/) based on higher 

order statistical analysis o f data, is able to detect and diagnose the presence o f stiction in 

control loops.
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Figure 4 .13: Closed loop simulation results o f a concentration loop in presence o f the 

data-driven stiction model.
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Figure 4.14: Closed loop simulation results o f a level loop in presence o f the data-driven 

stiction model.
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4.6 Describing Function Analysis

4.6.1 Introduction

A non-linear actuator with a stiction characteristic may cause lim it cycling in a control loop. 

Further insights into the behaviour o f such systems may be achieved through a describing 

function analysis (Cook, 1986). The non-linearity is modelled by a non-linear gain N. The 

assumptions inherent in the approximation are that (1) there are periodic signals present 

in the system and (2) the controlled system is low pass and responds principally to the 

fundamental Fourier component. The conditions for oscillation in a negative feedback loop 

arise when the loop gain is -1 :

G" (' m ) = - / v ( b  <4-5)

where G(, ( /ft)) is the open loop frequency response that includes the controlled system and 

the proportional plus integral controller, and N (X,„) is the describing function that depends 

on the magnitude o f the controller output X,n. When the condition G„(/ft)) =  -1  / N ( X m) 

is met, the system w ill oscillate spontaneously with a lim it cycle. The variation o f the 

quantity -1  JN{Xm) w ith signal amplitude means that signals in itia lly  present in the loop 

as noise can grow until they are large enough to satisfy the equality and hence provide a 

self-starting oscillation. The solution to the complex equation G„(i (o) =  -1  / N ( X m), i f  one 

exists, may be found graphically by superposing plots o f G0 (ioj) and —\ / N  on the same 

set o f axes.

The aim o f describing function analysis is to gain insight into the simulation results and 

industrial observations presented in this chapter.

4.6.2 An expression for the describing function

The describing function o f a non-linearity is:

where X  is a harmonic input to the non-linearity o f angular frequency ft),, and Yf is the 

fundamental Fourier component angular frequency ft),, o f the output from the non-linearity. 

Thus, a Fourier analysis is needed on the output signals shown as bold lines in Figure 4.12. 

The quantity N  depends upon the magnitude o f the input Xm. N  is complex for stiction 

non-linearity because the output waveform has a phase lag compared to the input. The
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describing function is derived in the Appendix 4.A, where it is shown that:

N =  -  —  ( A - i B ) (4.7)
■m

where

B

^  sin 2<j> -  2X,n cos <f> -  Xm +  <j>) +  2 (5 - . / )  cos 0. 

3 - ^  +  ^-cos2<j) +  2X,„sin0 -  2 (S - J )  sin 0

(4.8)

(4.9)

sin (4.10)

4.6.3 Asymptotes of the describing function

Figure 4 A .l(a ) indicates that there is no output from the non-linearity i f  Xm < 5 /2 .  

Therefore, the two extreme cases are when Xm =  5 /2  and Xm 5.

When Xm >  S, then the effects o f the deadband and slip-jump are negligible, and the 

nonlinearity in Figure 4 A .l(b ) becomes a straight line at 45°. The output is in phase with 

the input and N — 1. Thus -1  /N(X, „ )  =  - 1 when Xm >  5.

In the lim it when Xm —> S / 2 then the output is as shown in Figure 4.15. The left hand 

plot shows the output for a slip-jump w ith no deadband (S =  J , d  =  0) while the right hand 

plot shows a magnified plot o f a dead-band with no slip-jump (5 — d, J =  0). In both 

cases, the output lags the input by one quarter o f a cycle. The output is a square wave of 

magnitude Xm in the S — J, d =  0 case and the describing function is N  =  ^e~inl2. For 

the dead-band with no slip-jump (S — d. J  =  0) case, the output magnitude becomes very 

small. The describing function is N =  ee~ 'n^2, where £ 0 as Xm —> S / 2. Appendix 4.A

provides detailed calculations o f these results and also shows, for the general case, that the 

describing function lim it when Xm = 5 / 2  is:

4.6.4 Insights gained from the describing function

Figure 4.16 shows graphical solutions to the lim it cycle equation G0(i(o) =  -1  / N ( X m) for 

the composition control loop (left panel) and level control loop (right panel) presented 

earlier. The describing function is parameterized by Xm and the open loop frequency 

response function o f the controller and controlled system is parameterized by ft). Both

(4.11)
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Figure 4.15: Input (thin line) and output (heavy line) time trends fo r  the lim iting case as 

Xm =  5/2. Left panel: Slip-jump only with S =  J. Right panel: Deadband only with J =  0. 

The output in the right plot has been magnified fo r  visualization; its amplitude becomes 

zero as Xm approaches S/2.

systems are closed loop stable and thus intersect the negative real axis between 0 and -1 .  

The plots explain the behaviour observed in simulation.

It is clear from the left plot o f Figure 4.16 that there w ill be a lim it cycle for the 

composition control loop i f  a slip-jump is present. The slip-jump forces the -1  /N  curve 

onto the negative imaginary axis in the Xm = 5 /2  lim it. Thus, the frequency response curve 

o f the FOPTD composition loop and its proportional plus integral controller is guaranteed 

to intersect with the describing function because the integral action means open loop 

phase is always below - n / l  (i.e., it is in the third quadrant o f the complex plane at low 

frequency).

Figure 4.16 also shows the -  I /N  curve for the deadband lim it cycle. In the Xm =  5 /2  

lim it, the curve becomes large, negative and imaginary. The composition loop does not 

have a lim it cycle i f  the non-linearity is a pure deadband, because the frequency response 

curve does not intersect the -  I /N  curve. The lack o f a lim it cycle in this ease has been 

noted by other authors (Piipponen, 1996; M cM illan, 1995).

The level loop with proportional plus integral control has a frequency response for which 

the phase becomes - n  at low frequency. The right hand panel o f Figure -1.16 shows that it
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Figure 4.16: Graphical solutions fo r  lim it cycle oscillations. Left panel: Composition 

control loop. Right panel: level control loop. Dotted lines are the -1  /N  curves and the 

solid line is the frequency response function.

w ill intersect the -  \ / N  curves for the slip-jump cases and also for the pure deadband case. 

Therefore, a valve with a deadband and no slip-jump can cause a lim it cycle oscillation for 

an integrating process with a P+l controller. The frequency o f oscillation is higher and the 

period o f oscillation shorter when the slip-jump is present because the —\ / N  curves with 

the slip-jump intersect the frequency response curve at higher frequencies than the -  \ /N  

curve for the deadband.

4.7 Conclusion

A generalized definition o f valve stiction based on the investigation o f real plant data has 

been proposed. The physics-based model o f stiction is difficult to use because o f the 

requirement o f knowledge o f mass and forces. Therefore, a s' \ 'e  yet powerful data- 

driven empirical stiction model has been developed. Both closed and open loop results 

have been presented and validated to show the capability o f the model. It is recommended 

that when using a X -Y  plot to analyze valve problems, i f  mv data are available, one should 

use mv-op plot instead o f pv-op.
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4.A Appendix -  Derivation of Describing Function

4.A.1 Expression for the output of the non-linearity

The input-output behaviour o f stiction nonlinearily is shown in Figure 4A.1. The output 

from stiction nonlinearity (i.e., the solid line in the Figure 4A. 1(a) is not analytic. It is 

useful to consider a sine wave input (dotted line in Figure 4A. 1(a)) with angular frequency 

o f 1 rad • s e c '1 and period 2k . The output (the solid line in Figure 1(a)) is then:

( k (X ms\n ( / ) - V )

y (0  =  k (X ms\n(t) +  V )  

* ( - * , „  +  ¥ )  “ 
k * ( X , „ s i n ( / ) - V )

( K  /  ^  f  

§ ^ n - < p
n-(j) <:t 
- r  ^  t sc 2n  -  <p 

2 k -  <p ^  i  ^  2 k

where Xm is the amplitude o f the input sine wave, S is the deadband plus stickband, J is 

the slip-jump, (p =  s in "1 ( )  and k is the slope o f the input-output characteristic in the

moving phase (k is assumed to be 1 for a valve).

(Xm-s)

0

(1? )

(a) input-output time trends lor stiction (h) input-output phase plot for stiction

Figure 4A.1: Describing function analysis for stiction nonlinearity.
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4.A.2 Evaluation of the fundamental Fourier component

The fundamental component o f the complex Fourier series is:

2n

/ 0

where, after substitution o f sin ( r ) =  ^  (e" - c - " ) :

t 2 n~ ip

Stating it compactly:

2 n

j  y {t) c " (It — 7 1 +  ’/ 2  +  I } +  / 4  +  If,
l ' 0

n/2 t

where T\ =  j  k ( j f  (<'" -  e " )  -  ^ r - ) c  " ( I t , and so on.

Evaluation term-by-term gives:

T\ =

12 ~  

h  =

Ta =

'A  =

Collecting terms gives the wanted fundamental Fourier component o f the output: 

i  7 y ( t ) , ■ •'<!:
I 0

where A =  (k - f  sin 20 — 2kX„, cos 0 -  kXm (§  +  0 ) +  2k (S -  J ) cos 0)

and B =  -T ik ^ f +  k ^ f-cos20 +  2kXm sin 0 -  2A: (.S’ - . / )  sin 0

- *  (  -  “ T " )  0  — si11 ) — i t  ( .v;1; -  - y - J  C0S<P

k ( ^ f  (1 -I-cos20) -  (1 -F-sin0 )) + ik  ( ^ f  s in20 -  V  ( *  +  0) +  ^ c o s 0 )

- k  ( x m ~  ( 1 “  sin 0)  “  ‘ k -  ^ ~ )  cos0

- £ ( ^ ( 1  — cos20) +  s in0) - ik ( ^ Y ~  +  i ~  s in20 -  ^ c o s 0 ^  (4A.2)
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The fundamental component o f the complex Fourier series o f the input sine wave is Xm/2 i.  

Therefore, the describing function is:

B +  iA 2/ 1 ,
N  =  — —  x  —  =  (A -  iB)

2k  Xm nXm ’

4.A.3 Evaluation of limiting cases

There is no output from the non-linearity when Xm <  5 /2 . The lim iting cases considered 

are therefore Xm = 5 / 2  and Xm >  5.

When X,n >  5, <f> =  s in "1 =  f , A =  - k n X m, B =  0 and thus N  =  k. This result. x"‘ J ~ 2
is to be expected because the influence o f the stickband and jum p are negligible when the 

input has a large amplitude and the output approximates a sine wave o f magnitude kXm. 

The slope o f the moving phase for a valve with a deadband is k =  1 when the input and 

output to the non-linearity are expressed as a percentage o f full range. Therefore for a valve 

with stiction, N  =  1, when Xm 5.

When X„, =  5 /2  the result depends upon the magnitude o f the slip-jump, J. For the case 

with no deadband (5 =  J), <p =  - 4 ,  A = 0 ,  B =  - 4 kX,n and N  =  - ik £ =  k^e~ lKt2. For 

a valve with k =  I, N  =  This result describes the situation where the output is

a square wave o f amplitude X,„ lagging the input sine wave by one quarter o f a cycle, as 

shown in Figure 4.15.

For intermediate cases, where both deadband and slip-jump are present such that 

\S ~ J \ >  0, then the Xm =  5 /2  lim it gives (j) =  , A =  0, B =  -2 k J  and N — - ik j j f a  —

k-£f-e~IKt2. For instance, i f  J =  5 /2  and k — 1, then the Xm =  5 /2  lim it gives N  =  ^e ~ lK! 2 

and the output is a square wave of amplitude Xm/ l  lagging the input sine wave by one 

quarter o f a cycle.

When the non-linearity has a deadband only and no slip-jump (./ =  0), the describing 

function has a lim it given by N =  ee~ ,n ! 2 where e —* 0 as Xin 5 /2 .
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Automatic Detection and Quantification of 
Control Valve Stiction

Stiction is a common problem in spring-diaphragm type valves, which are widely used 

in the process industry. Although there have been many attempts to understand and 

detect stiction in control valves, existing methods cannot detect and quantify stiction 

simultaneously. Conventional invasive methods such as the valve travel test can easily 

detect stiction, but are expensive and tedious to apply to hundreds o f valves. Thus, there is a 

clear need in the process industry for a non-invasive method that can not only detect but also 

quantify stiction so that the valves needed repair or maintenance can be identified, isolated 

and repaired. This chapter describes a method for detecting and quantifying stiction that 

may be present in control valves using routine operating data obtained from the process. 

No additional excitation or experimentation o f the plant is required. More than a dozen 

industrial case studies have demonstrated (he wide applicability and practicality o f this 

method as a useful diagnostic aid in control-loop performance monitoring.

b r ie f  version o f  th is c h a p te r  was p u b lis h e d  in the p roceed ings  o j the D Y C O I'S  2004 conference {C h o u d h u ry  cl at. 2004c). .1 

re g u la r  p a p e r based on  th is c h a p te r has been subm itted  to ( 'o n lro l P n y in re r in s ; P rac tice , Septem ber 2004. .1 Patent A p p lic a tio n  has 

been f i le d  fo r  the techniques d e s c rib e d  in  th is  chapter.
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5.1 Introduction

A typical chemical plant has hundreds o f control loops. Control performance is important 

to ensure tight product quality and low cost o f the product in such plants. The presence o f 

oscillation in a control loop increases the variability o f the process variables thus causing 

inferior quality products, larger rejection rates, increased energy consumption, reduced 

average throughput and reduced profitability. The only moving part in a control loop is 

the control valve. Control valves frequently suffer from problems such as stiction, leaks, 

tight packing, and hysteresis. Bialkowski (1992) reported that about 30% o f the loops are 

oscillatory due to control valve problems. In a recent study Desborough and M ille r (2001) 

reported that control valve problems account for about one third o f the 32% o f controllers 

classified as “ poor”  or “ fair”  in an industrial survey (Desborough et al., 2000). I f  the control 

valve contains nonlinearities, e.g., stiction, backlash, and deadband, the valve output may 

be oscillatory, which in turn can cause oscillations in the process output. Among the many 

types o f nonlinearities in control valves, stiction is the most common and one o f the long­

standing problems in the process industry. It hinders proper movement o f the valve stem 

and consequently affects control loop performance. Stiction can be detected easily using 

invasive methods such as the valve travel or bump test. However, to apply such invasive 

methods across an entire plant site is neither feasible nor cost-effective because they are 

manpower, cost and time intensive in nature.

Although many invasive tests/methods have been suggested (Aubrun el al., 1995; 

McM illan, 1995; Tab a et al., 1996; Wallen, 1997; Sharif and Grosvenor, 1998; Ruel, 2000; 

Gerry and Ruel, 2001) for analysis and performance o f control valves, few non-invasive 

studies or methods ((Horch, 1999; Rengaswamy el al., 2001; Stenman el al., 2003) have 

appeared in literature. Horch’s method is successful mainly in detecting valve stiction in 

flow control loops. It cannot be applied to loops involving an integrator or those carrying 

compressible fluids. The method described by Rengaswamy el. al. (2001) depends 

on the qualitative shape o f the time trends of the data, which are often distorted by the 

presence o f noise and disturbance. Also, in the real world, the shape of the lime trends 

o f the data is heavily affected by the process and controller dynamics. Stenman et. al. 

(2003) described a model based segmentation method to detect stiction in control valves. 

This method requires a model o f the process and numerous tuning parameters. Obtaining 

the closed loop model o f the process from routine operating data is usually non-trivial. 

Moreover, all these methods can detect stiction but cannot quantify it. As pointed out by 

Desborough and M ille r (2002), ‘a passive or non-invasive method that can reliably and
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automatically classify valve perfonnance. in closed loop is desperately needed in process 

industry’. Clearly, a non-invasive method capable o f detecting and quantifying stiction w ill 

be useful in the process industry to identify the valves that need maintenance or repair.

An effective non-intrusive data-based monitoring method could reduce the cost o f 

control loop performance maintenance by screening and short-listing those loops and/or 

valves that need maintenance. This chapter describes a data-based, model-free non-invasive 

method that can automatically detect and quantify stiction present in control valves. The 

main contributions o f this chapter are:

•  A model-free method for detecting and quantifying stiction in control valves from 

routine operating data is developed. The method does not require the performance o f 

any additional valve travel test or commonly known bump test o f the control loop.

•  The novel feature o f the method is that it can detect and quantify stiction using 

controlled variable (pv), controller output (op) and set point (sp) data. It does not 

require valve positioner (mv) data. I f  mv data arc available it is very easy to detect 

and quantify stiction from the mapping o f mv and op. However, this is not the case 

when only pv, op, and sp data are available because the mapping o f pv and op  is 

often confounded by the loop dynamics and disturbances.

•  Finally, the algorithm has been fu lly  automated.

•  The method is useful in short-listing the valves suffering from stiction from the 

hundreds or thousands o f control valves used in chemical plants or elsewhere. Thus, 

it contributes to the reduction o f plant maintenance costs and increases the overall 

profitability o f the plant.

5.2 Detection of Stiction in Control Valves

In a control loop, a nonlinearity may be present either in the process itself or in the control 

valve. For our current analysis, we are assuming that the process nonlinearity is negligible 

in the steady slate operating region during which the data has been collected. This is a 

reasonable assumption because the method w'orks with routine operating data o f a control 

loop under regulatory control. In general, when processes are fairly well regulated at 

standard operating conditions, the plant can be assumed to behave linearly since a linear 

controller is capable o f satisfactory regulation o f the plant.
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Control valve nonlinearities include mainly stiction, backlash, deadband and deadzone. 

Stiction is the most common problem and is the main focus o f this study. There are 

two types o f methods for detecting stiction: invasive and non-invasive. Invasive methods 

require putting the loop in ‘manual’ and then stroking/travelling the valve over its fu ll travel 

span. This is now termed the ‘ valve travel test’ in Instrument Society o f America (ISA) 

standards (ISA -75.13-1996; ANSI/ISA-75.05.01-2000). Using this type o f test, stiction 

can be quantified as the amount o f change required in the control signal to move the valve 

from the position where it was stuck. Because it is neither feasible nor cost-effective to 

test hundreds o f valves at a plant site, the non-invasive methods are preferred to invasive 

methods. Horch’s cross-correlation method is popular among the non-invasive methods 

reported so far for detecting stiction. Horch’s method (Horch, 1999; Horch, 2000; Horch 

et al., 2000) detects stiction with the use o f the cross-correlation function between pv 

and op. Their method is not applicable to processes containing an integrator, e.g., a 

level control loop, or for loops carrying compressible media, e.g., steam or air. Their 

method is useful mainly for flow control loops. Even for flow control loops, it sometimes 

produces inconclusive results (Desborough and M iller, 2002). Also, i f  there is a sinusoidal 

disturbance entering the control loop, the method falsely detects stiction in the control valve 

(Choudhury et al., 2002). Moreover, none o f the existing methods can quantify stiction. 

Therefore, a new method based on higher order statistics has been developed which can 

detect as well as quantify stiction and is applicable to all types o f control loops. The 

method first examines the presence o f nonlinearity in a control loop. I f  a nonlinearity is 

detected, then the process variable (pv), set point (sp) and controller output (op) signals 

are used to diagnose the possible causes o f nonlincarity. The follow ing section describes 

the method in detail.

5.2.1 Detection of loop nonlinearity

A control loop containing valve nonlincaritics often produces non-Gaussian (e.g., a signal 

with asymmetric distribution) and nonlinear time series, namely process output (pv) and 

controller output (op) data. Higher order statistics based nonlinearity assessment can be 

used as a diagnostic tool for troubleshooting o f hardware faults that may be present in 

the control loop (Choudhury et al., 2002; Choudhury et al., 2004<7). As described in 

(Choudhury et al., 2004cl), the test o f Gaussianity and nonlinearity o f the control error 

signal (sp-pv) is a useful diagnostic aid for determining the poor performance o f a control 

loop. The test described in Choudhury et al. (2003c) uses the sensitivity o f the normalized
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5.2 Detection of Stiction in Control Valves 101

bispectrum or bicoherence to detect the presence o f nonlinear interactions in the signal. A 

distinctive characteristic o f  a nonlinear time series is the presence o f phase coupling such 

that the phase o f one frequency component is determined by the phases o f others. Phase 

coupling leads to higher order spectral features that can be detected in the bicoherence o f 

a signal. The nonlinearity test applied here uses bicoherence to assess the nonlinearity. 

Bicoherence is defined as:

h i r 2 (  f  ( ■ )  a _ _ _ _ _ _ _ _ _ _ _ _ _ _ W l J 2 ) \ 2_ _ _ _ _ _ _ _ _ _ _ _ _ _  ,  . .

E [ m ) x ( f 2) m \ x { f i + f M \  (- j

where B ( f \ , / 2) is the bispectrum at frequencies ( / i , / 2) and is given by

/ i ( / , , / 2) 4  E p f ( / , ) X ( /2) r  ( / ,  + f r ) } .  (5.2)

X ( f \ )  is the discrete Fourier transform o f the time series x(k) at the frequency f \ , X * ( f \ )  is 

the complex conjugate and E  is the expectation operator. A key feature o f the bispectrum

is that it has a non-zero value i f  there is significant phase coupling in the signal .v between

frequency components at f \  and / 2. The bicoherence gives the same information but is 

normalized as a value between 0 and 1.

Choudhury et al. (2004c/) defined two indices -  the Non-Gaussianity Index (N G I) and 

the Non-Linearity Index (N i l ) -  as

N G I =  bic2 - b i? - cril (5.3)

N U  ±  | bic2max -  {b ic2 4- 2ahr.2 ) | (5.4)

where bic2 is the average squared bicoherence, bic2nua is the maximum squared 

bicohcrencc, CJ) r,2 is the standard deviation o f the squared bicohcrence and bic2crj, is 

the statistical threshold/critical value obtained from the central chi-square distribution of 

squared bicoherence. As outlined in (Choudhury et al., 2004c/), i f  both N G I and N U  are 

greater than zero, then the signal is described as non-Gaussian and nonlinear. The details 

o f the procedure arc shown in Figure 5.1. The test can he applied to any time series to 

check its non-Gaussianity and non-linearity. For a control loop, this test is applied on the 

error signal (sp-pv) to the controller because the error signal is more stationary than / ; ro r  

op signal. I f  the error signal is found to he non-Gaussian and nonlinear, it is inferred that 

the loop in question exhibits significant non-linearity.

The nonlinearity can be attributed to the control valve under the follow ing assumptions:

•  The process is locally linear.
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yes

NLI> 0 ?

Nonlinear

Calculate NLI

Non-GaussianGaussian, Linear

Non-Gaussian,
Linear

Calculate NGI 
(use sp-pv)

Poorly performing control loop 
data (SP, PV, OP)

Possible causes:
1. external oscillatory 

disturbances
2. tightly tuned controller

Figure 5.1: Decision jlow  diagram o f the methodology fo r  the detection and diagnosis o f  

loop nonlinearity.

•  No nonlinear disturbance enters the loop.

•  The installed characteristic o f the control valve is reasonably linear in the current 

operating region.

I f  the disturbance is measurable, then the test can be applied to check the linearity o f the 

disturbance. One may also argue that the valve itself may have a nonlinear characteristic, 

e.g., a square-root or equal percentage characteristic, which is definitely not a fault. To 

cla rify  this situation, a simulation study was performed and the results are already presented 

in Chapter 3 for equal percentage and square-root valve characteristics in a simple feedback 

system. It was found that i f  the movement o f the valve stem or the change in input signal 

to valve is within 15% of the full span (0 to 100%) o f the valve travel, then a control loop 

exhibits linear behavior under steady state regulatory control. It can also be realized by 

careful investigation o f the valve characteristic curves.

Therefore, the higher order statistics based NGI and N LI indices can easily be calculated
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for each loop in an entire plant site and the loops that exhibit nonlinear behavior can 

be isolated for further diagnosis. A fte r a loop is identified as nonlinear, the causes o f 

nonlinearity should be diagnosed. W ith the assumptions listed above, it can be concluded 

that the valve is most likely responsible for the loop nonlinearity. The next problem is to 

diagnose whether this valve nonlinearity is due to stiction or some other factor. The pv-op 

plot is useful for solving this problem.

5.2.2 Use of pv-op plot

The pv-op  plot has long been used for the detection o f valve problems, especially stiction. 

However, experience shows that this type o f method is successful only for a handful 

number o f flow control loops. The use o f a pv-op plot for detecting valve problems 

was not successful because it only takes into account the qualitative trend information o f 

the time series, which can be destroyed due to the presence o f process dynamics, noise 

dynamics, disturbances and tightly tuned controllers. In our method, this plot w ill be used 

as a second step to diagnose the valve nonlinearity problem, not for the detection o f the 

valve problems. The latter is carried out by using higher statistical based N G I and N LI 

indices. I f  nonlinearity is detected, then the pv-op plot is used to diagnose the cause o f this 

nonlinearity. Because o f the contamination o f real-world data with noise and disturbances, 

a pv-op plot is often unclear and ambiguous, and it is d ifficult to find any clear information 

from it. This necessitates the use o f a filter to clean the data.

Data Filtering

Since the nonlinearily detection is a frequency domain method, frequency domain based 

filtering has been chosen here. Upon detection o f nonlinearily, the frequencies responsible 

for significant nonlinear interactions can be determined from the significant peaks in the 

squared bicoherence plot. Then, a frequency domain Wiener filter is used to obtain those 

parts o f the signal that contribute significantly to signal nonlinearity. Both pv and op are 

filtered using a frequency domain Wiener filter. The frequency-domain Wiener filter sets 

the power in unwanted frequency channels to zero. The filter used here is an approximate 

realization o f a Wiener filter (Press cl a l., 1986), because a true Wiener filter also requires 

an estimate o f the noise power w ith in the wanted frequency channels, which would then be 

subtracted from those channels. The detailed design algorithm is given in Thornhill cl al. 

(2003), which explains how to deal with aliased frequencies above the Nyquist frequency 

and constraints on the filter width. The frequency ranges for the fillers are selected by

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.2 Detection o f Stiction in Control Valves 104

inspecting the peaks in the bicoherence plot. It is preferable to use a large number o f 

data points (e.g., 4096 samples) for the nonlinearity detection algorithm. Filtering is also 

performed on those data sets. However, the use of such a large number o f data points in the 

p\>f-opf plot often produces a signature that is difficult to match w ith any known pattern o f 

valve problems. Therefore, a segment o f the data consisting o f only several hundred data 

points should be chosen for the construction o f the pvp-opj- plot. Note pv /  and opf are the 

filtered pv and op.

Choosing an appropriate segment of the data

The question that naturally arises is how to select a segment o f the data for a useful p v f-o p f  

plot. This problem can be resolved by choosing the segment that has regular oscillations 

because valve problems manifest themselves as lim it cycles in the data. Thornhill et al. 

(2003) described a method for the assessment o f the period and the regularity o f oscillation 

o f a time series. They used the zero-crossings o f the auto-covariance function o f the time 

series to estimate the period o f oscillation. An oscillation is considered to be regular i f  the 

standard deviation o f the period o f oscillation (g ? )  is less than one third o f the mean value 

o f the period o f oscillation ( f /;). The statistic used is:

A value o f r  greater than 1 indicates a regular oscillation with a well-defined period. In 

this work, the filtered controller output signal (op/) is divided into several segments o f 

user-defined length that can be selected based on the period o f oscillation. The segment o f 

op f  corresponding to the highest value o f r  is used for the p v j-o p f  plot, where pvf is the 

corresponding counterpart o f o p f.  The data segment corresponding to the highest value o f 

/• is chosen because valve nonlinearitics, e.g., stiction and deadband, are measured as the 

maximum width o f the cycles in the direction o f valve input signal in a valve characteristic 

plot. I f  the valve positioner data is available (as would be the case for ‘smart valves'), a 

plot o f valve output signal (mv) vs. valve input signal (op) cun readily be used to quantify 

stiction. However, in practical eases, valve output or positioner data is seldom available. 

Therefore, one needs to estimate stiction from the available data o f controlled output (pv), 

controller output (op) and the set point (sp) variables. In this work, stiction is estimated 

to be the maximum width o f the cycles o f the pvf-opf plot at the direction o f opf. The 

quantified stiction is termed “ apparent stiction”  because the actual amount o f stiction to be 

obtained from the mv-op plot may d iffer from the estimated quantity owing to the effect o f
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loop dynamics on the controlled variable, pv, in particular, the effect o f the controller to 

compensate or fight stiction.

5.3 Q uantifying Stiction

The detection and diagnosis algorithm can identify stiction in a large number o f control 

valves. Some valves may have an acceptable level o f stiction, while others may have 

severe stiction that may demand immediate maintenance. Therefore, it is important to 

be able to quantify stiction so that a list o f sticky valves can be prepared in order o f their 

maintenance priority. It is well known that the presence o f stiction in control valve in a 

control loop produces lim it cycles in the controlled variable (pv) and the controller output 

(op) (Hagglund, 1995; Horch, 1999; Ruel, 2000; Rengaswamy et a!., 2001). For such 

a case, i f  pv is plotted against op, cyclic patterns are found in the resulting pv-np plot. 

A  large number o f such plots can be found in (Choudhury el a i,  2004c/; Choudhury et 

al., 2004b), where stiction models were used in a closed loop SISO system to produce data 

for these plots. An ellipse can be fitted to such a pvp-op/ plot. The p \'/-o p f  plot together 

with either o f the follow ing two methods can be used to quantify stiction in unit o f the op 

signal. Note that there is no need to scale the data.

5.3.1 Clustering technique

Clustering is a method for dividing scattered groups o f data into several groups. Because 

the pv-op plot for a control loop with a sticky valve exhibits e llip tic patterns, the data 

corresponding to a narrow strip along the mean o f pv and parallel to the op axis can be 

collected (see Figure 5.2(c)) and then used for quantifying stiction with the help o f c- 

means or fuzzy c-mcans clustering techniques. A detailed description o f these methods is 

represented in Appendix - 5.A. The amount o f stiction can be estimated from the absolute 

value o f the difference between the x co-ordinates o f the centers o f the two clusters. I f  

the final centers o f the clusters are ( o p i jn ’ i)  and (op2,p i '2), then the amount o f stiction is 

determined using the following expression:

Apparent Stiction =  \op\ — op2 \ (5.6)
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5.3.2 Using a fitted ellipse

An ellipse in the least square sense can be fitted in the p v j-o p j  plot and then used to 

quantify stiction. For details about the theory o f ellipse filling, refer to Appendix - 5.B.

Because apparent stiction is defined as the maximum width o f the ellipse in the op 

direction, the distance between two points lying at the intersections o f the ellipse and a line 

parallel to the op axis and passing through the center o f the ellipse w ill be the amount o f 

stiction present in the loop. For any point P {x ,h )  in the X  -  Y co-ordinate system (see 

Figure 5.2(f)), Equation 5B.16 can be solved using Equations 5B. 18 and 5B.19. This gives 

the X  co-ordinate o f points A and P in Figure 5.2(f):

inn
A' =  /| ± —-—  ... . . ------    - (5.7)

\J(m - sin19 +  n2 cos2 6 )

where ( t i,h )  is the center o f the fitted ellipse, m and n are the length o f the major and minor 

axes o f the fitted ellipse respectively, and 0 is the angle o f rotation o f the ellipse. Therefore, 

the amount o f stiction (length o f AP  in Figure 5.2(f)) can be obtained using the following 

expression

him
Apparent Stiction =  AP  =  A  .v =  _   -  -  —~ (5.8)

y/{m 2 sin2 8 + n 2 cos2 6 )

5.4 An Illustrative Exam ple

The objective o f this section is to explain the sequence o f steps in the proposed method with 

a detailed presentation o f an industrial example. This example represents a level control 

loop in a power plant, which controls the level in a condenser located at the outlet o f a 

turbine by manipulating the (low rate o f the liquid condensate from the condenser. In total, 

8640 samples for each tag were collected at a sampling rate o f 5 seconds. Figure 5.2(a) 

shows the time trends for level (pv), set point (sp) and the controller output (op). The loop 

shows oscillatory behavior. For the bicoherence calculation, 4096 data points were used. 

Figure 5.2(b) shows the squared bicoherence plot corresponding to the controller error 

signal (sp-pv). The values o f N G I and N i l  were found to be 0.04 and 0.61 respectively, 

indicating the presence o f significant loop nonlinearity. From the Incoherence plot 5.2(b), 

it can be seen that frequencies in the range 0.001 to 0.1 are the most significant frequencies 

o f the signal responsible for nonlinear interactions. Therefore, the pv and op  signals were 

filtered using a Wiener filter with frequency boundaries at 0.001 and 0.1. Using the method 

o f Thornhill et al. (2003) described earlier, it was found that the controller output signal
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Figure 5.2: Data analysis results fo r  an industrial level control loop. The hiocherenee 

plot shows large peaks indicating nonlinearities in the loop. The subplots (e), (d) and (e) 

demonstrate c-means and fuzzy c-means method o f quantifying stiction. The ellipse Jilting
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was showing regular oscillations with an average period o f 19.78 sampling instants and the 

maximum r  value 10.5 for a segment length o f 200 data points. The maximum r  value 

corresponds to the 2801 to 3000 samples.

The p v j-o p f  plot is found to be useful for isolating nonlinearity. Thus, the filtered 

p v / and o p f  corresponding to this segment is plotted in Figure 5.2(c), which shows 

excellent elliptical patterns, indicating valve stiction. Figure 5.2(d) demonstrates the c- 

means clustering technique used in quantification o f the stiction. The points denoted by 

empty and filled diamonds are the initial and final centers o f the clusters respectively. 

This method quantifies the amount o f stiction in this loop as 11.3%. In contrast, Figure 

5.2(e) illustrates the use o f fuzzy c-means clustering in the quantification o f stiction. The 

trajectories followed by the centers o f the clusters during the iteration stages are shown by 

lines with diamonds directed with arrows. The final centers are again in solid diamonds. 

The amount o f stiction estimated by this method is 11.25%. Figure 5.2(f) shows the 

algebraic ellipse fitting technique, and the amount o f stiction estimated using this method 

is 11.40%. A ll three methods produced identical results, with practically tolerable limits o f 

deviation from each other.

controller output, op

Figure 5.3: Valve Position (mv) versus Controller Output (op) plot. This plot confirms that 

the amount o f  stiction was correctly estimated in Figure 5.2.
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Validation of the Results of the Illustrative Example: A fte r the results o f the analysis 

were sent to plant engineers, they confirmed that this loop was suffering from stiction. For 

this loop, the valve positioner data were made available. Figure 5.3 shows the actual valve 

position (mv) vs. controller output (op) plot. This plot clearly shows that the valve was 

sticking during the change o f its direction. From this plot, the amount o f stiction can be 

estimated as 11.25%, which is in agreement with the results obtained from the proposed 

methods.

5.5 Autom atic Detection and Quantification of Stiction

In order to apply the proposed method to a large number o f industrial control loops, it must 

be automated. The follow ing is the description o f the automation steps.

1. Calculate N G I and N IJ  for the control error signal (sp-pv). I f  both indices are greater 

than 0, then go to the following step. Otherwise, STOP. Nonlinearity is not a problem. 

The poor performance may be caused by tight tuning, detuned controller or external 

oscillatory disturbances (refer to Figure 5.1).

2. A fte r nonlinearity is detected, obtain the frequency ( f \ ,  ,/V) corresponding to the 

maximum bicoherence peak in step 1. Note that all frequencies are normalized such 

that the sampling frequency is 1. Suppose / i= m in ( / i , fn )  and / i= m a x (/i , f i ) .

3. The boundaries o f a Winer filter can be obtained from [ft)/. = max(0.001 , / ‘| -0.05), 

ft)// = min(0.5, f 2+0.05)]. Note that 0.05 is subtracted or added from the frequencies 

in order to ensure that the exact location o f the significant peak does not fall on the 

filte r boundaries.

4. F ilter pv and op data to obtain p \'f and op f.

5. Obtaining the segment o f the data with regular oscillations

(a) Choose a segment length L, say L — 1000.

(b) Divide the o p j■ data into segments o f length L. Here o p f  is chosen instead of

pvj- because often the op signal is less noisy than the pv signal.

(c) Calculate r  and 1], for each segment o f o p f data.

(d) Obtain rmax ~  max (/■).
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(after non-linearity is detected)
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Figure 5.4; Decision jlow diagram of the methodology fo r the detection and quantification 

of valve .stiction.
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(e) Obtain Tps, which is equal to the Tp o f the segment o f op  w ith rmax.

(f) I f  L >  5 Tps, then choose L =  5 Tps and go to step (b).

(g) Now, o p fs is the segment o f the o p f data that corresponds to the r,ma and p\’f s

is the portion o f the p \'f  data that corresponds to opps.

6. Use the p \'f  s and op js data to get p \'f vs. op j plot.

7. Fit a conic to the selected pvfs and o p fs data. I f  both eigenvalues o f the A (see 

Appendix -5.B) matrix are greater than zero, then the p\’f  vs. o p f  plot is an ellipse. 

Otherwise, print a message, “ Not an ellipse —  Other valve problems, not stiction” .

8. Quantify stiction using Formula 5.8 or 5.6, depending on the method chosen for 

stiction quantification.

The above mentioned automatic detection and quantification o f stiction algorithm has been 

summarized in Figures 5.1 and 5.4. Figure 5.1 shows the automatic detection o f loop 

nonlinearity. A fter the nonlinearity is detected, Figure 5.4 can be used to quantify stiction.

5.6 Sim ulation Results

5.6.1 Diagnosis of stiction

This section demonstrates the applicability o f the proposed method for the detection and 

quantification o f valve stiction through a known simulated case o f stiction. A simple single- 

input, single-output (SISO) system in a feedback control configuration (Figure 5.5) was 

used for generating simulated data. The first order process with time delay is given by the 

following transfer function:

, cT'Vl.45 - z " 1)

)=- . W '  , 5 ‘ 9 )

The process is operating under regulatory control with a PI controller. A random walk 

disturbance generated by integrating random noise was added to the process. The signal to 

noise ratio delined by the ratio o f the variance o f the controlled output (pv) to the variance 

o f the random noise was 6. The simulation was performed for 6000 sampling intervals. 

To remove the effect o f transients, the first several hundred data points were discarded and 

the last 4096 points o f the error signal to the controller (sp-pv) were analyzed to detect 

nonlinearity present in the system.
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Disturbance

ProcessController

Figure 5.5: Block diagram o f a simple SISO process with stiction nonlinearity in the valve.

A stiction model developed by Choudhury et al. (2004a, 2004b) was used to introduce 

the stiction behavior o f the control valve in the closed loop process. A 3% stiction ( ‘S’ ) 

with 1% slip-jump ( T )  were used in simulation. Note that in order to initiate lim it cycles 

or oscillations in a simple first order time delay process in the presence o f valve stiction, 

a set point change at the beginning o f the simulation is required. The process is then left 

to operate under regulatory control. Figure 5.6(a) shows the time trends o f pv, op, and 

sp. The presence o f stiction produces oscillations in the process. The values o f NG1 and 

N U  arc 0.01 and 0.06, clearly detecting the presence o f nonlinearity in the process signal. 

The bicoherence plot (Figure 5.6(b)) shows that the frequency range o f interest from a 

nonlincarily point o f view is [0.001 0.28] (using the steps o f automation section). A fter 

performing Wiener filtering, the segments o f the pvp and opp data corresponding to the 

segment o f opp that has the highest oscillation index were chosen to obtain the pvp-opp 

plot. C-mcans clustering, fuzzy c-mcans clustering and fitted ellipse technique were used 

to quantify stiction. The amount o f stiction obtained from these techniques were estimated 

to be 2.98%, 2.98% and 3.2% respectively, which is in agreement w ith the amount o f 

stiction used in simulation. Thus, all these methods arc capable o f correctly quantifying 

the amount o f stiction present in a control loop. However, for the sake o f brevity, only 

c-means clustering and fitted ellipse technique w ill be used in subsequent sections. The 

reader can choose any o f these methods to quantify apparent stiction.
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Figure 5.6: Results o f detection and quantification o f stiction in a simulated data set.
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5.6.2 Diagnosis of a sinusoidal disturbance

Oftentimes an unmeasured oscillatory disturbance (for example, a sine wave) can initiate 

cycles in the controlled and manipulated variables. This can be misdiagnosed as a valve 

problem. This example illustrates the effect o f addition o f a sinusoidal disturbance with 

amplitude 2 and frequency 0.01 Hz to the process. Note some measurement noise were 

also introduced (refer to Figure 5.5).

u V1

I.''■
>1 t I i

:>{ t ! Hi  !
v ; , , 'r  :* i

o fo  i m  i w  ?oo ?v>Samj>lmg Instants •vy> V‘,o 4<V>

(a) Time (rends

-?o -10 O 10 ?o .to

(b) Cross-correlation plot

Max: bic(0.039063,0.44531) = 0.049967

(e) liieoherenee plot

Figure 5.7: Stiction detection results fo r a simulated data set when an external sinusoidal 

oscillatory disturbance plus noise are entering the loop. The cross-correlation method 

detects stiction, even though there was no stiction (plot (/;)). The bicoherence based method 

correctly shows that there is no nonlinearity this loop (suhplot(c)).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.6 Simulation Results 115

The stiction model was absent in this simulation study. Thus, the diagnosis results should 

not detect stiction or any other nonlinearity. The time trend of the controlled variable 

(pv) in Figure 5.7(a) shows the oscillatory behavior o f the process output. Horch’s cross­

correlation test (Horch, 1999) shows an odd correlation function, indicating possible valve 

stiction (see Figure 5.7(b)). However, the higher order statistical test developed provides a 

measure for N G I ~  0, indicating a linear loop. The bicoherence plot for the error signal 

to the controller is shown in Figure 5.7(c). The flatness o f the bicoherence plot confirms 

the linearity o f the loop.

5.6.3 Diagnosis of root cause of a propagated disturbance

This case demonstrates root cause diagnosis o f propagation o f oscillation(s) from one loop 

to another. This simulation case has been formulated by feeding output o f a concentration 

loop as a disturbance to a level control loop. The approximate transfer function and 

controllers for both loops are given below'.

For concentration Loop:

V ~ l0,v 1
G(s) =   --------- C(s) =  0.2( 1 +  — ) (5.10)

v ;  lO.v+1 W  V 10.v '

For level Loop:

C ( . 0 = 0 . l ( l + - L )  (5.11)
4.v 10.v

The simulation block diagram for this study is shown in Figure 5.8. The data driven stiction 

model was used in the composition loop with S — 3 and 7 =  2 and the valve in the level 

control loop was free from stiction. In reality, it may describe a scenario where the outlet 

o f a mixing chamber in a composition loop is used to feed another processing unit (e.g., a 

stock tank) and the level o f the unit is controlled by a PI controller.

Results o f the analysis o f these two loops are shown in Figure 5.9. As shown in figure, 

both loops are oscillating. The NGI and N U  values for the composition loop arc 0.004 and 

0.57 respectively, and for the level loop, they are N G I =  0.002 and N L I =  0.49. The 

amount o f apparent stiction detected in the composition loop is 0.70% whereas in the 

level loop it is \% . The method falsely detects stiction in the level loop. The method 

developed here assumes that the disturbancc(s) entering the loop isarelinear. For the level 

loop, this assumption has been violated. For application in industry, where oscillations 

propagate plant-wide, it is recommended that the stiction diagnosis method should be used 

in conjunction with information from the process How sheet. For example, for this case
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Figure 5.8: Simulation Block diagram fo r  stiction induced oscillation propagation study.

these two loops are connected and stiction is detected in both loops. Since there is no 

recycle, it is most like ly that the source o f nonlinearity due to stiction is located in the 

upstream loop, i.e., in the composition loop. The NG I and N i l  indices are also higher for 

the composition loop, confirming this as the root cause o f the nonlinearity. Other stiction 

detection algorithms (Morch, 1999; Rengaswamy et a i,  2001; Slenman et a i ,  2003) would 

also produce false positive results for this kind o f propagated disturbance (s) because they 

also do not consider the interaction among the loops.
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Figure 5.9: Analysis results fo r root cause diagnosis o f a propagated disturbance. Result 

fo r  the composition loops with a sticky valve (left). Results fo r  the level loop affected by the 

disturbance front the composition loop (right).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.7 Industrial Case Studies 118

5.7 Industrial Case Studies

The objective o f this section is to evaluate the proposed method on a number o f selected 

control loop obtained from different types o f process industries. For each loop, set 

point (sp), controlled output (pv) and controller output (op) data were available. Unless 

otherwise stated, a data length o f 4096 was used for the squared bicoherence calculation 

for each case. The time trends o f these variables, the squared bicoherence plot, the c-means 

clustering plot, and the fitted ellipse plot for each loop are presented. The numerical results 

for all loops are provided in Table 5.1. These data were analyzed without prior knowledge 

o f the control valve problems, and the results o f the analysis were confirmed later by the 

plant personnel.

Table 5.1: Numerical Results for the Industrial Loops Analyses

Loop Loop NGI NLI (Ol. (Oil Tp r Apparent Stiction %

No. Type c-means ellipse

1 Level 0.10 0.40 0.001 0.08 50 22 4.2 4.3

2 Level -0.02 — — — 95 3.5 — —

3 Flow 0.01 0.55 0.001 0.08 45 8.4 0.35 0.33

4 Temp 0.003 0.19 0.004 0.28 125 6.5 LOO 1.14

5 Pressure 0.02 0.17 0.01 0.25 12.2 12.2 11.00 11

6 Composition 0.02 0.38 0.01 0.15 28.3 11.6 1 1

7 Flow 0.006 0.38 0.004 0.14 59 4.6 — —

5.7.1 Loop 1: A level loop

This is a level control loop in the same power plant described in the illustrative example. 

It also controls the level o f condensers located at the outlet o f a turbine by manipulating 

the (low rate o f the liquid condensate. Figure 5.10(a) shows the lime trend o f the sp, 

pv, and op data. Figure 5.10(b) shows the squared bicoherence plot. The values o f NGI 

and NL1 were 0.1 and 0.40. These clearly indicate that nonlinearity is a problem for this 

loop. From the position o f the maximum peak at the bicoherence plot, the frequency range 

for the Wiener filter was obtained follow ing the steps described in the automation section 

(Section 5.5). The frequency band for the filter is [0.001 0.08] (1000 samples/cycle to
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12.5 samples/cycle). The average period o f oscillation(s) was 50 samples fo r the controller 

output signal. The segment o f the data corresponding to the maximum oscillation index 

(the magnitude o f r  was 22 for this case) was selected to quantify stiction. Both c-means 

clustering and fitted ellipse techniques estimate the amount o f apparent stiction as 4%. The 

c-means clustering plot is shown in Figure 5.10(c), while Figure 5.10(d) shows the fitted 

ellipse technique for quantifying stiction.
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Figure 5 .10: Stiction detection and quantification results fo r an industria l level control loop 

data. Significantly large peaks in the Incoherence plot detects nonlinearity in the loop. The 

presence o f ellipse confirms stiction. The width o f the ellipse or c-means clustering method 

quantifies stiction.
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5.7.2 Loop 2: A linear level control loop

This loop is another level control loop in the same power plant described in the illustrative 

example. It also controls the level o f a condenser located at the outlet o f a different turbine 

by manipulating the flow rate o f the liquid condensate. Figure 5.11 (a) shows the time trend 

o f the sp, pv, and op  data. Figure 5 .11(b) shows the squared bicoherence plot for the 

control error signal. The magnitude o f NGI was -0.02, clearly indicating nonlinearity is 

not a problem for this loop. Figure 5 .11(c) shows the valve positioner (mv) vs. controller 

output (op) plot. From this figure, it is obvious that the valve shows a linear response.

M ax b « ( 0 .0 0 7 0 1 2 5 ,0 .0 2 3 4 3 8 )  s  0  0 7 0 8 9 3

2 0 0 ,  ,3 00
sarnpung instants

(a) Time trends (b) bieoherence plot

4 4 -

4 3

4 2

I 41
V)
8 . 4 0
a)

539
3 8

3 7

3 6
4 5  .. 4 6  . 4 7corvrollor output

(c) tnv-op  plot

Figure 5 .11: Results o f  the analysis o f another industrial level control loop data. The 

flatness o f the bieoherence plot shows the linearity o f this level control valve, which was 

confirmed in the valve position versus valve input plot (subplot (c)).
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5.7.3 Loop 3: A flow control loop

This is a flow control loop obtained from a refinery. The results o f the analysis o f this loop 

are shown in Figure 5.12 and also in the third row o f the Table 5.1. The presence o f a small 

amount o f stiction (0.35% for loop 3) was causing a large amplitude oscillation (see the 

magnitude o f pv axis in Figure 5.12(a)) in this loop.
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Figure 5.12: Results o f  the analysis o f a refinery flow control loop data. Significant peaks 

in the Incoherence p lo t show the nonlinearities in the loop. The presence oj ellipse in pv-op 

plot confirms stiction.
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5.7.4 Loop 4: A temperature control loop

This is a temperature control loop on a furnace feed dryer system at the Tech-Cominco mine 

plant in Trail, British Columbia, Canada. The temperature o f the dryer combustion chamber 

is controlled by manipulating the flow rate o f natural gas to the combustion chamber. The 

top left plot o f Figure 5.13 shows time trends o f temperature (pv), set point (sp) and 

controller output (op). It shows clear oscillations both in the controlled variable (pv) and 

the controller output. The other results are presented in the sixth row o f the Table 5 .1 and 

in Figure 5.13. The amount o f stiction found in this loop was approximately 1%.
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Figure 5.13: Results o f stiction detection and quantification in an industrial furnace dryer 

temperature control loop. Approximately l . l ' l  stiction was delected in the natural yasjlow  

control valve.
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5.7.5 Loop 5: A pressure control loop

This is a pressure control loop in a refinery plant. This data set had only 1500 data points 

collected at 20 second sampling intervals. The time trends in Figure 5.14 show oscillations 

with 12.2 samples in both pv and op variables. The detailed results o f the analysis are 

presented in Figure 5.14 and in the 5lh row o f Table 5.1. The apparent stiction present in 

the valve was approximately 1 \%.

M a x  b ic (0  0 8 5 9 3 8 . 0 . 1 7 ) 8 8 )  =  0  3 0 6 3 4

(a) Time trends (h) bieoherence plot

(c) c-means clustering, tilled diamonds (d) lilted ellipse is shown as heavy curve

are the linal centers of the clusters

Figure 5.14: Results o f the analysis o f a refinery pressure control loop data. Approximately 

11% stiction was present in the control valve.
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5.7.6 Loop 6: A composition control loop

This describes a concentration control loop. The data set contains 1100 points collected at 

1 second sampling intervals. The time trends in Figure 5 .15(a) show oscillations with 28.3 

samples in both pv and op variables. The detailed results o f the analysis are presented in 

Figure 5.15 and also in the 6lh row o f Table 5.1. The apparent stiction present in the valve 

o f this concentration control loop was approximately \%.
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sam pling instants

(a) Time trends

9 5 10 n p  10 5  11 1 1 5

M a x : b tc (0 .0 3 9 0 G 3 .0 .1 0 1 5 6 ) =  0 .5 7 9 2 5

T3 0  4
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are the linal centers o f the clusters

Figure 5.15: Results o f the analysis o f an industrial composition control loop data. 

Approximately I % stiction was present in the control valve.
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5.7.7 Loop 7: A cascaded flow control loop

This loop represents a flow control loop cascaded with a level control loop o f a drum in an 

ethylene plant. A t a sampling rate o f 1 sample/min, 7200 data points were collected. Time 

trends for the pv and op variables for the (low control loop are shown in Figure 5.16(a). 

The detailed results o f the analysis are presented in Figure 5.16 and also in the 1th row o f 

Table 5.1. The bicoherence plot shows presence o f nonlinearity in this loop. The absence 

o f an elliptical pattern in the pv-op  plot (Figure 5.16(c)) indicates that this nonlinearity is 

not due to valve stiction. The probable source o f this nonlinearity is like ly to be nonlinear 

disturbances entering this loop or valve problems other than stiction or nonlinearities in the 

process itself.

M a x: b ic (0 .0 0 7 8 ,0 .0 3 1 3 )  =  0 .4 9 4

(b) bieoherence plot(a) Time trends
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(e) pv-op  plot

Figure 5 .16: Results o f the analysis o f an industrial cascaded (low loop data. The 

bieoherence plot shows the nonlinearitv present in this loop. The absence o f an ellipse 

in the pv-op plot (subplot (<•)) indicates that this nonlinearity is not due to valve stiction.
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5.8 O nline Com pensation for Stiction

A fte r a sticky valve is identified the best solution is to repair it, which may require taking the 

valve out-of-service. In most cases, it is not possible to take (he sticky valve out-of-service 

for its immediate maintenance because of the absence o f a bypass line. A method that can 

help continuing operation o f the plant until next planned shutdown with minimum effects 

o f stiction can be useful for the process industry. There are several online methods to deal 

with stiction (Bergstrom and Dumont, 2003; Armslrong-Helouvry et a i,  1994; Hatipoglu 

and Ozguner, 1998; Kayihan and Doyle III, 2000; Hagglund, 2002; Tao et a i,  2002). 

For online compensation o f stiction Gerry and Ruel (2001) suggested the use o f a PI 

controller where the integral action has variable strength. Hagglund (2002) suggested 

a method o f adding short pulses called ‘knockers’ to the control signal to compensate 

stiction in pneumatic valves. As claimed by Hagglund (2002), this ‘knocker’ friction 

compensation method has been patented and implemented in industrial controllers. In 

(Bergstrom and Dumont, 2003), a special adaptive controller in combination with a PID 

controller has been suggested for online stiction compensation. It requires a special 

function for switching between the adaptive controller and the PID controller. They did 

not apply this to industrial settings. Other methods to compensate stiction in control valves 

can be found in (Armstrong-He'louvry et a i,  1994; Hatipoglu and O/.guncr, 1998; Kayihan 

and Doyle III, 2000; Tao et a l., 2002; Amin et a i,  1997).

5.9 Conclusions

A non-invasive method for detecting and quantifying stiction in control valves has been 

presented in this chapter. The method first detects nonlinearity in a control loop by the use 

o f the sensitivity o f the normalized bispectrum or bicoherence to the nonlinear interactions 

that may be present in the control error signal. I f  nonlinearity is detected, then pv and 

op  signals arc filtered using frequency domain Wiener filter to obtain filtered p \'f  and o p f  

signals. I f  an ellipse can be fitted satisfactorily onto the p \'f-o p f  plot, this is a signature 

o f valve stiction. Then C-means clustering, fuzzy c-means clustering or fitted ellipse 

techniques can be used to automatically quantify the amount o f stiction. The method has 

been extensively evaluated on simulated as well as industrial data sets.
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5.A Appendix Clustering Techniques 

5.A.1 C-means clustering

In this method, data are partitioned into C number o f in itia l clusters. Then proceeding 

through all data points, each point is assigned to the nearest cluster (in terms o f Euclidean 

distance). The centroids for the cluster receiving the new item and for the cluster losing the 

item is re-calculated. This procedure is repeated until no more rcassignments take place. 

For details, refer to (Johnson and Wichern, 1998). This method requires the initialization 

o f the centers o f the clusters. In our case, there are only two clusters, and the centers can be 

specified as [m in(opy), mean(/ny)] and (m ax(o /y), mean(/ny)] calculated from the data 

obtained along the stripe in the j n ' f - o p j  plot (see Figure 5.2(c)).

5.A.2 Fuzzy C-mcans clustering

The fuzzy c-means clustering method as described in (Dulyakarn and Rangsanscri, 2001; 

Bezdek, 1981) works based on the minimization o f the follow ing objective function.

U U . V )  =  £ £"'"11  X j - V i  II2, 1 <  m <  oo (5A.1)
j  i / i

where U is a fuzzy c-partition o f the data set, V is a set o f K prototypes, in is any real 

number greater than or equal to 1, is the degree o f membership o f Xj in the cluster /, Xj  

is the j ' 1' observation o f the d-dimensional measured data, V, is the d-dimension center o f 

the cluster, and || * || is any norm expressing the similarity between a measured data and 

the center. Through an iterative optimization o f Equation 5A.1, fuzzy partition is carried 

out with the update o f membership of and the cluster centers V, using the following 

equations.

i i i j  =    j  -  (5A.2)

i w i
Vi =   (5A.3)

I"!
j i

where, d j  is the Euclidean distance between the observation X ( j )  and the center o f the 

cluster Vj. The criteria to end the iteration is max(|/<y -  /?,; j )  < e, where £ is a number
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close to zero (e.g., 10 5) and (ijj is the membership number at the previous iteration step.

In this study, the number o f clusters is two and 10 5 was used as the magnitude o f £.

5.B Appendix Fitting an ellipse

Assume that given data points are op and pv, where

op =  [ op{ ] ) , op{2 ) , - - - . ap(N) ]1 (5B.1)

pv =  [ p v ( \ ) , i >v ( 2 ) , - : pv ( N ) ] r  (5B.2)

(5B.3)

Starting with the general equation o f conics, the equation o f ellipse is developed. The

equation for any conic in the ordinary X — Y co-ordinate is given by the following equation

a jX |“ +  ci12-ViAn +  c m v  +  /;|.V[ T b ix i I c — 0 (5B.4)

or,

0 0  =  0 (5B.5)

where d > = [x i2 a'i.vt a'22 ai at 1], 0  =  [«i « i2 a 2 b i b j c]7, Ai corresponds to data 

from the op signal and a'2 corresponds to data from the pv signal. Now, for a given data 

set, the above equation can be solved as constrained least squares problem: ||O 0 || =  min 

subject to 110|| =  I.

Often real-world data sets require a linearly shifted and rotated conic. Therefore, there 

is a need to fit a rotated and shifted conic in a transformed co-ordinate X  -  ? (see Figure 

5.2(f). Equation 5B.4 can be rewritten as:

x / Ax +  b / x +  r  =  0 (5B.6)

with x =  [ai . x i ]1, A =  [a\ « i2 /2 ; « i2/2  =  [b\ l ^ ] 1 ■ Note that A is symmetric and

positive definite. Let us use the follow ing equation for the transformation o f the equation 

in the new co-ordinate system X - Y ,

x =  Qx +  t (5B.7)

where Q is the matrix for rotational transformation and t is the vector in the original X -  Y 

co-ordinate for a linear shift o f the conic. Using Equation 5B.7, the equation o f the conic 

in the transformed co-ordinate can be written as:

x7 Q 7 AQx +  (2t7 A +  b 7 )Qx + 17 A t +  b 7't +  c =  0 (5B.8)
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This can be rewritten in the follow ing simplified form

x7 A x +  b7 x +  c =  0 (5B.9)

where

A =  Q 7 AQ

b7' =  (2 t7 A -F1)7 )Q 

c — t 7 A t + 1)71 +  cV A t +  b ' t  +  r

(5B.10)

(5B .I1)

(5B.12)

Now, Q can be chosen in a way so that A =  r//V/g(A|. A t ) .  One approach is to choose Q 

as the eigen-vector matrix obtained from the eigenvalue decomposition o f the matrix A. I f  

the conic is an ellipse with its center at the origin o f the new co-ordinate X  -  P, then in 

Equation 5B.9,

The lengths o f the axes o f the ellipse w ill be invariant to the transformation. Therefore, 

in the original co-ordinate X  -  Y, the lengths of the axes o f the ellipse are 2m and 2/;, 

respectively. The center o f the ellipse is at t, which can be calculated from t =  -0 .5 A  'b  

(obtained using Equation 5B.I3). The angle o f rotation o f the ellipse (0 , measured anti­

clockwise from the positive X  axis) can be calculated using any o f the eigenvectors. Since 

the eigenvectors are o f unit length, Equation 5B.7 can be written as

I) =  0 (5B.13)

Therefore, Equation 5B.9 can be simplified as

A|.V|“ +  At.vt ~ +  (’ =  () (5B.14)

or,

(5B.15)

or,

(5B.16)
m~ n-

whcrc,

(5B.17)

.V| =  .v, cosQ -  . i i \inO  T  / 1 

.vi =  A", sin6 F .fi cosO I h

(5B .I8) 

(5B. 19)
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Impact of Data Compression and 
Quantization on Data-Driven Process 

Analyses

Modem chemical plants are extensively instrumented and automated. One manifestation 

o f increasing automation and accessibility is easy availability o f process information on the 

desktop. Information access is typically available as a result o f extensive data logging and 

process archiving. Historical data arc an invaluable source o f information. In chemical 

industrial practice, data are often compressed using various techniques, e.g., box car, 

backward slope, swinging door, PLOT, wavelet, etc. before storing them in a historian. 

Compression degrades data quality and induces nonlinearity. This chapter focuses on the 

problems o f data quality degradation and nonlinearity induction due to compression, and 

automatic detection and quantification o f the compression present in the archived data. 

Finally, the problem o f quantization in the process data is discussed and an automatic 

procedure to detect and quantify quantization is presented.

' A f u l l  p a p e r  based on th is c h a p te r  has been p u b lis h e d  as T h o rn h ill,  N. T , C h oudhurx , M . .A. A. S a n d  Shah. S. I... " The Im p a rt o f 

C om press ion o f  D a ta -D r iv e n  Process A n a ly s is " , J o u rn a l o f  Process ( 'o n tro l. Id , June 2(HU, pp. JS ll-J9S . I  h is  ch a p te r is a s ig n if ic a n tly  

expanded ve rs ion  o f  the p u b lish e d  p a p e r  w ith  more exam ples, d iscuss ions on the com press ion  a lg o r ith m s  a n d  qu a n tiza tio n  p rob lem s.
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6.1 Introduction

The motivations for data compression include reduction o f the costs o f storage o f historical 

data and reduction o f cost of transmission of process data through a telecommunications 

link. For instance, in pharmaceutical manufacturing the regulatory authorities demand long 

term storage o f manufacturing records, in which case the cost o f storage media would be a 

consideration. In off-shore oil production, the cost is in the satellite linkage to an on-shore 

headquarter. The trend towards remote monitoring o f their installed systems by technology 

vendors also requires data transmission through a telecommunications link.

However, data compression has hidden costs i f  the data become unsuitable for their 

intended purposes. The operation o f restoring the original signal from the archived data is 

called reconstruction. Once the data have been compressed they lose information and the 

reconstructed trends are deficient in various ways compared to the originals. End uses o f 

the reconstructed data may be very different. They include:

•  Calculation o f daily statistics such as daily means, daily standard deviations;

•  Averaging for data reconciliation and mass balancing;

•  Archiving data trends for subsequent high fidelity reconstruction;

•  Data smoothing by removal o f high frequency noise;

•  Feature extraction and recovery o f events.

For example, data transmitted from an off-shore production platform are used to determine 

daily totals o f oil How into the pipeline for taxation purposes, while remote monitoring o f 

a model predictive controller at a refinery may need high fidelity data for identification o f 

a dynamic process model.

The objectives o f this study are to provide new insights into the impact o f data 

compression on data-driven plant performance analysis and to recommend how much 

compression can be tolerated. The findings that compression causes problems may seem 

obvious in retrospect, but there appears to have been no systematic study reported in the 

literature to date. An automated means o f detecting the severity o f compression is also 

presented. Application o f the algorithm during the data pre-processing phase of a plant 

audit means less lime is wasted in evaluation o f unsuitable data. It also avoids the loss o f 

credibility o f the methods and their practitioners that might arise i f  the wrong conclusions 

were to be drawn from bad data.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.2 Motivating example 132

6.2 M otivating exam ple

Figure 6.1 shows a data set from a historian typical o f those from which engineers and 

consultants wish to extract useful information (courtesy o f Celanese Canada Inc.). The 

straight line segments characteristic o f industrial data compression can be seen in many o f 

the time trends. It w ill be shown in Section 6.6 that compression factors o f up to 94 were 

in use. The original uncompressed data were lost forever when they were compressed and 

archived, and it is now impossible to determine what features were lost. Later sections 

w ill show that most o f these data trends are too compressed and that data-driven process 

analysis would, i f  attempted, give a misleading indication o f the results that the original 

data would have provided.

Warning: Reconstruction interval is too large. C F m ay be underestimated. C F
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Figure 6 .1: An industrial data set with compression in some tags. Time trends are 

mean centered and normalized. CF as shown on the right column is an estimate o f the 

compression factor (as defined in Section 6.9.2).
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6.3 M ethods

Compression using piecewise linear trending is w idely used in industrial data historians. 

For instance, AspenTech described an adaptive method based upon the box-car/backward 

slope method (Aspentech, 2001), while OSI state that their PI data historian uses a swinging 

door compression algorithm (OSI Software Inc., 2002).

6.3.1 Overview of data compression

There is extensive literature on methods o f compressing images, speech and text (Watson, 

1993). Compression techniques for ECG (electrocardiogram) signals are also at an 

advanced stage (Crowe et al., 1992; Karczcwicz and Gabbouj, 1997). The motives in ECG 

are like those for process data compression in regard to transmission o f the ECG signals 

by telephone. Some developments in data compression have arisen from that held, for 

example wavelet compression has moved from ECG to process applications.

Compression techniques can be divided into two main functional groups: direct methods 

and transform methods.

6.3.2 Direct methods

The direct methods (also known as piecewise linear trending methods) are used in industrial 

practice because these can be applied in real-time to spot data. Mali et al. (1995) and 

Watson et al. (1998) have provided comparative reviews o f various compression methods. 

Mali et al. (1995) compared piecewise linear trending methods and introduced a new 

method (PLOT). Watson et al. (1998) studied piecewise linear trending as well as wavelet 

and Eouricr compression. They also introduced a method using vector quantization for 

process applications and discussed its benefits.

A direct method makes the archiving decision in real time, concurrently with the capture 

o f data from the process. Various types o f algorithms are used for data compression in 

process industries. Examples include box car (13C), backward slope (BS), combined box 

car and backward slope (BCBS), and Swinging door (sdoor). These algorithms (Hale 

and Sellars, 1981; Bristol, 1990) use heuristic rules to decide whether to archive a spot 

value. Those rules are tuned to achieve the capture o f exceptions and linear trends. They 

reconstruct a data trend as a series o f linear segments connecting the archived spot values 

o f the data. A brief description o f these algorithms are given below.
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Box C ar (BC) Algorithm

In this algorithm, the current data point is compared to the past recorded data point. I f  the 

two values d iffe r by more than or equai to (he recording lim it or the compression deviation 

set for this variable, the point immediate prior to the current data point is archived. The 

details o f the algorithm are shown in Figure 6.2. This method is helpful only for steady 

processes. I f  there is a ramp type change (e.g., the level o f a tank as it is being filled, or the 

process shifts frequently from one operating point to another), then this method does not 

provide a high level o f data compression.

54 X  recorded point 
:j: point triggered recording

•  last recorded point 
unrecorded point

53

52

50 Recording ‘ 
limit ,,

49

48 Reconstructed data 
will be on this line

47

4 6 1 - ..- .......  -.... -.......—  '  -................. -.........--J
0 5 10 15 20 25

Box Car algorithm

Figure 6.2: Box car algorithm fo r  data compression (from Hale and Sellar (1981)). 

Backward Slope (BS) Algorithm

As the name suggests, the recording lim it or the compression deviation boundary lines run 

parallel to the projected slope calculated from the last two recorded data points. If  the 

current data point falls outside the deviation lim it boundaries, the prior point is recorded. 

Figure 6.3 demonstrates the method clearly. In case of a very noisy variable, the backward 

slope algorithm neither produces good results nor gives a higher data compression, because 

the slope is not a meaningful measure in such a case. Therefore, both methods were 

combined to give the combined Box Car and backward slope (BCBS) method.
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Figure 6.3: Backward slope compression algorithm (from Hale and Sellar (1981)).
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Figure 6.4: Combined Box car and backward slope data compression algorithm (from Hale 

and Sellar (1981)).
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Combined Box Car and Backward Slope (BCBS) Method

In this method, the previous two methods are applied simultaneously. When the present 

data point fails to meet the criteria o f both Box Car and Backward Slope method, the point 

p rio r to the present value is stored. See Figure 6.4 for the detailed algorithm.

54

53

52

51

50

49

48

X  recorded point

point triggered recording top slope

•  latest recorded point 

0  unrecorded point j

compression
deviation

..iKtitom slope

middle slope

reconstructed data 
u i ll lie on this line

10 15 20

Figure 6.5: Swinging door algorithm fo r  data compression.

Swinging Door Compression Algorithm

The details o f this method are shown in Figure 6.5. In Figure 6.5, point ‘a' is obtained 

from the last recorded point, ‘c ’ , plus the compression deviation, while point ‘b ’ appears 

from the deduction o f compression deviation from point ‘c \  Points ’ a' and ‘ b’ are called 

pivot points. As new spot values arrive, lines are drawn from the pivot points to form a 

triangular envelope that includes all the spot values since ‘c \  The sides o f the triangle are 

the “ doors” . For instance, in Figure 6.5 all points up to point ‘d ’ can be enveloped in a 

triangle. However, the next point, ‘c ’ cannot be included in a triangle because, as shown by 

the dotted line, the upper and lower doors have opened wider than parallel. This signifies 

that a new trend started at point ‘d \  Point TF is archived and the procedure is repeated 

from this point.

Issues related to direct methods: The compression factor is not specified explicitly in 

any o f the direct methods o f compression. Instead, the parameter to be set is the deviation
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threshold or recording lim it deviation in engineering units. Therefore, in conducting the 

compression tests described in this study, it was necessary to first conduct calibration trials 

to find the deviation thresholds corresponding to each compression factor for each data set. 

In the direct methods, the trends are reconstructed from the archived spot values by linear 

interpolation between archived points at the original sampling instants. The compression 

factor (CF)  is defined as the ratio between the storage requirement o f the original data set 

and that o f the archived data. I f  the original data set had 1000 observations and 1000 time 

tags, a direct method with CF  =  10 would yield 100 observations, 100 time tags and 99 

linear segments.

6.3.3 Transform methods

A transform method performs an integral transformation o f the original data set and the 

compression is performed in the transformed domain. Wavelet compression falls into this 

category (Donoho et al., 1998). Such methods are not real-time. They require historical 

data since the transform is computed from an ensemble o f data. Many researchers have 

explored wavelet compression. Nesic et al. (1997) demonstrated its superior performance 

in process data from paper making machines. Other have explored various wavelet 

functions selected on a case-by-case basis. Bakshi and Stephanopoulos (1996) and Misra 

et al. (2001) applied time-varying wavelet packets to achieve on-line feature extraction and 

noise removal from non-stationary signals. Misra etal. (2000) described the use of adaptive 

compression thresholds to control the reconstruction error. Vedam et al. (1998) used a 

multiscale representation with coarse and fine resolution linear /i-splincs which comprises 

two piece-wise linear segments. The multiscale formulation provides spline compression 

localization features sim ilar to wavelet compression.

6.3.4 Selected compression method -  swinging door compression

The aim o f this paper is to examine the impact o f data compression on activities such 

as minimum variance control loop benchmarking, fault detection, data reconciliation and 

development o f inferential sensors. It concerns industrial process data and therefore focuses 

on piece-wise linear trending. The swinging door method was selected for detailed study 

as representative o f industrial practice. Similar results were also observed with the BCBS 

and PLOT methods.
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6.4 M easures o f Data Q uality

6.4.1 Statistical properties

Archived process data may be used for steady-state assessments such as plant production 

rates. Other uses include data reconciliation and mass balancing, for instance for the 

detection o f leaks. Therefore, i f  compressed archived data are to be used for these purposes, 

the mean value o f the reconstructed data should be the same as (he mean o f the original.

The measure used was the percentage difference between the mean values (PDM) scaled

by the standard deviation o f the original data. The scaling allows the relative significance 

o f any change in mean value to be assessed:

/necm (v) -  mean(y)
PDM  =  100-------- — ------------- —  (6.1)

oy

where y is the uncompressed original signal, y  is the reconstructed signal, and <7V is the 

standard deviation o f y.

Process variability has an impact on profit (M artin et al., 1991; Shunta, 1995) and plant 

audits usually begin with a determination o f the standard deviations or the variances o f 

the time trends. Therefore, it is also necessary to determine the impact o f compression

on the observed variance. The measures used are the ratios between the variance o f the

reconstructed data (tr?) and the variance o f the original data (a~) (RVC), and between oy2 

and the variance o f the reconstruction error a~ where e, =  y, -  y, (RVP). The measures are:

RVC =  a } . /a ;  (6.2)

and

RVE =  o;: /  Oy (6.3)

I f  the two measures add up to I, then the reconstruction error is the orthogonal 

complement o f the compressed signal (i.e. the sequence y, -  v, is uncorrelated with the 

sequence v,). The significance o f this observation is considered in Section 6.6.2.

6.4.2 Non-linearity measure

Non-linearity assessment is starting to be used as a diagnostic tool for troubleshooting 

o f hardware faults that may be present in the control loops (Choudhury et al., 2004c!', 

Choudhury et al., 2002) and to make decisions about the type o f model needed in inferential

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.4 Measures o f Data Quality 139

sensing (Barnard et al., 2001). Therefore, it is necessary to determine how the use o f 

reconstructed data would influence non-linearity assessment.

A  distinctive characteristic o f a non-linear time series is the presence o f phase coupling 

such that the phase o f one frequency component is determined by the phases o f others. 

Phase coupling leads to higher order spectral features, which can be detected in the 

bicoherence o f a signal. The non-linearity test applied here used the bicoherence measure 

to assess non-linearity. The squared bicoherence is:

-  / ; [ |x ( / ,)X (,/:)P ]/T [|A '( / i + / , ) p ]  ( M )

where is the bispcctrum at frequencies ( / i , / 2) anc* ' s g ive[1 by

B ( f u f i )  =  £ [ * ( / ,  ) X ( /2)X * ( / i + h ) } .  (6.5)

X ( j \ )  is the discrete Fourier transform o f the time series x(k)  at the frequency f \ , X *  (./)) is 

the complex conjugate and E is the expectation operator. A  key feature o f the bispcctrum

is that it has a non-zero value i f  there is significant phase coupling in the signal x between

frequency components at f \  and / 2. The bicoherence gives the same information, but is 

normalized as a value between 0 and 1.

Choudhury et al. (2004d) defined two indices -  the Non-Gaussianity Index (N G I ) and 

the Non-Linearity Index { N i l )  -  as

NG I =  hie2 -  bic2cn! (6.6)

ThirN i l  =  | hie2maX -  (bh'2 +  2a. .*.,) | (6.7)

where hie2 is the average squared bicoherence and hic2max is the maximum squared 

bicoherence, <7fc.-.2 is the standard deviation o f the squared bicoherence and bic2crit is 

the statistical threshold/critical value obtained from the central chi-squared distribution o f 

squared bicoherence. As outlined in (Choudhury et a l., 2004<7), i f  both NG I and N i l  are 

greater than zero, the signal is described as non-Gaussian and nonlinear.

6.4.3 Performance index (Harris) measures

The widely-used Harris index (Desborough and Harris, 1993) is a minimum variance 

benchmark o f control loop performance. Significant industrial implementations o f this 

index have been reported (Fedc11cz.uk cl al., 1999; Paulonis and Cox, 2003; Desborough 

and M iller, 2002). It is known that the use o f data compression influences the Harris
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index (Thornhill et al., 1999). Consequently, an issue for practitioners is to know whether 

compressed archived data can be used for the purposes o f a minimum variance benchmark 

calculation.

The Harris indices for the three data sets were calculated using the method described by 

Desborough and Harris (1993) with an estimated lime delay o f 5 samples. The index is 

determined from the residuals between the measured controller error denoted by y and a 

/;-step ahead prediction, v.

K ')  =  y (0  -  y(i )  (6.8)

The model lo r y employed 30 autoregressive terms (i.e., in =  30) as discussed in (Thornhill 

et al., 1999) and in this case the prediction horizon was b =  5 since the time delay was 

estimated to be 5 sample intervals.

y {i +  b) =  a0 +  a\y(i ) +  «2.v ( '-  1) + ....... +  amy ( i -  in +  1) (6.9)

The minimum variance benchmark is:

1 - — Jjr r z  (6.10)
mse{yj )

where cr,2 is the variance o f the residuals r, and mse(yj )  is the mean square value o f the 

controller error. An index o f 0 represents minimum variance control, while an index o f 1 

represents poor control (in which y ~ y  and r  is negligible). In the later case, the controller 

is failing to deal with predictable components such as steady offsets or a predictable 

oscillatory disturbance.

The reconstructed data are more predictable and thus have a worse (larger) Harris 

index than the original because compression removes noise and produces piecewise linear

segments, that have high local predictability. Thus, there is a danger that unnecessary

maintenance effort may be spent on repair o f control loops wrongly identified as performing 

poorly.

6.5 Process Data for Compression Comparison

6.5.1 Industrial example 1

Three contrasting time series variables were chosen for the evaluation o f the impact o f 

compression, courtesy o f BP. They are uncompressed liquid How trends from continuous 

processes operating at steady state. Each data set comprised nearly three hours o f 10s
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samples representing deviations o f flow in a process stream from the mean value. Figure 

6.6 shows portions o f the time trends while the dotted lines in Figure 6.7 show their power 

spectra (Welch, 1967).

Data set 1 shows a persistent oscillation characterized by an average o f about 22 samples 

per cycle. Figure 6.7 shows that the spectrum o f this signal has a broad peak at a frequency 

o f 0.045 times the sampling frequency (i.e., 22 samples per cycle). The challenge for 

high fidelity compression and reconstruction is to retain the spectral peak in the frequency 

domain and the oscillatory features in the time domain.

Data set 2 has a tendency to stay at a constant value for a given time and then to move 

rapidly to a new level. These data are from a control loop which has a lim it cycle caused 

by a sticking valve. The signal is predictable for long periods, and its spectrum shows very 

low frequency features because the period o f oscillation is long while a series o f harmonics 

highlights the non-sinusoidal nature o f the waveform. The low frequency features and 

harmonics should be preserved during compression and reconstruction.

Data set 3 has little predictability, and has spectral features at all frequencies. This signal 

is dominated by random noise, and is from a well tuned loop operating close to minimum 

variance.

d ata  se t

0 50 100 150 200 250 300
20

data s e t 2

-20
50 100 150 200 300250

1 T
d ata  se t 3

- 1
50 100 150 200 250 300

sampling intervals

Figure 6.6: Time trends o f orig inal data (open circles fo r  data set I, squares fo r  data set 2, 

and diamonds fo r  data set 3) and reconstructed data with compression fac to r 10 (lines).
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Figure 6.7: Power spectrum o f the orig inal data and reconstructed data with compression 

fac to r 10, orig inal spectra (dotted line) and spectra o f  reconstructed signals (solid line).

6.5.2 Industrial example 2

The purpose o f  choosing this example is to study the effect of compression in fast and slow 

control loop data. Also, the results o f this example w ill validate some o f the results o f 

Example 1. In this data set, data from three different types o f control loops were chosen, 

courtesy o f ARAM CO. They are uncompressed flow, temperature and pressure trends from 

continuous processes operating at steady state. Each data tag comprised nearly four hours 

of 15s samples representing deviations o f flow in a process stream from the mean value. 

Figure 6.8 shows portions o f the time trends, while the dotted lines in Figure 6.9 show their 

power spectra.

Flow loop data show a good control loop operating close to the minimum variance 

benchmark, and have little  predictability. It has spectral features at all frequencies.

Temperature loop data have some irregular oscillations. The oscillations are not always 

present.

Pressure loop data have low frequency predictable features.
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Figure 6.8: Time trends o f o rig inal data (open circles fo r  flow loop data, squares fo r  

temperature loop data, and diamonds fo r  pressure loop data) and reconstructed data with 

compression fa c to r 10 (lines).
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Figure 6.9: Power spectrum o f the orig inal data and reconstructed data with compression 

fa c to r 10, o rig inal spectra (dotted line) and spectra o f reconstructed signals (solid line).
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6.6 Results and D iscussions for Industrial Exam ple 1

6.6.1 Visual observations

The panels in Figure 6.6 show close-up portions o f the original data (as points) and 

reconstructions (solid line) w ith compression factor o f 10 for data sets I to 3. Each 

complete data set had 1024 samples. Features to note include:

•  Swinging door compression did not follow all the oscillations in data set 1 because 

with CF  =  10, the average duration o f each linear segment was longer than half o f 

the oscillation period;

•  High fidelity compression was possible with data set 2, but with data set 3 much of 

the randomness was lost from the reconstructed trends.

Figure 6.7 shows reconstruction in the frequency domain. The power spectra of the original 

signal arc denoted by dotted lines and the spectra o f the reconstructed signals with CF  =  10 

are shown as solid lines. When the two are not the same, a reconstruction error exists.

•  The spectral feature in data set 1 at 0.045 samples per cycle was not fully captured 

by the reconstructed data set;

•  Data sets 1 and 3 had errors at low frequency and a non-zero spectral error at /  =  0. 

Therefore, the signal reconstructed after compression had a different mean value than 

the original;

•  The low frequency harmonics o f data set 2 were reproduced well, but the high 

frequencies o f data set 3 were not captured.

The observations from the spectra reinforce and illuminate the observations from the time 

domain plots. The frequency domain plots also provide insight into why data set 2 is more 

compressible than data set 3. Data set 2 has very few spectral features, and they are at 

low frequency (i.e. o f long duration). In contrast, data set 3 has features over the entire 

frequency range. Data set 2 is therefore a much simpler signal with fewer different types 

o f behavior to capture.

6.6.2 Statistical properties

Figure 6.10 shows the behavior o f the mean value and variance measures as a function o f 

compression factor. Noteworthy observations include:
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•  The mean o f the signal reconstructed from the archive differs from the mean of the 

original.

•  The variances o f the reconstructed data are smaller than the variance o f the original 

signal;

•  Variance measures at a given compression factor do not sum to 1.

It is concluded that data compression provides misleading information about basic 

statistical properties o f data. Compression alters both the mean and the variance. The 

changes in means are only a small percentage o f the standard deviation. However, the 

purpose o f data reconciliation is often to find small shifts in the mean value that may 

be indicative o f problems such as leaks. The shift in mean due to data compression 

may therefore be wrongly interpreted as evidence o f a leak. Decisions o f the type used 

in statistical process control (Wetherill and Brown, 1991) may also be erroneous if  the 

warning and alarm lim its have been based upon a statistical distribution determined from 

compressed archived data.
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Figure 6.I0: Statistical measures as a function o f CF fo r data set I (circles), data set 2 

(squares) and data set 3 (diamonds).

The sum o f the measures o f error variance (RVE) and compressed signal variance (RVC) 

was not I . Thus, a correlation between the portion o f the signal deleted during compression 

and the compressed signal itself exists. The implication for data-driven methods such as
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inferential sensing is that some informative features have been thrown away or that some 

unwanted features have been retained.

6.6.3 Nonlinearity assessment

The first and second panels o f Figure 6.11 show results from non-linearity assessment o f 

the three data sets. Two o f the three data sets (Data 1 and Data 3) were linear in their 

uncompressed state (CF=1) but became non-linear after compression and reconstruction 

when the compression factor exceeded 3. It demonstrates that compression induces 

non-linearity in the signal. Compression is a non-linear operation and the principle o f 

superposition does not apply, i..e:

8 (x \ (0 )  +  8 (x2 ( 0 ) / -  8 (* i 0 ) +  x2 (0 ) (6 .11)

and

g ( « x . V | ( 0) # « x j j ( a - | ( / ) )  (6 . 12)

where x\ (/) and ,V2(/) are time domain signals, g (a(/))is a compressed time trend and a is 

a scalar factor. In the case o f swinging door compression, i f  the signal were twice as large 

then the compressed signal would not merely be twice as large at the retained spot values. 

It would also have more piece-wise linear segments because more spot values would hit the 

condition for archiving.

The use of compressed archived data to assess non-linearity, for instance in an audit o f 

control valves, may be misleading. Time may be wasted in inspection and testing o f valves 

that are in fact operating normally.

6.6.4 Performance (Harris) index

The third row o f Figure 6.1 I shows the Harris index results, where 0 represents good 

performance close to minimum variance and I represents poor performance. The index 

increases with compression for all the data sets.

In the case o f data sets I and 3, it is concluded that compression increases the 

predictability o f the signal and thus affects the Harris index. Data set 2 was inherently

predictable (see Section 6.5.1). The Harris index for data set 2 therefore indicated poor

performance even in the uncompressed case, and did not change as much on compression 

as for the other two data sets.
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Figure 6.11: Non-Gaussianity Index, Nonlinearity index, and H arris index as a function o f 

compression fac to r fo r  data set I (circles), data set 2 (squares) and data set 3 (diamonds).

6.7 Results and Discussions for Industrial Exam ple 2

6.7.1 Visual observations

The panels in Figure 6.8 show close-up portions o f the original data (as points) and 

reconstructions (solid line) with compression factor o f 10 for data sets 1, 2, and 3. Each 

data set had 1024 samples. Features to note are:

•  In the reconstructed flow loop data set much o f the randomness o f the signal was lost.

•  Oscillatory portion of the temperature trend was reconstructed well but the other 

portion was not.

•  High fidelity compression was possible with pressure loop data because it contains 

mainly low frequency components.

Figure 6.9 shows reconstruction in the frequency domain. The power spectra o f the original 

signal arc shown as dotted lines, while the spectra o f the reconstructed signals with CF  =  10 

are shown as solid lines. When the two arc not identical, a reconstruction error exists.

•  There arc errors in the low and high frequency spectral features in the reconstructed 

flow loop data.

d .±

0---

compression factor
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•  Flow and temperature loop data have reconstruction errors at low frequency and 

a non-zero spectral error at /  =  0. Therefore, the signal reconstructed after 

compression had a mean value that differed from the original (see the first panel 

o f Figure 6.12).

•  The pressure loop data was reproduced well.

6.7.2 Statistical properties

Figure 6.12 shows the behavior o f the mean value and variance measures as a function o f 

compression factor. The results observed in Example 1 also apply here. Figures 6.10 and 

6.12 show sim ilar results.

•  The mean o f the signal reconstructed from the archives differs from the mean o f the 

original. However, the deviation is negligible up to a compression factor (CF) o f 3.

•  The variances o f the reconstructed data are smaller than the variance o f the original 

signal;

•  The variance measures at a given compression factor do not sum to 1.

- 1 0

Com pression Factor

Figure 6.12: Statistical measures as a function o f CF fo r Flow loop (circles), temperature 

loop (squares) and pressure loop data (diamonds).
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6.7.3 Nonlinearity assessment

The first and second rows o f Figure 6 .13 depict results from non-linearity assessment o f the 

three data sets. Compression induces non-Gaussianity and non-linearity in signals when 

compressed by a factor o f more than 3 because uncompressed flow and pressure signals 

were orig inally Gaussian and linear. Non-Gaussianity indices increases monotonically 

for all three data sets, while the nonlinearity indices do not show any specific pattern -  

indicating the alteration o f nonlinear structure o f the signal with compression.

6.7.4 Performance (Harris) index

The third row o f Figure 6.13 depicts the Harris index results. Again, the index increases 

with compression for all data sets.

In the case of flow and pressure loop data, it is concluded that compression increases the 

predictability o f signals and thus affects the Harris index. The temperature loop shows poor 

performance even in the uncompressed case, and did not change as much on compression 

as for the other two data sets.
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Figure 6.13: Non-Gaussianity Index, Nonlinearity Index, and Harris index as a function  

o f compression factor fo r  flow loop data (circles), temperature loop data (squares) and 

pressure loop data (diamonds).
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6.8 Sum m ary o f Data Quality M easures

The follow ing comments relate the results and discussion o f the previous two sections to 

real-world industrial applications.

•  Data compression changes the statistical properties o f data.

•  Averaging, data reconciliation and mass balancing applications should calculate 

the required quantities directly from the original data because data archived with 

swinging door compression have a different mean value after reconstruction. This 

could have serious implications, for example i f  the reconstructed data represent oil 

flow from an off-shore facility being monitored for taxation purposes.

•  High fidelity reconstruction requires that the statistical properties o f the reconstructed 

signal be sim ilar to those o f the original. Minimum variance and non-linearity 

assessment are two procedures that require high fidelity data. Swinging door 

compression alters these measures significantly.

•  Data smoothing, feature extraction and rcconstmction o f events require that the 

events and features o f interest be retained during compression. The nonorthogonality 

o f piece-wise linear trending means that the condition is not met because the 

reconstruction error is correlated with the reconstructed signal. An example o f 

a negative consequence is that the magnitude o f a transient event may not be 

reconstructed accurately.

The performance measures for data set 3 in industrial example 1 and for flow loop in 

example 2 (which are random signals) were influenced by compression even at small 

compression factors. For instance, the RVE and RVC measures changed significantly. No 

random value is any more significant than any oilier, but the compression algorithm makes 

some points more significant by choosing to archive them and therefore the reconstructed 

signal does not have the same randomness. However, the performance measures for data 

sets 1 and 2 in example I and all loops in example 2 did not change as much for small 

compression factors up to about 3. For Example 1, in the third row o f Figure 6 .11, the 

results for a CF  o f 3 were very similar to those for the uncompressed case when CF  was 

1, while the second and fust rows o f Figure 6.11 show that non-linearity was not induced 

for a CF  o f 3 or less. For example 2, Figures 6 .12 and 6.13 show that the properties did not 

change much until the compression factor exceeded 3. Therefore, the fo llow ing heuristic 

rule is proposed to ensure that at least some compressed archived data can be exploited:
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Data having CF < 3  may be used with caution fo r  data-driven process analyses.

It is noted, however, that certain types o f process trends may allow higher compression 

factors because their intended use is to record constant values such as set points, targets 

and high and low limits.

6.9 Autom ated Detection of Com pression

6.9.1 Motivation

The previous discussion showed that compression induces changes to many ol the 

quantities commonly used in data-driven process analyses. However, engineers are not 

always in a position to examine data closely enough to detect compression because plotting 

and examining time trends are time-consuming. They may also not be aware o f the default 

compression parameters set on their historians. Consequently, data-preprocessing activity 

usually focuses on finding and replacing bad data such as missing values and outliers. I f  

archived data are to be used for an automated analysis, it is first necessary to test for the 

presence o f compression.

I f  the number o f spot values in the compressed archive and the original sampling rate are 

known, then the compression factor may be determined by computing the ratio between the 

expected number o f observations and the number o f archived observations. However, such 

information is not always available, and it may be necessary to estimate the compression 

factor from the reconstructed data only. An automated method for detection o f piece-wise 

linear compression is now presented, and several guidelines are given for its application to 

industrial data.

6.9.2 Compression detection procedure

Because the reconstructed data set is piecewise linear, its second derivative is zero 

everywhere apart from al the places where the linear segments join. Therefore, the presence 

o f the characteristic linear segments can be detected by counting zero-valued second 

differences A (Ay) calculated from:

a  (A v). = (A  11' r M  2 A .+ A -1 (6 I3 )
' h / r

where v is the reconstructed signal and h is the sampling interval. The index i ranges from 

2 to N -1, where N is the number o f samples. Suppose the original data set had N  values.
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and after compression there are m archived spot values and in — 1 linear segments. I f  the 

reconstructed data are differenced twice, there w ill be n =  N  -  in second differences whose 

values are zero. Therefore, the compression factor can be determined from:

N N
CFesl =  -  =  - -----  (6.14)

m N - n

where in — N — n. For example, with 10 data points compressed to 4 archived values and 3 

linear segments, there are 1 0 - 4  =  6 second differences whose values are zero. Therefore, 

the CF  is 2.5.

The method can be extended to other piecewise reconstruction methods using 

polynomials. For instance, i f  cubic spline compression were in use (Vedam et al., 1998), 

the fourth derivatives would be zero everywhere except for at the knot points where the 

splines join. In that case, the compression factor would be determined from the number o f 

fourth differences having zero values.

Figure 6.14 shows results for data sets 1, 2 and 3 in example 1 while Figure 6.15 

compares the estimated compression factor with actual compression factor for example 

2. Results for both examples show that the compression factor derived from counting the 

zero second differences was a good estimate o f the true compression factor.

5  10

ac tua l c o m p re ss io n n  fac tor

Figure 6.14: Results from the compression estimation algorithm fo r data sets I to 3, data 

set I (circles), data set 2 (squares) and data set 3 (diamonds).
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Figure 6.15: Results from  the compression estimation algorithm, flow  loop (circles), 

temperature loop (squares) and pressure loop (diamonds).

6.9.3 Implementation considerations

Enhancements to the basic algorithm are needed for industrial implementation for the 

following reasons:

•  The sampling interval o f the reconstructed signal may be larger than the original; 

e.g., the compression algorithm may have used I Os samples but the reconstruction 

may use 1 min samples.

•  The effects o f finite precision arithmetic -  some computed second differences may 

not be exactly zero.

Suggestions for handling these cases are given here and illustrated w ith the industrial data 

o f Figure 6 .1.

Dealing with a larger reconstruction sampling interval

It is recommended that the compressed data be reconstructed using the same sampling 

interval as the original because reconstruction with a longer sampling interval leads to an 

underestimation o f the compression factor. For example, i f  five I Os samples out o f 120
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were archived then the true compression factor is 24 (/» =  5. N  =  120). When the data are 

reconstructed using 1 minute samples, the number o f piecewise linear segments does not 

change, but there are only 20 samples in the reconstructed data so the compression factor 

appears to be 4.

An effect o f reconstruction with a longer sampling interval is that the true end points 

o f the piecewise linear segments may fall between samples. Thus, x, would be the end 

of one linear segment and x,^ \ would be the start o f the next, with the true end point 

somewhere in between. The effect on the second differences is that there are two non-zero 

second differences where the linear segments jo in, instead of one that would be expected. 

The presence o f these pairs o f non-zero second differences can be used as a warning o f a 

sampling interval issue. I f  such pairs are detected, then the calculation o f the compression 

factor has to acknowledge that each pair represents only one true archived point and the 

expression for the compression factor is modified to:

Such pairs were detected in the industrial data o f Figure 6.1. Therefore, the modified 

expression was used in the compression factor calculation. The estimated compression 

factors are shown in the right column o f Figure 6 .1. For instance, tag 20 has a compression 

factor o f 41.7. It had 1428 zero second differences, 72 non-zero second derivatives in 36 

pairs and 36 linear segments.

If  the characteristic pairs are noticed, then a warning must be given that the compression 

factors have been underestimated. Figure 6.1 showed such a warning.

Finite precision arithmetic

As discussed earlier due to the effects o f finite precision arithmetic, some computed second 

differences may not be precisely zero. This problem can be dealt with either o f the 

following two methods.

I. The numerical values o f the second differences were converted to integers. The ceil 

function in the follow ing expressions rounds up to the next integer:

P =  ce il(  log|() | x |) 
y =  x / \ ( f  
z =  y x  10A'

x is the original entry in the data base having N  significant figures, P -  1 o f which 

are to the left o f the decimal point (e.g. P — 5 and N  =  10 in 1478.144165). y has the
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same digits as x, but has a zero to the left o f the decimal point (e.g. 0.1478144165) 

and z is an integer with the same digits (e.g. 1478144165). The second difference 

calculations were applied to the integers z-

Certain computed second differences may not be precisely zero because o f arithmetic 

rounding errors. With the integer transformation above, the errors would expected to 

be ±1 . However, errors o f up to ±500 were observed. That is to say, the precision 

o f the arithmetic used by the data historian in the reconstruction was less than 10 

significant figures, although the results were reported to 10 significant figures. The 

fo llow ing sequence illustrates the pattern o f second differences observed in <: for a 

portion o f a straight line trend in tag 7 o f the industrial data o f Figure 6 .1.

f  -4 7 6 ,4 7 7 ,0 ,  -4 7 7 ,4 7 7 ,0 ,  - 1 ,  -4 7 6 ,4 7 7 , 1
\  0, 0, -4 7 7 , 477, 1, 477, -  1, -4 7 6 , 477. 0 J

Any second difference in z whose absolute value was below 500 was counted for 

calculation o f the compression factor.

I f  the data historian complies with a published numerical Standard (e.g., IEEE 

854-1987), then the threshold for second differences may be determined from 

the Standard. Otherwise the threshold must be determined by observation o f the 

arithmetic precision achieved and the number o f significant figures in use, as was 

done in this study. There is no fundamental significance to the numerical value o f 

±4 7 7  in the example presented above. The observed rounding errors appear to arise 

from an interplay between the original data values, the arithmetic precision and the 

details o f the data base.

2. The second procedure w ill be explained with the help o f an example. Consider 

the flow loop o f industrial example 2. The second derivative o f the reconstructed 

compressed flow trend with a compression factor o f 10 resembles the plot shown in 

the left panel o f Figure 6.16. The distribution o f the second derivative (right panel o f 

Figure 6.16) shows that all the zero second derivatives fall in the central bin, whose 

center is at zero. Therefore, the size o f the central bin provides a good estimate of 

the number o f zero second derivatives. The challenge in this approach is to choose 

the correct number o f bins for the histogram. In order to solve this problem, an 

investigation on how the central bin size varies with the number o f bins (Figure 6.17) 

reveals that the size o f the central bin docs not change much beyond a certain number 

o f bins. This was observed for many other compressed data. Thus, the number o f 

bins can be chosen to be greater than the number after the elbow jo in t in Figure
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6.17. For an automatic compression detection algorithm, the number o f bins for the 

histogram calculation can be fixed anywhere between 300 and 400 for a data set 

whose length is larger than 1000 samples. This was observed by the author for most 

cases o f industrial data analyses.
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Figure 6 .16: Left panel shows the second derivative o f the flow  trend, Right panel shows 

the distribution o f the second derivative.
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Figure 6 .17: The variation o f central bin size with number o f bins.
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6.10 Final Recom m endations Concerning Compression

6.10.1 Discussion on the motivating example

It has been demonstrated earlier that data with CF  >  3 are not suitable for data-driven 

analyses. Compression factors o f up to 93.8 were present in the industrial data set o f Figure

6 .1 and only five tags had compression factors o f three or under. It was concluded that this 

archived data set would not be suitable for data-driven analyses. Moreover, the algorithm 

issued a warning that the compression factors were underestimated. For improved estimates 

o f compression factor, the data set should be reconstructed with the original sampling 

interval. The reconstruction was not attempted in this study because it was already clear 

that the data were much too compressed for data-driven analyses.

6.10.2 A proposal for harmless storing of data

Ideally, data should not be compressed. I f  compression is absolutely necessary, data should 

not be compressed more than a factor o f 3. In order to ensure this, an algorithm such as 

one explained in Figure 6 .18 can be implemented in data historian before storing the data.

If CF <3Store data calculation

Specify 
deviation limit Compression

Figure 6.18: An algorithm fo r  storing o f data with little  loss o f information.
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6.11 Q uantization

Modern control systems work with the help o f computers or digital equipments. Because 

computers cannot read analog signals, all analog signals must be converted to digital 

signals. For digitization, two steps are required: sampling and quantization. Sampling 

is only the first phase o f acquiring data into a computer. Computational processing further 

requires that the samples be quantized -  analog values are converted into digital form. In 

short, one needs to perform analog-to-digital (A /D ) conversion. The number o f bits o f the 

A /D  converter determines the precision o f the digitized data. Old A/D  converters have 

a lower number o f bits, i.e., low resolution. Those may introduce a significant amount 

o f quantization errors. Significant quantization errors produce oscillations (Horch, 2000) 

in process variables. Sometimes the quantization errors are too large to use the data for 

any practical analysis. A method w ill be described herein to quantify the amount o f 

quantization in the process data.

238

50 1 OO 1 G O
Sam pling Instants

200 250

Figure 6.19: An example o f heavily quantized data representing a process variable.

Figure 6.19 shows an example o f a heavily quantized process data. The quantized data 

usually resembles staircases. They arc easy to be detected through visualization o f the data. 

However, to check quantization in hundreds o f variables in the data preprocessing stage, 

an automatic method o f delecting quantization is required. A quantization factor has been 

defined as
w 6J5)

<7

where Qievel is the quantization level present in the data and can be obtained from the
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Figure 6.20: An industrial data set where some o f the variables were heavily quantized.

minimum value o f the non-zero first difference o f the data, <7 is the standard deviation o f 

the data, and QF  is the quantization factor. For data that have no quantization problems, 

the magnitude of QF  should be close to zero. In contrast, for a heavily quantized data 

set the magnitude o f QF  w ill be closer to l. Figure 6.20 depicts an industrial example 

o f heavily quantized data. This data set represents vibration monitoring data o f a large 

pump. The right side o f the figure shows the quantization factor estimated for each data 

tag. Clearly, tags 3, 6, 9, 12, and 13 are heavily quantized. The example shown in Figure 

6.19 represents lag 3 o f this industrial data set for which the estimated quantization factor 

was 1.0, indicating heavy quantization o f the data.

For most plants that implement modern control systems, quantization is not a problem 

because they use high resolution A /D  converters. However, many plants still use old control 

systems and sensors, where quantization remains a problem. This automatic quantization 

detection algorithm can be used in the data preprocessing stage to check for quantization, 

and may serve us a useful diagnostic tool to decide which variables are not worth further 

analysis.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.12 Conclusions 160

6.12 Conclusions

Time and frequency domain plots were presented for data from continuous processes 

to show how well the trends were reconstructed after compression. Piecewise linear 

compression using the swinging door algorithm altered key statistical features o f the data 

set such as mean and standard deviation. Other data-driven analyses were also influenced.

A procedure for detection o f compression during the pre-processing stage o f a data- 

driven analysis, plus additional features required for its application to industrial data were 

presented. An expression based upon estimation o f the number o f zero-value second 

derivatives provided a lower bound for the compression factor. To reconstruct the data at 

the original sampling interval is important for an accurate assessment o f the compression 

factor. I f  the reconstruction interval is longer than the original, then characteristic pairs o f 

non-zero second derivatives become evident. In such an event, a warning must be issued to 

reconstruct the signal at the correct sampling rate.

On the basis o f this study, it is strongly recommended that caution be exercised in the 

use o f compression in process data archives. Because o f pressure from customers and 

the cheaper costs o f storage, newer data historians (e.g. AspenWatch) are beginning to 

use uncompressed data. It is hoped that this study w ill provide end-users, who wish to 

eliminate the use o f data compression, with solid, quantitative reasons fordoing so.

Finally, the quantization problem in process data analysis has been discussed. 

Quantization may cause lim it cycles in control loops. An automatic method to delect and 

quantify quantization has been presented.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Conclusions

This chapter lists the contributions o f this thesis and the directions identified for future 

research.

7.1 Contributions o f This Thesis

The main contributions o f this thesis can be summarized as following:

•  A tutorial introduction o f a complex subject matter, higher order statistics, has been 

presented in Chapter 2. Unlike most discussions in the literature, this chapter is 

readily understood and self-explanatory due to the illustrative examples.

•  The use o f higher order moments is suggested for detection o f o f nonlinearities in 

a signal. Two new indices -  the Non-Gaussianity Index (NGI) and the Nonlinearity 

Index (N LI) -  have been developed for detecting nonlinearities in time series.

161
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•  An algorithm for diagnosing the causes o f poor performance o f control loops has 

been developed and applied successfully to industrial and simulation data sets.

•  Much confusion surrounding the term ‘stiction’ exists in the literature. Through a 

detail model o f stiction and a thorough discussions o f all terms related to stiction, 

stiction has been clearly explained and defined in this thesis. A new generalized 

formal definition o f ‘ stiction’ has been proposed.

•  A two-parameter data driven model has been developed for stiction. The model is 

easy to understand, relatively simple to use, and yet powerful enough to simulate 

stiction phenomena in control valves.

•  An automatic algorithm for detection and quantification o f stiction in control valves 

has been developed and successfully evaluated through several industrial case 

studies.

•  The impact o f compression on data quality has been systematically studied and 

presented. It is recommended that data should not be compressed unless storage 

space is extremely limited.

•  An automatic method for detection and quantification o f compression in process data 

has been developed. A new method for storing data with little  loss o f information has 

been recommended.

•  An automatic method for detecting quantization in process data has been developed.

7.2 Recom m endations for Further Work

Diagnosis o f the causes o f poor control loop performance remains a challenging area for 

further research. In particular, an automatic procedure with minimum human intervention 

must be developed. The procedure must be noil-invasive, plant-friendly, easy to understand, 

and simple to implement. Further work in this and related areas should consider all these 

issues, and can be categorized as follows:

•  Most disturbances entering a control loop are assumed to be linear in the diagnosis 

o f poor loop performance. Further investigations should be carried out to examine 

the effect o f nonlinear disturbances on the loop diagnosis results.
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•  The quantified stiction in this thesis is termed as ‘apparent stiction’ because o f the 

effect o f loop dynamics, especially the controller action that compensates for some 

stiction. The effect o f controller and loop dynamics on the quantified stiction should 

be investigated further.

•  Because o f the absence o f a by-pass line, a sticky valve cannot be taken out o f service 

for maintenance immediately. A method that can facilitate continued operation o f 

the plant until the next planned shutdown -  m inim izing the impact o f sticky valves -  

would be invaluable for the process industry.

•  The method and algorithm for the diagnosis o f poor loop performance has been 

developed based on (he assumption o f a single loop. It does not take into account 

the multivariate nature o f the process. Further research should be done to investigate 

the plant-wide propagative nature o f disturbances or faults.

•  An automatic procedure for the root-cause diagnosis o f plant-wide oscillation(s) 

would be useful to process industries. A detailed study aimed at understanding 

the mechanism(s) o f oscillation propagation, and amplification and attenuation o f 

oscillations as they travel through various process units, should be performed.

•  Process modcl(s) identified from compressed data is inadequate. A  systematic 

study should be performed to quantify the effect o f data compression on model 

identification.

•  Alternative methods o f data compression and reconstruction that do not cause 

significant degradation o f data quality need to be investigated.
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