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Abstract

The IceCube neutrino observatory is a gigaton Cherenkov detector located at the ge-

ographic south pole. The experiment is designed to detect neutrinos originating from

the atmosphere and astrophysical objects over a huge energy range from 10 GeV to

10 PeV. Information about the interacting neutrinos is extracted from the event re-

constructions and identification of the event topologies, constituting probes to study

high-energy particle physics and astrophysics. Typically, muon neutrinos produce a

single muon from their interactions in ice via deep inelastic scattering (DIS) processes.

However, in some fraction of the cases, the Standard Model predicts the production of

two closely spaced high energy muons from the same neutrino interaction, referred to

as dimuon. Detection of these events in IceCube can be a powerful tool to study rare

standard model neutrino interactions and search for physics beyond the Standard

Model at an energy scale beyond the reach of current accelerator neutrino experi-

ments. However, identifying dimuon events in IceCube is very challenging due to the

limited detector resolution, and no such events have been observed prior to this work.

The primary contribution of the dimuon events within the Standard Model frame-

work arises from the charm quark production in neutrino DIS processes. An addi-

tional subdominant standard model channel, called neutrino trident production, can

also produce dimuon events. This thesis performs an inclusive search for such dimuon

events in IceCube. The search analysis uses an event classification method developed

based on advanced machine learning algorithms called graph neural networks to iden-

tify the dimuon events. The outcome of the event classification is then used to define

two overlapping signal regions for the search. The analysis of 10.67 years of IceCube
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data used in this work reports the first non-zero observation of dimuon event can-

didates. A single event is observed in one signal region with a prediction of 0.21

background contamination, resulting in a dimuon signal significance of 1.31σ. The

measurement in the second, higher statistics signal region reports the observation

of 4 events against a background prediction of 2.13 events. The pure single muon

background-only hypothesis is rejected at 1.15σ for this region.
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Preface

The work presented in this thesis is my own and is original except where noted below.

The use of others’ work is cited in the text where relevant.

The IceCube neutrino observatory’s operation results from an international re-

search collaboration comprising approximately 300 scientists. The technical details

of the detector and neutrino detection principle in Chapter 3 are the works of many

collaboration members over the past 20 years. The development of the neutrino

dimuon simulation software and the production of the Monte Carlo simulation in

Chapter 4 are my original work which depends on several external and collaboration

software packages cited in the text. The Monte Carlo production of the background

events and the preliminary event selection process in Chapter 4 are primarily devel-

oped by Spencer Axani and Christopher Weaver with the help of other members in

the collaboration. The classification method in Chapter 5 is independently developed

by myself using the software framework for neural network algorithms cited in the

text. The literature review in Chapter 2 and the final analysis method and results in

Chapter 6 are my original work.
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Chapter 1

Introduction

The study of neutrino interactions with matter is pivotal for advancing critical con-

cepts in particle physics, astrophysics and cosmology [1–3]. Theoretical models de-

veloped in these areas undergo rigorous validation and testing based on the exper-

imental observation of neutrino interactions in the detectors. Conversely, precise

measurements performed in neutrino detectors can also lead to advancements in our

understanding of fundamental physics [4–6]. Therefore, neutrino experiments offer a

rich ground for new discoveries in both fundamental physics and understanding the

nature and evolution of the universe.

The IceCube neutrino observatory, located at the geographic south pole, is the

world’s largest neutrino detector and observes neutrinos originating from atmospheric

and astrophysical processes. Detection of neutrinos with a massive energy range

(10 GeV− 10 PeV) and a large international collaboration analyzing the experimen-

tal data allow IceCube to run numerous scientific programs to study multiple aspects

of neutrino physics. The analyses involving the observation of low energy neutrinos

(Eν ∈ [10 − 500 GeV]) primarily focus on neutrino oscillation studies [7–14]. The

extremely high energy neutrinos (Eν > 100 TeV) detected in IceCube originate from

sources outside the solar system [15, 16]. The analyses of these very high energy

neutrinos in IceCube currently lead the field of neutrino astronomy and have made

several ground-breaking discoveries, such as the first detection of the Glashow reso-

nance [17] and evidence of neutrino emissions from active galaxies [18, 19]. In the

high energy regime (Eν ∈ [1−100 TeV]), IceCube has detected a large number of neu-

trinos primarily from the interaction of cosmic rays in the earth’s atmosphere, with
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an increasing contribution from astrophysical neutrinos in the higher energy regime

(Eν ≳ 10 TeV). Most of the IceCube analyses based on these high energy neutrino

events involve the study of weak interactions and quantum chromodynamics (QCD)

within the Standard Model framework [20–22] and the search for new physics [23–25].

Historically, these studies have been typically performed in accelerator neutrino and

collider experiments. However, the high and very high energy neutrino interactions in

IceCube often exceed the energy limit of the laboratory-based experiments, making it

a prime area for further testing of the Standard Model and searching for new physics

[26–30].

The work in this thesis focuses on identifying a new class of events in IceCube called

dimuons, where an interacting neutrino produces two outgoing, high energy muons.

The dimuon events in the Standard Model neutrino interactions mainly come from

two processes, namely charm and trident production. They have been observed in

accelerator neutrino experiments with an approximate energy range of 10−100 GeV,

providing important implications for studying weak interactions, QCD physics, and

new physics searches [31–38]. The observation of TeV-scale dimuons in IceCube

presents an opportunity to perform similar studies in a kinematical region beyond

the energy scale of current accelerator neutrino experiments [39–43]. In Chapter 2,

we briefly introduce the neutrino interactions in the Standard Model and provide a

detailed discussion of the theory describing the dimuon production processes. The

use of neutrino trident dimuon events as a probe to search for new physics is also

reviewed in the chapter. The details of the neutrino detection mechanism in IceCube

must be well understood for developing the dimuon search analysis presented in this

work. Therefore, we provide a concise overview of the neutrino detection principle,

the identification of different event topologies, and the sources of detected neutrinos

in IceCube in Chapter 3.

The first step towards the analysis development requires investigating the dimuon

event properties, such as the event kinematics and the expected event rates in the

detector. This is achieved by developing the charm and trident Monte Carlo (MC)

event generation framework and simulating the detector response for the generated

events, presented in Chapter 4. The chapter also discusses the simulation of back-

ground processes and the preliminary event selection procedure relevant to the anal-
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ysis. Identifying two closely spaced muons in dimuon events is extremely challenging

in IceCube due to the limited detector resolution. A novel event classification method

based on advanced machine learning (ML) algorithms is developed to achieve the best

possible identification for these events and is described in Chapter 5. The output of

the event classification then defines the final analysis regions, which are used in the

statistical dimuon search analysis. The steps involving the selection of the analysis

regions and the application of the statistical tests are discussed in Chapter 6. The

results of this work are the first measurements of the dimuon search in IceCube and

are reported in the later section of the chapter. Following the results, concluding

remarks and the future implications of this work are discussed in Chapter 7.
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Chapter 2

Theory of Neutrino Interactions

The discovery of the neutrino by the Reines-Cowan experiment [44] in 1956 marked

the beginning of the study of experimental neutrino physics. AlthoughWolfgang Pauli

first postulated neutrino’s existence in 1930 [45] and later formally hypothesized by

Enrico Fermi [46] to explain the missing energy in beta decays, it took 20 years

to detect the particle due to its rare interaction with matter. Since its discovery

almost 70 years ago, neutrinos have significantly contributed to the development of

particle physics, notably the discovery of W and Z bosons and the unification of

electroweak interactions [47]. The field of neutrino physics is still rapidly evolving to

study some of the most fundamental concepts in understanding the nature of matter

and the origins of the universe. This chapter will discuss the details of the neutrino

interactions within the Standard Model framework, and the critical roles neutrinos

can play in understanding physics beyond the Standard Model (BSM).

2.1 Particles in the Standard Model

The Standard Model of elementary particles has been developed by combining the

theories of special relativity and quantum mechanics. In this framework, all particles

are interpreted as the excitations of relativistic quantum fields, and the interactions

between the particles dictated by the fields’ behaviour define the Standard Model

Lagrangian. The Lagrangian describes the particles that constitute matter (called

fermions) and three of the fundamental forces of nature (strong, electromagnetic and

weak force) using a unified gauge symmetry. A summary diagram of the particles is

shown in Figure 2.1. The forces arise from the spin-1 vector fields, and the quantiza-
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Figure 2.1: The illustration showing all the matter and force particles in the Standard
Model framework.

tion of those fields creates the force carriers called gauge bosons. The electromagnetic

interaction is mediated by the photon(γ), the weak interaction is mediated by three

bosons - W± and Z, and the strong interaction is mediated by gluons(g). In addi-

tion, higgs bosons(H) in the Standard Model are spin-0 particles from the quantum

excitation of the Higgs field, which provides a mechanism for the elementary particles

to acquire their masses. Table 2.1 summarizes the properties of the gauge and higgs

bosons.

As discussed above, fermions are matter particles with spin-1
2
and are subdivided

into two groups - quarks and leptons. Quarks interact via all three forces and are

bound by the strong interaction to form colourless composite particles called hadrons.

The hadrons containing three quarks are called baryons (such as proton and neutron)

and have half-integer spins (e.g. 1
2
, 3
2
, ...). The hadrons with the bound states of

quark and anti-quark pairs are called mesons (such as pions and kaons) and have

integer spins (e.g. 0, 1, 2, ...). Based on the observations in collider experiments, the

Standard Model provides an inclusive list of six quarks in three quark-doublet con-

figurations. Each doublet (pair of quarks) belongs to one of the three generations of

fermions. Quark doublets across the generations have identical properties in strong
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Particle Mass (GeV/c2) Charge (e) Spin (ℏ) Decay Width (GeV)

γ 0 0 1 stable

g 0 0 1 stable

W± 80.385± 0.015 ±1 1 2.085± 0.042

Z 91.1876± 0.0021 0 1 2.4952± 0.0023

H 125.09± 0.24 0 0 < 1.7 (95% CL)

Table 2.1: Properties of the Standard Model bosons. The measurements are from
Ref. [48]. The decay width (Γ) is defined as the inverse of the mean lifetime (τ) of
the particles, Γ = 1/τ .

and electromagnetic interactions and only differ in mass and flavour quantum num-

bers. The doublets denoted by (Up(u), Down(d)), (Charm (c), Strange (s)), and

(Top(t), Bottom (b)) quarks form the first, second, and third generation of quark

pairs respectively. A summary of all the quarks is shown in Table 2.2.

Generation Particle Mass Charge (e)

1
u 2.2+0.6

−0.4 MeV/c2 +2
3

d 4.7+0.5
−0.4 MeV/c2 −1

3

2
c 1.27± 0.03 GeV/c2 +2

3

s 96+8
−4 MeV/c2 −1

3

3
t 173.21± 0.71 GeV/c2 +2

3

b 4.66+0.04
−0.03 GeV/c2 −1

3

Table 2.2: Summary of the Standard Model quarks. The measurements are from Ref.
[48].

Similarly, there are three lepton doublets that belong to each generation of

fermions. Each pair has a charged lepton (electron(e), muon(µ), tau(τ) for the three

generations, respectively) and a neutral lepton (collectively called neutrinos(ν)). Un-

like quarks, leptons do not participate in the strong interaction. The charged leptons
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Generation Particle Mass Charge (e) Le Lµ Lτ

1
e− 0.511 MeV/c2 −1 +1 0 0

νe < 2 eV/c2 0 +1 0 0

2
µ− 105.66 MeV/c2 −1 0 +1 0

νµ < 2 eV/c2 0 0 +1 0

3
τ− 1.777 GeV/c2 −1 0 0 +1

ντ < 2 eV/c2 0 0 0 +1

Table 2.3: Summary of the Standard Model leptons. The measurements are from
Ref. [48].

interact via electromagnetic and weak forces, and the neutrinos (being neutral lep-

tons) participate only in the weak interaction. The summary of the leptons is shown

in Table 2.3. Three lepton flavour quantum numbers (Le, Lµ, Lτ ) related to the three

generations are assigned to each lepton and are postulated to be conserved in all

the leptonic interactions within the Standard Model framework. On the contrary,

the framework allows for violating quark flavour quantum number conservation in

weak interactions such as heavier meson (K±, D±, B±) decays. The mechanism of

the quark flavour mixing is formulated by Cabibbo, Kobayashi and Maskawa using a

mixing matrix called CKM matrix [49, 50]. The matrix elements dictate the strength

of the weak interactions resulting in the transitions between two corresponding gen-

eration of quark flavours.

All the fermions discussed above are accompanied by the corresponding antipar-

ticles that carry the opposite sign of the charges and flavour quantum numbers and

participate in the conjugate interactions compared to their counterparts. Precise

experimental measurements of the particle properties over several decades have ce-

mented the tremendous success of the Standard Model in describing the quark and

lepton interactions [48]. However, the discrepancy in the solar neutrino flux measure-

ment by the Homestake experiment [51] (known as the ‘solar neutrino problem’) was

the first profound experimental evidence that the description of the three forces in the

Standard Model is incomplete. The problem was later resolved by the discovery of
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the phenomenon of neutrino oscillations [4, 5], similar to the flavour mixing observed

in the quark sector.

2.2 Neutrino Oscillation

The neutrinos are treated as massless particles in the Standard Model. However, neu-

trino oscillation requires that the neutrinos are massive and that their mass eigen-

states (denoted as νi ∈ {ν1, ν2, ν3}) are not the same as their flavour eigenstates

(denoted as να ∈ {νe, νµ, ντ}). A neutrino of certain flavour να at production (time

t = 0) can be expressed in terms of mixing of the mass eigenstates as

|να⟩ =
∑︂
i

Uαi |νi⟩ , (2.1)

where Uαi are the elements of the 3 × 3 (α = e, µ, τ and i = 1, 2, 3) unitary PMNS

matrix U , named after Pontecorvo, Maki, Nakagawa, and Sakata [52, 53]. Using

the properties of the unitary matrix, the elements of U can be parameterized in

terms of the three rotational angles (also known as mixing angles) - θ12, θ23, θ13 and

a CP-violating phase δCP . The subscript of the mixing angles denotes the angle

between corresponding mass eigenstates. The elements of the PMNS matrix can then

be expressed as the transformation factors from three rotation matrices and a global

phase (δCP ),

U =

⎛⎜⎜⎜⎝
1 0 0

0 c23 s23

0 −s23 c23

⎞⎟⎟⎟⎠ ·

⎛⎜⎜⎜⎝
c13 0 s13e

−iδCP

0 1 0

−s13e
iδCP 0 c13

⎞⎟⎟⎟⎠ ·

⎛⎜⎜⎜⎝
c12 s12 0

−s12 c12 0

0 0 1

⎞⎟⎟⎟⎠ , (2.2)

where cij = cos θij and sij = sin θij. When the neutrino of flavour να travels in

the vacuum after its production, the state after time t can be expressed using the

time-dependent propagation of its mass eigenstates with energy Ei(i = 1, 2, 3),

|ν(t)⟩ =
∑︂
i

Uαi e
−iEit |νi⟩ . (2.3)

In the relativistic limit,

Ei ≈ p+
m2

i

2p
, (2.4)
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where p is the momentum of the neutrino and mi is the mass of the corresponding

mass eigenstate. During the propagation, the phases of the mass eigenstates vary due

to different masses, which leads to the mixing of the neutrino flavours for the state

ν(t). The probability of detecting the neutrino as flavour νβ after time t can then be

expressed as,

P (να → νβ) = |⟨νβ|ν(t)⟩|2 =

⃓⃓⃓⃓
⃓∑︂

i

UαiU
∗
βie

−iEit

⃓⃓⃓⃓
⃓
2

. (2.5)

Assuming the difference between the energy eigenvalues in terms of the masses as

∆m2
ij = m2

i −m2
j and L as the distance travelled by the neutrino in time t, we can

expand the above equation as,

P (να → νβ) = δαβ − 4
∑︂
i>j

Re
[︁
U∗
αi Uαj Uβi U

∗
βj

]︁
sin2

(︃
∆m2

ijL

4E

)︃

+ 2
∑︂
i>j

Im
[︁
U∗
αi Uαj Uβi U

∗
βj

]︁
sin

(︃
∆m2

ijL

2E

)︃
. (2.6)

Here E is the energy of the neutrino, and Re, Im are the real and imaginary parts

of the matrix element multiplications, respectively. In the presence of CP invariance

(i.e. δCP = 0), the imaginary term vanishes, and the flavour transition probability

can be expressed using only the first two terms in the above equation.

From Equation (2.6), we see that the experiments studying the neutrino oscillation

depend on the relative differences in neutrino masses (i.e. ∆m2
ij), and the absolute

mass measurement requires different experimental design and effort [6]. In addition,

the L/E term in Equation (2.6) dictates the phase of the oscillation and varies for the

neutrino sources with different scales of the energy (E) and propagation distance (L).

Therefore, the experiments detecting neutrinos from different sources are sensitive

to measuring different oscillation parameters. Solar neutrino experiments like SNO

[4], Borexino [54], and Super-Kamiokande (SK) [55] detect MeV neutrinos from the

sun and are sensitive to the measurement of the mixing angle θ12 and ∆m2
21. The

experiments detecting GeV-scale neutrinos from the atmosphere (SK [56], IceCube

[13]) and the accelerators (MINOS [57], T2K [58], NOvA [59]) are designed to measure

∆m2
31 and θ23. Several reactor neutrino experiments like Daya Bay [60] and Double
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Oscillation Parameter Best Fit ± 1σ± 1σ± 1σ

sin2 θ12 0.307+0.013
−0.012

sin2 θ23 0.565+0.025
−0.120

sin2 θ13 0.02195+0.00075
−0.00074

δCP (0) 228+51
−33

∆m2
21

10−5eV 2 7.40+0.21
−0.20

∆m2
31

10−3eV 2 +2.515+0.035
−0.035

Table 2.4: Global fit results of neutrino oscillation parameters from Ref. [64], assum-
ing Normal Ordering (NO).

Figure 2.2: Survival probability of the three flavours due to neutrino oscillation in
vacuum. The plot is generated with an initial νe flux using Ref. [65] for the NO
scenario.

Chooz [61] have the sensitivity to measure the mixing angle θ13. In addition, the CP-

violating phase δCP can be measured from long-baseline (LBL) neutrino oscillation

experiments [62]. Table 2.4 summarizes the NuFit [63, 64] global fit values of the

six oscillation parameters used in this work. An example of three-flavour neutrino

vacuum oscillation probability for an initial νe flux is shown in Figure 2.2 as the

function of L/E.

Precise knowledge of the leptonic flavour mixing parameters is essential to further

developing our understanding of the true nature of the particles [66, 67]. The values of
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the parameters (mass-squared splittings and the mixing matrix) presently come from

observation and have several unknowns related to the phenomenon. The absolute

value of ∆m2
31 (also known as atmospheric mass splitting) is extracted with high

precision from the atmospheric neutrino oscillation measurements. However, the sign

of the atmospheric mass splitting is still unknown and is referred to as the neutrino

mass ordering problem. This leads to two possible scenarios, ∆m2
31 > 0 (known

as Normal Ordering (NO)) and ∆m2
31 < 0 (known as Inverted Ordering (IO)). In

addition, the current measurements of the CP-violating phase δCP have significant

errors and cannot infer if there is CP-violation (δCP ̸= 0) in neutrino oscillations.

Therefore, the experimental study of neutrino oscillation remains a highly active field

of research to investigate the properties of neutrinos which can lead to the search for

BSM physics signatures [68, 69]. Apart from the neutrino oscillation, the interaction

of neutrinos with matter can also be used as a probe to study several BSM scenarios,

as discussed later in Section 2.7.

2.3 Neutrino Deep Inelastic Scattering

The success of the neutrino oscillation experiments relies on the flavour tagging of

the interacting neutrinos in the detector medium. When an (anti-)neutrino interacts

via the exchange of a W boson (referred to as charged current (CC) interaction), it

produces an outgoing charged lepton of the same flavour (e±, µ±, τ±). Identification

of the charged lepton is then used to infer the flavour of the interacting neutrino.

Neutrinos of all flavours also participate in the neutral current (NC) interaction via

the exchange of the Z boson and produce an outgoing neutrino of the same type.

Detection of these neutrino interactions in IceCube occurs at energies Eν ≳ 10 GeV ,

where the exchanged weak bosons couple to the individual quarks inside the target

nucleons (proton, neutron), as shown in Figure 2.3. The outgoing quark from these

interactions can carry a significant fraction of the incoming neutrino energy to leave

the bound state of the target nucleon. Due to the colour confinement, the individual

quark then recombines with the rest of the nucleon through the hadronization process

to produce multiple higher-energy outgoing hadrons. As these interactions result in

the shattering of the target nucleons and probe into the hadronic structure, they are
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Figure 2.3: The example feynman diagrams showing the neutrino CC (1) (coupling
to u or d quark) and NC (2) DIS processes (coupling to any quark q). Here l = e, µ, τ
denotes the different lepton flavours of the same interaction process, and H is the
target hadron.

known as neutrino deep inelastic scattering (DIS). Both CC and NC DIS reactions

are shown below,

CCDIS : νl(ν̄l) +H −→ l−(l+) +X (2.7)

NCDIS : νl(ν̄l) +H −→ νl(ν̄l) +X ,

where H is the target nucleon (proton or neutron) and X is the cumulative set of

outgoing hadrons. The processes occur for any flavour of l = e, µ, τ . In the CC

DIS interaction, the incoming neutrino deposits most of its energy in the detector

medium by producing a charged lepton and jets of hadrons. However, in the NC DIS

interactions, the outgoing neutrino escapes the detector without further interaction,

and only a fraction of the incoming neutrino energy is deposited through the outgoing

hadrons (same for all flavours) in the medium. Therefore, the detection of CC DIS

processes provides more information about the interaction (such as neutrino flavour

and energy) compared to the NC DIS processes.

The constituents of the hadrons are modelled using the quantum chromodynamics

(QCD) framework and consist of real quarks (known as valence quarks) and virtual

particle-antiparticle pairs (known as sea quarks and gluons). The interacting quark in

the neutrino DIS interactions can come from either valence or sea quarks of the target

nucleon. Several experiments [70–75] have performed a detailed observation of the

neutrino DIS processes to study the quark and gluon content (together referred to as

partons) of the target nucleons. The probability distributions for the fractions of the
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hadron’s momentum carried by the partons are called parton distribution functions

(PDFs) and define the parton content of the hadron. Therefore, the PDFs are one

of the key components in calculating the total and differential cross sections of the

neutrino DIS processes.

For the general form of the DIS process shown in Equation (2.7), let us denote the

4-momenta of the incoming neutrino and the target as k and p, respectively. Let us

also define the 4-momenta of the outgoing lepton and the hadronic system as k′ and

p′, respectively. The 4-momentum of the virtual gauge boson can then be computed

as q = k− k′. We can now introduce a few useful Lorentz invariant variables, namely

the Bjorken scaling variable x, inelasticity y, and the momentum transfer squared

Q2. They are defined as,

x = − q2

2p · q
, y =

p · q
p · k

, Q2 = −q2 . (2.8)

The inelasticity can be expressed in a simpler form as y = Ehad

Eν
, where Eν and

Ehad are the energy of the incoming neutrino and the outgoing hadrons, respectively

and represents the fraction of incoming neutrino energy transferred to the hadronic

system. The general form of the neutrino DIS differential cross section on an isoscalar

(average of proton and neutron) nucleon target in terms of these measurable quantities

is expressed as [76],

d2σνN
CC,NC

dx dQ2
=

G2
FM

4
W,Z

4π(Q2 +M2
W,Z)

2 x

[︁
Y+F2(x,Q

2)− y2FL(x,Q
2)± Y−xF3(x,Q

2)
]︁
,

(2.9)

where GF is the Fermi coupling constant, MW,Z is the mass of the corresponding in-

teracting weak boson in the CC and NC processes, and Y± = 1± (1− y)2. The terms

F2, F3, FL are known as structure functions and, as the name suggests, contain infor-

mation about the structure of the target nucleon. These functions are directly related

to the PDFs and are calculated using the perturbative QCD methods discussed in

Ref. [77–79]. The level of approximation in the calculation is dictated by the power

of the QCD coupling constant αs(Q
2), resulting in the use of Leading-Order (LO),

Next-to-Leading-Order (NLO), and Next-to-Next-Leading-Order (NNLO) approxima-

tions of the PDFs. Several collaborations like CTEQ [80], HERA [81], NNPDF [82],
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and MSWT [83] have performed extensive analyses to produce the PDFs using data

from collider and accelerator neutrino experiments. The differential cross section is

then derived using the PDF measurements, and the total cross section is calculated

by integrating the differential cross section. The total cross section of neutrino CC

and NC DIS processes as a function of neutrino energy (Eν) is calculated by CSMS

[84] using HERA1.5 PDFsets [81] and is shown in Figure 2.4.

Figure 2.4: Total cross section of neutrino (solid line) and antineutrino (dashed line)
CC and NC DIS interactions calculated by CSMS [84].

2.4 Charm Production

Identification of the heavy quark production (such as charm, top) in the neutrino DIS

processes is useful for further testing of the PDFs and the development of QCD physics

[85, 86]. Moreover, a study of the heavy quark production in neutrino DIS processes

can directly probe into the CKM mixing matrix by observing the weak decay of the

quarks. The production of heavy quarks requires a higher neutrino energy threshold

due to heavier masses of the outgoing partons (mcharm = 1.3 GeV/c2, mtop = 173

GeV/c2). In particular, the CCFR [32], CHARM-II [31], NuTev [33], CHORUS [34],

and NOMAD [35] experiments have measured the charm production in neutrino DIS

events with mean incoming neutrino energy ⟨Eν⟩ in O(10 − 100 GeV). The most

prominent channel to observe charm production is where an incoming muon neutrino
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Figure 2.5: Feynman diagram showing the neutrino CC DIS interaction producing
outgoing charm quark and decaying into a secondary muon from the reaction.

(νµ) interacts with an initial-state d/s/b quark (either from the valence (d) or sea

(d, s, b) quark of the nucleon) via CC DIS and produces an outgoing muon and a

charm quark. The contribution from the interacting b quark is vanishingly small

due to its large mass and strong CKM suppression in the quark mixing. After the

hadronization process, the charm hadron carries a large fraction of the invariant mass

of the hadronic system, and ∼10% of the time decays semileptonically into a muon.

The outgoing muon from the primary neutrino interaction and the secondary muon

from the charm hadron decay produce an observable dimuon event signature in the

detector. This particular process is called ν-induced charm dimuon production and

is shown in Figure 2.5. The fraction of the neutrino CC DIS events producing the

charm quark as a function of the incoming neutrino energy is also shown in Figure 2.6.

According to the CKM matrix, the strange quark dominates the contribution to the

charm production at low Bjorken x [35]. So the observation of dimuons offers a direct

probe to measure the strange quark content of the nucleons.

IceCube’s ability to detect very high-energy neutrinos creates a unique opportunity

to study the DIS processes at an energy scale that is not achievable by any accelerator-

based neutrino experiments [21, 88, 89]. In recent years, the possibility of observing

ν-induced charm dimuon events in IceCube has drawn more attention [42, 43]. The

detection of such TeV-scale dimuon events in IceCube can potentially be used to

measure the strange quark PDF at a much larger factorization scale Q than any

accelerator neutrino experiments [90]. In addition, as we will see in later sections,
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Figure 2.6: Comparison of the charm fraction in CC DIS interaction, computed using
different PDFsets (CT18ANLO [80], CT14NLO [87], and HERAPDF1.5LO EIG [81])
and the CSMS [84] total cross section.

the charm dimuons become a background in the search for other Standard Model and

BSM dimuon processes. So the accurate measurement of the charm dimuon cross

section is necessary to be able to observe these additional processes.

2.5 Glashow Resonance

The scattering cross section of neutrinos with the electrons in the detector medium

is usually very negligible due to the small electron mass (me). However, when an

electron antineutrino interacts with an electron via CC, it can have an s-channel

contribution, as shown in Figure 2.7. This process allows the production of on-mass

shell W-boson, and the cross section is enhanced due to the resonance (known as

Glashow Resonance) [91]. The requirement of centre-of-mass (CM) energy of the

system to be higher than the mass of W-boson (MW = 80.4 GeV) is achieved at the

neutrino energy Eν = M2
W/2me = 6.3 PeV. The real W-boson can then decay into

either hadrons (W → qq̄ with branching ratio (BR) 67.41%) or leptons (W → ν̄ll
−

with BR 32.59%). In 2016, IceCube detected an event that can be attributed to

the Glashow resonance [17]. The quarks from the hadronic decay of W-boson in

this process can produce two high-energy muons creating a dimuon event signature.

However, the requirement of leptonic decays (producing muons) for both the quarks

16



Figure 2.7: Feynman diagram showing the Glashow resonance process. Both the
leptonic and hadronic decay of W boson are shown as the outgoing particles.

and the small neutrino flux at this energy scale, i.e. observation of one Glashow

resonance event in ∼ 10 years lead to a vanishingly small rate of such dimuon events

in IceCube. Therefore, the production of dimuon events from Glashow resonance is

not considered in this analysis.

2.6 Neutrino Trident Production

The ν-induced charm production and the Glashow resonance are not the only neutrino

interaction processes within the Standard Model framework that can produce dimuon

event signatures in the detector. Neutrino trident production is a sub-dominant

Standard Model interaction that can also produce such an event topology. In trident

interactions, an incoming neutrino interacts in the Coulomb field of a nucleus and

produces two outgoing charged leptons, an outgoing neutrino, and a recoiled nucleus,

να +H −→ να(β) + l+α(β) + l−α(β) +X , (2.10)

where H,X are the initial and final state nuclei respectively, and l+α(β), l
−
α(β) are the

charged leptons with flavours α, β ∈ {e, µ, τ} obeying the conservation of lepton

flavour numbers of the process. In the context of dimuon production, we focus on the

trident processes where both the outgoing charged leptons are muons. These neu-

trino interactions have been historically important in developing the weak interaction

theory and studying the W − Z interference [92–96]. The Feynman diagrams of one

such example trident interaction are shown in Figure 2.8, where an incoming muon

neutrino (νµ) interacts via both CC and NC channels and produces the outgoing lep-

tons of the same flavour (referred to as CC+NC channel). Two additional channels,

called CC only and NC only involve in the trident interactions via the exchange of
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Figure 2.8: The Feynman diagrams for νµ CC+NC channels. The diagrams (2) and
(3) have s-channel W-boson production and dominate above ∼6 TeV of neutrino
energy.

only W± and Z bosons, respectively and produce different non-overlapping flavour

combinations of the outgoing leptons, {να(β), l−α(β), l
+
α(β)}. The outgoing particles from

the three channels of νµ trident interactions are shown below,

CC+NC : νµ +H −→ νµ + µ− + µ+ +X

CC Only : νµ +H −→ νe(τ) + µ− + e+(τ+) +X (2.11)

NC Only : νµ +H −→ νµ + e−(τ−) + e+(τ+) +X .

For this work and the rest of the thesis, we will refer to the νµ(ν̄µ) CC+NC channel

as the trident interaction, as this is the most dominating trident process producing

dimuon events. In diagrams (2) and (3) of Figure 2.8, W bosons are produced via

s-channel. If the center-of-mass (CM) energy of the neutrino-nucleus system is above

the W-boson mass limit (occurring at Eν ≳ 6 TeV), the trident interaction is signifi-

cantly enhanced due to on-shell W-boson production. Therefore, the trident processes

can probe into the production of real W boson at much lower neutrino energy than

the Glashow resonance [97, 98].

Based on the photon momentum transfer squared (Q2), the trident interaction can
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Figure 2.9: Diagrams showing the different interaction regimes in neutrino trident
interaction.

be divided into three different nuclear regimes: coherent, diffractive, and deep inelas-

tic (DIS) as illustrated in Figure 2.9. Calculation of the total and differential cross

sections for all three regions is needed to produce a Monte Carlo (MC) simulation

of these events. In the past, the trident cross section is calculated using approxi-

mation methods. For the low energy (MeV to sub-GeV) neutrinos, Fermi four-point

approximation is applied in calculating the cross section [99]. This method simpli-

fies the calculation by ignoring the presence of the explicit weak propagator terms

and assuming a single interaction vertex for the four leptons (incoming neutrino and

three outgoing leptons). The approximation works well for the reactor and acceler-

ator neutrino experiments with incoming neutrino energy much below the W -boson

production threshold. However, this work explores the high-energy neutrino interac-

tions (Eν ≥ 100 GeV ) where the Fermi four-point approximation breaks down due to

the lack of weak interaction propagators in the calculation. Another approximation

method called equivalent photon approximation (EPA) simplifies the calculation for

the coherent and diffractive regimes by decoupling the interaction into two parts: the

neutrino-photon interaction and the nuclear effects (from the nucleus (coherent) and

individual nucleons (diffractive) as shown in Figure 2.9) producing that interacting

photon [39, 100, 101]. For the neutrino-photon interaction ν + γ → ν + µ− + µ+, the

total cross-section is denoted as σνγ(s), and the CM energy s is expressed in terms

of the neutrino energy Eν and photon momentum transfer Q as s = 2EνQ. The

approximation of the total trident cross section (σνH) can then be calculated as the
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neutrino-photon cross section weighted by the probability P (s,Q2) of the nucleus/nu-

cleon producing a virtual photon with virtual-mass squared Q2,

σνH =

∫︂
ds σνγ(Eν , Q)

∫︂
dQ2 P (s,Q2) . (2.12)

The probability distribution P (s,Q2) in the above equation is evaluated from the

nuclear form factor for each elastic regime (coherent and diffractive). For the DIS

regime, the cross section is calculated using the convolution of the parton cross section

with the quark PDFs (d, u, c, s). To avoid double-counting, artificial cuts on the

photon momentum transfer are imposed to restrict the overlap of the three regimes.

However, with the EPA method, the total cross section is reported to be overestimated

by as much as 200% [102].

Recent work in [40, 103] reports an extensive calculation of the trident total cross

sections free from any approximation method and indicates a promising number of

trident dimuon events in IceCube. The total cross sections of all incoming neutrino

flavours and interaction channels (CC+NC, CC only, NC only) are shown in Fig-

ure 2.10, along with a comparison to the standard neutrino CC DIS cross section.

However, the work still lacks an open tool to calculate total and differential cross

sections that are important to build an MC generator for simulating trident events

at high energies. In the first part of this work, we have developed a general-purpose

MC trident event generator, which will be discussed in detail in Chapter 4.

Although the total cross section is different, the 4-momenta phase space of the

outgoing particles in the EPA method is the same as in the full exact calculation

(discussed in Ref. [103]). Therefore, we have implemented the EPA method described

in Ref. [101] for calculating the differential cross sections (discussed below) and used

the total cross sections from the exact calculation in generating trident MC events.

2.6.1 Trident Elastic Interactions

In the coherent regime, for a given neutrino energy Eν , the total cross section in

Equation (2.12) is expressed as,

σνH(Eν) =
Z2α

π

∫︂ Qmax

Qmin

dQ
σνγ (Eν , Q)

Q

∫︂ Q2
max

Q2

dQ′2 F 2
c (Q

′2)

Q2
, (2.13)

20



Figure 2.10: Total cross section of the trident interactions with O16 as the target
nucleus, from Ref. [103]. The solid lines (red, green, blue) are the CC only channels,
the dashed lines are the CC+NC channels, and the magenta dotted lines are the NC
channels. The corresponding antineutrino cross sections are the same as the neutrino
couples in the coulomb field of the nucleus. The plot also shows the cross sections of
the standard ν CC DIS interaction and the W -boson production (i.e. the real W as
the final outgoing particle from the interaction) for comparison.

where Z is the atomic number of the target nucleus, and α is the fine-structure

constant. σνγ is the total cross section of the neutrino-photon system, and Fc is

the nuclear form-factor in the coherent interaction regime. The first integral runs

on the photon momentum transfer variable, Q with a lower limit of Qmin = (2mµ)2

2Eν
,

which is computed from the minimum CM energy required to produce dimuon events

(mµ = 105.7 MeV is the muon mass). The upper limit cut-off for the coherent regime

is defined as Qmax =
ΛQCD

A1/3 [96], where ΛQCD is the QCD scale parameter, and A is

the total number of nucleons in the nucleus. Above this limit, the photon momentum

transfer starts probing into the individual neutrons and protons, i.e. the interaction in

the diffractive regime. For each value of Q, the second integral in the above equation

runs on the variable Q′2 with a range [Q2, Q2
max]. From Equation (2.13), we can derive

the differential cross section of the photon momentum transfer as,

dσ

dQ
(Eν , Q) =

Z2α

π
· σνγ (Eν , Q)

Q

∫︂ Q2
max

Q2

dQ′2 F 2
c (Q

′2)

Q2
(2.14)
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with an imposed cut on the momentum transfer,

(2mµ)
2

2Eν

< Q ≤ ΛQCD

A1/3
. (2.15)

The Wood-Saxon (WS) form-factor [104, 105] is used for Fc(Q
2) in our calculation

and is expressed as the Fourier transform of the nuclear charge distribution,

FWS(Q
2) =

1∫︁
ρ(r) d3r

∫︂
ρ(r) exp(−i−→q · −→r )d3r , (2.16)

where the charge density is expressed as,

ρ(r) =
ρ0

1 + exp
(︁
r−r0
a

)︁ . (2.17)

The values, ρ0 = 3/ (4πAr30), r0 = 1.126A1/3, and a = 0.523 fm come from the fits

to experimental data as discussed in Ref. [105]. An alternative expression from Ref.

[102] avoids the computationally expensive numerical integration in the above imple-

mentation and is found to be in good agreement with the full calculation. Therefore,

the same approach is followed in this work, where the alternative form of FWS is

expressed as,

FWS(Q
2) =

3πa

r20 + π2a2
πa coth(πQa) sin(Qr0)− r0 cos(Qr0)

Qr0 sinh(πQa)
. (2.18)

In the diffractive regime, the differential cross section has the similar form with

few changes,

dσ

dQ
(Eν , Q) =

Zα

π
· σνγ (Eν , Q)

Q

∫︂ Q2
max

Q2

dQ′2 F 2
d (Q

′2)

Q2
;

ΛQCD

A1/3
< Q ≤ 1.3 GeV ,

(2.19)

where the lower limit Qmin is the cut-off for the coherent regime upper bound and

the upper limit Qmax is set at 1.3 GeV, the energy scale where the PDFs for DIS

interaction start probing into the quark structure of the target nucleon. The form-

factor in this regime is computed from the hadronic tensor of the nucleons (proton

and neutron) in the squared matrix element, and the final expression is derived in

Ref. [95] as,

Fd(Q
2) =

Gdip(Q
2) + τ ξ Gdip(Q

2)

1 + τ
, (2.20)

where τ = Q2/4M2 with the average of proton and neutron mass, M = (mp+mn)/2.

ξ is the difference between the magnetic moment of proton (µp) and neutron (µn)
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and is expressed in units of the nuclear magneton (µN) as, ξ = (µp − µn)/µN ≈ 4.7.

Gdip(Q
2) is the electric dipole form factor of proton and is expressed as,

Gdip(Q
2) =

(︃
1 +

Q2

0.71 GeV 2

)︃−2

. (2.21)

2.6.2 Trident Inelastic Interactions

As explained in Ref. [103], the inelastic trident interaction has two contributions, the

photon-initiated and quark-initiated subprocess. In the photon-initiated subprocess,

the hadronic coupling occurs through the virtual photon content of the nucleons. It

requires PDFsets that consider only the inelastic component of the photon content,

as the elastic contribution is already accounted for in our calculation of the coherent

and diffractive regimes. In the quark-initiated subprocess, the quark content of the

nucleon is directly involved in the scattering as the initial-state particle. The use of

PDFsets to sample exchanged virtual photons for simulating inelastic interactions is

discussed in more detail in Section 4.1.2.

2.7 Probing New Physics with Neutrino Interac-

tions

In recent years, the interest in studying the trident processes has been revived in the

context of new physics searches [39, 100, 106]. In particular, a proposed extension

to the Standard Model can be studied using the trident dimuon processes [107, 108].

This model introduces a new U(1) gauge group associated with the difference between

the muon and tau lepton numbers (Lµ−Lτ ) and proposes the existence of a new gauge

boson, Z ′. The proposition gained popularity as it explains the discrepancy in several

anomalous measurements (such as muon g−2 anomaly [109] and B meson decay [110])

and provides a mechanism for neutrino mass modelling and non-standard interactions.

The model allows the neutrinos to couple to Z ′ similarly to the NC channels shown

in Figure 2.8 and produce identical outgoing particles. Therefore, any excess in the

observation of trident dimuon events compared to the Standard Model prediction can

indicate the existence of such a new particle. The accelerator neutrino experiments

CHARM-II [36], CCFR [37], and NuTeV [38] have detected trident dimuon events
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with the energy of the incoming neutrinos in O(10 − 100 GeV). The results from

these observations are then used in Ref. [100] to probe the mass-coupling parameter

space of Z ′. The detection of trident dimuons in IceCube is sensitive at an energy

scale Eν > 1 TeV, which is beyond the reach of any current accelerator neutrino

experiments, and such detection is possible due to the enhancement of the cross

section from the W -boson production. Therefore, IceCube can also contribute to this

new physics search by observing dimuon events.

In addition to the Standard Model extension discussed above, possible observation

of ‘dimuon-like’ events in IceCube from many other BSM scenarios has been proposed

[29, 41, 111–113]. In most cases, supersymmetric (SUSY) models predict the existence

of long-lived charged particles such as staus, the super-partner of the tau lepton.

These particles can be produced in pairs and travel a significant distance due to

their long lifetime, mimicking a dimuon-like event signature in the detector. IceCube

performed past searches for these BSM particles by looking for two widely separated

(O(100 m)) parallel tracks and observed no events [114, 115]. The search for dimuons

in this work allows for a much smaller separation (O(10 m)) of two diverging tracks

originating from the same interaction vertex. The analysis uses a new and improved

strategy based on advanced machine learning algorithms to address the challenging

task of identifying such events and, thus, is complementary to the previous searches.

In summary, dimuon events in IceCube serve as an important testbed for studying

QCD physics and new physics. For many BSM physics scenarios, dimuon events from

the Standard Model processes are considered as background and require accurate

characterization in order to extract signal information from data. In this work, we

have performed an inclusive search for dimuon events in IceCube and compared it to

the Standard Model expectations, offering important implications for several aspects

of neutrino physics.
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Chapter 3

Detection of Neutrinos in IceCube

The IceCube neutrino observatory is designed to detect some of the highest energy

neutrinos (TeV-PeV) passing through the earth. It began operation in 2011 and has

been taking data with high detector uptime (≳ 99%). The experiment is located

at the geographic south pole and uses a cubic kilometre of instrumented Antarctic

glacial ice as the detector volume. This chapter will introduce the working principle

of neutrino detection in such a transparent medium. In addition, we will discuss the

details of the detector configuration, the origins of the detected neutrinos, and their

physics implications.

3.1 Neutrino Interactions in Ice

3.1.1 Cherenkov Radiation

The existing techniques and tools probe the neutrino weak interactions by detect-

ing the appearance of outgoing particles from the interaction vertex. The detector

observes the outgoing charged particles via their electromagnetic interactions in the

medium. Information on the weak interaction and the interacting neutrino is then

extracted from the properties (e.g. energy, direction) of the electromagnetically vis-

ible outgoing particles. When relativistic charged particles travel in a medium (of

refractive index n) with a speed (vx) larger than the phase velocity of light in that

medium (vp = c/n), they emit electromagnetic radiation called Cherenkov radiation.

As a result, a conical wavefront of photons (also referred to as Cherenkov photons)

is created with the vertex located at the moving charged particle, as shown in Fig-

ure 3.1. The Cherenkov photons are emitted at an angle (θc) with respect to the
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Figure 3.1: Cherenkov conical wavefront is shown in (a) and the photon propagation
direction is indicated by the arrows (b). The angle θ in the diagram refers to the
Cherenkov angle θc. The diagram is taken from Ref. [116].

particle travel path and depend on the particle’s speed and the refractive index of the

medium,

θc = cos−1(1/nβ) , (3.1)

where β = vx/c. For a charged particle travelling with β ∼ 1 in ice (n = 1.31),

the Cherenkov angle is θc ≈ 410. The produced Cherenkov photons in a transparent

medium, such as ice in IceCube, can travel a long distance. Many detectors, including

IceCube, utilize this mechanism to collect the Cherenkov photons efficiently using

light sensors and are known as Cherenkov detectors. These sensors typically operate in

the optical photon wavelength range of 300-600 nm. The Cherenkov photon emission

spectra of a particle with charge Ze can be estimated per unit particle path length

and per photon wavelength as [117],

d2N

dx dλ
=

2παZ2

λ2

(︃
1− 1

β2n2(λ)

)︃
, (3.2)

where λ is the photon wavelength, α is the fine-structure constant and the refractive

index, n(λ), is a function of the wavelength.
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3.1.2 Hadronic and Electromagnetic Showers

Charged particles lose a tiny fraction of their energy via Cherenkov radiation and,

instead, deposit most of their energy through other interactions with the detector

material. In neutrino CC and NC DIS, the outgoing hadrons undergo further nuclear

interactions with the surrounding matter to produce additional secondary particles.

Starting from the primary outgoing hadrons, multiple iterations of such process form

a cascade of high energy particles, collectively known as a hadronic shower. The

majority of the particles produced in a hadronic shower are light hadrons such as pions

and kaons. The mean path of the hadrons between two consecutive interactions is

defined as the nuclear interaction length (λI) and dictates the size of the longitudinal

shower development. The nuclear interaction length for light hadrons in ice is λice
I =

90.8 cm [118].

In addition to the hadronic shower in the CC DIS processes, the outgoing charged

lepton also interacts electromagnetically in the detector. The charged leptons lose

energy via ionization and excitation processes at low energy, and the loss rate has a

logarithmic dependence on the lepton energy. However, at high energy, the energy loss

is dominated by Bremsstrahlung and pair production processes for electrons and by

an additional photonuclear process for muons and taus. These processes are referred

to as radiative loss, and the energy loss rate for all participating leptons (e±, µ±, τ±)

varies linearly with the lepton energy. The critical energy (Ec) of the charged leptons

is defined as the energy at which loss from the ionization process becomes equal to

the radiative loss. In IceCube, the energy of the outgoing electron from an electron

neutrino interaction is much higher than its critical energy in ice (Ec = 78.6 MeV).

Therefore, the electron triggers an iterative production of lower energy photons and

electrons through Bremsstrahlung and pair production processes. This cascade of

electrons (e±) and photons (γ) is called an electromagnetic (EM) shower. Similar

to the nuclear interaction length in the hadronic showers, a characteristic length

called radiation length (X0), describes the longitudinal size of the EM showers. The

radiation length in ice, X ice
0 = 39.31 cm < λice

I , indicates that the EM showers

dissipate energy in a shorter distance than hadronic showers.
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Figure 3.2: Muon energy loss via different EM interaction processes in ice, calculated
in Ref. [120]. The critical energy Ec is defined as the intersecting point of the
ionization and Bremsstrahlung energy loss.

3.1.3 Muon Energy Loss

The high energy muons produced in νµ CC DIS process have the same interactions

with ice as the electrons. The average stopping power of muons is expressed as [119],

−
⟨︃
dEµ

dx

⟩︃
= a(Eµ) + b(Eµ) · Eµ , (3.3)

where a(Eµ) is the electronic stopping power, and b(Eµ) is the radiative stopping

power. The values of a and b in ice are calculated in Ref. [120] to be approximately

constant for the muons in the energy range 20−1011 GeV (the energy range used in the

fit for the calculation) and are 0.246 GeV.m−1 and 4.31×10−3 m−1, respectively. The

critical energy for muons in ice is Ec = 1.031 TeV, below which they have small energy

losses due to the ionization process. Radiative processes dominate energy loss of multi-

TeV muons above the critical energy. These processes are stochastic in nature and are

responsible for significant muon energy loss, as shown in Figure 3.2. However, muons

(mµ = 105.66 MeV/c2) are more massive than electrons (me = 0.51 MeV/c2), so they

lose a much smaller fraction of their energy in the interactions. As a result, muons are

much more penetrating than electrons and can travel a long distance through the ice
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before stopping. Figure 3.2 shows the individual muon stopping power for ionization,

Bremsstrahlung, pair production, photonuclear, and decay processes.

Tau neutrino CC interaction produces an outgoing tau with a very short lifetime.

64.8% of the time, the tau decays into hadrons, producing a hadronic shower. The tau

decays into an electron and neutrinos with a branching ratio of 17.8% and generates an

EM shower. The other 17.4% of the time, the tau decays into a muon and neutrinos.

Due to the short travel distance of the tau and IceCube’s inability to differentiate

between EM and hadronic shower, the hadronic shower from the primary interaction

vertex and the EM/hadronic shower from the tau are often inseparable. Therefore,

the event signature of most ντ CC DIS processes is similar to the νe or νµ CC DIS

interactions in IceCube, depending on the tau decay channel.

All the charged particles produced in the hadronic shower, EM shower, and the

muon’s interaction in ice emit Cherenkov light if their energy is above the threshold for

the Cherenkov radiation, i.e. nβ > 1 in Equation (3.1). Cumulative light yield from

these particles is detected by Cherenkov detectors like IceCube and forms the primary

observable to study neutrino interactions. Precise modelling of the showers, muon

propagation, and optical properties of the ice is crucial to establish the correlation

between the detected Cherenkov light and event properties like energy, direction, and

event topology. In Chapter 4, we will discuss the reconstruction of these events in

more detail.

3.2 Detector Description

The IceCube experiment was designed based on the knowledge and experience ac-

quired from the success of its predecessor experiment, AMANDA [121]. The design is

optimized for detecting high energy (≳ 1 TeV) neutrinos from astrophysical objects

outside the solar system, along with many additional scientific goals involving atmo-

spheric neutrinos. In order to detect Cherenkov light from neutrino interactions, the

IceCube detector uses a total of 5160 light sensor units, known as the digital opti-

cal modules (DOMs). These modules are permanently buried deep in the Antarctic

glacial ice at a depth between 1450 m and 2450 m below the surface. Placement of the

DOMs in ice was achieved by boring holes using hot water drills [122] and deploying
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a vertical string system, each with 60 DOMs attached, before the melted ice in the

holes refroze. The attached string ensures the regular spacing between the DOMs

during deployment and provides power supply and communication to the modules.

The primary in-ice configuration has 78 such strings (called IceCube strings) installed

in a triangular grid with a horizontal spacing of approximately 125 m. The cross-

sectional area of the strings forms a hexagonal shape, as shown in Figure 3.3. The

vertical spacing of the DOMs in these strings is 17 m. The total instrumented volume

from the array configuration of the DOMs is approximately 1 km3.

Figure 3.3: The IceCube detector (left) showing the IceTop, IceCube and DeepCore
components. For reference, the Eiffel tower is shown on the side, to the scale of the
detector. (Right) shows the top view of the detector, where the green points are the
IceCube strings, the red points are the DeepCore strings, and the blue points are the
IceTop tanks.

An additional eight strings with a smaller vertical DOM spacing are inserted in

the deepest and clearest ice of the detector volume. The DOMs from these eight

strings (known as DeepCore strings) and the seven IceCube strings around the centre

of the detector form a subset of the total instrumented volume known as DeepCore.

The bottom 50 DOMs in DeepCore strings have a vertical spacing of 7 m at a depth

between 2100 m and 2450 m. The remaining 10 DOMs in each string are located

at a depth above 2000 m with 10 m vertical spacing and serve as the veto cap to

reject the atmospheric muon background for detecting neutrino interactions inside

DeepCore. The horizontal spacing of the strings in DeepCore ranges from 41 m
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to 105 m, with an average spacing of 72 m. The denser configuration of sensors

in DeepCore allows for a higher Cherenkov light yield and, thus, lowers the energy

threshold of the detected neutrinos in DeepCore (∼ 10 GeV) compared to the total

detector volume (∼ 100 GeV) [123].

In addition, a surface array of DOMs is installed on the ground near the approxi-

mate in-ice string positions (also shown in Figure 3.3). There are 81 stations in the

surface-array system (known as IceTop), with each station having two ice-filled tanks

and each tank containing a pair of DOMs. The IceTop is constructed primarily to

detect the Cherenkov radiation from the cosmic ray air showers and to be used as

the surface veto for in-ice neutrino event detection. The role of the IceTop array is

not directly relevant to this work. Thus, any further discussion of the detector refers

only to the in-ice array, i.e. IceCube and DeepCore.

3.2.1 The Digital Optical Module

Photomultiplier tubes (PMTs) are one of the basic photon detection technologies used

in the Cherenkov detectors and are capable of detecting Cherenkov light with single

photon precision and high timing resolution (O(ns)). They consist of a photocath-

ode, a series of dynodes, and an anode. The elements are contained inside a vacuum

tube, and a high voltage is applied to the electrodes. When a photon hits the pho-

tocathode, it can emit an electron (known as a photoelectron (PE)). In reality, every

incident photon does not produce the corresponding photoelectron, and the efficiency

(known as quantum efficiency) with which photons are converted into photoelectrons

is a characteristic of the specific PMTs and incident photon wavelengths. Following

its production, the photoelectron accelerates due to the high electric potential and

collides on the first dynode to release more electrons. The successive collisions along

the dynode series produce an avalanche of electrons. The anode then collects the

amplified electrical signal and indicates the detection of an incident light pulse. The

general working principle of a PMT is shown in Figure 3.4. The primary component

of the DOM is a downward-facing PMT with a 25.4 cm (10”) diameter [125]. In ad-

dition, the module contains circuit boards, which are responsible for the PMT power

supply, control, calibration, and data acquisition. All the components are housed in

a spherical glass vessel that can withstand high pressure, as shown in Figure 3.5. The
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Figure 3.4: A diagram showing the working principle of a PMT, from Ref. [124]. The
blue lines in the figure refer to the creation of the photoelectron from the incident
photon and the subsequent production of electrons in the dynode series. The stem in
the diagram refers to the electrical connector that transfers the electrical signal from
the anode to the later part of the PMT electronics for further processing.

Figure 3.5: A diagram of the DOM showing all the components inside the glass
housing, from Ref. [126].

PMT has the sensitivity to detect photons in the wavelength range of 300 nm-650

nm. The IceCube strings use the R7081-02 PMT from Hamamatsu photonics with

a peak quantum efficiency of 25% at 390 nm [127]. Most of the DOMs in the Deep-

Core strings have R7081-02MOD PMTs, which operate with a higher peak quantum

efficiency of 34%.

When the DOM detects a photon, the PMT signal of the single photoelectron

(SPE) is digitized as a waveform by the on-board electronics and is transmitted with

a time-stamp. The waveform contains the charge (area under the electric signal) and

time information of the detected pulse. An average SPE waveform in IceCube is
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shown in Figure 3.6. Since the spatial and temporal distribution of the light and the

overall light yield are used for event reconstruction and particle identification, precise

characterization of the SPE waveform is an important step. The characterization and

study of various PMT properties were performed in the laboratory before deployment

and are described in detail in Ref. [125]. The PMTs operate at a gain of 1× 107, and

the timing resolution of the SPE pulse is measured to be 2.7 ns.

Figure 3.6: An average SPE signal measured from the detection of 10,000 individual
photons [125]. The dashed and solid lines show the measurements for the old and
new configuration of the PMT electronics, respectively (discussed in Ref. [125]).

In addition to the signal pulse, the PMTs are susceptible to various noise pulses

that can affect many physics analyses in IceCube. Without any incident photon on

the photocathode, PMTs can still generate a current called dark noise. In IceCube,

the dark noise is primarily caused by the radioactivity and scintillation of the glass

material and the thermionic emission of electrons from the photocathode. The dark

noise rate of the PMTs used in IceCube operating at −400 C is measured to be

∼ 300 Hz [125]. There are also noises which are correlated with the signal pulses.

Ionization of a residual gas atom (traces of gas elements in the vacuum tube) and

luminous reactions in the electrodes, i.e. light emission due to the electron bombard-

ment, can cause a second pulse in the PMT. The late occurrence of the luminous

reaction and longer drift time of the heavier ionized gas atom result in a late arrival

of the second pulse after the first signal pulse from the photoelectron [128]. The

time difference between the two pulses is significantly high (in the range of 300 ns -

11 µs), thereby mimicking an additional, later photoelectron detection in the PMT.

This noise is known as an afterpulse. The afterpulse measurement in the IceCube

PMTs reported the prominent noise peaks appearing at 600 ns, 2 µs, and 8 µs af-
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ter the main response peak. On average, the integral of pulses from 300 ns to 11

µs has an afterpulse contribution of 0.06 SPE per primary photoelectron (measured

with primary pulses going up to 106 PE). The early arrival of a pulse, known as a

prepulse, occurs when a photon skips the photocathode and hits one of the dynodes

directly. Prepulses usually have less charge than normal pulses and take place with

small probability. For IceCube PMTs, prepulse is only observed during the detection

of a large amount of light (≳ 5000 photons) within a short time period (30 ns).

3.2.2 Data Acquisition and Processing

The IceCube data acquisition (DAQ) system can be divided into two main parts.

The first part is a decentralized DAQ subsystem where each DOM autonomously

digitizes the PMT signal and outputs the detected waveform with a timestamp. In

the second part, the DOM outputs are collected in a central location, the IceCube

laboratory (ICL), near the centre of the detector footprint on the surface. The DOM

initiates the waveform capture and digitization process when the PMT signal exceeds

the discriminator threshold of 0.25 PE [126]. The Analogue Transient Waveform

Digitizer (ATWD) starts sampling the PMT signal into three channels with different

gains (×16, ×2, and ×0.25). A total of 128 samples are stored as a digitized waveform

with a sampling rate of 300 MSPS. To reduce dead time in the digitization process,

each DOM contains two ATWDs so that one unit is available while the other ATWD is

engaged. In addition, a fast analog-to-digital converter (FADC) continuously samples

the PMT signal in parallel with a lower sampling rate of 40 MSPS. The time window

to record the FADC output is chosen to be 6.4 µs which ensures the digitization of

the waveform for a longer physics signal. The DAQ system in the ICL controls the

selection and flow of the data from the individual DOMs. The digitized waveform

called a hit is stored in the on-board buffer in each DOM until a trigger decision

is made. When a DOM detects a PMT signal, the trigger system opens a ∼ 1 µs

time window to look for a local coincidence (LC) by sending and receiving trigger

messages to and from the nearest DOMs in both directions along the string. The

DOMs that satisfy the LC trigger condition are identified with LC tags. IceCube has

two basic operating modes based on the LC trigger conditions on each DOM. In a

soft local coincidence (SLC) mode, the DOM hits with LC tags keep both the ATWD
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and FADC data for transmission to the surface pending fulfillment of higher-level

trigger conditions. The isolated DOM hits with no LC tag keep only the FADC data

in SLC mode. In hard local coincidence (HLC) mode, the hits with no LC tags are

entirely discarded. These triggering conditions reduce the data transmission rate in

each DOM from ∼ 700 Hz of raw PMT SPE rate to ∼ 10 Hz of LC tagging rate by

primarily discarding the noise hits and sacrificing a negligible fraction of physics hits.

Figure 3.7 summarizes the information flow of the DOM-level DAQ subsystem.

Figure 3.7: Flow diagram of the DAQ subsystem within each individual DOM [126].

After sending the HLC and SLC hits from all the DOMs to the surface, additional

software triggering algorithms are applied for further data reduction and physics event

selection. The central DAQ system at the ICL performs a time sequencing of the data

and merges all the hits within a specific time window (set by the trigger condition)

around the trigger into an ‘event’. The simplest triggering algorithm to build an

event is the Simple Multiplicity Trigger-8 (SMT8). This trigger looks for eight or

more HLC hits within a sliding time window of 5 µs [123]. The SMT8 trigger window

for an event starts when an initial trigger condition (> 8 HLC hits in 5 µs) is met

and continues to extend until there is no HLC hit in the last 5 µs sliding window.

Two additional readout windows are added at the start (4 µs window) and the end

(6 µs window) of the trigger to construct the overall event time window, as shown in

Figure 3.8. The approximate event rate from the SMT8 trigger is 2.7 kHz and follows
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Figure 3.8: Total event time window for SMT8 triggers of in-ice DOMs. All the hits
within the readout window and the SMT8 trigger window are merged to construct
an event.

a seasonal variation due to the change in the production rate of atmospheric muons

and neutrinos. The event selection for this work starts with the SMT8 trigger, and

further filtering processes are discussed in Chapter 4 in detail. The raw detector data

rate from the DAQ at this stage is ∼ 1 TB/day, which is approximately ten times

higher than the satellite bandwidth allocation for IceCube from the south pole (100

GB/day). The online processing and filtering system handles this issue by performing

an aggressive data compression procedure described in detail in Ref. [123]. A massive

compression (9%) of the raw data for an average event is achieved by applying a

deconvolution algorithm to the digitized waveform and storing it in a compact data

format. This process converts the waveform into an estimated number of PE (with

30% charge resolution) per coarser time bins with a typical accuracy of 1 ns for

ATWD data and 8 ns for FADC data [129], generating a series of discrete pulses for

each DOM. All the pulses from an event are stored in a pulse series object which

maps the pulses to their respective DOMs and forms the final fundamental basis for

most high-level event reconstruction and identification in IceCube.

3.2.3 Detector Calibration

Various calibration and monitoring systems are in place to maintain a good quality

of the acquired data for further analysis. For time calibration, all the DOMs are

synchronized with a single GPS-run master clock at the ICL [126]. The charge asso-

ciated with the detected PMT pulse is extracted from the width and amplitude of the
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waveforms. The calibration of the SPE charge distribution for each DOM was ini-

tially determined in the laboratory [125] and later improved with an updated in-situ

measurement [130]. The DOM characteristics measured in the laboratory can change

after deployment in ice due to different conditions like change of environment, aging,

and transport. The calibration of the overall light detection efficiency of the detector

is, thus, a crucial step for every physics analysis. This is achieved by measuring an

average scale factor attributed to all the DOMs, known as DOM efficiency. It uses

atmospheric muon events in the detector for the measurement and represents the

relative change to the light detection efficiency measured in the laboratory [131].

Each DOM also contains 12 light-emitting diodes (LEDs) on-board that support

additional calibration procedures. Controlled emission and measurement of the light

from the LEDs in neighbouring DOMs are used to verify time calibration, determine

the DOM positions, and study the ice’s optical properties.

3.2.4 South Pole Ice Properties

The light propagation in the detector undergoes scattering and absorption in the ice.

Therefore, the ice properties must be well understood to extract meaningful event

information from the pulses. The use of the LEDs as the controlled light source,

followed by the detection of the light in the DOMs form the primary mechanism to

study the scattering and absorption properties of the ice [132]. The measurements

from the study are then used to develop South Pole Ice (SPICE) models that give

a complete description of the optical properties. Most of the ice in the detector

volume (known as ‘bulk ice’) was naturally formed in layers over 165,000 years and

was susceptible to a broad range of weather conditions over a long period [133]. This

results in a variation of the impurity content at different depths of the ice sheet

and leads to the depth-dependent modelling of the scattering and absorption. The

average distance between two consecutive scattering of light is denoted as 1/b, where b

is the scattering coefficient. In IceCube, a more useful form called effective scattering

coefficient (be) is expressed as be = b(1 − ⟨cos θ⟩), where θ is the deflection angle

at each scattering of light. The average distance travelled by the light before it is

absorbed is expressed in terms of the absorption coefficient (a) as 1/a. The SPICE

model uses a parametric form of the scattering and absorption coefficients (be, a) as
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a function of photon wavelength and depth. The initial version of the ice model

developed in Ref. [132] is known as SPICE MIE. Since then, improved calibration

and modelling methods have contributed to developing a better description of the

ice. This work uses one of such improved ice models, SPICE3.2, for event simulation

and reconstruction. Figure 3.9 shows the effective scattering (be) and absorption (a)

coefficients as a function of depth for different wavelengths. The plots in the figure

show a significant increase in the scattering and absorption of light at a depth between

2000 m to 2200 m. This is caused by a higher amount of dust in the ice, so this ice

layer is referred to as the ‘dust layer’.

Figure 3.9: Effective scattering (left) and absorption (right) coefficients of the south
pole ice (at string 63) at different photon wavelengths, from Ref. [134].

During the deployment of the DOMs, drilling ∼ 60 cm diameter holes into the ice

created columns of melted ice for a short period. This process introduced air and

other additional impurities into the water. Radially inward refreezing of the water

resulted in the accumulation of air bubbles around the centre with a 5-10 cm diameter

and caused a change in the ice properties of the hole columns compared to the bulk

ice. These ice columns are referred to as ‘hole ice’ and show a higher scattering effect

than bulk ice. The scattering of light in the hole ice affects the directionality of the

incident photons and requires separate modelling to address the angular sensitivity

of the DOMs. Further discussion on the hole ice modelling in this work’s context is

discussed in Section 6.2.1.

The antarctic glacial ice is not a stationary geographical structure but moves at

a speed of ∼10 m/year [135]. In IceCube, the evidence of the ice flow is observed

in two distinct effects. The measurements involving LEDs in Ref. [132] indicated
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that the depth-dependent ice layers are not horizontal across the detector but have a

‘tilt’ correlated to the flow direction. In addition, the shearing of the ice layers due

to the flow causes the crystal structure to form an azimuthal dependence for light

scattering. This effect is referred to as ice ‘anisotropy’ [136]. Both of these effects are

incorporated into the ice model used for this work.

3.3 Event Topologies

There are two primary event topologies observed in the detector from the neutrino

interactions discussed in Section 3.1. The neutrino NC DIS interactions of all flavours

produce a hadronic shower, typically confined within O(10 m) and have multiple low

energy shower particles produced with wide opening angle spread with respect to

the incoming neutrino direction. Therefore, the shower produces a net Cherenkov

radiation that propagates almost equally in all directions from the neutrino inter-

action vertex, creating a nearly spherical shape of light yield. The νe CC DIS and

the majority of the (low energy) ντ CC DIS (where the outgoing τ decays into ei-

ther hadrons or electrons) interaction produce two showers (EM+hadronic for νe and

EM/hadronic+hadronic for ντ ) very close to the interaction vertex. Due to the limited

detector resolution and no detectable difference in the light emission pattern between

EM and hadronic shower in IceCube, the cumulative light from the two showers gen-

erates an event signature similar to the NC interactions. This type of event topology

is referred to as ‘cascade’. An example cascade event detected in IceCube is shown in

Figure 3.10. As the light emission from the cascade events is usually contained within

the detector volume, the showers’ deposited energy is reconstructed with a resolution

of 30% for low energy (100 GeV) events and has improved reconstruction at higher

energies, e.g. 8% resolution for 100 TeV events [129]. However, the directional re-

construction of the cascade events performs poorly with a typical resolution of 150

for ≳ 100 TeV cascades, as the directions of most of the detected photons are loosely

coupled to the incoming neutrino direction.

The other common type of event topology comes from the detection of high energy

muons and is referred to as ‘track’ events. The outgoing muon from νµ CC DIS and

the tau decay channel, τ → µνµντ in ντ CC DIS interactions carries a large portion
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Figure 3.10: Event topology of a cascade event detected in IceCube. This event
corresponds to an energy deposition of 1.14 PeV [137]. The size of the blobs refers to
the amount of charge seen by the corresponding DOMs. The colour gradient refers to
the hit times for the corresponding DOMs with the timescale showing at the bottom.

of the incoming neutrino energy and traverses a long distance (O(km)) through the

ice. The muon’s interactions in ice result in the emission of Cherenkov light along

the muon path, as shown in Figure 3.11. As the outgoing muon from the primary

interaction has a small opening angle, the track events carry the initial neutrino

directional information across the DOMs over a significant distance. It results in

a high-quality direction reconstruction of the tracks (≲ 10 angular resolution for

most events). However, a long propagation length (≳ 1 km for 200 GeV muons in

ice) also means that the muon can escape the detector volume, limiting the energy

reconstruction to only part of the track segment depositing light within the detector

volume. If the interaction vertex for track events is inside the detector, the hadronic

shower component of the interaction is visible, and the events are identified as starting

tracks. Most high energy track events (≥ 1 TeV) have the interaction vertex outside

the detector, and the muon also escapes the detector volume, creating a through-going

track signature.
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Figure 3.11: An example starting track event detected in IceCube with reconstructed
energy of 71.4 TeV [137]. The size of the blobs refers to the amount of charge seen
by the corresponding DOMs. The colour gradient refers to the hit times for the
corresponding DOMs with the timescale showing at the bottom.

There are other subtle event topologies, which require rigorous analysis of the

DOM hit patterns for their identification. If the energy of the outgoing τ from ντ

CC interaction is high enough, it can travel a significant distance before producing

a shower from its decay. A spatially separated pair of showers from this interaction

creates a ‘double-cascade’ event topology in the detector. Several analyses to identify

ντ double-cascade events have been conducted in IceCube [138, 139]. The recent result

from the search has reported the detection of two ντ events with 2.8σ significance.

Another event topology, called ‘double-track’, occurs when two high energy muons

propagate simultaneously with a short lateral separation (10-100 m) from one another.

Prior to this work, no double-track event has been observed in IceCube. The neutrino

interactions that produce such dimuon events are discussed in the previous chapter.

The resolution of two distinct tracks in the event is limited due to the sparse geometry

of the detector, making it a challenging task. The primary objective of this work is
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to create an analysis framework for identifying the double-track events. Several novel

methods are developed for the double-track event classification and are discussed in

Chapter 5.

3.4 Sources of Neutrinos

3.4.1 Atmospheric Neutrinos

Most of the neutrinos detected by IceCube come from the collision of cosmic rays in

the earth’s atmosphere. Cosmic rays are high energy particles which can originate

from the sun, galactic sources, and other astrophysical objects outside the galaxy.

These particles interact mainly with the oxygen and nitrogen atoms in the atmo-

sphere, creating hadronic showers. A dominant fraction of the secondaries in the

shower consists of light mesons (i.e. pions and kaons). When a charged pion (π±)

decays, it produces an outgoing muon and a muon neutrino. The muon can further

decay into an electron, an electron neutrino, and a muon neutrino. The same chain

of reactions can also occur in charged kaons (K±), as shown below,

π±(99.99%)/K±(63.55%) −→ µ± + νµ(ν̄µ) (3.4)

µ± −→ e± + νe(ν̄e) + ν̄µ(νµ) .

In addition, all the kaons (K±, K0
S, K

0
L) can also decay into charged pions trigger-

ing the identical decay channels (shown in Equation (3.4)) to produce neutrinos.

These neutrinos form the primary conventional component of atmospheric neutrinos.

Schematic diagram of an example cosmic ray air shower is shown in Figure 3.12.

Equation (3.4) shows that the decay of each light meson produces approximately 2/3

νµ and 1/3 νe. However, this flavour composition changes when the neutrinos ar-

rive at the detector due to neutrino oscillation. Mixing of the flavours depends on

the neutrino energy and propagation length and can introduce a small but nonzero

ντ contribution. Heavier charm mesons (D±, D0, Ds) are also created in the cos-

mic ray shower with several orders of magnitude smaller cross sections and carry a

higher fraction of the shower energy than the light mesons. The heavier mesons’

short lifetime (≲ 10−12 s) triggers their fast decay without losing much energy in the

prior hadronic interactions. Neutrinos produced from these decays are treated as an
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Figure 3.12: Diagram showing the interaction processes in a typical cosmic ray air
shower event, from Ref. [140].

additional prompt component of the atmospheric neutrinos and have harder energy

spectrum with a much smaller contribution compared to the conventional component.

The atmospheric neutrino fluxes are estimated using the initial cosmic ray spectrum

and the hadronic interactions. Cosmic rays primarily consist of protons and a small

fraction of helium and other heavier nuclei. This work uses the HillasGaisser2012

(H3a) cosmic ray model [141] and SIBYLL2.3c hadronic interaction model [142] to

compute the atmospheric conventional neutrino flux. The cosmic ray model has been

developed to calculate the cosmic ray flux, which follows a power law spectrum,

dN(E)

dE
∝ E−γ , (3.5)

where a global fit value of γ = 2.7 for energy below 106 GeV is reported in Ref. [48].

Above this energy, the spectrum has softer power law dependence with γ = 3.1 [143].

The model called BERSS [144] performed an extensive QCD calculation of heavier

quark production in developing the prompt component of the atmospheric neutrino

flux and is used in this work. The experimental measurements for the cosmic ray

flux and the calculated atmospheric neutrino spectrum from different cosmic ray and

hadronic interaction models are shown in Figure 3.13.
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Figure 3.13: (Top) Cosmic ray flux measurements from various experiments [141].
(Bottom) The atmospheric neutrino flux models calculated using different cosmic ray
and hadronic interaction models [145]. The fluxes labelled as ‘H3a SIBYLL23C’ and
‘BERSS H3a central’ are used for the atmospheric conventional and prompt fluxes
for this work, respectively.

3.4.2 Astrophysical Neutrinos

The highest energy neutrinos detected in IceCube come from astrophysical origins.

The cosmic accelerators that are assumed to generate very high energy cosmic rays

should also produce neutrinos since any accelerated protons or nuclei interacting with

matter are predicted to generate neutrinos. The neutrinos from these distant objects

can reach the detector unhindered by matter and EM fields, unlike photons and

charged particles, carrying information about their origin. Extragalactic sources like

active galactic nuclei (AGNs), blazars, and pulsars have a supermassive black hole
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that feeds on the surrounding matter creating an accretion disk around it. The accel-

erated high energy particles (e.g. protons and other heavier nuclei) can then interact

with the nearby EM radiation field, dust or molecular clouds to produce secondary

charged mesons. For example, the photoproduction process of an accelerating proton

with the surrounding radiation can create a resonant ∆ baryon to produce pions,

p+ γ → ∆+ → π0 + p (3.6)

→ π± + n .

While the first output creates a pair of gamma rays from the decay of π0, the sec-

ond output produces neutrinos using the same mechanism shown in Equation (3.4).

Similarly, the flavour composition of these neutrinos at the origin is assumed to be

νe : νµ : ντ = 1 : 2 : 0. Assuming this flavour composition at the source, the neutrino

oscillation over a large astrophysical distance provides an expected flavour composi-

tion detected at the earth and should be roughly equal, νe : νµ : ντ ≈ 1 : 1 : 1. The

region covering the expected neutrino flavour composition detected at the earth for

any arbitrary flavour composition at the source can be constructed using the same

method and is shown in Figure 3.14. Measuring the astrophysical neutrino fluxes for

different event topologies in IceCube can thus probe into the interaction mechanism

of some of the highest energy cosmic accelerators in the universe. IceCube first de-

tected astrophysical neutrinos in 2013 [137]. Since then, several studies have found

concrete evidence of neutrino emissions from extragalactic sources [18, 19].

The total neutrino flux from these distant objects is modelled to be isotropic in

direction and follow a single power law spectrum. The diffuse flux spectrum can be

expressed as,
dΦ

dE
= ΦN ·

(︃
E

100 TeV

)︃−γ

, (3.7)

where ΦN is the normalization and γ is the spectral index. From the observation of

astrophysical νµ + ν̄µ events in IceCube, the diffuse flux for this event topology is

measured as Φ
νµ+ν̄µ
N = 1.44+0.25

−0.26 × 10−18 GeV−1cm−2s−1sr−1 and γνµ+ν̄µ = 2.37+0.09
−0.09

[146]. The measurement is used in this work as the flux model for astrophysical

neutrinos and is further discussed in Section 6.2.2.
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Figure 3.14: Measurement of the astrophysical neutrino flavour composition detected
in IceCube [139]. Each side of the triangle refers to the fractional flavour contribution
of the detected neutrinos. The star with the solid and dashed black line is the IceCube
measurement. The enclosed region defined by the grey dotted line is the expected
flavour composition at the earth for any arbitrary neutrino flavour ratio at the source.

3.5 Atmospheric Muons

Besides the atmospheric and astrophysical neutrinos, IceCube detects many atmo-

spheric muons produced in the cosmic ray air showers. The atmospheric muon detec-

tion rate is approximately 2.15 kHz, six orders of magnitude higher than the neutrino

detection rate of ∼ 3.18 mHz [147]. As the atmospheric muons generate track events

similar to the νµ CC DIS events, it is a background for most muon neutrino studies.

Efficient rejection of this huge background is thus required for any precise measure-

ment of neutrino-induced events. As the muons produced in the air showers enter

the detector from the top, they are detected as down-going track events with zenith

angles (defined as the angle between the incoming particle direction and the Z-axis of

IceCube coordinate, as shown in Ref. [148]) < 900. Most of these events are vetoed

by checking the detected tracks’ reconstructed direction and starting position and

discarding any down-going events starting at the detector edges. A small fraction
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of the down-going atmospheric muons can be mis-reconstructed as up-going tracks,

and the possibility of such backgrounds is discussed in Section 4.1.4. The down-going

events that start inside the detector volume (excluding the DOMs that define the

detector’s outer surface) can be safely tagged as neutrino interactions. However, the

effective flux for these events is reduced due to the muon veto, i.e. rejection of all

through and down-going muon neutrino events. Contrary to the down-going tracks,

the muons produced in the atmosphere at zenith angles > 900 travel through the

earth and are absorbed before reaching the detector. As a result, most of the up-

going (both through-going and starting) tracks in IceCube originate from neutrino

interactions providing a higher purity ν-induced track events. Therefore, this work

uses the up-going tracks to search for dimuon events.
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Chapter 4

Simulation and Event Selection

The first step in developing a dimuon search analysis involves simulating the detector

response of the relevant physics processes and the event reconstruction of those pro-

cesses by the IceCube reconstruction software. The reconstruction of the simulated

events is then used to determine the distributions of the event observables expected in

the detector. The expected distributions are crucial in optimizing the event selection

criteria and performing the search analysis (discussed in later chapters). In this chap-

ter, we describe the simulation software framework developed for the dimuon events

and the simulation of background processes relevant to this analysis. In addition,

the later part of the chapter includes a discussion on the preliminary event selection

procedure used in this work.

4.1 Monte Carlo Event Generation

4.1.1 Charm Dimuon Generator

The schematic diagram in Figure 4.1 shows the intermediate physics processes in-

volved in producing the ν-induced charm dimuons. The software framework, Charm

Dimuon Generator, implements these steps to inject the simulated interactions into

the IceCube detector geometry. The physics processes can be divided into two pri-

mary steps in implementing the charm dimuon MC. In the first part, νµ(ν̄µ) CC DIS

interaction process produces the primary muon and the outgoing charm quark, fol-

lowed by the hadronization process. The second part then simulates the charm hadron

decay and interaction in ice to generate the secondary muon. The following steps in

sequence form the complete simulation chain of charm dimuon event generation.
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Figure 4.1: The steps involved in the charm dimuon production process. The hadronic
shower component of the interaction is usually contained within ∼ 10 m of the in-
teraction vertex. The interaction’s high energy dimuons travel a significantly larger
distance (O(km)) than the shower size.

Energy and Geometry Sampling

The simulation starts with randomly sampling the incoming neutrino energy and the

interaction geometry, i.e. the interaction vertex and direction of the incoming neu-

trino. The LeptonInjector software package [149] is used for this purpose. The

step involves the independent sampling of the neutrino energy and direction, which

are then used to construct an injection volume centred on the detector for sampling

the interaction vertex. The atmospheric and astrophysical neutrino fluxes dictate

the neutrino energy spectrum at the detector. However, the fluxes (discussed in

Section 3.4) indicate low statistics for high energy events. In addition, they have

associated uncertainties which need to be implemented in the simulation to account

for the expected event rate fluctuation. These issues are addressed by employing the

MC event weighting method, which allows the production of the simulated events

with an arbitrary generation spectrum to achieve desired MC statistics. These events

are later weighted to get the event rate expectation associated with the neutrino

fluxes and their uncertainties. The neutrino energies for the charm dimuon events are

sampled in the energy range 102 − 108 GeV with a continuous power law spectrum

dN/dE ∝ E−γ, where γ = 1.5. There are several configurable parameters (indicated

in italics) related to the interaction geometry sampling. The incoming neutrino direc-
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Figure 4.2: An illustration of the interaction geometry sampling using
LeptonInjector.

tion is simulated by sampling the angles from a zenith range, [900 − 1800] (up-going

neutrinos, sampled in cos(zenith)) and azimuth range, [00 − 3600]. A circular disc

with a radius (set by the injection radius parameter) of 700 m is then defined per-

pendicular to the neutrino direction and placed at the detector’s centre. A point

sampled evenly across the disc and the selected direction define the event’s projected

neutrino path as shown in Figure 4.2. The generation of an interaction vertex along

the projected line requires calculating the maximum possible range for the outgoing

muons. The maximum range is computed assuming one outgoing muon carrying the

same energy as the incoming neutrino and using a parametric form discussed in Ref.

[149]. In addition, an endcap length parameter with a value of 800 m is added along

the projected line, on each side of the sampled point on the disc. The endcap lengths

ensure the sampling of all possible interaction vertices which can lead to the gener-

ation of outgoing particles reaching the detector volume. The sum of the maximum

muon range and the two endcap lengths define the line segment containing the possi-

ble interaction vertex, as shown in Figure 4.2. Finally, a uniformly sampled position

on the line segment determines the interaction vertex of the simulated event.
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Primary Interaction and Hadronization

For the generated neutrino energies, the target nucleons (proton and neutron) are

sampled based on their composition in ice (i.e. 10 protons and 8 neutrons for each H2O

molecule). The νµ CC DIS interaction with the target nucleon is then simulated using

PYTHIA8.2 [150] and DIRE [151] framework to produce the outgoing muon and the

charm quark followed by the hadronization process. PYTHIA8.2 was developed with

a focus on simulating generic particle collisions (such as beams of protons, electrons,

and heavier nuclei) in laboratory setups. As a result, the standalone version of the

software lacks a complete implementation of neutrino DIS interactions [152]. The issue

is resolved using the DIRE plugin to supplement PYTHIA8.2 for accurately simulating

the neutrino DIS interaction with an improved parton shower algorithm. In addition,

the configuration of the PDFsets is required to provide a complete description of the

partons in the nucleons. CT14 PDFsets from the CTEQ collaboration [87] are used

to simulate the charm dimuon interactions. The PDFset with Next-to-Leading Order

(NLO) approximation is used for the primary hard interaction, and the Leading-Order

(LO) PDFset is used for the hadronization (as the use of the NLO PDFset for the

hadronization is discouraged due to the possibility of NLO approximation probing

into unphysical Bjorken x, as discussed in Ref. [153]).

PYTHIA simulates the interactions in a vacuum, and the approximation works well

as the detector medium has a negligible effect on the primary interaction and the

hadronization due to the short time scale of the processes. However, the longer

lifetimes of the very high energy charm hadrons (produced in the hadronic shower)

can lead to their interactions with the detector medium before decay. In addition, this

simulation framework only focuses on producing muons from the decay and interaction

of the charm hadrons. As a result, the generation of the secondary muons from

the charm hadrons in ice needs to be simulated separately. Therefore, the current

simulation step stops immediately after the hadronization process without simulating

the decay of charm hadrons in a vacuum. From the simulated interactions in this

step, the inelasticity parameter (fraction of the incoming neutrino energy transferred

to the hadronic system) and the 4-momenta of the outgoing primary muon and the

charm hadron(s) are extracted to be used in the next steps of the simulation chain.
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Charm Hadron Decay and Interaction

The charm hadrons produced in the previous step are then simulated to either de-

cay semileptonically into a muon or interact in ice before decay. A parameterization

technique is developed for producing the outgoing MC muons from the decay and

interaction of the charm hadrons. A particle gun in PYTHIA8.2 simulates the stan-

dalone decay of seven charm hadrons (D±, D0, D
±
s ,Ξ

±
c ,Λ

±
c ,Ξ

0
c ,Ω

0
c) at 350 discrete

energies equally spaced in the log scale in the energy range 101− 108 GeV. 106 events

are generated for the decay simulation of each charm hadron and energy point. A

parametric table of the muon energy distributions as a fraction of the parent charm

hadron energy is created from the simulated events. In the ultra-relativistic limit,

the fractional energy distribution of the muons is approximately independent of the

charm hadron energies, as shown in Figure 4.3 for two example charm hadrons (D±).

The cumulative distribution functions (CDFs) (also shown in Figure 4.3 for all charm

hadrons) are then evaluated from the parametric table to sample the muon energies

based on the simulated charm hadron decays. This simulation framework imposes

a cut on the individual muon energy threshold at 10 GeV (a conservative limit well

below the threshold for IceCube to distinguish a muon from the hadronic shower) for

efficient MC production of dimuons.

For the charm hadron interactions in ice, a software package called chromo [154] is

Figure 4.3: (Left) The fractional energy distributions of the outgoing muons sampled
from the CDF in comparison with the simulated events for a charm hadron decay
(D±). The vertical dashed lines show the sampling cut-off where the muon energy
falls below the 10 GeV threshold. (Right) The muon energy CDFs generated for all
charm hadrons are shown as a fraction of parent charm hadron energy.
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Figure 4.4: (Left) The sampled fractional energy distributions of the muons in com-
parison with the simulated events at different D+ energies. The vertical lines of the
sampled distributions show the muon energy threshold cut. (Right) The muon energy
2D CDF generated for D+-H interaction at all energies.

used as it has been developed for MC simulation of hadronic interactions (primarily for

cosmic ray models). A parametrization framework similar to the one developed for the

charm hadron decay is implemented from the interactions of the charm hadrons with

Hydrogen (H) and Oxygen (O) targets. The hadronic interaction model, SIBYLL2.3d

[155] is used to generate 106 events for each combination of the seven charm hadrons,

two target atoms (H and O), and 300 discrete energy values in the range 102−108 GeV

(equally spaced in log-scale). The parametric tables of the fractional muon energy

from the interactions are then generated to sample the muon energies. However, unlike

decay, the fractional energy distribution of the outgoing muon varies as a function

of the charm hadron energy. Therefore, 2-D interpolated CDFs are created for the

interactions (compared to 1-D CDFs for the decay) and are shown in Figure 4.4. The

10 GeV muon energy threshold cut is also applied here.

Since the charm hadron decay and interaction processes are developed separately,

a method for selecting one of the two processes based on their relative probabilities is

needed to decide on the origin of the second outgoing muon for a simulated event. The

decay and interaction probability are the functions of decay and interaction lengths

(denoted as ld and li, respectively) which are expressed as,

ld =
Eτ

mc
, li =

mice

ρNAσ(E)
, (4.1)

where E,m, τ are the energy, mass, and lifetime of the charm hadron respectively,
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mice = 18.02 g/mol is the molar mass of ice, ρ = 0.917 g/cm3 is the density of

ice, NA is the Avogadro’s number, and σ(E) is the interaction cross section of the

charm hadrons in ice. However, no concrete experimental data is available for the

charm hadron interaction cross sections. After exploring several cross section models

(shown in Figure 4.5), the already established work in Ref. [156] is found to be in

good agreement with the other methods and, thus, is adopted to implement a similar

framework in this work. A parametric form of the total cross section from CORSIKA

Figure 4.5: Different cross section models for proton-D meson interaction. The PDG
fit is performed using the proton-pion cross section data on a second-order polynomial
equation. ‘DPMJETIII+CORSIKA’ shown in the solid black line is used for this work.

[157] is used for the charm hadrons with energies above 1 PeV. Below 1PeV, the kaon-

proton cross section σKp(E) from DPMJETIII [158] is used by scaling to match the

CORSIKA cross section at 1PeV. The separate parametrization in CORSIKA for charm

mesons and baryons results in a different scaling of the DPMJETIII cross section for

the corresponding hadrons. The final forms of the cross sections for the charm mesons

(σMp) and baryons (σBp) are expressed as,

σMp(E) =

{︄
0.69799 σKp(E), E < 1 PeV

exp[1.891 + 0.2095 log10(E)]− 2.157 + 1.263 log10(E), E ≥ 1 PeV ,

(4.2)

and

σBp(E) =

{︄
0.97618 σKp(E), E < 1 PeV

exp[2.269 + 0.207 log10(E)]− 0.9907 + 1.277 log10(E), E ≥ 1 PeV ,

(4.3)
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respectively. The total cross section of the charm hadrons interacting in ice is calcu-

lated using the two equations above as the weighted sum of the hydrogen and oxygen

cross sections. The decay and interaction lengths for the simulated charm hadrons

are finally calculated using Equation (4.1) and shown in Figure 4.6 as a function of

the hadron energy. The figure also shows that the charm hadrons reach their critical

Figure 4.6: The decay and interaction lengths for the charm hadrons (mesons and
baryons) in ice. The critical energies for D±,Λ± are found to be 27 TeV, 129 TeV,
respectively.

energies (at which the decay and interaction length is equal, different from lepton’s

critical energy introduced in Chapter 3) in the range of 20-200 TeV, above which the

charm hadron interaction dominates over the charm hadron decay.

Finally, the following steps are repeated for each simulated charm hadron to pro-

duce the outgoing muon. Two distances sd, si are sampled according to the decay

and interaction probability distributions e−sd/ld , e−si/li , respectively. If sd ≤ si, the

charm hadron decays, and muon energy is sampled using the parametric decay table.

If si < sd, the charm hadron interacts, and the outgoing muon energy is sampled

from either H or O interaction table based on their composition in ice. The sampled

muon is then injected into the final event output along the same direction as the par-

ent charm hadron. Figure 4.7 shows the fractional distribution of the charm dimuon

events generated from the decay and interaction processes.

In the hadronization step, a tiny fraction of the simulated events can produce more

than one charm hadron. In this scenario, the same repeated process of the above steps

is followed for each additional charm hadron in the event. After the production of

55



Figure 4.7: The fractional event distributions of the simulated charm dimuons from
the charm hadron decay and interaction in ice. The muon production from the charm
hadron interaction starts to dominate above ∼350 TeV of incoming neutrino energy.

the primary muon and the secondary muon(s) from the charm hadron(s), the excess

energy of the system is calculated from the inelasticity parameter of the interaction

and injected into a generic hadron along the outgoing charm quark direction to com-

plete the list of outgoing particles for the charm dimuon event. As the cumulative

Cherenkov light from a generic hadronic shower is produced within the detector sim-

ulation framework (discussed in Section 4.2), the detailed list of the involved shower

particles from the primary interaction hadronization and the charm hadron decay or

interaction is not relevant to this work.

Event Weight Calculation

Every MC event at the end of the simulation process carries an event weight (wMC)

which represents the probability of the event occurring given the true simulated

quantities and is expressed in the unit of s−1. In IceCube, a fluxless weight called

OneWeight is constructed from the event generation details and is independent of

any target neutrino flux model (i.e. atmospheric and astrophysical fluxes). The final

weight wMC can then be expressed as,

wMC = OneWeight× Φtarget , (4.4)

where Φtarget is the target neutrino flux model. The calculation of OneWeight further

depends on the various weight factors arising from different simulation steps and can
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be expressed as,

OneWeight =
wvol × wint × wprop

wgen ×Nevents ×Ntype

, (4.5)

where wvol is the weight associated with the sampling of the interaction position

and direction within the injection volume. wint is the interaction probability of the

event. wprop is the propagation probability of the neutrino to reach the detector

from the earth’s atmosphere. wgen is the generation probability and depends on the

neutrino generation spectrum used for energy sampling. Nevents is the total number

of simulated events which contain an equal number of generated neutrinos and anti-

neutrinos. As a result, a type factor Ntype = 0.5 is introduced to account for each

half of neutrinos and anti-neutrinos in the simulation set. The expressions for each

of the weight quantities are as follows:

• The volume weight is expressed as,

wvol = πr2inj (cos θmin − cos θmax) (ϕmax − ϕmin) cm2 · sr , (4.6)

where rinj is the injection radius, [θmin, θmax] is the zenith range, and [ϕmin, ϕmax]

is the azimuth range. So the weight, wvol is the total injection area multiplied

by the solid angle over which the event positions and directions are sampled.

• The interaction weight is expressed as,

wint = 1− exp [−σint(Eν) · Cd ·NA] , (4.7)

where σint(Eν) is the total cross section of the neutrino interaction producing

the simulated final state particles as a function of the neutrino energy, Cd is

the column depth which is computed by LeptonInjector using the range of

the possible interaction positions (i.e. 2×endcap length + muon range) and

considering the density of the material along the line, and NA is the Avogadro’s

number.

• Since the events are injected close to the detector volume, a neutrino prop-

agation weight wprop is calculated separately using nuSQuIDs [159] software.

This general-purpose software propagates neutrinos through different media ac-

counting for neutrino oscillations and interactions with matter. For the current
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simulation framework of charm dimuons, nuSQuIDs is used to calculate the

transmission probability of neutrinos travelling from the atmosphere and reach-

ing the detector volume. For the simulated zenith range, the neutrinos travel

through different parts of the earth, and the PREM model [160] is used to pro-

vide its density profile. The computed propagation weight, wprop for νµ as a

function of the neutrino energy and zenith angle is shown in Figure 4.8. The

plot shows that a significant fraction of the neutrinos above 100 TeV passing

through the earth’s core is absorbed before reaching the detector.

Figure 4.8: The propagation weight as a function of neutrino energy and cosine
zenith for νµ. At zenith angles higher than the core-mantle boundary (horizontal
dashed line), the neutrinos travel through part of the earth’s core.

• The weight related to the generation spectrum is expressed as,

wgen =
E−γ∫︁ Emax

Emin
E−γ dE

GeV−1 , (4.8)

where E is the neutrino energy of the simulated event and [Emin, Emax] is the

neutrino energy range for the simulation. The spectral index, γ comes from the

generation spectrum.

The total neutrino interaction cross section σint(Eν) in Equation (4.7) for charm

dimuon production is calculated by multiplying the ν CC DIS cross section σtot
DIS

(from CSMS [84] calculation) with the fraction of events that produce charm hadrons
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Figure 4.9: Probability of producing a muon with an energy greater than 10 GeV
for all simulated charm hadron decays (left) and interactions (with H) (right) as a
function of charm hadron energy. The drop in the probability below ∼ 1TeV is due
to the imposed muon energy threshold cut.

(shown in Figure 2.6) and the probability of the charm hadron producing a muon

either by decay or interaction (BRµ). The final cross section is expressed as,

σ
µµ(charm)
int (Eν) = σtot

DIS(Eν)×
[︃
σcharm
DIS (Eν)

σtot
DIS(Eν)

]︃
×BRµ(E

decay/interaction
charm ) . (4.9)

As discussed earlier, the primary interactions of the charm dimuons are simulated

using the CT14NLO PDFset, which describes the interacting initial-state quarks (pri-

marily d and s quarks) of the nucleon to produce the outgoing charm quarks. However,

a recent measurement from the ATLAS experiment [161] reports more strange quark

content in the nucleons compared to the previous measurements. A modern PDFset,

CT18ANLO [80] shows better agreement with the recent result and, thus, is used

to update the charm fractional cross section (the term within the square bracket)

in Equation (4.9). The probability of producing a muon (BRµ) is computed from

the previously simulated charm hadron decays and interactions (used for generating

the parametric tables) and is shown in Figure 4.9 as a function of the charm hadron

energy (Echarm).

Calculation of the event weights completes the event generation process, and the

flow diagram in Figure 4.10 shows the complete simulation chain of the Charm Dimuon

Generator producing the final MC events. In the last step of the simulation chain,

an Event Converter module stores the simulated events in an I3File format, the

basic operating file structure within IceCube’s software framework.
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Figure 4.10: Simulation framework of generating charm dimuon MC events using
Charm Dimuon Generator. The input simulation configuration file contains the con-
figurable parameters of Lepton Injector discussed in the text.

4.1.2 Trident Dimuon Generator

Using the theory of the trident interaction described in Chapter 2, a general-purpose

Trident Dimuon Generator is developed with the help of other external open-source

software. The following sections describe the simulation chain to produce trident

dimuon MC events.

Energy and Geometry Sampling

The energy and direction of the incoming neutrino and the interaction vertex are

simulated using the same method described in the Charm Dimuon Generator. A

relatively flat generation spectrum of E−1 is used to simulate high statistics trident

dimuon MC at high energies where the cross section is much larger. The interaction

geometry is simulated with the same injection volume configuration provided in the

Charm Dimuon Generator.
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Interaction Configuration Sampling and Event Generation

As discussed in Section 2.6, the trident interactions can occur under different nuclear

interaction regimes leading to the use of different methods to simulate these events.

For a given neutrino energy, a decision on the interaction regime is sampled based

on the total cross sections from the elastic (coherent + diffractive) and inelastic

contributions. In the case of interaction under the elastic regimes, the differential

cross section of the photon momentum transfer (Q) is generated using Equation (2.14)

and Equation (2.19). In these equations, the total cross section of the neutrino-photon

system (σνγ) as a function of the CM energy is computed by simulating the process,

νµ+γ → νµ+µ−+µ+ in the CalcHEP event generator [162]. The neutrino-photon total

cross section σνγ and the differential distribution of Q for various neutrino energies are

shown in Figure 4.11. A CDF is then constructed from the photon momentum transfer

Figure 4.11: (left) Total cross section of the neutrino-photon system, which is used
to calculate the differential cross section of the νµ trident process in water (H2O)
(right). In the differential cross section, a minor change in the shape of the photon
momentum distribution can be seen at Q2 ∼ 10−2 due to the change of interaction
regime from coherent to diffractive.

distribution for a given neutrino energy to sample the interacting photon energy

for the event. The generated neutrino and photon energy samples form the initial

condition of the neutrino-photon interaction, and the configuration is transferred to

the CalcHEP generator for simulating the outgoing particles.

The simulation of events under the inelastic regime follows a different treatment. If

the interaction is sampled to occur in the inelastic (DIS) regime, the target nucleon is

sampled from the number density of protons and neutrons in ice. The corresponding
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PDF of the nucleon from the LHAPDF [163] interface is then used to describe the

interacting quark and photon content. CT14qed PDFsets [164] are used to consider

the interacting quarks (u, d, c, s) and only the inelastic component of the interacting

photons. Finally, the neutrino interaction with the sampled nucleon’s initial-state

quark or photon is configured as the initial condition to simulate the outgoing particle

kinematics in the MadGraph event generator [165].

Similar to the charm dimuon simulation, the detailed dynamics of the hadronic

shower originating from the nuclear recoil (for the elastic regime) or the hadronization

from the outgoing quark (for the inelastic regime) in the trident processes is not

necessary for the context of the dimuon event topology. Therefore, the energy of the

recoil nucleus or the quark is injected into a generic hadron which is later treated in

the detector simulation for the Cherenkov light production.

Event Weights

The calculation of OneWeight for each simulated trident dimuon event also follows the

same procedure discussed in the Charm Dimuon Generator. Apart from the genera-

tion spectrum, the only difference between the event weight calculation of the charm

and trident dimuons comes from the total cross section of the neutrino interaction

processes. Unlike charm dimuons, both the muons in the trident process are produced

from the primary interaction. The total cross section for νµ trident interaction in ice

from Ref. [103] is directly used as the dimuon interaction cross section σ
µµ(trident)
int to

generate the interaction probability wint in Equation (4.7).

Event Merging

During the event generation in CalcHEP and Madgraph, the interaction geometry

sampled in the first step of the simulation chain (in energy and geometry sampling)

is decoupled from the rest of the interaction configuration (energy of the interact-

ing neutrino and target), and the process is simulated along a fixed z-axis (LHC-

like geometry). The event merger module is implemented to perform a coordinate

transformation of the event outputs (produced in z-axis) to recombine the interaction

geometry, converting the events back to IceCube coordinates. The final outputs from

all the simulated events are then stored in an I3File for later processing within the
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Figure 4.12: Schematic diagram of the process flow for the Trident Dimuon

Generator. The dashed arrows denote the flow of the event generation process in one
of the two parallel options. The final output of the generator can be stored either as
I3File for use within IceCube or in HDF5 file format for external use.

IceCube software framework. The event merger module also has the option to store

the event outputs in an HDF5 file format for external use with the publicly available

version of the Trident Dimuon Generator [166].

The flow diagram of the steps discussed above for the simulation chain is shown in

Figure 4.12. To validate the Trident Dimuon Generator, its simulation of W -boson

production process (νµ+H → µ−+W++X) is compared with the results reported in

Ref. [40]. Two MC datasets of the νµ W-boson production process (where the on-shell

W boson is treated as the final state outgoing particle along with the outgoing muon)

are generated using the Trident Dimuon Generator framework at discrete neutrino

energies of 100 TeV and 1 PeV. The simulated events are then used to compute the

energy distributions of the outgoing muon and the W boson. A comparison of the

distributions with the reported result is shown in Figure 4.13 and found to be in good

agreement with each other.
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Figure 4.13: Comparison of the differential cross sections of the W -boson production
from muon neutrinos. The outgoing muon energy distribution is shown on the left,
and the W boson energy distribution is shown on the right.

4.1.3 Summary of Dimuon Processes

The dominating contribution to the dimuon events in both trident and charm produc-

tion comes from the muon neutrino (νµ + ν̄µ) interaction channels discussed above.

There are other channels which can also produce dimuon events with smaller contri-

bution. Figure 4.14 shows the total cross sections from all possible trident and charm

production channels which can produce dimuon events. The plot shows that most

dimuon events are from charm production in νµ CC DIS interactions. The second

largest dimuon cross section comes from the charm production in the ντ CC DIS

interaction. However, tau neutrinos make up ≲ 10−4% of atmospheric neutrinos.

Instead, they primarily come from the small astrophysical flux (∼ 80 events/year,

all flavour, all sky) above 100 TeV of neutrino energy. This makes the all sky (both

up-going and down-going) dimuon contribution from ντ CC DIS interactions to be

≲ 0.1 events/year, which is too small to be included in this work. The trident pro-

duction from νµ (CC+NC channel) is the next leading channel (estimated at ∼ 10%

of the total dimuons above 10 TeV) and is included in the analysis. The ν NC DIS

interaction (of all flavours) can produce a pair of outgoing charms, both of which can

potentially decay into muons creating the dimuon events. The simulation of these

events showed that the charm quark from the primary interaction vertex carries away

a large energy fraction of the hadronic system, resulting in a small available energy

for the other charm quark. A limit calculated from the simulation indicates that
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Figure 4.14: Total cross sections for all dimuon processes from trident [103] and
charm production [84]. The processes in bold labels are included in this work. For
comparison, the total cross section of νµ CC DIS interaction producing single muon
background events is also included in the plot, showing in black solid and dashed
lines.

< 2.5 × 10−5% of the NC interactions with charm production can have a second

muon with energy Eµ > 10 GeV. Therefore, the NC DIS channels have a vanishingly

small contribution to the dimuon production and are not considered for the analysis.

Figure 4.14 also shows the cross sections for other trident channels (CC only and NC

only), which are significantly smaller than the dimuon channels discussed above and,

thus, are not included in this work. In the hadronic shower component of the neutrino

CC and NC DIS interactions, the production and decay of the pions and kaons can

also contribute to additional secondary muons. However, these light mesons undergo

a large number of nuclear interactions in ice due to their long lifetimes. As a result,

their energy quickly falls below the required muon energy threshold of 10 GeV for the

simulated dimuons.

4.1.4 Background Event Generation

The dominating background for the dimuon events comes from the νµ CC DIS pro-

cesses, which produce a single µ± and hadrons. The other background events consid-

ered for this work include νe and ντ CC DIS interactions and the atmospheric muons
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from the cosmic ray showers. The MC datasets for the background processes used

in this work are acquired from other physics analyses developed within the collabo-

ration. A sterile neutrino analysis (involved the study of a new physics model and

is not relevant to this work), called Matter-Enhanced Oscillations with Steriles (ME-

OWS), studied the energy and zenith distributions of the up-going track events in

IceCube [167]. As these events predominantly come from the νµ CC DIS interaction,

a high statistics MC dataset of the process was produced for developing the MEOWS

analysis. In addition, νe and ντ CC DIS events were also simulated to consider the

other background events for the MEOWS analysis. All the ν CC events in the ME-

OWS MC production were generated using LeptonInjector, and the corresponding

event weights are computed using an accompanying event weighting software called

LeptonWeighter [168]. The total cross section used in the event weight calculation

of the νµ CC process considers the contributions from all the partonic interaction

channels in the nucleon (regardless of the final states). A correction to the total cross

section is, thus, applied to avoid the double counting of the charm dimuon production

in these interactions. The updated cross section for the νµ CC process producing a

single muon is then expressed as,

σsingle µ
int (Eν) = σtot

DIS(Eν)− σ
µµ(charm)
int (Eν) , (4.10)

where σtot
DIS is the total CC DIS cross section and σ

µµ(charm)
int is the cross section for

charm dimuon production.

Any potential background events from the atmospheric muons due to their misre-

construction as up-going tracks are also considered in this work. The simulation of

the down-going atmospheric muons used in the analysis is implemented with CORSIKA

[157] software package and produced by an official simulation production (SimProd)

group within IceCube. A summary of the simulation details for all the signal and

background processes for this work is shown in Table 4.1.

4.2 Detector Simulation

In the next step, all the generated events discussed in the previous section are pro-

cessed through the detector simulation. The IceCube software framework contains
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Simulation Physics Processes

Details νµ-
Charm
Dimuon

νµ-
Trident
Dimuon

νµCC νeCC ντCC Atm.
Muons

Energy Spectrum E−1.5 E−1 E−2 E−2 E−2 E−2,2.6

Energy Range (GeV) 100-108 100-108 100-106 200-106 200-106 600-
1011

Zenith Range 90-1800 90-1800 80-1800 80-1800 80-1800 0-900

Azimuth Range 0-3600 0-3600 0-3600 0-3600 0-3600 0-3600

Inj. Radius 700m 700m 800m 800m 800m -

Endcap Length 800m 800m 1200m 1200m 1200m -

No. of Events 2.107 6.106 5.108 5.108 5.108 ∼7.109

Table 4.1: The parameter details for the simulation of all physics interactions consid-
ered in this work. Multiple CORSIKAMC datasets with two different energy spectrums
are used for the atmospheric muon simulation. Although the signal MC processes are
generated with higher maximum energy (108 GeV) compared to the background pro-
cess, the final analysis cuts result in an event selection with energies much below 106

GeV as discussed in later chapters.

multiple components (referred to as ‘modules’) to simulate the full detector response

of the events. Most of these modules require a detector description (e.g. the DOM

properties and coordinates) provided via a Geometry Calibration Detector (GCD) file

during the simulation process. The collaboration has released some of the modules to

the public under an open-source license. The primary steps of the simulation process

using these modules are discussed below.

4.2.1 Particle Propagation

The outgoing secondary particles from the event generations undergo the interactions

discussed in Section 3.1 during their propagation through the ice. A software mod-

ule called PROPOSAL [169, 170] simulates the muon propagation in the detector by

modelling both the ionization and radiative loss processes. The muons reaching the
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detector volume can travel through different media (ice, bedrock, air) depending on

their energy and direction. At the bottom of the detector, the glacial ice has a bound-

ary with the bedrock, which is part of the earth’s crust. The ice overburden on the

top of the detector volume ends at the surface, and the propagation medium changes

to the earth’s atmosphere. PROPOSAL coherently propagates the muons through these

different media using a description of the IceCube detector volume and its surrounding

environment. The software also simulates the propagation and decay of τ± leptons.

The electromagnetic (EM) and hadronic shower development from the outgoing e±

and hadrons are simulated using the cascade Monte Carlo (cmc) module [171]. As the

EM shower produces only three types of particles (γ and e±) through Bremsstrahlung

and pair production processes, the primary particle’s energy is dissipated via the cu-

mulative Cherenkov radiation of the full shower with minimal variation. Therefore,

the total Cherenkov light yield from a pure EM shower is proportional to the en-

ergy of the primary lepton. The hadronic shower development involves rather more

complicated nuclear interactions producing a broad range of particles. The neutral

hadrons and neutrinos produced in the shower do not contribute to the Cherenkov

light emission resulting in a large variation of the cumulative light yield for a given

hadron energy. The detailed simulation of the shower development for the energy

scale in IceCube is computationally expensive, and instead, cmc uses various energy-

dependent parametric models to produce the showers. This technique does not rely on

the specific primary particle. Thus, any particle (e−, e+, or γ for the EM shower and

any generic hadron for the hadronic shower) with the same energy follows the same

corresponding parametrization method to simulate the EM and hadronic showers.

4.2.2 Cherenkov Photon Simulation

This step simulates the collective light emission from the propagated particles and

the tracking of each photon through the ice to create the detected light in the DOMs

for the event. A software package called CLSim [172] is used for this purpose. The

simulation treats each final state charged particle in the EM and hadronic showers

and each small segment along the propagated muon tracks as point-like light emitters.

The Cherenkov photons from these emitters are created based on their energy and

direction. CLSim then uses a ray tracing algorithm to propagate the photons through
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ice and saves the ones that reach the DOMs. The saved photons are further processed

to generate more realistic light yields in the respective DOMs, and the outputs are

stored as MC photoelectrons (MCPEs). The conversion of the photons into MCPEs

depends on several DOM characteristics, such as angular acceptance, quantum effi-

ciency, and DOM efficiency. CLSim accesses these properties from either the GCD file

or the configurable parameters during the simulation process.

Propagation of the photons through ice requires a complete description of the

scattering and absorption properties of the ice. SPICE3.2 ice model describes the bulk

ice in this simulation to produce the nominal MC dataset. However, the uncertainties

related to the modelling of the ice properties lead to systematic effects in the photon

propagation, referred to as bulk ice systematics. The uncertainty related to the hole ice

modelling (called hole ice systematics) is considered a local phenomenon around the

DOMs and is implemented using DOM angular acceptance of the simulated photons.

The photon propagation and the MCPE generation must be re-simulated for each

variation of the ice models around the nominal values to quantify the effects of these

systematic uncertainties. In addition, the DOM efficiency factor directly affects the

simulation of overall detected light for an event and also contributes to non-negligible

systematic effects due to the related uncertainty. The treatment of these systematic

effects is implemented in the analysis and discussed in Section 6.2.

4.2.3 DOM Simulation

In the next step, the MCPEs are processed by simulating the PMT response and

the DAQ system to produce the final digitized event output, as seen in the detector.

During the conversion of the MCPEs into PMT pulses, the simulation process also

introduces noise hits arising from the dark noise, prepulse, and afterpulse associated

with the PMTs. The modelling of the DOM on-board electronics then digitizes the

PMT signals to determine the charge and timestamp of the simulated waveforms.

The final outputs are stored as the simulated raw detector data of the MC events.

This concludes the event simulation process, and all the subsequent processing of the

MC simulation has identical treatment as the data.
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4.3 Event Reconstruction and Preliminary Event

Selection

The first stage of the event filtering and reconstruction process (known as ‘Online

Filtering’) deploys several real-time triggering criteria on the data stream to discard

non-physical noise events, as discussed in Section 3.2.2. High-level event reconstruc-

tion algorithms then use the pulse series (the dictionary containing all the hit charge

and time information mapped to their respective DOMs) to reconstruct the proper-

ties of the secondary particles from the primary interaction. As this work focuses on

identifying the up-going dimuon track events, the first step is to reject background

events such as cosmic ray muons, νe/τ CC events, and ν NC events. This is a com-

mon step for most IceCube analyses involving the study of ν induced track events.

Several collaboration members have made extensive effort to develop a filter to select

a high purity sample of up-going track events [134, 173]. The sample is referred to as

MEOWS platinum selection, and a detailed description of the selection process can

be found in Ref. [134]. The sample production method is adopted as a preliminary

event selection in this work, and a summary of the selection steps is described below.

The platinum selection of the track events starts by triggering the ‘Online Muon

Filter’, a part of the Online Filtering system. A track event’s direction and posi-

tion reconstruction require fitting five parameters (two angles for the direction and

three coordinates for the position). The most basic reconstruction, known as the

LineFit, performs a least square linear regression on the time of the first pulses in

each hit DOMs. The results from the LineFit are used as the initial guess for better

fitting algorithms based on maximum likelihood estimation. The single photoelec-

tron fit (SPEFit) and multi-photoelectron fit (MPEFit) account for the Cherenkov

light emission profile and the scattering and absorption of light in ice in their likeli-

hood models to produce improved track reconstruction [129, 174]. This step of the

reconstruction process is internally known as Level 2 (L2) reconstruction. A set of

‘precut’ criteria (e.g. cut on the reconstructed zenith angle) are applied to the re-

constructed track to primarily select up-going events and reject a significant fraction

of the atmospheric muons. An event-splitting algorithm called Topological Splitter

[175] is designed to check for pulses from coincident atmospheric muons in an event
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Figure 4.15: Comparison of expected signal events in the detector as a function of
true incoming neutrino energy. Solid lines show the filtered track event rate at L2,
and the dashed lines show the distribution of the events passing through MEOWS
platinum event selection.

and splits the pulse series into multiple sub-events. The reconstruction algorithms

are re-run on each sub-event, and the one with the best up-going track reconstruc-

tion is selected for further processing. The split pulse series of the selected sub-event

is internally referred to as TTPulses and is used in the later part of the analysis

(in Chapter 5). Another set of cut criteria are applied using various goodness-of-fit

parameters and properties of the reconstructed track to reject the tracks with poor

reconstructions. Finally, a sophisticated track energy reconstruction algorithm called

MuEx [176] is applied to determine the energy of the track event. The output from

MuEx only represents the measurement of the energy observed inside the detector

and is denoted as Eproxy.

The MEOWS platinum selection sample contains > 99.9% νµ-induced up-going

track events [134]. Therefore, this selection process reduces the analysis problem to

separating dimuon neutrino events from the single muon νµ CC background. An

event classification method is developed to address this problem and discussed in

more detail in Chapter 5. A comparison of the expected dimuon event rates for the

L2 and platinum selection in IceCube is shown in Figure 4.15. ∼ 60% of the L2 level

dimuon events pass the selection criteria for the platinum sample. Figure 4.16 shows

the expected rate of the events passing the platinum selection as a function of the
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Figure 4.16: Reconstructed energy (left) and cosine zenith (right) distribution of all
the signal+background processes after passing the platinum selection. The event
distributions include a zenith cut of [900 − 1800] to consider only the up-going track
events. The shaded region around the bins shows only the MC statistical uncertainty.

reconstructed energy and cosine zenith for all the physics processes considered in this

work.
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Chapter 5

Classification of Dimuon Events

The high-purity platinum sample of the up-going track events significantly reduces

the background (< 0.1% contamination) from cascade and atmospheric muon events.

However, Figure 4.16 shows that the majority of the events in the selected sample still

come from νµ CC single muon production, which is two orders of magnitude higher

than the dimuon event rate in the sample. Identifying the double-track signal events

from a large number of single-track background events in the platinum sample remains

challenging as the resolution of the two closely spaced muons is obscured due to their

large overlap of the DOM hits in space-time. Therefore, the event identification task

requires a powerful classification method to recognize the weak discriminating event

signature patterns between single- and double-tracks. This is addressed by developing

a novel machine learning (ML) based classification model, discussed in this chapter.

Construction of the classification model starts with an initial characterization of the

dimuon events based on their kinematical properties.

5.1 Dimuon Event Properties

The simulated dimuon events in this work have the two following underlying as-

sumptions as implemented in Charm Dimuon Generator (Section 4.1.1) and Trident

Dimuon Generator (Section 4.1.2),

• The energy of each muon has to be ≥ 10 GeV.

• Both the muons originate from the same primary neutrino interaction vertex.
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Let us denote the leading and trailing energy muons in a dimuon event as µ1 and

µ2, respectively, i.e. Eµ1 ≥ Eµ2 . The true energy distributions of the two muons for

the expected event rate in the detector from both charm and trident production are

shown in Figure 5.1. The energy asymmetry between the two muons is defined as

(Eµ1 − Eµ2) / (Eµ1 + Eµ2), and its expected distribution is also shown in the figure.

The two plots indicate that the trailing muon energy can be much lower than the

leading muon energy. Since the energy of the muons is directly related to the distance

travelled, one of the tracks can stop well before the other track in a dimuon event. The

Figure 5.1: Expected event rate distributions as a function of the true muon energies
(left) and dimuon energy asymmetry (right).

angle between the two muons (referred to as the opening angle, θµµ) dictates the lateral

separation between the two tracks as their paths diverge from the interaction vertex.

The lateral separations of the two muon track segments inside the detector volume

can be computed assuming the detector is approximately a cylinder of radius 500 m

and height 1000 m. The minimum track separation (Smin) is referred to as the lateral

distance between the tracks when they enter or start in the detector volume, and the

maximum track separation (Smax) is calculated at the point where either both the

tracks exit the detector or the trailing muon stops inside the detector. An illustration

of the double-track properties and the expected event rate distributions as a function

of the true opening angle and the track separations are shown in Figure 5.2. The

plots show that the two muons are almost collinear, i.e. θµµ < 0.80 and Smax < 4 m

(based on the bin widths in the plots) for ∼ 95% of the events and, thus, are almost

indistinguishable from single-track background events.

The lengths of the track segments inside the detector volume (denoted as Lµ1 , Lµ2
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(a)

(b) (c)

Figure 5.2: (a) Illustration of the double-track properties computed from MC truth.
(b) The expected event rate as a function of the opening angle (θµµ). (c) The minimum
and maximum track separations inside the detector volume (Smin and Smax).

for µ1, µ2, respectively) together with Smax represent the characteristics of the sim-

ulated double-tracks. The minimum of the track segments (Lµ1 and Lµ2), denoted

as Lmin and the maximum track separation Smax are used to divide all MC dimuon

events into three subgroups, referred to as class A, B, and C events. The values of

Lmin and Smax are set to zero when the trailing muon of a simulated dimuon event

stops before entering the detector. Only the leading muon from such an event con-

tributes to the detected light creating a single-track event signature in the detector.

The cut criteria to assign the events in each group are summarized in Table 5.1. The

distribution of Smax vs. Lmin in Figure 5.3 shows that the bin with highest event rate

has Smax < 5 m, Lmin < 50 m and belong to class C. Therefore, the event signature
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Dimuon Subclass MC Cut Criteria

Class A Smax ≥ 25 m, Lmin ≥ 200 m

Class B Lmin ≥ 200 m

Class C Lmin < 200 m

Table 5.1: The cut criteria applied on each MC dimuon event to segregate the sim-
ulation dataset into three different quality double-track classes. The class A criteria
contain one additional condition (Smax ≥ 25 m) compared to class B and, thus, is a
subset of class B dimuon events.

Figure 5.3: Expected event rate as functions of the minimum track segment (Lmin)
and maximum track separation (Smax). Two cuts (shown in dashed and dash-dotted
lines) are used to divide all dimuon events into A, B, and C classes. The top right
quadrant forms class A dimuons, the right two quadrants together form class B
dimuons, and the left two quadrants form class C dimuons.

of the dimuons in class C contains either very little or no information from both

the muons and is considered to be beyond the capabilities of the signal identification

method developed in this work. All events with Lmin ≥ 200 m are defined as class B

events and are further segregated into a class A subset of events with an additional

criterion of Smax ≥ 25 m. The high track separation and long track segments of

class A dimuons in the detector make them the events most likely to have a clear

double-track signature. Therefore, the search analysis developed in this work primar-

ily focuses on identifying class A dimuons. An additional analysis step to select class

B dimuon events is also implemented to help the ML algorithms achieve a better
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performance in the event classification with an increased signal-to-background ratio.

Figure 5.4 shows the reconstructed energy and cosine zenith distributions of the in-

dividual classes of dimuons from both charm and trident MC production. The plots

indicate that approximately 3% of all simulated dimuons expected in the detector are

class A events. A powerful event classification method is, thus, required to distinguish

the highest quality (class A) dimuons which are three orders of magnitude smaller

than the single-track background events in the platinum sample.

(a) (b)

(c) (d)

Figure 5.4: Expected event rate of the total and individual classes of dimuons. The
two left plots show the reconstructed energy (a) and cosine zenith (c) for the charm
dimuons. The two right plots show the reconstructed energy (b) and cosine zenith
(d) for the trident dimuons.
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5.2 Machine Learning Based Event Classification

A binary classification model is developed to identify each event in the platinum sam-

ple as either double-track or single-track. The model utilizes multiple high-level event

properties constructed from the DOM hits and the reconstructed track of each event.

These are referred to as input features. The details of the input features used in this

work are discussed in Section 5.2.5. The model uses the input features for perform-

ing a multivariate analysis, which provides a mechanism to examine the relationships

among the features and finds patterns and correlations in multiple variables to build

the discriminant for the binary classifier.

Machine learning algorithms, developed based on the multivariate analysis frame-

work are general-purpose tools that can perform various tasks like classification and

regression. These algorithms achieve the task-solving process by using the input data

to configure the model parameters. During the training phase (also called model

training), the model automatically learns to optimize its parameters for the given

task. The input dataset used for the purpose is called the training dataset. Finally,

the trained model aims to accurately determine the outcome for a new input dataset.

In recent years, the rapid growth of computational power and data generation has

enabled the development of advanced machine learning algorithms which can perform

human-level complex tasks like driving cars [177], image recognition [178], and natu-

ral language processing [179]. Deep learning is a family of such advanced algorithms

developed based on a computational model called artificial neural networks. The

complexity of the detectors and the vast amount of data collected in current high-

energy physics experiments have paved the way for applying various deep learning

algorithms in recent and ongoing physics analyses [180–182].

In IceCube, the performance of deep learning models in several analyses has shown

improved results over conventional statistical analysis methods like maximum likeli-

hood estimation [183–186]. This work also exploits a hybrid of neural networks to

develop the dimuon binary classifier. The primary component of the model is a graph

convolutional neural network (GCNN), a type of deep learning algorithm that oper-

ates on graph-structured data. In addition, a basic neural network called a multilayer

perceptron (MLP) is included as part of the hybrid neural network model. The de-
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tailed mechanism of GCNN, MLP, and the complete dimuon classifier is discussed in

the following sections.

5.2.1 Binary Classification Method

Let us denote each simulated event i as (xi, yi), where xi is the set of input features

for the event and yi is the class label with yi ∈ {0, 1}, where label 0 is for single-

track, and 1 is for double-track events. The goal is to develop a classification model

denoted as a function fθ with a set of model parameters denoted as θ. Given the

input features, each event is mapped to its corresponding class label,

fθ(xi) ↦→ yi . (5.1)

Evaluation of the parameters θ involves constructing a loss function L which measures

the correctness of the model in mapping the events to their corresponding classes.

An optimization process then finds the best parameter values by minimizing the loss

measurement during model training. For binary classification, a loss function called

binary cross-entropy is widely used and is expressed as,

L(X,Y,θ) = − 1

N

N∑︂
i=1

yi · log(fθ(xi)) + (1− yi) · log(1− fθ(xi)) , (5.2)

where X = {x1,x2, ...,xN} is the set containing the sets of input features and Y =

{y1, y2, ..., yN} is the set of class labels for N events in the training set. In this

framework, the output of the model fθ(xi) can vary continuously in the range [0, 1]

and, thus, represents a ‘double-trackness’ measurement of the events (referred to as

classification score). The binary cross-entropy loss as a function of the classification

score is shown in Figure 5.5.

5.2.2 Graph Convolutional Neural Network

Let us denote a graph as the set {N , E}, whereN is the set of nodes and E is the set of

edges in the graph. The events in IceCube can be represented as a graph where each

node is the input feature vector (−→x ) for a hit DOM, and each edge is the connection

between two hit DOMs in an event. If a track event has M number of hit DOMs,

and each DOM represents a D dimensional feature vector, the input attribute matrix
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Figure 5.5: The binary cross-entropy loss as a function of the model output for class
0 (single-track) and class 1 (double-track) events.

X ∈ RM×D is formed by using the DOM features (−→x ) as row vectors and stacking

them in M number of rows. The edge values for each pair of DOMs are used to

construct the adjacency matrix, A ∈ RM×M , representing all the DOM connections

for the event. The attribute matrix X and the adjacency matrix A describe each

event as graph-structured data and form the input space for a GCNN model.

In recent years, there has been a significant development in graph neural network

algorithms, as discussed in Ref. [187]. The GCNN model used in the dimuon classifier

follows the algorithm developed in Ref. [183, 188] and performs the following steps

as part of the graph convolution operation.

• Feature Transformation

A linear transformation is applied to the attribute matrix by multiplying it with

a weight matrix W . The elements of W form the model’s parameters (elements

of the set θ as introduced in the previous section) and are optimized during

model training. The transformation converts the D component input feature

vector into a D′ component output vector for each node in the graph and is

expressed as,

X ·W ∈ RM×D′
, where X ∈ RM×D, W ∈ RD×D′

. (5.3)

For a single node i and an element d′ ∈ {1...D′} of the output vector, the above

expression can be rewritten using the element-wise notation as,

D∑︂
d=1

Xid ·Wdd′ . (5.4)
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Figure 5.6: Illustration of the linear transformation on a node in the graph. Each
arrow (solid or dotted) between the input and output vector represents an element in
the weight matrix W .

An illustration of the transformation is shown in Figure 5.6.

• Message Passing

In this step, each node in the graph updates its transformed features by aggre-

gating features from the neighbouring DOMs. The aggregation process performs

a weighted sum of the neighbouring nodes, with the edge connections in the ad-

jacency matrix A dictating the weights. This operation enables all the nodes to

pass their learned feature representation to neighbouring nodes and is referred

to as a message passing framework. The message passing step can be expressed

by updating Equation (5.3) as,

N− 1
2AN− 1

2 · (X ·W ) ∈ RM×D′
, (5.5)

where Nii =
∑︁

j Aij is a diagonal matrix to normalize the edge weights for each

DOM i from its neighbours {j}. The graph is fully connected (including self-

connections) and undirected (equal weights in both directions of the edge) in

this algorithm. Therefore, the adjacency matrix is symmetric (i.e. Aij = Aji)

with non-zero elements. The element-wise form of the above equation for a
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single node i and d′ th element of the output feature vector can be expressed as,

1

Nii

M∑︂
j=1

Aij ·

[︄
D∑︂

d=1

Xjd ·Wdd′

]︄
. (5.6)

The edge weights in the adjacency matrix represent the strength of the con-

nections between pairs of DOMs and can be optimized via a set of learnable

parameters during model training. This optimization mechanism comes from

an additional algorithm called graph attention [189]. The construction of the

adjacency matrix using graph attention for the dimuon classifier is discussed in

Section 5.2.5. Figure 5.7 illustrates the message passing framework for a single

node in the graph.

Figure 5.7: Diagram showing the message passing framework for a node in the graph.
The vectors {−→n i} represent the linear transformed feature vectors for respective nodes
and {Ãij} represents the normalized edge wights (adjacency matrix elements) between
pair of nodes. The output of the message passing operation for node n1 is denoted

as
−→
n′

1.

• Nonlinear Transformation

In the final step, a nonlinear function, called the activation function (denoted

as σ) is applied element-wise to the output matrix from the previous step. The

nonlinear transformation, along with the two previous steps (Equation (5.3)

and Equation (5.5)) can be expressed as,

σ(N− 1
2AN− 1

2 · (X ·W )) ∈ RM×D′
(5.7)
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An activation function called Rectified Linear Unit (ReLU) is used in this framework.

Two other activation functions, Sigmoid and Softmax, are also used in the later part

of the dimuon classifier. The sigmoid function converts a real-number input into a

classification score in the range (0, 1). The softmax function is the generalized form

of the sigmoid function and converts a vector of K real numbers (−→z ) into score values

of K possible classes. The three nonlinear functions are defined as,

ReLU: σ(z) = max(0, z) (5.8)

Sigmoid: σ(z) =
ez

1 + ez

Softmax: σ(zi) =
ezi∑︁K
j=1 e

zj
, for i = 1, ..., K and −→z ∈ RK

The use of sigmoid and softmax functions is discussed in the later sections of the

model description. Figure 5.8 shows the output of the ReLU and Sigmoid functions.

Figure 5.8: The output of the activation functions, ReLU and Sigmoid.

The execution of the above three steps completes a full graph convolution operation

(also alternatively called ‘layer’). In a GCNN, multiple graph convolution can be

applied subsequently on the output of the previous layer to increase the complexity

of the model. The input feature matrix for each layer L+1 can be expressed in terms

of the output of the previous layer L using the following iterative equation,

XL+1 = ReLU
(︂
N− 1

2AN− 1
2 ·

(︁
XL ·WL

)︁)︂
. (5.9)

At the first iteration, XL=0 is the input attribute matrix from all the hit DOMs in an

event. All the intermediate layers between the input attribute matrix and the final
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Figure 5.9: Diagram showing the steps of a full GCNN model, which outputs the
node embeddings while keeping the same graph structure. The stack of hidden layers
indicates the application of multiple graph convolutions. ‘Add+Norm’ in the message
passing step denotes the aggregation operation discussed in the text.

output are called hidden layers. Figure 5.9 shows the flow diagram of the intermediate

steps of a GCNN used in this work. After multiple graph convolutions, the model

outputs the same graph structure with a different feature representation on the nodes,

called an embedding. After model training, the node embeddings contain a learned

representation of the input features that should discriminate between double- and

single-track events. The graph (alternatively, event) classification is then achieved by

using a process called pooling operation which condenses the information of the node

embeddings into a single class score indicating the double-trackness of the event.

5.2.3 Hierarchical Graph Pooling

The most simplistic way to perform pooling for the graph classification is to use

a global pooling function such as ‘Average’, ‘Sum’, and ‘Max’. A global pooling

function, e.g. ‘Average’ takes the mean values of each feature (in the embedding

space) across all the nodes in the graph. After the application of the pooling method,

all node embeddings are reduced to a single vector with a length equal to that of

the output vector of each individual node embedding (denoted as Dout), which is

expressed as, [︂
Xpool

G

]︂
j
=

1

M

M∑︂
i=1

Xout
ij for j = 1, ..., Dout , (5.10)

where Xout is the final node embeddings of the graph and
[︂
Xpool

G

]︂
j
is the jth element

of the output vector
−→
X pool

G ∈ RDout
. In the dimuon event classification context, most

of the DOM hits in a double-track event show very similar patterns to the single-track
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events due to the small track separation of the dimuons and the scattering of light

in the ice. Therefore, only a few DOMs in dimuon events are expected to contain

high-level features constructed from these hits that show distinctive deviations from

single-track features. Equation (5.10) shows that the global pooling methods operate

on all the nodes in the event graph equally and so ignore the structural information

of the graph. As a result, the majority of the contribution in the construction of

graph-level representation, i.e. the output of the pooling operation, will come from

DOMs that provide little to no discrimination, diminishing the effectiveness of the

dimuon classifier. This type of issue is a common graph classification problem in

many fields where a faint signal in the data is accompanied by a substantial amount

of noise, as discussed in Ref. [190].

Developing an efficient graph pooling method is still a highly active field of research

in computer science. This work implements a complex, powerful, and state-of-the-art

pooling method called Differential Pooling (DiffPool) [191] as an alternative to the

global pooling methods. During the training phase, in addition to graph convolu-

tion, the DiffPool pooling function learns to map the nodes of the original graph to a

smaller number of clusters, forming a reduced graph representation. One application

of the DiffPool operation forms a level of node reduction by combining subsets of

input graph nodes into what is effectively a single node in the smaller output graph.

The same node pooling process can be repeated on the newly formed representation

to achieve the next level of reduction. Therefore, multiple DiffPool operation hierar-

chically condenses the original graph embedding into a single node with a final RDout

dimensional pooled vector equivalent to the global pooling methods, i.e. the output

of Equation (5.10). An example diagram in Figure 5.10 illustrates three levels of

DiffPool operation to achieve the final pooled vector used for graph classification.

The objective of the DiffPool method is to compute a cluster assignment matrix Sl

at level l, which performs the pooling operation on the input nodes and transforms

them into fewer clusters to make a coarsened graph at level l + 1. Let us denote a

multiple graph convolution operation on an input graph with M nodes (described by

the attribute matrix X and adjacency matrix A) as GCN(A,X). The final output

can be expressed as,

Z = GCN(A,X) ∈ RM×D′
, (5.11)
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Figure 5.10: Illustration of the DiffPool method from Ref. [191]. At each hierarchical
level a GCNN is run to learn the cluster assignment of the input network nodes to
output a condensed graph representation. The colours and the dotted lines represent
the clustering of the nodes to form a new node for the next hierarchical level.

where D′ is the dimension of the output embedding vector of each node. In the

DiffPool method for each level l, two separate GCNNs are trained in parallel. One

GCNN is trained for learning on the usual embedding space and is called GCNemb.

The other GCNN is trained to generate the cluster assignment matrix and is called

GCNpool. For any level l, let us denote the number of nodes in the input graph as

M l, the attribute and the adjacency matrix as X l and Al, respectively. The input

for both GCNemb and GCNpool is the same, but the output is different and serves

two different purposes. The output of GCNemb, Z
l
emb is the node embedding of the

input graph and has the dimension M l ×D′. The output of GCNpool, Z
l
pool has the

dimension M l × N l
C , where N l

C is the number of output clusters. Therefore, Z l
pool

can be used to compute a probabilistic assignment of the M l input nodes into N l
C

output clusters with N l
C < M l. The following expression summarizes the two GCNN

operations,

Z l
emb = GCN l

emb(A
l, X l) ∈ RM l×D′

(5.12)

Z l
pool = GCN l

pool(A
l, X l) ∈ RM l×N l

C .

The Softmax function is then applied on each row of Z l
pool to convert it into the cluster

assignment matrix Sl,

Sl = Softmax(Z l
pool) ∈ RM l×N l

C . (5.13)

The pooling for the current level can now be performed on the node embeddings of

the input graph, Z l
emb using S

l. The DiffPool operation to generate the reduced graph
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representation at level l + 1 is expressed as,

X l+1 = SlT · Z l
emb ∈ RN l

C×D′
(5.14)

Al+1 = SlT · Al · Sl ∈ RN l
C×N l

C .

The input graph at level l + 1, (X l+1, Al+1) can be treated the same way using

Equation (5.12), Equation (5.13), and Equation (5.14) to get the input graph for l+2.

In this iteration, the number of input nodes is M l+1 = N l
C , and the number of target

clusters for the next level is N l+1
C < N l

C . The number of pooling levels {l} and the

number of clusters at each level {N l
C} in the model are part of the model configuration

parameters and are discussed in Section 5.2.6. The last pooling operation results

in a single output node that has the embedding vector with predetermined length

Dout, denoted as Xpool
G ∈ RDout

, similar to the output of Equation (5.10). Since the

number of target clusters in the last level, N last
C = 1, the last pooling operation using

Equation (5.14) is essentially a global ‘Sum’ operation discussed at the beginning of

the section.

5.2.4 Multilayer Perceptron

The graph neural network discussed above operates on the DOM-level features. An

MLP component is implemented in the dimuon classifier to utilize a set of event-level

features to further distinguish dimuons from single muon events. Let us denote the

event-level feature vector with F number of features as XF ∈ RF . Each layer of the

MLP network then performs the following operation to propagate the representation

from layer L (denoted as XL
F ) to L+ 1 (denoted as XL+1

F ),

XL+1
F = ReLU

(︂
XLT

F ·WL
F

)︂T

, (5.15)

whereWL
F is the weight matrix for the layer L. WL

F has the dimension F×F ′, where F ′

is the feature dimension of the next layer L+1. After multiple layers, the output of the

MLP is concatenated with the final pooled output of the graph neural network model.

If the output vector of the MLP network is denoted as Xout
F ∈ RF out

with F out as

the dimension of the last layer, the concatenated vector XG+F = concat(Xpool
G , Xout

F )

contains the complete event-level representation of both the graph neural network

and the MLP module and has a length equal to Dout + F out.
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Finally, the vector XG+F is the input for another set of MLP layers with the same

operation shown in Equation (5.15), but with XG+F as the input vector, before pro-

ducing a final classification output. This part of the model is referred to as fully

connected as the data processed in this step connects all the previous model compo-

nents. In the last fully connected layer, the ReLU activation function is replaced by

the Sigmoid function to output a class score of the events,

Class Score = Sigmoid
(︂
X

LT
FC

G+F ·WLFC
G+F

)︂
, (5.16)

where LFC is the last layer in the fully connected unit. The weights WLFC
G+F in the

last layer is a column vector with the same length as XLFC
G+F . Therefore, the matrix

multiplication in the above equation outputs a single real number used in the Sigmoid

function to convert it into a classification score in the range [0, 1], representing the

double-trackness of a given input event. A flow diagram of all the components of the

hybrid neural network model for the dimuon classifier is shown in Figure 5.11.

Figure 5.11: Framework of the hybrid neural network for the dimuon classifier. The
GCN modules in each dashed box are a full GCNN operation on the respective input
graph. Each DiffPool operation generates the graph with a reduced number of nodes
(denoted as cluster network), which is used as the input graph for the next pooling
level. The last pooling operation in the diagram is denoted as the ‘Global SUM’,
equivalent to the DiffPool operation with a single target cluster, as discussed in the
text.
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5.2.5 Model Input Space

The DOM-level features that form the attribute matrix X, the edge connections be-

tween DOMs that form the adjacency matrix A, and the event-level features XF for

the input of the MLP module collectively create the model input space for the dimuon

classifier. The high-level properties for these three objects are constructed from the

single-track reconstruction MuEx and the noise-cleaned pulse series TTPulses (dis-

cussed in Section 4.3) of each event.

Attribute Matrix from DOM-level Features

The construction of the DOM-level features is motivated by a qualitative inspection

of the DOM hit patterns from dimuon events. Let us call the plane containing the

two outgoing true muon tracks as Track-plane, T. The plane perpendicular to T that

contains the points of intersection of the Cherenkov cones from the two muons is called

the Intersection-plane I, as shown in Figure 5.12. The single-track reconstruction

(MuEx) of the dimuon events is assumed to return an approximately average direction

of the two muons and is illustrated in Figure 5.12. DOM II in the right diagram of

Figure 5.12: Left: Illustration of a dimuon event with a reconstructed track and
the visualization of Plane T, I perpendicular to the average track direction. Right:
Cross-sectional view of the two Cherenkov cones produced by the dimuon events and
expected hit pattern under single-track reconstruction.
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the figure expects a delayed hit from the two true muon tracks compared to the

single-track assumption for the event. In addition, all the photon hit times in DOM

II are expected to form a single peak distribution as the Cherenkov photons from

both the muons arrive at the DOM simultaneously. In contrast to DOM II, DOM I

in the same figure expects an earlier and a later hit from the true Cherenkov cones

compared to the reconstructed Cherenkov cone. If the separation of the two true

Cherenkov cones is above the timing resolution of the detector (∼ 3 ns), DOM I

is expected to see a double peak signature in its pulse time distribution as the two

Cherenkov cones arrive at different times. These expected dimuon signatures rely

on the ideal conditions of no scattering and absorption of photons in the ice. In a

more realistic scenario with the scattering and absorption of the photons, the dimuon

hit signature is expected to be smeared out for most of the DOMs in an event,

and one or both tracks may not generate a hit in a nearby DOM. To validate our

expectation of dimuon signatures, a toy MC dataset of class A dimuons is produced

by injecting the events horizontally into the detector at depths with DeepCore strings.

This configuration simulates a best-case scenario of dimuon event signatures in the

detector. An MC set of single muons with equivalent energies, i.e. Eµ = Eµ1 + Eµ2

are also simulated with the same configuration to compare with the dimuon events.

The plots in Figure 5.13 show the expected photon arrival time in a string from

the reconstructed and true, simulated tracks with an overlay of the first hit times

in each DOM. The comparison of the double-track and single-track events in the

plots confirms the delayed timing effect of the dimuon signature for DOM II (refers

to the DOMs near the tip of the reconstructed Cherenkov light curve in the plots)

discussed above. Based on this initial investigation, twelve DOM-level features are

constructed for the graph neural network component of the dimuon classifier. The

expected Cherenkov photon properties computed from the track reconstruction in

some of the features ignore the scattering and absorption effects in the ice. The

definitions of the twelve features are as follows:

• Residual Time (TRes) : The difference between the first hit time in the

DOM and the expected hit time from single-track reconstruction,

TRes = 1st Pulse Time− Expected Cherenkov Photon Hit Time . (5.17)
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(a) (b)

(c) (d)

Figure 5.13: The simulated events visualized in individual strings. The first pulse
times of each hit DOM in a string and the expected arrival time of light from the
tracks are plotted on the x-axis. The z-distance of the strings (along with the DOM
positions) in the IceCube coordinate is plotted on the y-axis. The size of the scatter
points represents the total charge detected by the DOMs. The top two (a and b)
plots are from simulated dimuon events, and the bottom two plots (c and d) are from
simulated single muon events. A basic L2 track reconstruction, Online L2SplineMPE
is used in this plot.

• Cherenkov Distance (ChDist) : The distance travelled by the Cherenkov

photon from the point of origin on the reconstructed track (referred to as

Cherenkov position) to the DOM,

ChDist = ∥DOM Position− Cherenkov Position∥ . (5.18)

• Distance-on-track (TDist) : The distance between the Cherenkov position

and the ‘centre of gravity’ (CoG) of the track’s total charge deposition. This
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feature represents a temporal correlation of the DOMs as the Cherenkov position

is directly connected to the propagation of the track in time,

TDist =
Cherenkov Position− Track CoG

Track Direction (Unit Vector)
. (5.19)

For a reconstructed track of length L, the value of TDist is approximately in

the range [−L/2,+L/2].

• First Pulse Charge (QFirst) : The charge of the first pulse in the hit DOM.

• Total Charge (QTot) : The total charge in a given Hit DOM,

QTot =
N∑︂
i=1

qi , (5.20)

where N is the number of pulses in the DOM and {qi} is the set of pulse charges.

• Max Pulse Charge (QMax) : The maximum charge among all the pulses

in a hit DOM,

QMax = max{qi} i ∈ {N} . (5.21)

• Max Pulse Time (TMax) : The relative time (with respect to the first pulse)

of the pulse with the maximum charge in the hit DOM,

TMax = time(argmax{qi})− time(1stPulse) for i ∈ {N} . (5.22)

• Standard Deviation of Time Differences (TDiffSig): The standard de-

viation of the time differences between the consecutive pulses in the hit DOM.

This is a measure of the temporal spread of the pulses in a DOM and is defined

using the following two expressions,

TDiffMean =

∑︁N−1
i=1 time(i+ 1)− time(i)

N − 1
, (5.23)

TDiffSig =

√︄∑︁N−1
i=1 [time(i+ 1)− time(i)− TDiffMean]2

N − 1
.

For N = 1, the feature value is set to 0.
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• Mean Residual Time (TMeanRes) : The residual time constructed at

the beginning only considers the first hit in a DOM. This feature computes a

charge-weighted average of the residual times from all the hits in the DOM,

TMeanRes =

∑︁N
i=1 TRes(i) · qi
N ·QTot

, (5.24)

where TRes(i) is the residual time of the ith pulse.

• Number of Pulse Hits (NHits): The total number of pulses in a hit DOM.

• Hit Time Window (HitWindow) : The difference between the first and

last hit times in the DOM pulses,

HitWindow = time(ilast)− time(ifirst) . (5.25)

• Mean Charge per Hit (QMean) : The average charge per hit is calculated

using the total charge in a DOM and dividing it by the number of hits (NHits),

QMean =
QTot

NHits
. (5.26)

These DOM-level features form the D = 12 dimensional input feature vector for

each node and are used to construct the attribute matrix in the event graph. A

complete correlation matrix of the DOM input features is constructed and discussed

in Appendix A.

Adjacency Matrix from DOM Connections

Figure 5.12 shows that the double-track signatures in DOM I and II are complemen-

tary to each other, and their positions are in the perpendicular planes (i.e. plane

T and plane I, respectively). Therefore, the hit DOMs, which lie in the same plane

along the track and have their Cherenkov positions close to each other, are expected

to see similar features described in the previous section. Based on this assumption,

an edge connection is constructed as the 2-D Gaussian kernel, which is a function

of the relative angle between two DOMs with respect to the reconstructed track and

the distance between the Cherenkov positions of the same two DOMs, as shown in
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Figure 5.14: (Left) An illustration of the two distance parameters (dij and θij) for a
pair of DOMs. (Right) The edge weight distribution as a function of DOM-to-DOM
distance on track (dij) and the relative angle between two DOMs on the track (θij).

Figure 5.14. The output of the kernel is the edge weight eij between DOM i and j

and is expressed as,

eij = N · exp
[︃
−
(︃
d2ij
σ2
d

+
(1− | cos θij|)2

σ2
θ

)︃]︃
, (5.27)

where dij is the distance between the Cherenkov positions and θij is the angle between

the track-to-DOM vectors of the two DOMs. N is the normalization factor computed

during the normalization of the full adjacency matrix A, shown in Equation (5.5).

The standard deviations, σd (for distance along the track) and σθ (for relative angle)

dictate the locality of the neighbourhood strength for the DOMs. They are considered

to be the learnable parameters of the model during training, i.e. part of the model

parameter space θ discussed in Section 5.2.1. The optimization of the edge weights by

tuning the parameters σd and σθ refers to the graph attention mechanism introduced

in Section 5.2.2. The plot in Figure 5.14 shows an example 2-D kernel describing

the edge weights as a function of dij and θij. The edge weights {eij} generated using

Equation (5.27) are directly used to form the adjacency matrix A, i.e. Aij = Aji = eij.

Event Features

The six event-level features used as the input vector of the MLP unit is defined below.

• Event Charge (QEvent) : The sum of the pulse charges from all the hit

94



DOMs in the event,

QEvent =
∑︂
j

∑︂
i

{qi}j , (5.28)

where {qi} is the set of pulses in a DOM and the index j runs on all the hit

DOMs for the event.

• Event Tracklength (LEvent) : The total track length of the event calculated

using the Cherenkov position of the DOMs. This feature is computed using a

subset of the hit DOMs called direct-hit DOMs. These DOMs are considered

to be close enough to the reconstructed track for detecting unscattered photons

from the muon. This property is implemented in the platinum selection method

and, thus, is reused here.

• Initial Track Intensity (ITInt) : The light intensity of the first 100 m of

the track segment. If Li is the subset of the hit DOMs with their Cherenkov

position in the first 100 m of the track segment, the intensity parameter is

expressed as,

ITInt =

∑︁
i∈Li

Qi · di · exp(di/lattn)
Nphasespace

, (5.29)

where Qi and di are the total charge and Cherenkov distance of the DOMs,

respectively. lattn = 100 m is an attenuation length parameter, and Nphasespace

is the number of DOMs in the entire detector (including no-hit DOMs) with the

projected Cherenkov position inside the track segment. To avoid any undefined

value for this feature (e.g. events with Nphasespace = 0), a minimum track length

requirement is imposed, as discussed in Section 5.2.7.

• Final Track Intensity (FTInt) : The light intensity parameter for the final

100 m of the track segment. This feature uses the same calculation shown in

Equation (5.29) but accounts for the final 100 m segment of the reconstructed

track.

• Track Smoothness (TSmooth) : This feature comes from a commonly used

track property within the IceCube analysis software and measures the smooth-

ness of the light distribution along the track. It is defined as the maximum
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relative deviation of the pulses from a uniform distribution along the track

[192],

TSmooth = max

(︃⃓⃓⃓⃓
i

n
− li

ln

⃓⃓⃓⃓)︃
for i = 2, 3, ..., n− 1 , (5.30)

where i is the index of the hit DOMs sorted in distance along the track with

total n hit DOMs. li is the length between the Cherenkov positions of the first

hit DOM and the ith hit DOM in the sorted distance list. The definition of this

feature requires at least three hit DOMs in an event and is also included in the

event selection criteria discussed in Section 5.2.7.

• Direct Smoothness (DSmooth) : The same track smoothness parameter,

but computed using the subset of direct-hit DOMs in the event.

These six features for each event form the F = 6 dimensional input feature vector for

the MLP unit of the dimuon classifier. The correlation among the event-level features

is also discussed in Appendix A.

Feature Scaling

Both the DOM- and event-level features used in this classification problem come from

different physics properties with different units. Directly using these features in the

attribute matrix and the input vector results in a wide range of required values for

the model parameters associated with the corresponding features, affecting the loss

function optimization process. The issue is avoided by performing a feature scaling

process on DOM- and event-level features. The scaling of each feature f can be

expressed in terms of its mean µf and standard deviation σf computed on the entire

dataset,

fscaled =
f − µf

σf

. (5.31)

After the feature scaling, all the feature distributions are centred approximately

around zero with a range of ∼ ±10. This process preserves the shape and per-

forms only scaling and translation of the distributions such that all input features of

the model have a common scale.
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5.2.6 Model Architecture

The dimuon classifier in this work is implemented using the PyTorch Geometric

(PyG) library [193], which is developed on the platform of the PyTorch software

framework [194]. Several configurations of the model are investigated during the

model development and are part of the model hyperparameters, which are discussed

in detail in Section 5.2.9. The final configuration of all the components of the dimuon

classifier is discussed below.

Graph Neural Network for DOM Features

The discussion of the graph neural network in Section 5.2.3 indicates the computation

of multiple GCNN operations (referred to as GCNN modules for each GCNemb and

GCNpool operation) in a combination of parallel and series for the model. Therefore,

a stack of GCNN modules is used to build the complete graph neural network. The

DenseGCNConv operator [195] in PyG is used to perform the graph convolution op-

eration on each layer of the GCNN modules. The following terminology is used to

provide the configuration details of each GCNN module:

• num nodes : Number of nodes in the input graph

• in channels : Dimension of the input node features

• out channels : Dimension of the output node embedding

• hidden channels : Dimension of the node output in each hidden layer

• num hidden layer : Number of hidden layers

In addition, the configuration related to the DiffPool method requires the following

details,

• num clusters : Number of output clusters at a pooling level

• num levels : Number of hierarchical DiffPool pooling levels

The model implemented in this work has two hierarchical pooling levels (num levels).

For level 0 and 1, the numbers of target output clusters for the smaller graph (num -

clusters) are set to 8 and 4, respectively. The details of all the GCNN components

97



Pooling Level: l = 0l = 0l = 0 Pooling Level: l = 1l = 1l = 1

N
o
d
e
E
m
b
ed
d
in
g

GCN0
emb GCN1

emb

num nodes : M num nodes : 8

in channels : 12 in channels : 32

hidden channels : 32 hidden channels : 32

out channels : 32 out channels : 32

num hidden layer : 2 num hidden layer : 2

Output Dimension : M × 32 Output Dimension : 8× 32

N
o
d
e
C
lu
st
er
in
g

GCN0
pool GCN1

pool

num nodes : M num nodes : 8

in channels : 12 in channels : 32

hidden channels : 32 hidden channels : 32

out channels : 8 out channels : 4

num hidden layer : 2 num hidden layer : 2

Output Dimension : M × 8 Output Dimension : 8× 4

Table 5.2: Architecture details of the GCNN modules used in the graph neural net-
work. At level 0, M is the number of hit DOMs and varies for each event. Also,
in channels at level 0 is the number of the DOM-level input features. The node di-
mension, hidden channels is the same for all the hidden layers in a GCNN component.
The values shown in this model configuration are optimized via hyperparameter tun-
ing, discussed in Section 5.2.9.

in the complete graph neural network architecture are provided in Table 5.2 with

a notation of each corresponding module as GCN<l>
emb/pool (as introduced in Equa-

tion (5.12)). After each level of two parallel GCNN (GCNemb and GCNpool) opera-

tions, the dense diff pool operator [196] is used to transform the input graph into a

reduced graph representation for the next level, as shown in Equation (5.14). At the

end of two subsequent DiffPool operations (two levels), the model outputs a graph

with four nodes and applies the SUM operation (global pooling, equivalent to Diff-

Pool operation with single node output) to get the final embedding vector with fixed

dimension, 1× 32.
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MLP Architecture

in channels : 6

hidden channels : 16

out channels : 8

num hidden layer : 2

Output Dimension : 1× 8

Table 5.3: Details of the MLP module configuration in the dimuon classifier.

Given a large number of parameters (O(103)) in the model, it can often suffer from

overfitting of the data. Two regularization methods, called Batch Normalization

and Dropout, are used to prevent the issue of overfitting. The Batch Normalization

technique normalizes the values of the processing layer at the step before applying

the activation function using two free (learnable) parameters, running mean and

running variance. This method helps stabilize the model training, as discussed in Ref.

[197]. In the Dropout technique [198], a certain fraction of the connections between

the layers (weight connections as illustrated in Figure 5.6) is randomly ignored in

each iteration of the parameter optimization process to prevent the overfitting of

the weights. The BatchNorm and Dropout methods in PyG are used to impose these

regularization steps between the hidden layers of the model.

MLP Module for Event Features

The architecture details of the MLP component are summarized in Table 5.3. With-

out the loss of generality, the same terminology defined for a node in the graph is

reused to describe the MLP configuration in the table. BatchNorm and Dropout are

applied between the hidden layers of the network, similar to the graph neural network

component.

The output of the graph neural network (32-component vector) and the MLP net-

work (8-component vector) are concatenated to form the 40-component input vector

for the fully connected neural network. In this final network of the model, one hidden

layer is added with 16 hidden channels, followed by the final output layer with one

output channel (out channels) that contains the classification score.
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5.2.7 Model Training

Training Datasets

For the model to identify class A dimuon events (as discussed in Section 5.1), the

model training requires class A events as the signal and single-track events as the

background. This is achieved by using an MC dataset called DatasetA that contains

only class A dimuons as class 1 events and single muons from νµ CC DIS as class 0

events. In addition, a second model with identical architecture is trained to identify

class B dimuons with DatasetB, which contains class B dimuons as the double-track

events. The two models trained with DatasetA and DatasetB are referred to as GNetA

and GNetB, respectively. The class scores from both models are then used to select a

final signal-rich region with minimum background contamination for performing the

search analysis.

As discussed in Section 5.1, the class A dimuons are only a small fraction (∼ 3%) of

all dimuon events resulting in low statistics in the MC DatasetA. However, the model

training requires a large number of events (∼ 5× 104) from both classes (dimuon and

single muon) due to the high complexity and large number of parameters in the model.

Since it is too computationally expensive to produce enough class A events via the

event generation of all dimuons (class A, B, and C), a geometry resampling technique

is developed in this work to address the low-statistics issue. The technique moves

the already generated class B and C dimuon events (output of Charm and Trident

Dimuon Generator) around the detector volume and converts them into high-quality

class A double tracks. The resampling method is described in detail in Appendix B

and is used to generate the training dataset, DatasetA, with a higher number of class

A dimuons compared to the original simulation.

Pulse and Event Selection Cuts

Although the platinum selection process removes the majority of the low-quality track

events and noise in the pulse series, the sample still contains inessential events and

pulses in the context of dimuon classification. Therefore, a set of pulse and event

selection cuts (for both training and final analysis) is applied before processing the

events for the classification models’ inputs. These cuts are referred to as preprocessing
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Figure 5.15: Expected event rates as a function of the reconstructed energy for dif-
ferent classes of tracks. The vertical lines show the energy cuts imposed before per-
forming the model training.

filters. A minimum charge threshold (qmin) and a residual time window (TRes) for

each of the pulses are implemented to reduce the noise hits (mainly from afterpulses

and dark noise) while constructing the DOM-level features for the event graph. An

additional cut on the Cherenkov distance (ChDist) is included to select the hit DOMs

in the GNetB model. This is implemented to limit the graph size of high energy

(> O(10 TeV)) events in DatasetB. Two event-level cuts on the minimum number

of hit DOMs (NHitDOMs) and track length are imposed to avoid undefined feature

values for the events (discussed in Section 5.2.5). The dimuon events are simulated

with Eν in the range 100 GeV − 1 PeV. However, Figure 5.15 shows that class

A dimuons are expected to be mainly in the reconstructed energy (Eproxy) range

300 GeV − 30 TeV, resulting in an energy cut for events in both DatasetA and

DatasetB. Later, in the final search analysis, an updated reconstructed energy cut

will replace the current reconstructed energy criterion for the training datasets, which

is discussed in Section 6.3.1. The summary of the pulse- and event-level cut details

at this step is shown in Table 5.4. After applying the above cuts, the distributions of

the DOM-level and event-level scaled features are shown in Appendix A.2.

5.2.8 Treatment of Imbalanced Training Dataset

Ideally, the training dataset should contain an equal number of events in both event

classes (single- and double-tracks). However, the expected number of background
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Pulse Selection Cuts Event Selection Cuts

qmin ≥ 0.25 PE NHitDOMs ≥ 3

TRes ∈ [−500 ns, 1500 ns] Track Length ≥ 125 m

ChDist ≤ 500 m Eproxy ∈ [300 GeV− 30 TeV]

Table 5.4: The preprocessing filters containing the pulse and event selection cuts be-
fore processing the events for the classification model input. The cut criteria on the
Cherenkov distance ChDist is imposed only for the model GNetB. All the prepro-
cessing filters except the reconstructed energy (Eproxy) are used for the final analysis
dataset.

events is two and three orders of magnitude higher than the class B and class A

signal events, respectively. Therefore, the model training process runs into the issue

of highly imbalanced classes in both DatasetA and DatasetB. In addition, the MC

datasets for different physics processes are produced with different generation spectra

(shown in Table 4.1), leading to a mismatch of the raw energy distributions of the

events between single-track and double-track classes. Mismatch of the underlying

energy distributions in the training dataset can affect the model training as the in-

put features such as QTot, QMax, and QEvent are highly correlated to the track’s

energy. As a result, the trained model can be susceptible to unwanted machine bias.

There are widely used class and sample weighting methods applicable to simple ML

methods such as boosted decision trees and MLPs. These methods use the entire im-

balanced dataset during training but weight the loss output of each event according

to the class size (class weights) or sample distribution (sample weights). However,

such weighting techniques do not work well with graph neural networks due to their

complicated architecture. The development of efficient techniques in handling the

class imbalance issue in graph neural networks is still an active field of research, as

discussed in Ref. [199, 200]. Another brute force method of handling class imbal-

ance is either undersampling or oversampling of one of the classes to get a balanced

dataset. This work randomly undersamples single muon background events from the

full training dataset for the training of the dimuon classifiers. After the sampling

process, the number of single muons in the sampled subset is equal to the number

of dimuons for the training and has a matching reconstructed energy distribution,
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Figure 5.16: Raw event distributions, i.e. events without any event weights of the
reconstructed energy for both signal and background classes in DatasetA (left) and
DatasetB (right). The solid red line shows an example random subsample set of the
background with a number of events equal to the signal events.

as shown in Figure 5.16. While the undersampling method solves the class imbal-

ance and sample energy distribution issues, it results in lower statistics in the final

training sample. This limits the improvement of the parameter optimization and is

addressed by generating multiple random subsample sets of the background events

and using them in successive iterations during model training. The detailed steps of

the technique are as follows:

1. Generate a random background subsample (denoted as S1) with a distribution

shown in Figure 5.16 and set it as the background events for the training dataset.

2. Perform the model training with Ne number of epochs, where one epoch is

defined as one complete cycle of running the parameter optimization process,

i.e. the training or learning process of the algorithm on the entire training

dataset.

3. At the end of Ne epochs, pause the current training, generate a new random

S2 subsample of the background events, and update the training dataset by

replacing S1 with S2.

4. Repeat steps 2 and 3 for subsequent subsample sets to continue the training

process for upto subsampling SN .

Each subsampling Si (with i = 1, 2, ..., N) continues the training process forNe epochs
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individually, but globally the model training progresses for a total N × Ne number

of epochs. A total of N = 10 and 5 random subsample sets are used to train GNetA

and GNetB, respectively.

5.2.9 Hyperparameter Tuning and Training Settings

The model’s hyperparameters include the choice of out channels, hidden channels,

num hidden layer, num levels, and num clusters. Exploring the hyperparameter

space to optimize the model performance for a complex model like the dimuon classi-

fier is computationally expensive as each configuration of the settings requires retrain-

ing of the model from scratch. Therefore, only a limited set of hyperparameters are

investigated to optimize the model performance. out channels and hidden channels

for both GCNpool and GCNemb are varied from the set {8, 16, 32, 64} at all DiffPool

levels 0, 1. For the MLP module, out channels and hidden channels are varied from

the set {5, 8, 12, 16}. num levels is varied using the values from the set {1, 2, 3},

and num clusters is varied from the set {16, 8, 4, 2}. For all GCNemb, GCNpool, and

the MLP modules, num hidden layer is run from the set {1, 2, 3}. From this tun-

ing process, the choice of the hyperparameters for the best-performing model is used

in the final model configuration, as discussed in Section 5.2.6. The regularization

steps, i.e. Batch Normalization and Dropout, also have a few associated hyperpa-

rameters. For Batch Normalization, a hyperparameter called momentum is used in

the optimization process of the running mean and variance [201]. A typical value

of 0.1 for the momentum is used in this work. The Dropout rate is varied from the

set {0.1, 0.2, 0.3, 0.4}, and the final value of 0.3 is used for both GNetA and GNetB.

Therefore, a random 30% of the connections between the hidden layers are dropped

during each iteration of the training process. Both GNetA and GNetB are trained

for 50 epochs for each subsample set. Both models use a set of ∼150K events (sum

of single- and double-tracks) in the training dataset.

The model parameters are optimized using gradient descent [202] and backpropa-

gation [203] algorithms during the model training. The PyTorch software framework

constructs a map of all the parameter values and their interdependent gradients. An

optimization software then operates on the gradient map to search for the best pa-

rameter values of the model by minimizing the loss function shown in Equation (5.2).

104



The ADAMAX software [204] is used for this purpose and requires the assignment of a

parameter called learning rate which refers to the step size for scanning the parame-

ter hyperplane. The optimizer starts with an initial learning rate of 0.01 and varies

the rate during optimization over multiple epochs using a method called ReduceL-

ROnPlateau [205]. In this mechanism, the progress of the optimization process is

monitored by checking the model performance (based on the evaluation metrics de-

fined in the next section) on a dataset separate from the training dataset, called the

validation set at the end of each epoch. Every time the model performance plateaus

over a few epochs (a decision made by the algorithm), the learning rate is reduced by

a factor of 2 to enable a finer scanning of the parameter space until it reaches a lower

limit of 10−6.

5.2.10 Model Performance and Classification Results

Several model evaluation metrics are defined to quantify the model’s performance

during training. A test of the model’s ability to identify each class (single- and

double-track) can be constructed by defining a classification score threshold. If there

are total P number of class 1 (double-track) events, and the model correctly identifies

TP number of double-tracks, i.e. the signal events above the score threshold, the

metric called true positive rate is defined as,

True Positive Rate =
TP

P
. (5.32)

Similarly, if there are total N number of class 0 (single-track) events, and the model

misidentifies FP number of single-tracks as double-track events, the metric false

positive rate is defined as,

False Positive Rate =
FP

N
. (5.33)

A curve, called receiver operating characteristic (ROC) curve is constructed by plot-

ting the false positive rate in the x-axis and the true positive rate in the y-axis for

varying class score thresholds from 1 to 0. A model evaluation metric, area under

the curve (AUC), is then computed from the area under the ROC curve and ranges

between 0 and 1, with 1 indicating the perfect classification of all the events. In
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addition, the accuracy of the model is also used to monitor the training performance

and is defined using a class score threshold of 0.5 as,

Accuracy =
TP + TN

P +N
, (5.34)

where TN is the number of correctly classified single-track events. The model evalu-

ation metrics - AUC, accuracy, and loss as a function of the epochs during the model

training are shown in Figure 5.17. The spikes and dips in the metrics indicate the

transition from one subsample set to the next subsample set. The plots in the fig-

ure also show that the performance of GNetA and GNetB saturates after 6 and 3

subsample sets, respectively.

Figure 5.17: Training performance measured in loss (output of the binary cross-
entropy loss function), accuracy and AUC score as a function of the epochs for GNetA
(left) and GNetB (right).

Using the final trained model for both GNetA and GNetB, the normalized class

score distributions of the training and validation sets for signal-track and double-track

events are shown in Figure 5.18. In addition, the plots report a reduced chi-square

test result (χ2
η) calculated by comparing the model’s performance on the training and

validation set. χ2
η values of 0.95 and 1.18 for GNetA and GNetB, respectively, indicate

that both models have no significant overfitting or underfitting during the training.

The comparison of the distributions from GNetA and GNetB in Figure 5.18 also

shows that GNetA performs significantly better in correctly classifying the class A

dimuons from the single muon backgrounds than the classification of class B dimuons

in GNetB. This is an expected outcome, as the class A dimuons are postulated to be
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Figure 5.18: Class score distribution of GNetA (left) and GNetB (right) is shown for
the training and validation set. The error bars in the training/validation ratio (shown
at the bottom) are due to the statistical uncertainties of each bin.

Figure 5.19: AUC curves for GNetA and GNetB.

readily identifiable events in the development of the dimuon classifiers. The plot in

Figure 5.19 shows the ROC curves for both models. The plot also reports the AUC

score of GNetA and GNetB to be 0.91 and 0.69, respectively.

Finally, the event rates of individual classes of dimuons as a function of the class

score for both models and dimuon channels are shown in Figure 5.20. The distribu-

tions of the GNetA score indicate that the peak of the class A dimuon distributions
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(a) (b)

(c) (d)

Figure 5.20: The expected event rate of the individual classes of charm dimuon events
in the platinum sample for both charm (a and b) and trident (c and d) dimuon
productions as a function of the GNetA score (left) and GNetB score (right). The
total event rates from all three classes of dimuons are also shown in solid black
distributions.

has high double-trackness, i.e. class score ∼ 1. The distributions of class B and C

dimuons in the same plot have peaks near the low class score, with a steeply falling

event rate at the higher scores for class C dimuons which are expected to be aligned

with single-track like event signature. The GNetB score distributions in Figure 5.20

show that most class A and B dimuons are predicted to have high GNetB scores,

with class C dimuons following the expectation profile similar to the one observed

in GNetA. The 2-D correlation of the two score event rate distributions for both the

double-track and single-track events are shown in Figure 5.21. The next step in the

analysis chain is to define a region on the 2-D score space that offers an expected

high sensitivity for extracting the signal events. The plots in Figure 5.21 show that
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Figure 5.21: Expected event rate distributions in the 2-D score space for signal (left)
and background (right) before the final analysis cuts.

the two model scores are not highly correlated. This indicates that a selection cut

based on both model scores can achieve a better background rejection than cutting

on any individual model score. The construction of such a signal-rich region is part

of the final analysis method discussed in the next chapter.
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Chapter 6

Analysis Method and Results

The classification scores for each event from the two dimuon classifiers (GNetA and

GNetB) form the final observable space of the search analysis. This chapter provides

details of the analysis cuts to define the signal regions and the description of the

statistical hypothesis test to quantify the identification of the observed events in

the signal regions. Finally, the results from the measurement of the dimuon event

identification are reported.

6.1 Data Selection

The IceCube data used in this analysis spans from May 13, 2011 to June 07, 2022 with

a total livetime of 10.67 years. The dataset’s start time refers to the beginning of the

detector operation with the complete 86 strings configuration. The data acquisition of

the detector typically operates for ∼ 8−hour segments (referred to as runs), and the

collection of all the runs for approximately a year comprises the data of the run season

for the corresponding starting year. Every run is monitored for data quality and is

marked as ‘good run’ if the detector performance during the run is within normal

operating conditions, i.e. no major hardware or software failures. The set of good

runs, thus, excludes any data that can be attributed to runs with data acquisition

issues and detector calibration and forms the primary dataset for all physics analyses

in IceCube. In addition, the good runs are required to have all 86 active strings and

at least 5000 active in-ice DOMs to prepare the final dataset for this analysis. These

additional criteria further enhance the data quality and maintain the uniformity of

the active detector geometry throughout the total duration of the dataset. The events
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in the final dataset are then processed through the same platinum selection process

as the MC dataset (discussed in Section 4.3). Table 6.1 summarizes the individual

and total events in the platinum sample of the IceCube data for the 2011 − 2021

run seasons. In addition, the event rates of the platinum sample for each season are

Run Season Number of Events Livetime (s) Live-Fraction (%)

2011 39988 28777782.50 90.56

2012 39432 28037343.06 87.53

2013 41774 29844500.64 90.19

2014 43369 31293410.01 89.98

2015 43924 31325562.97 92.38

2016 42804 30611916.66 97.87

2017 49344 35161189.04 97.44

2018 44180 31617466.26 93.11

2019 37107 26491018.04 96.91

2020 43446 31145444.57 93.78

2021 45027 32147088.81 93.08

Total 470395 336452722.55 96.32

Table 6.1: The number of events in the platinum sample along with the livetime
and live fraction for each season runs. The livetime refers to the total duration of the
selected runs for the season after applying the additional criteria discussed in the text.
The live-fraction is the livetime as a fraction (%) of the full season duration. The
last row in the table also shows the total number of observed events, total livetime,
and overall/average live-fraction in the platinum sample for the full duration of the
dataset.

plotted in Figure 6.1 and show no significant deviation from the average data rate of

the total duration.

Before further processing of the data, a complete analysis framework is developed

based on the MC events by following the blind-analysis method to avoid confirmation

bias. The framework consists of treating the systematic uncertainties, applying the

final analysis cuts, and developing the hypothesis tests discussed in the following
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Figure 6.1: The event rate of the platinum selection in IceCube data for each run
season. The error bars indicate the statistical uncertainty.

sections.

6.2 Treatment of Systematic Uncertainties

The uncertainties related to the detector modelling, neutrino fluxes, and the inter-

action cross section can lead to the variation of the expected events in the MC sim-

ulation. Therefore, a set of systematic effects on the simulated events is considered

in the analysis to account for the uncertainty in the measured values of the model

parameters and is discussed below. For each systematic effect, a pair of parameter

values (upper and lower bounds) around the central (nominal) value of the model is

considered to be the ±1σ uncertainty based on the prior knowledge from past IceCube

analyses [134].

6.2.1 Detector Systematics

Understanding the effects of the detector systematics requires re-simulating the

Cherenkov photons for each value of the model parameters. The DOM efficiency

parameter (denoted as DOM Eff.) describes the overall scaling factor of the modelled

photon detection efficiency of the entire detector as discussed in Section 3.2.3. The

nominal MC datasets (discussed in Chapter 4) are produced with a central DOM eff.

value of 0.97. Two separate MC datasets are produced with DOM Eff. values of 0.93
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and 1.03 to account for the lower and upper variation of the light detection efficiency,

respectively. The simulation of νµ+ ν̄µ CC DIS interactions producing both the single

muons (primary background) and charm dimuons (primary signal) are considered for

these systematic sets.

The uncertainties in modelling the bulk ice are implemented by varying the scatter-

ing and absorption coefficients. The nominal MC datasets are produced by simulating

the photon propagation using SPICE3.2, as discussed in Section 4.2.2. Four system-

atic datasets for the primary signal MC are generated by re-simulating the photon

propagation using a combination of ±5% scattering and ±5% absorption variation

around the SPICE3.2 parameters. A single bulk ice systematic set for the primary

background was produced in the MEOWS analysis using a technique called Multisim

and is reused in this work. The Multisim method performs a Fourier decomposition

of the scattering and absorption coefficients of each ice layer. It then generates a

variation of the ice model from the perturbation of the amplitudes and phases of the

Fourier series, as discussed in detail in Ref. [206].

The uncertainty related to the hole ice primarily comes from the different scattering

properties (compared to bulk ice) of the refrozen ice columns that contain the DOMs

[207]. The scattering of the photons in the bulk ice occurs over a large propagation

length and is implemented by explicitly simulating the photon propagation from the

light source to the DOM positions (as discussed in Section 4.2.2). However, the

scattering due to the accumulated air bubbles in the hole ice is a local phenomenon

around the DOMs and primarily affects the detection of the photons (that reach the

DOM positions) based on their incoming direction. Therefore, the hole ice systematic

effect is modelled by constructing a probabilistic estimation of the simulated photon’s

detection in the DOMs as a function of incoming photon direction. This is referred

to as DOM angular acceptance and has the following parametric form [134],

A(η) = 0.34

(︃
1 + 1.5 cos(η)− cos3(η)

2

)︃
+p1 cos(η)

(︁
cos2(η)− 1

)︁3
(6.1)

+ p2 exp[10 (cos(η)− 1.2)] ,

where η is the angle of the incoming photon with respect to the DOM, i.e. η = 0

corresponds to photons travelling vertically upwards towards the face of the PMT,

and p1 and p2 are the free parameters to account for the systematic variation. As
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discussed in Ref. [134], the parameter p1 is found to have a negligible impact on the

angular acceptance of the photons and a fixed value of 0.30 is used for all the MC

datasets. p2 = −1.0 is used for the simulation of nominal MC events. p2 = +2.0

and −5.0 are used to describe the ±1σ variation of the hole ice in producing the

systematic datasets. Similar to the DOMEff. and bulk ice sets, the primary signal and

background datasets are considered for the hole ice variation. The plot in Figure 6.2

shows the angular acceptance (A(η)) models as a function of cos(η) used for the

nominal and systematic datasets.

Figure 6.2: The variation in the angular acceptance of different hole ice models used
to produce the nominal (solid black line) and systematic (dashed and dash-dotted
lines) MC datasets.

6.2.2 Neutrino Flux and Cross Section Systematics

In addition to the detector systematics, the uncertainties in the neutrino interaction

cross section and the flux models are also considered in the analysis. Since the

modelling of the cross sections and the fluxes are only involved in the calculation

of the MC event weights, the related systematic effects can be implemented on the

nominal MC datasets with a variation of the event weights. The ±1σ variation of the

total cross section for νµ+ ν̄µ CC DIS interaction is taken to be ±10% of the nominal

cross section model (CSMS) reported in Ref. [84].

The atmospheric neutrino flux has two components, as discussed in Section 3.4.1.

The nominal dataset uses the H3a cosmic ray model and SIBYLL2.3c hadronic in-
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teraction model to build the conventional flux [141, 142] and the BERSS model [144]

as the prompt flux. Considering the conventional atmospheric flux to be a power

law spectrum (as shown in Equation (3.5)), the systematic uncertainties are im-

plemented using ±30% of the nominal flux normalization (denoted as ∆Φconv) and

±0.01 around the nominal spectral index (denoted as ∆γconv) as the ±1σ variations

reported in Ref. [208, 209]. The similar flux uncertainties (i.e. normalization and

spectral index denoted as ∆Φastro and ∆γastro, respectively) from the astrophysical

neutrino flux measurement in Ref. [146] provide the corresponding ±1σ variations.

The measurement reports the uncertainties in ∆Φastro and ∆γastro to be ±18% and

±0.09, respectively. Table 6.2 summarizes the treatment of all the systematic effects

discussed above.

Systematic Parameters MC Datasets

Nominal Systematic Variation

DOM Eff. 0.97 0.93, 1.03

Bulk Ice SPICE3.2
±5% Scatt., ±5% Abs. (signal)

Multisim (background)

Hole Ice p1 = 0.30, p2 = −1.0 p1 = 0.30, p2 = −5.0,+2.0

CC DIS Cross Section CSMS ±10%

∆Φconv H3a+SIBYLL2.3c ±30%

∆γconv H3a+SIBYLL2.3c ±0.01

∆Φastro Astro. νµ + ν̄µ Fit ±18%

∆γastro Astro. νµ + ν̄µ Fit ±0.09

Table 6.2: A summary of all the systematic effects considered for the analysis. The
effects are evaluated for the primary signal (charm dimuon production) and primary
background (single muon from νµ CC DIS) simulation. The variation of the total
event rate distributions due to the systematic effects in the sub-dominant signal and
background processes is considered negligible and, thus, is not implemented in this
work.
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6.2.3 Systematic Variations of the Classification Scores

Each systematic parameter value reported in the previous section produces a separate

representation of the MC simulation. All the systematic datasets are then processed

through the same event selection and classification processes as the nominal MC. A

comparison of the event rate distributions of the class scores (GNetA and GNetB

scores) between the nominal and systematic MC can be computed by defining the

systematic variation as,

[Systematic Variation]pi =
Sp
i −Ni

Ni

× 100% , (6.2)

where the index p refers to each parameter of the systematic set and the index i

corresponds to each bin in the class score distribution. Sp
i and Ni are the expected

number of events in bin i for the systematic and nominal MC, respectively. The plots

in Figure 6.3 show the variations for all the systematic effects in the GNetA and

GNetB score distributions for both primary signal and background processes. The

plots show that the most significant variation in the expected event rates comes from

the conventional atmospheric flux normalization (∆Φconv) with an estimated ∼ 30%

variation. The detector systematics (DOM Eff., hole ice, and bulk ice) vary the total

detected light for each simulated event, resulting in a maximum variation of ∼ 20%

of the class score distributions, with the largest contributions coming from the DOM

Eff. and bulk ice effects. An increase in the detector systematics variation in the

high GNetB scores (between 0.8 and 1.0) is due to the low MC statistics in those bins

i.e. a large statistical uncertainty in those bins contaminates the systematic variation

calculation.

The variation due to the detector systematics in Figure 6.3 shows the change in

the event rate due to the impact of reconstruction, selection, and classification of the

events. A robustness test is developed to assess the performance of only the classifi-

cation models under the detector’s systematic uncertainties. The test computes the

variation in the AUC score of the final classification models between the nominal and

systematic MC, which represents the change in the model’s ability to correctly clas-

sify the events under the corresponding systematic uncertainty. The AUC variation
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Figure 6.3: Variation in score distributions for GNetA (left) and GNetB (right) due
to each systematic effects. The largest uncertainty contribution comes from the con-
ventional atmospheric flux normalization (∆Φconv) with ∼ ±30%.

is defined as,

AUC Variation =

(︃
AUCnom. − AUCsys.

AUCnom.

)︃
× 100% , (6.3)

where AUCsys. and AUCnom. are the AUC score computed on each detector systematic

MC and the nominal MC, respectively. Figure 6.4 shows that the largest variation

of the classification performance (∼ 2.2% for GNetA scores) comes from the bulk

ice uncertainty, and the rest of the effects contribute ≲ 1% variation in the model

performance for both GNetA and GNetB.
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Figure 6.4: AUC variation due to the detector systematics.

6.3 Analysis Cuts

A set of selection criteria (referred to as analysis cuts) based on the four observable

(reconstructed energy, zenith, GNetA, and GNetB scores) is implemented to define

the final analysis regions used to search for dimuon events.

6.3.1 Energy and Zenith Cuts

The selection of the up-going track events is implemented by requiring the recon-

structed cos(zenith) < 0 and reduces the contamination from atmospheric muons.

The remaining selection criteria for the analysis cuts of the signal region are devel-

oped based on a preliminary class scores observable subspace with the highest class

A dimuon content, referred to as the region of interest (ROI). Figure 6.5 shows the

implementation of individual cuts on the GNetA and GNetB scores to define the ROI.

A loose threshold cut of 0.8 for the GNetA score is chosen on the normalized event

rates to capture the peak of class A dimuon events at high scores. A threshold score

of 0.4 for GNetB is set where the normalized distribution of class A dimuons and

single muon background event rates are equal. The reconstructed energy distribu-

tion and the signal-to-background ratio of the signal (all dimuons) and background

events in ROI are shown in Figure 6.6 and are investigated to construct the energy

cuts. The low energy threshold cut (Emin) of 1.1 TeV is imposed, where the signal-
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Figure 6.5: Normalized event rate distributions for background and signal (total and
class A dimuons) events for GNetA (left) and GNetB (right). The vertical dashed
lines are the score thresholds for ROI.

Figure 6.6: (Left) Reconstructed energy distribution of signal and background events
in ROI. (Right) Signal-to-background ratio, computed from the left plot. The lower
energy cut is set at 1.1 TeV, where the ratio increases above ∼ 4%, and the green
shaded area is showing the selected region for the energy cuts.

to-background ratio in ROI is 4%, as shown in Figure 6.6. The maximum energy cut

(Emax) is set at 50 TeV, where the expected number of signal events in 10.67 years

becomes vanishingly small (< 0.001 events in 10.67 years). The energy cuts in ROI

reduce approximately half of the background events with a small (∼ 15%) sacrifice

of the signal events.

The final reconstructed energy and zenith cut developed based on the events in

ROI is then extrapolated to the full platinum sample to reduce the background events

before analyzing the classification outputs for defining the final analysis regions. The

pulse and event selection cuts developed for the model training (preprocessing filters,

summarized in Table 5.4), together with the reconstructed energy and direction cuts
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discussed above, form the set of pre-classification analysis cuts. The expected num-

bers of events from all signal and background processes in 10.67 years after applying

the pre-classification analysis cuts are shown in Table 6.3. The event rate distribu-

tions after these cuts as a function of the four observable (reconstructed energy, cosine

zenith, GNetA and GNetB scores) for all MC processes are also shown in Figure 6.7.

Physics Processes Expected Events in 10.67 Years ±1σ Stat. Unc.

Total Class A Class B Class C

Charm Dimuon 2,637 ±51 120 (4.6%) 1,231 (46.7%) 1,406 (53.3%)

Trident Dimuon 7± 3 1 (14.3%) 3 (42.9%) 4 (57.1%)

νµ + ν̄µ CC DIS 134,124 ±366 — — —

ντ + ν̄τ CC DIS 69± 8 — — —

νe + ν̄e CC DIS 1± 1 — — —

Atmospheric Muon 29± 5 — — —

Table 6.3: Expected number of events from each physics processes after applying the
pre-classification analysis cuts. The expectations from individual classes of dimuon
events are also shown for signal MC.

6.3.2 Classification Score Cuts

The 2-D score distributions of the expected signal and background events in ROI in

10.67 years are shown in Figure 6.8. The comparison of the distributions between

the total signal and background MC shows a region with high GNetA (> 0.91) and

GNetB (> 0.6) scores, where a peak of signal events (primarily from class A dimuons)

is located near the falling distribution from the background. The signal region must

be defined near the peak of the signal events on these plots with minimum background

contamination to achieve high sensitivity for the search of dimuon events. Hyperbolic

cuts (denoted as function H) with a centre at the highest class scores (i.e. GNetA

Score = GNetB Score = 1) are implemented to search for such regions, and the
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(a) (b)

(c) (d)

Figure 6.7: Event rate distributions of the final observable (reconstructed energy (a),
cosine zenith (b), GNetA (c), and GNet) for each physics process after applying the
pre-classification analysis cuts.

parametric form of the cut curve is expressed as,

H(SA, SB, α, tcut) =
1

(1.67 + 3.33α)

[︁
5α · SA + 1.67(1− α) · SB (6.4)

− 20 · (SA − 1)(SB − 1)
]︁
− tcut ,

where SA and SB are the GNetA and GNetB scores, respectively. α and tcut are the

free parameters and dictate the shape and position of the hyperbolic curves. For a

given α and tcut, the values of SA and SB for which the function H outputs zero

form the contour of the corresponding hyperbolic curve. Example hyperbolic curves

for different values of α and tcut are shown in Figure 6.9. An optimization process to

search for the signal region is implemented by scanning a range of tcut and α values.

For each hyperbolic curve defined by an instance of tcut and α, the potential signal

region is defined as the region with the class scores SA, SB for which the function
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Figure 6.8: Expected event distributions in ROI for signal (left) and background
(right). The expected number of events in each bin is also shown in the plots.

Figure 6.9: Signal/
√
Background for each bin on the 2-D score space with an overlay

of example hyperbolic cuts for different shape factor α and tcut values.

H in Equation (6.4) outputs ≥ 0, i.e. the region right to the hyperbola in the 2-

D score space. A preliminary sensitivity for the presence of signal events and the

contamination from the background for each scanned signal region is then defined as,

Preliminary Sensitivity =
S√︁

B + σ2
B

, (6.5)

where S and B are the expected number of signal and background events in 10.67

years. A constant approximate estimation of the systematic background uncertainty,

σB, is taken to be ±40% for this optimization process. The preliminary sensitivity

scan for different signal regions is performed by varying the hyperbola parameters tcut
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and α in the range [0.7, 1.0] and [0.1, 1.0], respectively, as shown in Figure 6.10. The

figure also shows the computed sensitivities as a function of the expected number

of signal events in the corresponding scanned signal regions, indicating a trade-off

between achieving high sensitivity and high statistics on the expected signal events.

Two signal regions, SR1 and SR2 are constructed based on the preliminary sensitiv-

Figure 6.10: (Left) The preliminary sensitivity scan for the hyperbolic cuts defined by
the varying shape factor α and contour value tcut. (Right) The computed sensitivities
for each scanned signal region as a function of the expected number of signal events.
The two red vertical lines and square points show the expected number of signal
events and sensitivity of the final signal regions (SR1 and SR2) constructed from
the scan. The higher sensitivity points immediately left to SR1 have large statistical
fluctuations for small changes in the cut parameters and, thus, are not considered as
candidate signal regions.

ities, the expected number of signal events, and the fluctuation of the sensitivities

due to slight changes in the parameter values of the scanned signal regions. The hy-

perbolic cut parameters (tcut, α) for SR1 and SR2 are found to be (0.861, 0.216) and

(0.882, 0.463), respectively. The expected numbers of signal and background events

in SR1 are 1.25 and 0.21 in 10.67 years, respectively. For SR2, 3.27 signal events and

2.13 background events are expected in 10.67 years.

In addition to the signal regions, two other types of regions, control and validation

region, need to be constructed for the search analysis. The control region is used

to predict the background contamination in the signal regions using a data-driven

method in the analysis and must be defined in a region dominated by the background

events. The validation regions validate the background model by comparing the MC

expectation and observed data in regions with negligible signal events. The purpose
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Analysis Cut Nominal MC Expectation (10.67 Years)

Regions Parameters Signal Events Background Events

SR1 (0.861, 0.216) 1.25± 1.12 (85.6%) 0.21± 0.46 (14.4%)

SR2 (0.882, 0.463) 3.27± 1.81 (60.6%) 2.13± 1.46 (39.4%)

CR (0.10, 0.10, 0.50, 0.30) 261± 16 (1%) 21343± 146 (99%)

VR1 (0.30, 0.35, 0.50, 0.45) 102± 10 (2%) 5400± 73 (98%)

VR2 (0.55, 0.20, 0.65, 0.40) 15± 4 (2%) 830± 29 (98%)

VR3 (0.45, 0.50, 0.70, 0.60) 87± 9 (3%) 2768± 53 (97%)

VR4 (0.67, 0.20, 0.77, 0.60) 39± 6 (3%) 1271± 36 (97%)

Table 6.4: Summary of all the analysis regions showing their definitions in terms of
the cut parameter values and the expected number of signal and background events.
The cut parameters for SR1 and SR2 refer to the hyperbola parameters (tcut, α). The
box cut parameters (SA

min, S
B
min, S

A
max, S

B
max) are shown for the control and validation

regions. The expected events are also reported in fractions (in parenthesis) to show
high signal content in the signal regions and low signal content in the control and
validation regions. The errors denote the statistical uncertainties only.

and use of the control and validation regions for searching dimuons in the signal

regions are discussed in detail in the next section. Rectangular regions (referred to

as box cuts) described by the four boundary parameters (SA
min, S

B
min, S

A
max, S

B
max) of

the GNetA (SA) and GNetB (SB) scores are constructed to define both the CR and

VRs. The box cut describing the control region (labelled as CR) is constructed in

a low class scores region where the dominating contribution comes from the single

muon backgrounds and is defined by the parameters (0.1, 0.1, 0.5, 0.3). Four arbitrary

validation regions (labelled as VR1, VR2, VR3, and VR4) are constructed in the 2-D

score space between CR and ROI. The box cut parameters related to the validation

regions, along with the definitions of CR, SR1, and SR2, are summarized in Table 6.4.

The plots in Figure 6.11 also show all the regions developed for analyzing the 2-D

class score distributions for both the signal and background MC.

The construction of the analysis regions completes the event selection method for

the dimuon search analysis. The expected number of signal and background events
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Figure 6.11: 2D Score distributions of signal (left) and background (right) showing
the different analyses regions. Solid black box : CR, dashed black boxes : VRs,
dashed red box: ROI, solid green and cyan curves: SRs.

with corresponding uncertainties are calculated from the nominal and systematic MC

sets. The model expectation is then compared to the observed IceCube data using

the statistical data analysis method discussed in the following section. Figure 6.12

shows the full data processing and event selection chain for the MC simulation and

IceCube data.

Figure 6.12: Flow diagram showing the complete event selection method for dimuon
search analysis. The expected (MC) and observed (data) events of the analysis regions
are used in the final statistical data analysis.
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6.4 Statistical Analysis Method

The statistical data analysis in this work is performed using a software package called

HistFitter [210] developed within the ATLAS collaboration for likelihood fits. The

search for dimuons is developed using a method called counting analysis and consists

of three different fits of the model based on the statistical prescriptions described in

Ref. [210, 211].

6.4.1 Background-Only Fit

As the name suggests, the background-only fit is used to validate the background

event expectation constructed for the model by quantifying the data-MC agreement.

Since the data is compared with the MC expectation of the background events, the fit

involves only the control and validation regions as the analysis regions where the signal

contamination is assumed to be negligible. The fit method performs a measurement

on the control region. It then extrapolates the result to predict the background events

in the validation region (denoted as npred
V R ) using the following expression,

npred
V R =

[︃
nobs
CR

BMC
CR

]︃
×BMC

V R = ΦN ×BMC
V R , (6.6)

where nobs
CR is the number of observed events in the control region. BMC

CR and BMC
V R are

the MC expectation of the background events in the control and validation regions,

respectively. The term within the square bracket in the above equation is referred to

as the scaling factor ΦN which extrapolates the control region measurement to the

validation regions.

Treatment of Uncertainties in the Fit

Each term in Equation (6.6) also has associated uncertainties used to compute the

predicted uncertainty of npred
V R due to the fit, denoted as σpred. The observed number

of events in the control region, nobs
CR, carries the Poisson statistical uncertainty. The

uncertainties related to the nominal MC expectations, BMC
CR and BMC

V R come from

the systematic effects (discussed in Section 6.2) and the limited MC statistics (i.e.

the actual number of simulated events in the corresponding analysis regions). The
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Figure 6.13: The relative variation (around nominal MC) due to each systematic
effect in the analysis regions for signal (left) and background (right) MC. The two
sides of each systematic effect (upper and lower variation around the nominal) are
plotted in separate lines (dashed and dotted) to investigate the correlations of the
effects across the analysis regions.

variation in the number of expected events in each analysis region due to the system-

atic effects are computed using the similar calculation shown in Equation (6.2) (but

replacing % with fraction and treating each analysis region as a single bin) and are

plotted in Figure 6.13 for the signal and background MC. The plots show that the

upper and lower variation (i.e. the variations related to either +1σ or −1σ change

in the systematic parameter) of DOM Eff., cross section, and the flux uncertainties

move in a largely correlated way across the analysis regions for both the signal and

background events. Conversely, there are very little or no correlations across the anal-

ysis regions for the hole ice and bulk ice effects. Therefore, the changes in the event

expectation due to all individual systematic variations are grouped into two overall

systematic effects and are referred to as correlated (denoted as the parameter αcorr,

which includes DOM Eff., cross-section, and the flux uncertainties) and uncorrelated

(denoted as the parameter αuncorr, which includes hole ice and bulk ice) systematics

for each analysis region. Conservative estimates of ±1σ priors for these systematic

parameters (αcorr and αuncorr) are constructed for each analysis region and sample

127



(signal and background) by adding the variations from individual systematics of each

group in quadrature. The total systematic effect of each group from the quadrature

sum has an underlying assumption of no correlation among the different sources of

individual systematic uncertainty. The upper and lower 1σ values of αcorr are calcu-

lated separately by adding the corresponding variations of the correlated systematic

effects in quadrature and are expressed as,

α±
corr =

√︄∑︂
i

(var±i )
2 with i ∈ {Correlated Systematics} , (6.7)

where α+
corr and α−

corr correspond to the upper and lower variations, {var+i } and

{var−i }, respectively. The fitting process assumes the αcorr values of all the analysis

regions and samples to be completely correlated.

The uncorrelated systematic αuncorr includes the effects from the hole ice and bulk

ice, which have one-sided variations for several analysis regions and samples, as shown

in Figure 6.13. To account for a conservative estimate of two-sided variations, αuncorr

is treated to be symmetric around the nominal value (0), and ±1σ width is calculated

by taking the maximum variation of each systematic effect in the quadrature sum,

α±
uncorr =

√︄∑︂
i

(︁
max{var+i , var−i }

)︁2
with i ∈ {Uncorrelated Systematics}. (6.8)

The αuncorr values for each region and sample are treated as independent systematic

effects during the fit. The uncertainties due to the limited MC statistics are included

in the analysis as additional Poisson errors (denoted as γmc) related to the number of

simulated events. For each analysis region and sample, this is defined as,

γ±
mc =

√︄∑︂
i

w2
i , (6.9)

where wi is the final weight for each simulated event i in the corresponding analysis

region and sample. The fitting algorithm in HistFitter takes the systematic and MC

statistics parameters (αcorr, αuncorr, and γmc) as the nuisance parameters related to

each analysis region and sample as the inputs and treats them correspondingly using

the error propagation formula discussed in Ref. [210].

The background-only fit is performed by passing HistFitter the background nomi-

nal MC expectation, the related priors for the nuisance parameters, and the observed
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events in the data in CR and the validation regions (VR1, VR2, VR3, and VR4). It

then returns the estimated number of background events and uncertainty (npred, σpred)

for each validation region as the fit results. A model validation parameter, called pull

(denoted as χ), can be defined using the fit results and the observed events for each

validation region as,

χi =
nobs
i − npred

i√︂
σ2
pred,i + σ2

stat,i

=
nobs
i − npred

i

σtot,i

with i ∈ {VR1, VR2, VR3, VR4} , (6.10)

where σstat is the Poisson uncertainty of the expected number of events in the cor-

responding validation region. The pulls of the validation regions, thus, provide a

measurement of the data-MC agreement in the background-dominated region of the

model. The background-only fit and the calculation of the pulls in this work are

used as a checkpoint to test for any mismodelling issues, i.e. underestimation or

overestimation of the data, before moving to the analysis of the signal regions.

6.4.2 Discovery Fit

The search analysis of dimuons is developed by constructing a likelihood model L

defined by the joint probability distributions of the event counts in the signal and

control region and of the nuisance parameter sets θ = {αcorr,αuncorr,γmc},

L
(︁
nobs
SR, n

obs
CR,θ

0|µs,ΦN ,θ
)︁
= Pois

(︁
nobs
SR|λSR (µs,ΦN ,θ)

)︁
× (6.11)

Pois
(︁
nobs
CR|λCR (ΦN ,θ)

)︁
×

Cnuisance

(︁
θ0,θ

)︁
,

where Pois denotes the Poisson probability of the event counts for the observed (nobs)

and expected (λ) events in the corresponding analysis regions (signal and control).

Cnuisance denotes the product of the functions describing the probability distributions

related to the nuisance parameters, with θ0 being the central values of the parameters

related to the nominal MC event counts. The expected number of events in the control

region is modelled assuming the contribution from only the background processes. It

depends on the scaling factor ΦN (introduced in Equation (6.6)) and the fluctuation

of the nuisance parameters θ. The general form of the expected number of events in
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the signal region, λSR can be expanded as,

λSR (µs,ΦN ,θ) = µs · SMC
SR (θ) + ΦN(θ) ·BMC

SR (θ) , (6.12)

where SMC
SR is the expected number of signal events in the signal region, computed

from the MC simulation. The background events in the signal region are estimated

from the MC simulation (BMC
SR ) and the measurement in the control region (ΦN) using

the similar method described in the background-only fit. µs is the signal strength pa-

rameter and dictates the content of the dimuon events in the signal region. The value

of µs = 0 refers to the model with no dimuon events, and the value of µs = 1 refers to

the model with a dimuon contribution equal to the Standard Model prediction. As

shown in Equation (6.11) and Equation (6.12), the MC expectations are the functions

of the nuisance parameters (θ), which govern the fluctuation of the expected events

due to the systematic effects and the limited MC statistics. The set of probability

density functions in Cnuisance defines the continuous variations of the expected number

of events around the nominal values due to the corresponding nuisance parameters.

The variations due to the systematic effects, i.e. the parameters {αcorr,αuncorr} are

constructed to follow the Gaussian probability distributions with ±1σ prior widths

as the values calculated in Equation (6.7) and Equation (6.8) and with the centres

at α0
corr = α0

uncorr = 0 (nominal MC). The variations due to the limited MC statis-

tics are modelled as the Poisson fluctuation with ±1σ prior uncertainty defined in

Equation (6.9).

The signal regions contain low statistics of the simulated events (∼ 10 − 100)

for both signal and background processes, resulting in a dominating contribution

from the MC statistical uncertainty in calculating the systematic variations for the

regions. An extraordinarily large amount of computation power would be required to

produce sufficient MC to accurately determine the systematic uncertainties in these

regions. Instead, the systematic variations of αcorr and αuncorr in SR1 and SR2 are

estimated using the systematic variations for the entire ROI which includes both the

signal regions. The variations due to the individual systematic effects in ROI (shown

in Figure 6.13) are directly used to compute αcorr and αuncorr for the signal and

background MC in the signal regions. The nominal event expectations in 10.67 years

and the corresponding nuisance parameter priors are summarized in Table 6.5 and
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Analysis Sample Nominal ±1σ Prior

Regions Expectation γmc[±]
(Abs.)

αcorr[+,−]
(Rel.)

αuncorr[±]
(Rel.)

CR
Signal 261 2 [0.32, 0.31] 0.11

Background 21343 54 [0.33, 0.32] 0.01

SR1
Signal 1.25 0.13 [0.34, 0.33] 0.11

Background 0.21 0.13 [0.31, 0.35] 0.18

SR2
Signal 3.27 0.21 [0.34, 0.33] 0.11

Background 2.13 0.50 [0.31, 0.35] 0.18

Table 6.5: The MC inputs for the likelihood model used in performing the final
analysis fits. The priors for the systematic parameters (αcorr, αuncorr) are reported
as the relative error with respect to the nominal MC. The parameter for the limited
MC statistics (γmc) shows absolute errors (number of events in 10.67 years). The
systematic parameters for SR1 and SR2 are the same as they are extrapolated from
ROI.

form the complete MC inputs for constructing the likelihood model in Equation (6.11).

The likelihood function in Equation (6.11) tests the hypothesized value of the signal

strength parameter µs, given the observed data (nobs
SR and nobs

CR). In particular, the

hypothesis tests involve constructing a profile likelihood ratio defined as,

Λ(µs) =
L(µs, Φ̂̂N , θ̂̂)

L(µ̂s, Φ̂N , θ̂)
, (6.13)

where the numerator is a conditional maximum likelihood estimator which finds the

optimized parameters {Φ̂̂N , θ̂̂} for a given fixed value of µs. The likelihood function in

the denominator is maximized for all the free parameters to find the best-fit values,

{µ̂s, Φ̂N , θ̂}. A hypothesis test, referred to as the discovery fit, measures a level

of disagreement between data and the model with the background-only hypothesis

(referred to as the null hypothesis with µs = 0). The test statistic for such a test can

be defined using the profile likelihood ratio,

q0 =

{︄
−2 lnΛ(0) , µ̂s ≥ 0

0 , µ̂s < 0 .
(6.14)
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In the context of dimuon search, the test statistic value q0 = 0 refers to the sce-

nario where the observed data is more consistent with the background-only (null,

no-dimuon) hypothesis than a model with non-zero dimuon expectation. For a large

value of the test statistic, q0 ≫ 0 represents a scenario where the background-only

model has a large discrepancy in describing the observed data and, instead, indicates

a more probable scenario with the presence of a signal (dimuon) contribution. Given

the observed data (nobs
SR and nobs

CR), a level of disagreement between the observation

and the null hypothesis can be quantified using the p-value, which is defined as,

p0 =

∫︂ ∞

q0,obs

f(q0|µs = 0) dq0 , (6.15)

where q0,obs is the test statistic value computed for the observed data, and f(q0|0) is

the PDF of the test statistic q0 under the assumption of the background-only hypoth-

esis (µs = 0). The p-value can be converted into an equivalent discovery significance

(Z0) using the formula discussed in Ref. [211]. The measurement from the fit result

can then be reported as the discovery significance Z0 with which the background-only

(null) hypothesis can be rejected. The calculation of the p-value and corresponding

significance Z0 requires the construction of the q0 distribution, f(q0|0). Multiple

pseudo experiments are generated by randomizing the dummy observed number of

events from the Poisson distributions and the nuisance parameters from the distri-

butions, Cnuisance, for the null hypothesis to build the test statistic distribution. An

additional test statistic distribution can be generated using the model with nominal

signal expectation (µs = 1), referred to as alternate hypothesis and is used to com-

pute the expected sensitivity for the Standard Model dimuon scenario (discussed in

Section 6.4.4).

6.4.3 Exclusion Fit

To measure an upper limit on the signal strength parameter µs from the observed

data, a hypothesis test called exclusion fit is performed by constructing a different

test statistic,

qµs =

{︄
−2 lnΛ(µs) , µ̂s ≤ µs

0 , µ̂s > µs .
(6.16)
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The nominal signal model (µs = 1) is considered as the null hypothesis in the exclusion

fit. The test statistic qµs describes the compatibility between the data and the model

with a specific value of µs. The p-value for the exclusion fit denoted as CLs is, thus,

a function of µs and has a definition similar to the p-value of the discovery fit,

CLs(µs) =

∫︂ ∞

qµs,obs

f(qµs|µs) dqµs , (6.17)

where qµs,obs is the test statistic value corresponding to the observation, and f(qµs|µs)

is the PDF of qµs under the model hypothesis µs. The CLs value for µs = 1 measures

the disagreement between the data and the nominal model expectation, i.e. the in-

creasing CLs value corresponds to better compatibility of the data with the Standard

Model dimuon expectation. The exclusion fit is performed for multiple hypotheses by

varying µs, and the corresponding CLs values are used to determine the upper limit

of the signal strength, denoted as µUL
s . The 95% confidence level (CL) upper limit

value is evaluated at a point where the CLs value falls below 0.05(5%). The upper

limit scan can also measure the ±1σ uncertainties of µUL
s using the method discussed

in [211].

6.4.4 Expected Asimov Sensitivity

The model describing the Standard Model dimuon signal events and backgrounds can

be characterized by evaluating the expected sensitivity of the search analysis before

performing the fits on the IceCube data. A special dataset (comprising the event

counts in the signal and control regions), called the Asimov dataset, is formed from the

simulated events representing the observed (pseudo) data. Asimov dataset is defined

such that the best-fit parameter values from the maximum likelihood estimator return

all the true parameters of the injected model.

For the discovery fit, the expected sensitivity is evaluated by injecting the expected

number of MC events under the nominal signal model (µs = 1) hypothesis as the

observed data and computing the significance Z0 (referred to as median significance)

with which the background-only hypothesis (µs = 0) can be rejected. The Asimov

dataset for the exclusion fit is generated using only the nominal background MC

(i.e. the hypothesis with µs = 0). This dataset is used as the observed events to

compute CLs value under the assumption of µs = 1 hypothesis and µUL
s (95% CL)
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from the upper limit scan. These results are reported as the expected sensitivity for

the exclusion fit.

Since the two signal regions, SR1 and SR2, significantly overlap in the 2-D score

space (Figure 6.11), they are not statistically independent. SR1 and SR2, thus, re-

quire separate fits for evaluating the expected sensitivities in the respective regions.

HistFitter software package contains the built-in definitions of the fit methods dis-

cussed above and only requires constructing the likelihood function in Equation (6.11)

using the MC inputs from Table 6.5 and the observed data. To build the test statistic

distributions for the discovery and exclusion fits, 5000 pseudo experiments are sim-

ulated for each null and alternate hypothesis. The upper limit scan of the exclusion

fits is implemented by computing the CLs values for 40 different scan points of µs

in the range [0, 20]. The fit results as the expected sensitivities of the discovery and

exclusion fits for SR1 and SR2 are shown in Table 6.6. For the discovery fits, SR1 and

Signal Region

Discovery Fit Exclusion Fit

p-value med[Z0|µs = 1] TS CLs(µs = 0) µUL
s (95%CL) [−1σ,+1σ]

SR1 0.0214 2.03 1.52 0.33 2.19 [1.91, 5.50]

SR2 0.0361 1.80 1.52 0.15 1.98 [1.28, 4.68]

Table 6.6: Expected sensitivity assuming the Asimov dataset as the 10.67 years ob-
served data. TS denotes the test statistic value computed for the Asimov dataset.

SR2 are expected to achieve 2.03σ and 1.80σ significance, respectively, with which

the background-only hypothesis can be rejected. The 95% CL exclusion upper limit

of the signal strength parameter, µUL
s is expected to be 2.19 and 1.98 for SR1 and

SR2, respectively.

6.5 Results

Before the final analysis of the full 10.67 years dataset, an additional step is considered

as part of the data unblinding process to check for any potential mismodelling issues.

The step involves investigating a small fraction of the data (7.1% of the total data

with 0.76 years of livetime) by comparing the data-MC agreement of the four final
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(a) (b)

(c) (d)

Figure 6.14: Comparison of the event rate distributions of the final observable (recon-
structed energy (a), cosine zenith (b), GNetA (c), and GNetB (d)) between the total
MC expectation and the observed data. The total MC expectation is calculated from
the sum of all the signal and background processes shown in Figure 6.7. The shaded
grey region around the nominal expectation is the ±1σ prior uncertainty due to the
systematic effects, i.e. all the individual systematic variations added in quadrature.
The error bars of the data points denote the statistical uncertainties.

observables and by performing the background-only fit. No significant deviation in

the data-MC agreement and the background-only fit results are observed.

After the preliminary checks on the small fraction of the data, the full IceCube

dataset (10.67 years of livetime) is processed up to the pre-classification analysis

level and is compared with the MC expectation using the event rate distributions of
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Figure 6.15: (Left) The data-MC comparison of the events with GNetB score ∈
[0.4, 1.0] as a function of the GNetA score. The excess of events found in high GNetB
score region (shown in Figure 6.14) can be attributed to the event excess in the low
GNetA scores in this plot (outside the vertical green-shaded ROI region). (Right)
The data-MC comparison of the events with GNetA score ∈ [0.8, 1.0] as a function
of the GNetB score. Most of the events in this plot are inside ROI and have good
data-MC agreement.

the four observable: reconstructed energy, cosine zenith, GNetA, and GNetB scores.

Figure 6.14 shows the comparison of the distributions and the corresponding data/MC

ratio before performing any fits. All the distributions except for the GNetB score in

the figure show good data-MC agreement. The global upward shift of the data in the

reconstructed cosine zenith distribution is associated with the overall normalization

uncertainty of the model and will get corrected in the analysis fits by the scaling

factor, ΦN .

The GNetB score distribution below 0.4 is found to have good data-MC agreement.

However, the data/MC ratio with GNetB scores above 0.4 is observed to have a

gradual upward shift, i.e. excess of events in the data with increasing class scores.

The events from the region with data-MC disagreement (GNetB score ∈ [0.4, 1.0]) are

investigated by plotting their distribution in GNetA score, as shown in Figure 6.15

(left plot). The data/MC ratio in the plot shows that the excess events have low

GNetA scores, and thus, are outside the ROI. In particular, the events with the low-

GNetA and high-GNetB scores belong to the top left region in the 2-D score space

(as in Figure 6.11) and are outside any of the analysis regions (control, validation or
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signal) used in the final fits. For further confirmation, the GNetB score distribution

of the events with GNetA score ≥ 0.8 are also plotted in Figure 6.15 (right plot), and

the data/MC ratio is shown to have good agreement in ROI. Therefore, the discussed

data-MC disagreement in the full GNetB score distribution is considered to have no

significant impact on the final dimuon search analysis.

6.5.1 Background-Only Fit Results

After comparing the data and MC in the four observable, the model validation in

the validation regions is performed using the background-only fit described in Sec-

tion 6.4.1. The number of observed events and the predicted background events from

the fit result are shown in Table 6.7, along with the associated uncertainties. The

Fit Details CR VR1 VR2 VR3 VR4

Observed events 21335± 146 5499± 74 743± 27 3063± 55 1295± 36

Fitted Bkg events 21335± 146 5398± 265 830± 93 2766± 179 1270± 153

Table 6.7: The observed and predicted background events obtained from the back-
ground only fit of the CR followed by the extrapolation of the fit results to the VRs.
The errors in the observed events are the statistical uncertainties. The uncertainties
on the fitted background events are calculated using the error propagation method
for the background-only fit (discussed in Section 6.4.1).

values from the table are then used to calculate the pulls in the validation regions

using Equation (6.10), which are shown in Figure 6.16. The plot shows that the ob-

served number of events in the three validation regions (VR1, VR2, and VR4) have

small deviations (< ±1σ) from the MC expectations, and the pull in VR4 is slightly

high with ∼ 1.5σ deviation. Since there is no statistical discrepancy between the MC

and observed data, i.e. only one in four measurements is more than ±1σ away, the

background model is shown to be a good description of the control and validation

regions and should be suitable for performing the final dimuon search analysis on the

signal regions.
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Figure 6.16: Validation pulls of the background-only fit.

Sample
CR SR1 SR2

nexp γ(±1σ) αcorr([+, -]) αuncorr(±1σ) nexp γ(±1σ) αcorr([+, -]) αuncorr(±1σ) nexp γ(±1σ) αcorr([+, -]) αuncorr(±1σ)

Total Signal 261 2 [0.32, 0.31] 0.11 1.25 0.13 [0.34, 0.33] 0.11 3.27 0.21 [0.34, 0.33] 0.11

Total Background 21343 54 [0.33, 0.32] 0.01 0.21 0.13 [0.31, 0.35] 0.18 2.13 0.50 [0.31, 0.35] 0.18

Total Expected 21604 – – – 1.46 – – – 5.40 – – –

Total Observed 21335 – – – 1 – – – 4 – – –

Table 6.8: The nominal event expectations from signal and background processes and
the nuisance parameter priors for 10.67 years. The table also shows the total expected
MC events (signal + background) and observed data events in CR, SR1, and SR2.

6.5.2 Dimuon Search Results

The complete information needed to construct the likelihood model for the discovery

and exclusion fits of the signal regions is summarized in Table 6.8. As shown in

the table, the observed number of events in SR1 and SR2 are 1 and 4, respectively,

compared to the total nominal MC expectation of 1.46 events in SR1 and 5.40 events

in SR2. The methods described in Section 6.4.2 and Section 6.4.3 are used to perform

the discovery and exclusion fits on the observed data. The measurements from the

fit results are summarized in Table 6.9. The observed significance of the discovery

fits (Z0) is less than the expected sensitivity (shown in Table 6.6) due to the small

under fluctuation of the data compared to the nominal MC in the signal regions. For

the one observed event in SR1, the background-only hypothesis is rejected at 1.31σ.

The measured CLs value under the assumption of dimuons from the Standard Model
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Signal Region

Discovery Fit Exclusion Fit

p-value Z0 TS CLs µUL
s (95%CL) [−1σ,+1σ]

SR1 0.0956 1.31 0.74 0.43 3.99 [1.76, 5.32]

SR2 0.1246 1.15 0.58 0.37 2.38 [1.13, 5.44]

Table 6.9: The final analysis results from the discovery and exclusion fits. TS refers
to the test statistic value of the observed data. The last column denotes the ±1σ
uncertainty of µUL

s obtained from the upper limit scans.

(µs = 1) and the exclusion upper limit, µUL
s at 95% CL are reported to be 0.43 and

3.99, respectively, for SR1. The discovery fit based on the four observed events in

SR2 results in a rejection of the background-only hypothesis at 1.15σ. The results

related to the exclusion fits in SR2 are reported to be 0.37 and 2.38 for CLs and

µUL
s , respectively. The test statistic distributions of the null and alternate hypotheses

and the test statistic value of the observed data for the discovery fits are shown in

Figure 6.17.

Figure 6.17: The test statistic distributions of SR1 (left) and SR2 (right) for the
discovery fit, generated from 5000 pseudo experiments for each hypothesis model.
The distribution for the null hypothesis (B only) is constructed under the model
assumption with µs = 0. The alternate hypothesis (S+B) refers to the nominal signal
model (µs = 1). The black vertical line shows the test statistic value of the observed
data, q0,obs. The areas shown in hatches denote the part of the distributions used for
corresponding p-value calculation.
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6.5.3 Posterior Checks

In addition to the dimuon search fits, the properties of the observed events in the

signal regions are analyzed as a post-unblinding step. The details of these observed

events are provided in Table 6.10. The reconstructed energy, cosine zenith, GNetA

Events ID Ereco (TeV) cos(zenithreco) GNetA Score GNetB Score

Event 1 (SR1, SR2) 136132/46343498 1.22 -0.30 0.96 0.90

Event 2 (SR2) 126778/25509256 1.31 -0.11 0.99 0.69

Event 3 (SR2) 126724/44041024 1.34 -0.96 0.99 0.75

Event 4 (SR2) 118186/37203675 5.71 -0.11 0.99 0.68

Table 6.10: The details of the observed events in the signal regions. Event 1 is
observed in both SR1 and SR2.

and GNetB score distributions of the signal and background MC in SR1 (Figure 6.18)

and SR2 (Figure 6.19) are also shown with an overlay of the observed event properties.

The plots show that the properties of most of the observed events are either at or

near the bins with the highest MC expectations. One event (Event 4) in SR2 has high

reconstructed energy of 5.7 TeV, where the MC expectations from both the signal

and background events are minimal. The visualization of each observed event in the

signal regions is shown in Appendix C.
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(a) (b)

(c) (d)

Figure 6.18: Stacked distributions of the expected signal (blue) and background (or-
ange) events as a function of the reconstructed energy (a), cosine zenith (b), GNetA
(c), and GNetB (d) scores in SR1. The properties of the observed event in SR1 are
shown as the vertical black line in the plots. The prior ±1σ systematic uncertainties
are shown using the hatches around the signal and background expectations.
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(a) (b)

(c) (d)

Figure 6.19: Stacked distributions of the expected signal (blue) and background (or-
ange) events as a function of the reconstructed energy (a), cosine zenith (b), GNetA
(c), and GNetB (d) scores in SR2. The properties of the 4 observed events in SR2 are
shown as the vertical black line in the plots. The prior ±1σ systematic uncertainties
are shown using the hatches around the signal and background expectations.
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Chapter 7

Conclusion and Outlook

The search for dimuons presented in this work reports the first non-zero observation

of such events in IceCube. The observation of one (in SR1) and four (in SR2) events

has a discovery significance (Z0) of 1.31σ and 1.15σ, respectively. The search analysis

based on the observed events also reports the exclusion upper limit of the signal

strength parameter (µUL
s ) at 95% CL to be 3.99 in SR1 and 2.38 in SR2. The results

are entirely consistent with the Standard Model expectations. While the statistical

significance fails to reach the 3σ threshold needed for claiming unambiguous evidence

for dimuon events, this work is the first IceCube analysis that has shown the hints for

any positive evidence for dimuon events in the detector, i.e. it is more likely to have

been observed dimuon events than no dimuon scenario. Moreover, the pursuit of this

work leads to the possibility of significant improvements in the search analysis, which

will enable the prospect of probing QCD and new physics with higher statistics of

observed dimuons. Although implementing such improvements is beyond the scope

of this work, a few potential improvements are outlined below to assist the future

efforts for dimuon searches.

The pre-classification analysis cuts (shown in Figure 6.12) in the event selection

process are currently developed based on the reconstructed energy and direction of

the tracks. Additional selection criteria can be constructed to further increase the

selected tracks’ quality in the context of dimuon classification. The events with a

significant fraction of their tracks passing through the dust layer (at a depth between

−50 m and −250 m in IceCube coordinate) contains an increased amount of scattered

lights in the DOM hits, resulting in the smearing of the potential dimuon hit signature.
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Such an effect makes the dimuons almost impossible to identify, and thus removing all

tracks passing through the dust layer should not impact the signal efficiency but will

remove many potential background events. These events can be removed by imposing

cuts on the 2-D space of the reconstructed cosine zenith and the Z-coordinate of the

track’s centre for the charge distribution of the event (denoted as COG-Z ). The nearly

horizontal events (cos(zenithreco) ∼ 0) with COG-Z ∈ [−50 m,−250 m] indicate a

large portion of the track segments passing through the dust layer and, thus, can be

removed by defining a cut region in the 2-D space. Since the DOMs in the Deep-

Core strings have a denser configuration than the IceCube strings, the dimuon events

with hits in the DeepCore strings are expected to contain more information on the

double-track signature. An improved separation between the signal and background

distributions in GNetA and GNetB scores can be achieved by requiring the events to

pass through the DeepCore volume. However, such a criterion will reduce the event

statistics significantly and needs further investigation to examine its benefit.

In addition to the event selection process, the statistical analysis of the search

can also be improved. The current method of counting analysis performs the fitting

procedure with only two bins (control and signal region). This method can be replaced

with a binned profile-likelihood fit of the entire 2-D distribution of the GNetA and

GNetB scores. The higher number of bins in the improved fit allows for a better

constraint on the free parameters (signal strength and nuisance parameters of the

model), resulting in a search result with more statistical power.

Another significant analysis improvement can come from reconstructing the events

with a double-track hypothesis. A likelihood model with double-track parameters

such as opening angle, track-, and intersection-plane (shown in Figure 5.12) can be

used to fit each event in a sample with high purity of dimuons (e.g. events in ROI).

Such a likelihood model can be constructed to fit a subset of the hit strings with

the highest number of DOM hits. An example MC dimuon event with reconstructed

properties similar to the single event observed in both SR1 and SR2 (Event 1 from

Table 6.10) is shown in Figure 7.1. The plots in the figure show the DOM hits

and the light curves from reconstructed single track (MuEx) and two true muons

(µ1,2) for the seven brightest strings of the event. The objective of the double-track

likelihood model would be to reconstruct the two muon light curves close to their
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true values. Combining the fit results from the double-track reconstruction and the

classification scores can achieve much higher separation power in identifying dimuon

events. Implementing these improvements can lead to a potentially high number of

observed dimuons in IceCube and also provide information about the event kinematics

related to the two muons.

In addition, the collaboration is working on an ongoing effort to deploy state-of-

the-art light sensors in a dense configuration within the DeepCore volume, referred to

as IceCube Upgrade [212], which can further enhance the dimuon event reconstruc-

tion and identification due to improved resolution. Therefore, the proposed future

improvements of this work will facilitate IceCube’s ability to discover TeV-scale neu-

trino dimuon events. Such an outcome will allow IceCube to join the global effort of

next-generation ν-induced dimuon search programs. Future experiments like DUNE

[213] and SHiP [214, 215] will lead the search for dimuon events in the low energy

sector (1 − 100 GeV). In the high energy sector, IceCube will be accompanied by

other future neutrino telescopes like P-ONE [216, 217] and KM3Net [218] and the

proposed Forward Physics Facility at the LHC, which is expected to detect neutrinos

with energies up to 5 TeV [219, 220].

In summary, detecting dimuon production in neutrino interactions is essential in

studying weak interactions, QCD physics, and searching for new physics. Event

kinematics of the dimuons from the charm production in ν CC DIS interactions

offer the PDF measurements of the target nucleon’s quark content (primarily strange

quark). Studying the charm production is also important for ντ flavour identification

as the high energy charm hadron can travel a short distance before decay (similar to

τ±), making it a crucial background for future neutrino flavour analyses. Observing

dimuons from neutrino trident production also has significant implications due to its

ability to probe W -boson production and search for various BSM scenarios.

In conclusion, the methodology developed in this work has established the baseline

performance in the search for dimuon events in IceCube and has found the first Ice-

Cube event that is more likely to be a dimuon signal than a single muon background.

This baseline provides a great starting point for the next generation of analyses which

will demonstrate clear evidence for dimuon events in IceCube and lead the high energy

frontiers of neutrino dimuon studies.
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Figure 7.1: An example MC dimuon event with observable (reconstructed energy,
cosine zenith, GNetA and GNetB scores) similar to Event 1 observed in SR1 and SR2.
The event display (top left) shows the true muons (red solid lines) and reconstructed
single-track (blue solid line) with the DOM hits. The plots for the seven brightest
strings show the DOM hits at different depths as a function of time. The size of the
points corresponds to the charges of the hits. The proposed double-track likelihood
model will attempt to fit the true muon light curves shown in these plots.
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Appendix A: Features for the
Classification Model

A.1 Feature Correlations

The selected DOM- and event-level input features for the dimuon classifiers are de-

fined based on the potential dimuon event signatures in the detector as described

in Section 5.2.5. The performance of ML algorithms relies on finding correlations

among these features that can discriminate between signal and background events.

Therefore, an investigation of the correlations among the features is an important

step to avoid the use of any redundant features in the model, i.e. the features that

are fully correlated (or anti-correlated) for both classes (single- and double-track)

will not improve the model performance. For this purpose, the Spearman correlation

matrix is computed for all combinations of two features (in the DOM- and event-level

model input space separately) for the classifier. Spearman correlation is a statisti-

cal measure to quantify the degree to which two variables can be described using a

monotonic function. Given a paired dataset of two features comprising n samples,

denoted as {(x1, y1), (x2, y2), ..., (xn, yn)}, the correlation coefficient between feature

x and y is defined as,

Cxy =

∑︁n
i=1 (R(xi)−R(x̄)) (R(yi)−R(ȳ))√︂∑︁n

i=1 (R(xi)−R(x̄))2
√︂∑︁n

i=1 (R(yi)−R(ȳ))2
, (A.1)

where R(xi) and R(yi) are the relative positions (referred to as ‘ranks’) of the vari-

ables xi and yi in the ordered set of {x1, x2, ..., xn} and {y1, y2, ..., yn}, respectively.

R(x̄) and R(ȳ) denote the ranks of the average values x̄ and ȳ for the two features,

respectively. The values of the Spearman correlation Cxy range from -1 to +1. If the

two variables x and y are associated with a perfectly monotonic function (decreasing

or increasing), the Spearman correlation coefficient is measured to be either -1 (for a
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Figure A.1: Spearman correlation matrix among the DOM-level features in the train-
ing dataset. The left plot shows the correlation in DatasetA. The right plot shows
the correlation matrix for DatasetB.

Figure A.2: Spearman correlation among the event-level features in the training
dataset. The left plot shows the correlation in DatasetA. The right plot shows the
correlation matrix for DatasetB.

monotonically decreasing function) or +1 (for a monotonically increasing function).

The correlation matrix for the input features in the training datasets (DatasetA and

DatasetB) are shown in Figure A.1 for DOM-level features and Figure A.2 for event-

level features.
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A.2 Feature Distribution in Training Datasets

In addition to the feature correlations discussed in the previous section, the distribu-

tions of individual features are compared between the signal dimuon and background

single muon events and are shown in Figure A.3 for DatasetA and in Figure A.4 for

DatasetB. The plots show the raw distributions (i.e. without event weights) of the

scaled features (scaling method is discussed in Section 5.2.5) with very little separa-

tion power on individual features.
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(a)

(b)

Figure A.3: Scaled feature distributions of DatasetA for DOM-level (a) and event-
level (b) features.
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(a)

(b)

Figure A.4: Scaled feature distributions of DatasetB for DOM-level (a) and event-
level (b) features.
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Appendix B: Geometry
Resampling

Class A dimuons are only ∼ 3% of all dimuon events triggered in the detector (see

Section 5.1). It requires a huge computation power to generate an MC dataset with

large enough class A dimuon events required for the model training dataset. In this

appendix, we describe the technique used to resample the interaction geometry of the

already simulated events to create more class A events while keeping the original ran-

dom sampling distributions as intact as possible without requiring much computation

power.

Let us take a track-like particle with starting position
−→
P 0 = (x0, y0, z0) and direc-

tion unit vector −→v (∥−→v ∥ = 1). The goal of the resampling is to move the position

(interaction vertex)
−→
P 0 to a new position

−→
Q 0 along the direction vector −→v so as to

meet the criteria of Class A events (minimum track segment ≥ 200 m, maximum

track separation ≥ 25 m in the detector volume). If the track has the entry and

exit points in the detector volume (assuming a perfect cylinder of radius = 500 m

and height = 1000 m) as
−→
X i and

−→
X f , respectively, they can be expressed using the

parametric form of a line as,

−→
X i =

−→
P 0 + ti · −→v

−→
X f =

−→
P 0 + tf · −→v , (B.1)

where ti, tf are the corresponding length parameters of the line equation. For a

dimuon event, we choose the trailing muon, i.e. the muon with lower energy as the

track particle discussed above. With respect to the starting position
−→
P 0, let us denote

t25 as the length parameter where the separation between the tracks is 25 m and tend

as the length parameter indicating the end point of the trailing muon. The track

and the interaction position with all the parameters discussed above are shown in

169



Figure B.1: An illustration of the parameters used in the geometry resampling tech-
nique.

Figure B.1. In order to achieve Class A criteria (for the events that did not originally

meet the criteria), the following condition applies to the event,

tend ≥ t25 ≥ 200 m . (B.2)

Therefore, the bounds on the new interaction vertex position, [
−→
Qmin

0 ,
−→
Qmax

0 ] give the

bounds on the entry and exit points (constant positions) for the event to be Class A

as,

−→
X i =

−→
Qmin

0 + (tend − 200) · −→v
−→
X f =

−→
Qmax

0 + t25 · −→v . (B.3)

Combining Equation (B.1) and Equation (B.3), we get

−→
Qmin

0 =
−→
P 0 + (200 + ti − tend) · −→v

−→
Qmax

0 =
−→
P 0 + (tf − t25) · −→v . (B.4)

If we express the new interaction vertex
−→
Q 0 in terms of the original vertex position
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−→
P 0 as,

−→
Q 0 =

−→
P 0 + t0 · −→v , (B.5)

a sampling of the length parameter t0 to translate the vertex position has the bound,

−→
Qmin

0 ≤
−→
Q 0 ≤

−→
Qmax

0

(200 + ti − tend) ≤ t0 ≤ (tf − t25) . (B.6)

Therefore, we can randomly sample t0 from the bounds to get a new vertex position

where the new resampled event can be injected along the same direction to transform

the event into a guaranteed Class A event.

One caveat of the technique is that the formulation holds for (Xf−Xi) ≥ 200 m, i.e.

the maximum possible line segment within the detector volume is ≥ 200 m. Some

tracks that enter and exit the detector near the corners of the cylindrical volume,

i.e. tracks with high closest approach distance value, might not have more than

200 m track segment available for applying the resampling method. However, we can

move those events to a new closest approach distance by sampling uniformly from a

smaller injection radius disk around the centre of the detector and then applying the

resampling method.

The following steps summarize the resampling algorithm used to generate the

dimuon in the training sample with high statistics Class A events:

• Check if the minimum energy muon has a track length ≥ 200 m.

• If not, the event kinematics cannot produce class A criteria. Discard the event

and skip the next steps.

• Check if the event already satisfies Class A criteria.

• If not, check if the line segment of the minimum energy muon inside the detector

volume is ≥ 200 m.

• If not, sample a new closest approach distance from the smaller injection radius.

• Calculate the length parameters ti, tf , t25, tend.

• Sample t0 uniformly from the bound in Equation (B.6).
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• Compute and overwrite the new interaction vertex,
−→
Q 0 =

−→
P 0 + t0 · −→v .

Application of the resampling method results in approximately 100 times more class

A dimuons in the MC set compared to its original simulation, and the normalized

event distributions as a function of the maximum track separation and minimum track

segment compared between the original and resampled simulation set are shown in

Figure B.2. Therefore, the resampled MC dataset provides a high statistics class A

dimuon events for the training of the dimuon classifier without simulating a compu-

tationally expensive event generation process.

Figure B.2: Comparison of the original simulation and the translated events after
applying the geometry resampling, as a function of the maximum track separation
(left) and minimum track segment (right). The vertical dashed line shows the class
A dimuon cut criteria.
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Appendix C: Visualization of the
Observed Events

The observed events in SR1 and SR2 are visualized in Figure C.1, Figure C.2, Fig-

ure C.3, and Figure C.4. The reconstructed single track (MuEx) is shown in the

green solid line with an illustrated blue Cherenkov cone along the track direction.

The DOM hits from the cleaned pulses (TTPulses) are shown in coloured blobs. The

colour gradient in the DOM hits represents the time information with blue being the

earliest hits and red being the latest hits. The size of the blobs represents the total

charge of the detected light in each DOM. Additional event information is also shown

in the plots in text.

Figure C.1: Event 1 observed in both SR1 and SR2.
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Figure C.2: Event 2 observed in SR2.

Figure C.3: Event 3 observed in SR2.
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Figure C.4: Event 4 observed in SR2.
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