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Abstract 

The interfaces between two immiscible fluids or between fluid and solid are ubiquitous. 

The interfacial properties between aquifers and hydrocarbons have significant effects on the 

distribution and production of gas and oil, whereas understanding the fluid-solid interfacial 

phenomena is important to CO2 sequestration in the saline aquifers and depleted reservoirs.  

The interfacial properties between aquifers and hydrocarbons are affected by the 

hydrocarbon and aquifer’s compositions. For natural gas, it consists of ethane (C2), propane (C3) 

and so on besides methane (C1), and the effects of heavier components (C2 and C3) on gas-water 

interfacial tension (IFT) are explored in this study by molecular dynamics (MD) simulations. We 

compare the IFTs of C1−water system, C1+C2−water system, C1+C3−water system, and 

C1+C2+C3−water system. It is found that heavier components can lower natural gas-water IFT 

because of stronger adsorption capacity on the interface. For crude oil, we use N-, S-, and O-

bearing compounds as polar components and n-decane as non-polar component to represent oil. 

We found that polar components can lower oil-water IFT, especially O-containing components. 

The mechanism behind this phenomenon is the polar components accumulate on the oil-brine 

interface by forming hydrogen bonds with water. The O-bearing components have the highest 

adsorption and hydrogen-bond density, corresponding to the lowest oil-water IFT. For the 

aquifer (i.e., formation water), it contains various monovalent and divalent cations (Na+, K+, 

Ca2+, and Mg2+) over a wide range of salt concentrations (up to ~4.5 M).  We investigate the 

effects of cation type and salt concentration on gas-brine and oil-brine interfacial properties. We 

found that cation type has a negligible effect on IFTs, but divalent ions generally have a more 

prominent double layer at the interface than that of monovalent ions. As salt concentration 

increases, gas-brine IFT increases obviously but oil-brine IFT only slightly increases. These 



iii 

works should provide a guidance for enhanced gas/oil recoveries. 

On the other hand, the interfacial properties between fluid and solid are determined by 

the solid surface properties and fluid compositions. Therefore, for the purpose of CO2 

sequestration, the solid surface wettability effects on CO2 solubility in water under confinements 

are studied. The confinement surfaces are represented by two different kaolinite basal surfaces, 

respectively. It is found CO2 solubility decreases as the confinement surface becomes more 

hydrophilic. The effects of aquifer properties can also be reflected by the confinement surface 

properties. For example, the deprotonation degree of silica surface varies as aquifer’s pH 

changes. In this study, we investigate the effects of pH (represented by silica surface 

deprotonation degree) and salinity of aquifer on CO2 solubility in silica nanopores. It is found 

that the brine in silica nanopores with low salinity and pH has a relatively high CO2 storage 

capacity in terms of the solubility mechanism. The pore size effect on CO2 storage is also studied 

in kerogen in shale reservoirs. Type II kerogen with different degrees of maturity (II-A, II-B, II-

C, and II-D) is chosen and three pore sizes (1, 2, and 4 nm) are designed. The results showed 

that, in the large pores (2- and 4-nm pores), CO2 distributes by dissolution form in the middle of 

the pore, but it forms some nano-sized clusters adsorbed on the surface. However, in the small 

pore (1-nm pore), CO2 occupies the pore space by displacing the original water, inducing an 

extremely high storage capacity. These works should shed some lights on CO2 storage evaluation 

in tight/shale formations. 
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1  Introduction 

1.1 Theoretical Background 

In this section, some basic concepts of molecular simulation as well as its theoretical 

background are briefly introduced.  

1.1.1 Overview 

Molecular simulation is a powerful tool in the situations such as nanometer scaled 

biphasic interfaces and extreme conditions (e.g., high temperature and high pressure), which are 

hardly accessible for experiments, but can be easily handled by molecular simulation. Molecular 

simulation can help understand the microscopic mechanisms and predict the unknown physics, 

which can be used to explain the incomprehensible phenomena and validate and modify the 

existing theories. Therefore, molecular simulation holds its unique merits as a potent alternative 

and supplement to experiments. Molecular simulation can be generally classified as molecular 

dynamics (MD) simulation and Monto Carlo (MC) simulation. However, before we set foot in 

molecular simulation, some basic concepts are necessary to be introduced first. 

1.1.2 Statistical Mechanics 

Statistical mechanics is the theoretical base for molecular simulation, bridging between 

the microscopic motion of particles (e.g., velocities and positions of atoms) and the macroscopic 

properties (e.g., temperature and pressure). Statistical mechanics successfully explain the 

macroscopic physical properties in terms of microscopic parameters fluctuating around average 

values by applying statistical methods and probability theory to large assemblies of microscopic 

entities. The foundation of statistical mechanics is generally credited to Ludwig Boltzmann and 

James Clerk Maxwell. Boltzmann established the relation between entropy and a collection of 
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microstates, and Maxwell developed models of probability distribution of such microstates.  

1.1.3 Ensemble 

An ensemble can be taken to represent the various possible states that a single system 

could be in. There are different ensembles based on interaction between the studied system and 

outside environment, namely, microcanonical ensemble (also called NVE ensemble), canonical 

ensemble (NVT ensemble), and grand canonical ensemble (μVT ensemble). microcanonical 

ensemble represents an isolated system with fixed number of particles (N), volume (V), and 

energy (E). Canonical ensemble stands for a system that can exchange energy with outside 

environment. In this way, it has constant number of particles (N), volume (V), and temperature 

(T). Grand canonical ensemble describes a system that allows to exchange mass and energy with 

outside environment. Therefore, it owns fixed chemical potential (μ), volume (V), and 

temperature (T). These ensembles correspond to the systems which are commonly seen in the 

experiments or nature. In fact, another ensemble with constant number of particles (N), pressure 

(P), and temperature (T) is also very common. We call it isothermal-isobaric ensemble. 

Theoretically, we can choose any ensemble to work with and obtain the equivalent 

thermodynamic properties. In reality, according to the properties we want to obtain, it is better to 

choose a proper ensemble which can greatly simplify the work.  

1.1.4 MD Simulation 

MD simulation is a technique for calculating the equilibrated and transport properties of a 

classical many-body system. In this context, the word “classical” indicates that the motion of 

particles (atoms or united atoms) obeys the Newton’s laws. This is an excellent approximation 

for a wide range of materials. Only when we consider the motion of light molecules (e.g., He and 

H2) or a vibration with a high frequency should we worry about the quantum effects. In MD 
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simulations, the atoms and molecules are allowed to interact for a fixed time, giving a view of 

the dynamic “evolution” of the system. the trajectories of atoms and molecules are determined 

by numerically solving Newton’s equation of motion for a system of interacting particles. The 

trajectories are analyzed by statistical mechanics theory to obtain equilibrated and transport 

properties. The typical procedure of running a MD simulation is described in Figure 1.1. 

 

Figure 1.1 Typical procedure for MD simulation 

 

1.1.5 MC Simulation 

MC simulation relies on repeated random sampling to obtain desired properties. In 

thermodynamics, the properties usually have a narrow distribution. Therefore, it would be much 

preferable to sample many points in the region where the function is large and few elsewhere. 

This idea is called “importance sampling”. MC is most often conducted in the canonical 

ensemble. It can be applied in isothermal-isobaric ensemble and grand canonical ensemble as 

well. Generally, we believe MC simulation and MD simulation can get the equivalent results 
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based on ergodic theorem. Ergodic theorem says that time average in a sufficient long time can 

be represented by ensemble average with a certain distribution at one instant. However, it is 

never strictly proved. In fact, there are some evidences suggest that the ergodic theorem breaks. 

For example, if there is a large energy barrier to prevent the system switching from one 

configuration to another, MD simulation may not cross the energy barrier and hence the phase 

space cannot be fully explored. However, the energy barrier has nothing influence on MC 

moves. In this situation, the results from MD and MC simulations may not equal. Besides, MC 

simulation cannot be conducted in microcanonical ensemble and MC simulation cannot be used 

to calculate transport properties (e.g., diffusivity). Each simulation method has its own 

advantages, sometimes we combine them together, which is so-called hybrid simulation (e.g., 

GCMD simulation). A typical MC simulation flow chart is shown in Figure 1.2.  

 

Figure 1.2 Typical flow chart for MC simulation 

 

1.1.6 Force Field 
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The motion of particles in the MD simulations and the potential in MC simulations are 

often calculated based on the so-called “force fields”. Force field stipulates the interaction rules 

between each pair of particles. It typically includes bonded interaction parameters and non-

bonded interaction parameters. Bonded interactions, including bond stretching, angle bending, 

proper dihedral, and improper dihedral. One example is described as follows. The bond 

stretching between two covalent atoms i and j is represented by a harmonic potential:  

 ( ) ( )
21

2

b

b ij ij ij ijV r k r b= − , (1.1)  

where 
b

ijk is the force constant, kJ/(mol·nm2); ijr and ijb are, respectively, the bond length and the 

balanced bond length between atoms i and j, nm.  

The bond-angle vibration between a triplet of atoms i−j−k is also represented by a 

harmonic potential: 

 ( ) ( )
2

01

2
a ijk ijk ijk ijkV k  = − ,  (1.2) 

where ijkk
 is the force constant, kJ/(mol·rad2); ijk and 

0

ijk  are, respectively, the angle and 

equilibrated angle formed by atoms i, j, k in sequence, where atom j is in the middle, and i and k 

are at the ends, with the unit as degree. 

Proper dihedral angle is the angle between two intersecting planes. This term is actually 

formed by four atoms connected continuously by three bonds, which is given as the first three 

cosine terms of a Fourier series. 

   ( ) ( )1 2 3( ) 1 cos 1 cos 2 1 cos 3d ijklV c c c      = + + − + +    ,  (1.3) 

where 1c , 2c and 3c are constants, kJ/mol;  is the dihedral angle formed by atoms i, j, k, and l.  

Some atoms in a molecule tend to exist on one plane, like, aromatic rings. Generally, the 
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center atom among these atoms will fluctuate apart from the plane with small amplitude. The 

interaction exist in this case is called improper dihedrals, which is expressed, for example, as, 

( ) ( )
2

0

1

2
id ijkl ijklV k  = − ,                                                            (1.4) 

where Vid is improper dihedral interaction; ijkl  is the angle between the center atom and the 

shared plane; ξ0 is equal to zero; and kξ is a force constant. 

The non-bonded interactions between atoms, which are separated by more than three 

bonds or belong to different molecules, are described solely by a pairwise-additive potential 

consisting of Lennard-Jones (LJ) 12-6 and Coulombic terms, 
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 = − +           

,  (1.5) 

where ij  and ij are the LJ energy and size parameters, respectively; ijr  is the site-site separation 

distance, iq  and jq  are the partial charges on sites i  and j , and 0  is the dielectric permittivity 

in vacuum. The cross LJ parameters between unlike molecules are described by combining rules 

(e.g., geometric average or Lorentz-Berthelot rules) based on the corresponding force filed. 

1.2 Research Motivation 

Fossil fuel such as natural gas and oil is one of the dominant energy resources in modern 

society. The fossil fuels are generally extracted from gas/oil reservoirs underground. In these 

environments, water or brine (water contains various salt ions) always coexists with natural gas 

or oil, forming a two-phase area. Interfacial properties between these two phases, for instance, 

interfacial tension (IFT), are important parameters for gas and oil production. During gas 

production, capillary pressure induced by gas-water (brine) IFT can cause serious pore-blocking 

problems, especially in tight/shale gas reservoirs [1]. On the other hand, reducing oil-brine IFT 
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to an ultra-low value (10-2~10-3 mN/m) can dramatically reduce the residual oil saturation [2-5]. 

Therefore, understanding the interfacial properties between water (brine) and gas/oil is of great 

significance to the gas/oil production. 

Meanwhile, with the increasing consumption of fossil fuel, a huge amount of carbon 

dioxide (CO2) has been released into the atmosphere. Since the industrial revolution, the CO2 

concentration in the atmosphere has gone through a dramatic increase from ~280 ppm to the 

current levels of ~410 ppm [6], causing some undesired climate issues [7, 8]. To alleviate this 

problem, CO2 capture, utilization, and storage (CCUS) become vitally important [7-9]. The main 

geological targets for CO2 storage are saline aquifers and depleted gas/oil reservoirs [10, 11], 

where CO2 solubility trapping [7, 8, 12] might play an important role because a massive amount 

of water is present. In the saline aquifers and depleted gas/oil reservoirs, there exists a 

considerable number of micropores (< 2 nm) and mesopores (≥ 2 nm), especially in tight/shale 

formations. It is proved that gas solubility is significantly affected by the confinement in nano-

scaled pore because of the non-negligible interfacial interaction between confinement and fluids 

[13]. Therefore, the fundamental understanding of the interfacial interaction and phenomena 

among confinement, CO2, and water (or brine) can lay a solid foundation for CO2 storage in 

nano-porous saline formations and depleted shale/tight reservoirs.  

To conclude, in both processes of enhanced gas/oil recovery and CO2 sequestration, the 

fluid-fluid or fluid-solid interfacial properties are vitally important. In the gas/oil recovery 

process, the influence factors for fluid-fluid interfacial properties include gas/oil components, the 

aquifer components, and additives. In detail, for example, in natural gas, the heavy components 

other than methane (such as ethane and propane) might affect gas-water interfacial properties 

[14]. Besides, in crude oil, polar components (O-, N-, and S-bearing compounds) also affect oil-
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water interfacial properties [15]. In addition, the presence of salt ions in aquifers with various 

types and concentrations has various effects on gas/oil-aquifer interfacial properties. On the other 

hand, in the CO2 sequestration process, the confinement properties (such as surface wettability 

and pore size) are dominant factors to determine the CO2 storage amount when the solute and 

solvent are given. However, if the properties of solvent (such as pH and salinity) vary, then the 

CO2 storage amount would be affected as well. Therefore, the motivation of this work is 

summarized as below. 

⚫ While the experiments show that the presence of C2 and C3 can lower the IFT between C1 

and water, the mechanisms behind these phenomena are unclear. 

⚫ Only limited works studied the effects of salt ions on methane-brine IFT. These works are 

limited by a small range of salinity (~10 wt% of NaCl solution) and only considered NaCl 

as salt. However, salinity in real reservoirs can be up to 35 wt% and the various salt ions 

present in the brine such as K+, Mg2+, Ca2+, SO4
2-, and HCO3

-. The effects of high salinity 

and salt type should be explicitly studied.   

⚫ The oil-brine IFT is quite under debate from both experimental and simulation 

perspectives. The simulation method has the merit of controlling the oil components (on 

the contrary, the exact components of crude oil are unavailable), but must be done with 

great care to choose the force field and check the finite size effect. In addition, the effects 

of commonly presented polar components (O-, N-, and S-bearing compounds) on oil-

brine IFT are rarely studied. Therefore, the molecular simulation is necessary to clarify 

the dispute of salinity effects on oil-brine IFT and reveal the effects of the polar 

components on oil-brine IFT. 

⚫ The results of gas solubility in nano-confinements are contradictory. In addition, the 
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dominant factors to determine the gas solubility are not clear yet. From the CO2 

sequestration view, if the gas and solvent are given (CO2 and water, respectively), the 

confinement properties are the determining factors, especially the surface properties. 

Therefore, it is necessary to study the effects of confinement surface properties on CO2 

solubility in water, which determine the CO2 storage amount underground. 

⚫ The properties of the aquifer have significant effects on CO2 distribution in the nanopore. 

For example, different pH values of the aquifer make the silica substrate have different 

degrees of deprotonation, and the salt ions have different distributions near the surface 

correspondingly, and CO2 distributes differently further. In this way, the CO2 storage 

amount in these pores is determined by the pH values of the aquifer, which is not studied 

yet. 

⚫ Shale reservoirs are also a good option to sequestrate CO2. One unique character for shale 

reservoirs is the relatively enriched organic matter (i.e., kerogen). The effects of kerogen 

maturity and pore size on CO2 storage capacity and mechanisms are not studied yet. 

1.3 Research Objectives 

This research has two main objectives: 1) the main factors affecting the interfacial 

properties between aquifer and hydrocarbon during gas and oil production from microscopic 

view; 2) interfacial interactions in the CO2/aquifer/confinement systems affecting CO2 

dissolution amount related to CO2 sequestration. The detailed objectives are listed below: 

⚫ Study the effects of heavier components in natural gas (C2 and C3) on natural gas-water 

interfacial properties and explore the underlying mechanisms. 

⚫ Study the effects of salt ions in aquifer including various cations and salinity on C1−brine 

interfacial properties and explore the underlying mechanisms. 
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⚫ Clarify the salinity effects on oil-brine IFT, study the effects of polar components in oil 

on oil-brine interfacial properties, and explore the underlying mechanisms. 

⚫ Study the effects of confinement surface hydrophilicity on fluid distributions in the nano-

confinements, clarify the gas over-solubility/under-solubility issue in confinements, and 

explore the underlying mechanisms. 

⚫ Study the effects of salinity and pH of aquifers on CO2 distribution and solubility in the 

realistic sand nanopores at atomic scales. 

⚫ Study the effects of kerogen maturity and pore size on CO2 storage capacity and 

mechanisms in shale reservoirs.  

1.4 Organization of Thesis 

This thesis is divided into 8 chapters. Chapters 2 to 7 have been published in peer-

reviewed journals, which can be classified as two broad headings: influence factors of interfacial 

properties between water (or brine) and hydrocarbon fluids in relation to enhanced gas/oil 

recovery and influence factors of CO2 storage in shale/tight formations in relation to CO2 

sequestration. Therefore, there might be some repetitions of text in these chapters.  

Chapter 1 gives a general introduction of theoretical background and provides the 

motivation and objectives of this research. Chapter 2 interprets the effect of heavy components 

(C2 and C3) in natural gas on gas-water IFT by applying the relative adsorption theory. Chapter 

3 probes the ion effect including cation valency and ion concentration on methane-brine IFT. 

The distribution patterns of ions, methane, and water are presented, and the underlying 

mechanisms are elucidated by the Gibbs surface excess theory. Chapter 4 switches to oil-brine 

interfaces. We summarize all the representative but controversial works of the salt concentration 

effect on oil-brine IFT. We analyze the possible reasons leading to the different conclusions and 
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give our own opinion on it. Chapter 5 investigate the fluid-solid interfaces, relating to CO2 

sequestration in the tight formations. It shows that the solid surface wettability strongly 

influences CO2 solubility in nano-confinement. Chapter 6 explores the effects of pH and salt 

concentration of aquifers on CO2 solubility in silica nanopores. Chapter 7 extends to the effects 

of kerogen maturity and pore sizes on CO2 storage in shale formations. CO2 storage mechanisms 

in different sized pores as well as CO2 storage capacities in different types of kerogen pores are 

analyzed thoroughly. Chapter 8 lists the key findings and points out the limitations of this study. 

All the supporting information for helping understand the main text are combined and presented 

in the Appendices section after Chapter 8. Likewise, all the references appearing in the main text 

and Appendices are combined and listed after Appendices.  
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2  Effect of Heavy Gas Components on Water-Natural Gas 

Interfacial Properties 

2.1 Introduction 

Gas hydrates are crystalline water-based solids physically resembling ice, in which non-

polar (typically gases) or polar molecules are trapped inside the cages of frozen water molecules. 

Hydrocarbon gases from methane to iso-butane, and several other gas molecules, such as noble 

gases and carbon dioxide, can act as guest molecules in gas hydrates [16-18]. Hydrate formation 

requires specific thermodynamic conditions, generally high pressure and low temperature [16-

18]. Gas hydrate is an important unconventional energy resource, with massive amount deposited 

on the deep ocean floor [19, 20]. In addition, it is also an alternative method to store and 

transport natural gas. While liquefied natural gas (LNG) requires unfavorably low temperature 

operating conditions (approximately 110 K at atmospheric pressure), gas hydrate can be stored at 

much higher temperature (at 253 K and atmospheric pressure) [14, 18, 21, 22]. On the other 

hand, gas hydrate formation can cause flow assurance problems in pipelines, which can block 

gas flow and transport [16, 18, 23]. Therefore, understanding the fundamental properties of gas 

hydrate formation is key to the unconventional energy prospection and flow assurance problems. 

Gas hydrate formation is closely related to the interfacial phenomena, among which the 

interfacial tension (IFT) between gas and water plays an important role [14, 18, 20]. 

In the past few decades, there have been many experimental works [20, 24-33] on the 

measurement of IFT between water and methane, which is the dominant constituent of natural 

gas. Experimental measurements show that as pressure increases, IFT between methane and 

water shows a sharp decrease first, then followed by a moderate decrease, and finally slowly 
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increases [26, 31, 33]. In addition, IFT generally decreases as temperature increases [20]. In 

addition to methane, other hydrocarbon molecules, such as ethane and propane, can be the guest 

molecules. Recently, Khosharay and Varaminian [32] measured the IFTs of methane-water, 

ethane-water, and propane-water from 284.15 K to 312.15 K and pressure up to 60 bar. They 

reported that IFTs between gas and water in all three systems decrease with increasing pressure 

and temperature. Moreover, the decrease in IFTs with pressure for the heavier hydrocarbons is 

more significant than the lighter ones. Hayama et al. [14] measured the IFT between natural gas 

mixtures (methane + ethane + propane) and water from 283.2 K to 298.2 K and up to 100 bar. 

They found that natural gas-water IFTs decrease as pressure increases at all temperature 

conditions. Furthermore, they observed the larger content of ethane and propane, the faster IFT 

decrease with increasing pressure. While experimental measurements can provide some insights 

into the IFTs between gas and water, these works are generally limited to a small range of 

temperature and pressure conditions and the underlying mechanisms about the IFTs between gas 

and water are still less clear.  

 On the other hand, a number of modelling [33-41] and molecular simulation [16, 39, 40, 

42-44] works have been reported on the IFT between methane and water. Most of modeling 

works are based on statistical thermodynamics and take into account the density gradients at 

interfaces, such as integral and density functional theories [34, 35] as well as density gradient 

theory (DGT) [33, 36-41]. Simulation works, either based on Monte Carlo (MC) [39, 40, 42] 

simulation or Molecular Dynamics (MD) simulation [16, 40, 43, 44], which explicitly consider 

intermolecular interactions, have been applied to study the IFT. In general, all the theoretical and 

simulation results show that the IFT between methane and water decreases steeply with 

increasing pressure first and followed by a moderate increase at high pressures [31, 32, 39, 44]. 
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In particular, molecular simulation can study the interfacial phenomena at molecular scale, which 

is hardly accessible by experiments [14, 44, 45]. Although these works have provided the 

underlying mechanisms about interfacial phenomena of pure methane, CO2 and their mixtures 

with water, the IFTs between hydrocarbon mixtures-water remains less understood.  

Therefore, in this work, we use MD simulations to study hydrocarbon-water IFT under 

wide range of pressure (from about atmospheric pressure up to ~1100 bar) and various 

temperature (278.15 K and 298.15 K) conditions. We first calibrate our simulations by 

comparing the IFTs between methane-water, ethane-water, and propane-water to that from the 

experimental measurements. Then, we study the IFTs between various binary, ternary 

hydrocarbon mixtures and water and explicitly investigate the effect of pressure, temperature, 

gas mixture composition. The underlying mechanism of decrease in IFT due to the addition of 

ethane and propane is explained by density profiles and relative adsorption [46, 47].  

The remainder of this chapter is organized as follows. In Section 2.2, we introduce the 

simulation systems and procedures. In Section 2.3, we present the simulation results and 

investigate the effect of pressure, temperature, and gas phase compositions on the IFTs between 

pure and hydrocarbon mixtures-water. In Section 2.4, we summarize the key conclusions and 

discuss the potential implications.  

2.2 Simulation Methodology 

2.2.1 Simulation System 

In this work, we employ GROMACS package [48, 49] at canonical ensemble to obtain 

the thermodynamic properties of hydrocarbon-water interfaces. During each simulation, the 

number of molecules (N), system volume (V), and temperature (T) are fixed. The simulation box 

has a rectangular shape with dimension of 3.9×3.9×31.1 nm3. Each system contains a water-slab 
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of 2,000 water molecules with dimension of 3.9×3.9×3.9 nm3 at the center of the box. The spaces 

on left- and right-hand sides of water-slab are filled with hydrocarbon molecules (C1, C2, C3 or 

their mixtures) (see Figure 2.1). System pressure is dependent on the total number of 

hydrocarbon molecules, varying from 200 to 5,200. Three-dimensional periodic boundary 

conditions are used. Finite size effect has been checked by doubling the dimensions of x and y 

axis (7.8×7.8×31.1 nm3). The relative difference in IFTs is within 5%, indicating negligible finite 

size effect. 

 

Figure 2.1 Snapshot of a hydrocarbon mixture-water system. Red spheres represent oxygen 

atoms, white spheres represent hydrogen atoms, purple spheres represent methane pseudo-atoms, 

yellow spheres represent ethane pseudo-atoms, and green spheres represent propane pseudo-

atoms. 

 

We simulate various pure and hydrocarbon mixtures-water systems, including methane-

water (C1-water), ethane-water (C2-water), and propane-water (C3-water), 80±0.2% methane and 

20±0.2% ethane mixture-water (C1+C2-water), 80±0.2% methane and 20±0.2% propane mixture-

water (C1+C3-water), and 80±0.2% methane, 10±0.1% ethane, and 10±0.1% propane mixture-

water (C1+C2+C3-water) systems, respectively. The gas phase composition of hydrocarbon 

mixtures represents the mole fraction in bulk, which is far away from the hydrocarbon-water 
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interfaces.  

The procedure of each simulation is as following. At first, water-containing and 

hydrocarbon-containing slabs are equilibrated for 2 ns in the NVT ensemble. Then, the 

simulation box is generated by combining water and hydrocarbon cells along z  direction. Next, 

equilibration run of 2 ns for the combined system is performed in the NVT ensemble. Finally, the 

equilibration is followed by a production run of 6 ns. Four sets of independent production runs 

(total of 24 ns) are performed for each condition to obtain a good statistical average. 

2.2.2 Molecular Model 

TraPPE-UA model [50] is used to describe hydrocarbon molecules, in which CH4, -CH3 

and -CH2- groups are regarded as pseudo-atoms in n-alkanes, whereas TIP4P/2005 model [51] is 

used to describe water molecules. It has been shown that TIP4P/2005 model is one of the most 

accurate models for gas-water IFT compared to other water models [43, 52].  

A simple pairwise-additive potential consisting of Lennard-Jones (LJ) 12-6 and 

Coulombic terms is used to model the non-bonded interactions [50]. LJ potentials are truncated 

at 1.9 nm and the long-range electrostatic interactions are addressed by particle-mesh Ewald 

(PME) method. The values of the LJ and Coulomb parameters for water and hydrocarbon 

molecules are summarized in Table A1 (see Appendix A). 

For bonded interactions, LINCS algorithm is used to constrain the bond length of C2 and 

C3 molecules, while SETTLE algorithm is used to fix the bond length and angle of water 

molecules. During the full simulation, temperature is controlled by v-rescale thermostat with a 

relaxation time of 0.1 ps. The equations of motion are integrated by Leap-Frog algorithm with a 

time step of 2 fs. The IFT between hydrocarbon and water   is obtained by [53], 
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where zL  is the (average) box size in the z direction, and Pαα (α=x, y, z) is the diagonal element 

of pressure tensor. 

2.3 Results and Discussion 

 In this section, we first study the IFTs and density distributions of pure hydrocarbon-

water systems. We calibrate our MD simulation by comparing to experimental data. Then, we 

investigate the hydrocarbon mixture-water systems to understand the underlying mechanisms of 

the IFT reduction due to the addition of the heavier hydrocarbons.   

2.3.1 Pure Hydrocarbon-Water Systems 

To calibrate our simulations, IFTs in the systems of C1-water, C2-water, and C3-water 

from MD simulations are compared with experimental data at 298.15 K as shown in Figure 2.2. 

The system pressure is dictated by zzP . Overall, the agreement between our simulation and 

experiments is very good. Both experimental data and our simulations show that IFTs decrease 

with pressure and the decline rates become less significant when pressure exceeds a certain value 

in C1-water system. The IFTs in C2-water and C3-water systems decrease approximately linearly 

as pressure approaches saturation pressure (41.9 bar and 9.5 bar at 298.15 K for C2 and C3, 

respectively [54]). C3-water system has the highest IFT decline rate, followed by C2-water and 

C1-water systems.  
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Figure 2.2 IFTs of pure C1-water, C2-water, C3-water systems from MD simulations and 

experimental data at 298.15 K 

 

IFT is closely related to the molecular configurations and distributions in the interfacial 

region [33, 37-39, 42-44]. We present the snapshot of above-mentioned systems in Figure 2.3. 

We observe that hydrocarbon molecules accumulate at the hydrocarbon-water interfaces, where 

hydrocarbon density is higher than that away from the interfacial regions, especially in C3-water 

system. In Figure 2.4, we present the density distributions of hydrocarbon and water along z 

direction at various pressures. To better visualize the enrichment of hydrocarbons at the 

interfaces, we present the reduced hydrocarbon density distributions 
iC


, which is defined as 

 ( ) ( ) , 1, 2, 3
i i i

bulk

C C Cz z i and   = = ,  (2.2) 

where 
i

bulk

C  is the bulk density of corresponding hydrocarbon component in the hydrocarbon-
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rich phase. The origin is set at the mass-center of water slab in the z direction. Due to symmetry, 

we only present the right-hand side of the origin. For all conditions, water solubility in gas phase 

is negligible. We also present the bulk hydrocarbon densities at the corresponding pressures from 

NIST Chemistry Webbook  [54]. While hydrocarbons accumulate at the interfaces, in the regions 

far away from the interfaces, the hydrocarbon density distributions agree excellently with NIST 

data. As shown in Figure 4a, as pressure increases, the interface thickness increases first, then 

decreases. However, the peak of 
1C
  decreases from 2.63 at 17.4 bar to 1.02 at 797.7 bar 

continuously. It is because as pressure increases, the enrichment of C1 at the C1-water interfaces 

becomes less significant. As a result, the IFT between C1 and water decreases continuously in 

line with other experimental and simulation works [20, 27-30, 32, 33]. Similar to the C1-water 

system, the peak of 
2C
  decreases from 5.69 at 3.6 bar to 4.15 at 39.0 bar. The enrichment of C2 

is more significant than that of C1, because C2-water interaction is stronger than that of C1-water. 

In C3-water system, the peak of 
3C
 is even larger than that of C2, but it shows a slight increase 

from 10.76 at 2.7 bar to 13.72 at 8.9 bar. At low pressures, the enrichment of C3 becomes 

stronger as pressure increases.  
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Figure 2.3 Snapshots of (a) C1-water system at 34.1 bar; (b) C2-water system at 25.3 bar; (c) C3-

water system at 8.9 bar. The color indexes are the same as Figure 2.1. 

 

Figure 2.4 (a) Density profiles of C1-water system along z direction at 298.15 K. Inset depicts 

the reduced methane density distributions at the corresponding pressures along z direction. (b) 

The same as (a), but for C2-water system. (c) The same as (a), but for C3-water system. Orange, 

black, red, and blue lines represent water, methane, ethane, and propane density distributions, 

respectively. 

 

Gama and Evans [46] and Wadewitz and Winkelmann [47] used the relative adsorption 

to study the dependence of IFTs on pressures. In this work, we expand the definition of relative 

adsorption from binary mixture system (e.g., pure hydrocarbon-water system) to multi-

component mixture system, in which the gas phase is not limited in pure component. The relative 

adsorption of each hydrocarbon component with respect to water ,iC w  in multi-component 

mixture system is given as [46] 

 , ( ) , 1, 2, 3
i iC w C iC z dz i and

+

−
 = −  = ,  (2.3) 
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where Ci (i=1, 2, and 3) and w denote corresponding hydrocarbon component and water, 

respectively; I and II represent hydrocarbon-rich and water-rich phases, respectively; I

iC  and 

II

iC  represent the bulk density of hydrocarbon component Ci in phase I and II, respectively; 
I

w  

and 
II

w  represent the bulk density of water in phase I and II, respectively. In Figure 2.5, we 

present the relative adsorptions of C1 to water 
1 ,C w  at 298.15 K and up to 3000 bar. At low 

pressures, IFTs of C1-water system show a sharp decrease with pressure, followed by a moderate 

decrease until an intermediate pressure, and finally IFT increases slightly when the pressure is 

high. We observe that when 
1 , 0C w  , IFTs decrease with pressure; when 

1 , 0C w  , IFTs 

increase with pressure. Such behavior is in line with the previous theoretical findings [33, 38, 

39].  

 

Figure 2.5 Relative adsorption and IFT in C1-water system at 298.15 K 
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We also investigate the effect of temperature on the IFT of C1-water system as shown in 

Figure 2.6. As temperature increases, IFT decreases. At low pressures, IFT decline rate is higher 

at lower temperature condition, as the relative adsorption is more significant. However, at high 

pressures, the dependence of IFTs on temperature becomes negligible. Hayama et al. [14] also 

reported that the measured IFTs of C1-water system are comparable for temperature ranging 

from 283.2 K to 298.2 K.  

 

Figure 2.6 Relative adsorptions and IFTs of C1-water systems at different temperatures 

 

2.3.2 Hydrocarbon mixture-water systems 

In Figure 2.7, we present the IFTs of various hydrocarbon mixture-water systems at 

298.15 K. For comparison, we also depict the IFT of C1-water system at the same temperature. 
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Similar to Figure 2.2, as pressure increases, IFTs of hydrocarbon mixture-water systems 

decrease, but show higher decline rates due to the addition of the heavier components comparing 

to IFTs of C1-water systems. After certain pressures, they reach plateau.  

 

Figure 2.7 IFTs of C1-water, C1+C2-water, C1+C2-water, and C1+C2+C3-water systems at 298.15 

K 

 

To better understand the effect of the heavier hydrocarbons on IFTs, we present the 

density distributions of C1+C2-water, C1+C2-water, and C1+C2+C3-water systems at various 

pressures in Figures 2.8-2.10. For clarity, we also depict the reduced hydrocarbon density 

distributions. Similar to pure hydrocarbon-water systems, water solubility in gas phase is 

negligible. The bulk densities of hydrocarbons in gas phase agree excellently with the Peng-

Robinson Equation of State (PR-EOS) [55], with relative errors less than 5 %. At low pressures, 

all hydrocarbon components show enrichment at the interfaces, as C3 shows the strongest 
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enhancement. As pressure increases, such enrichment becomes less significant and the reduced 

hydrocarbon distributions approach unity at high pressures.  

 

Figure 2.8 Density distributions of C1+C2-water system at (a) 16.7 bar; (b) 99.1 bar; (c) 218.6 

bar; (d) 886.6 bar along z direction at 298.15 K. Insets depict the reduced hydrocarbon densities. 

Orange, black, and red lines represent water, methane, and ethane density distributions, 

respectively.  
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Figure 2.9 Density distributions of C1+C3-water system at (a) 15.9 bar; (b) 78.0 bar; (c) 286.8 

bar; (d) 1119.7 bar along z direction at 298.15 K. Insets depict the reduced hydrocarbon 

densities. Orange, black, and blue lines represent water, methane, and propane density 

distributions, respectively.  
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Figure 2.10 Density distributions of C1+C2+C3-water system at (a) 16.4 bar; (b) 94.3 bar; (c) 

211.0 bar; (d) 988.6 bar along z direction at 298.15 K. Insets depict the reduced hydrocarbon 

densities. Orange, black, red, and blue lines represent water, methane, ethane, and propane 

density distributions, respectively. 

 

In Figures 2.11-2.13, we present the hydrocarbon relative adsorptions of various 

hydrocarbon mixture-water systems. For a better comparison of hydrocarbon adsorption 

capabilities at the interface, we define a normalized relative adsorption ,iC w

  as 

 , ,i iC w C w i
 =  ,  (2.7) 

where i  is the bulk molar fraction of Ci in gas phase. The total relative adsorption ,total w  is 
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given as 

 
, ,itotal w C w

i

 =  .  (2.8) 

For 80% methane and 20% propane mixtures, the upper dew point pressure 
upper

dewP  is around 88 

bar at 278.15 K from PR-EOS [55]. To avoid the phase split of hydrocarbon mixtures, we only 

consider pressures higher than 
upper

dewP . For other cases, the gas mixtures are always in single gas 

phase. At lower temperature, the relative adsorptions are stronger for all hydrocarbon 

components at low pressures, while at high pressures they are similar. Comparing to the lighter 

component, the heavier hydrocarbon has a higher normalized relative adsorption. It is because 

water-hydrocarbon interactions are stronger for lower temperature and heavier hydrocarbons.  

The effects of pressure and temperature on IFT are similar to that of C1-water system.  

  

Figure 2.11 Relative adsorptions and IFTs in C1+C2-water system at different temperatures 
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Figure 2.12 Relative adsorptions and IFTs in C1+C3-water system at different temperatures 
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Figure 2.13 Relative adsorptions and IFTs in C1+C2+C3-water system at different temperatures 

 

We also compared the total relative adsorptions of various hydrocarbon mixture-water 

systems and IFTs at 298.15 in Figure 2.14. For comparison, we also present the relative 

adsorption and IFT of C1-water system. The larger fraction of the heavier hydrocarbon 

components, the higher IFT decline rate at lower pressures. In addition, IFT reaches plateau at a 

lower pressure. As shown in Figure 2.14(b), with larger content of the heavier hydrocarbon, the 

total relative adsorption is higher at low pressures and the corresponding pressure when the total 

relative adsorption vanishes is lower as well. This phenomenon can be attributed to the so-called 
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“competitive adsorption” [56-58]. C3 has the strongest adsorption at the interfaces due to the 

strongest hydrocarbon-water interactions, followed by ethane and methane. Therefore, with the 

presence of C2/C3, C1 will be displaced by C2/C3 at the interfaces. As a result, the total relative 

adsorption is enhanced with the addition of C2/C3, and subsequently, the IFTs are lowered.  

 

Figure 2.14 Total Relative adsorptions and IFTs in different systems at 298.15 K 

 

2.4 Summary 

In this chapter, we use MD simulations to study the IFTs of pure hydrocarbon-water and 

hydrocarbon mixture-water systems [28, 32]. For pure hydrocarbon-water system, IFTs decrease 

with pressure and the decline rate becomes less significant when pressure exceeds a certain value 

in C1-water system. IFTs in C2-water and C3-water systems decrease approximately linearly as 



31 

pressure approaches saturation pressure. At low pressures, hydrocarbons have significant 

enrichment at the interfaces due to hydrocarbon-water interactions, resulting in positive relative 

adsorptions. At pressure increases, such enrichment becomes less significant. The IFTs of 

methane-water system decrease with temperature. Our simulation shows an excellent agreement 

with experimental data [28, 32].  

For hydrocarbon mixture-water system, similar to the pure hydrocarbon-water systems, 

IFTs decrease with pressure until reaching a plateau. IFT is generally lower at a higher 

temperature, while becomes similar as pressure increases. With the addition of the heavier 

components, IFTs show higher decline rates, and reach plateau at lower pressures. This is 

because the heavier components have stronger hydrocarbon-water interactions, resulting in larger 

relative adsorptions at low pressures and more readily saturate the interfacial regions. Our studies 

provide some key insights into the interfacial phenomena between hydrocarbons and water, 

which play an important role in energy prospection and flow assurance problems.  
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3  Effects of Ion Valency and Concentration on Brine-

Methane Interfacial Properties 

3.1 Introduction 

Gas-water interface is ubiquitous and plays a key role in a plethora of chemical, physical, 

biological, and atmospheric processes [59]. One illustrative example is the existence of natural 

gas-water interfaces underground in gas reservoirs. Natural gas mainly consists of methane 

(typically > 90% in volume content), which has become an increasingly important energy 

resource due to its fewer greenhouse gas emissions and air pollutants comparing to other fossil 

fuels [1, 60, 61]. The natural gas production is significantly affected by the properties of 

formation water so-called brine as well as the gas-brine interfacial phenomena. During gas 

production, capillary pressure induced by gas-brine interfacial tension (IFT) can cause serious 

pore blocking problems, especially in tight/shale gas reservoirs [1], which is highly undesirable 

[62-65]. Thus, the knowledge about the gas-brine IFT plays a key role in the optimization of 

natural gas production process.   

In the past decades, there have been a number of works, including experiments [20, 25-

33], theoretical models [33-41], and molecular simulations [16, 39, 40, 42-44, 66], studying IFT 

between natural gas and pure water over wide ranges of pressure and temperature. While these 

works are valuable, formation water is brine containing various ions, they cannot provide insight 

information about the gas-brine IFT. Recently, Kashefi et al. [33] measured methane-brine IFT 

over a wide range of temperature between 311 and 473 K, pressure up to 920 bar, and NaCl 

concentration up to 10 wt%. They found that IFT decreases as pressure increases, and such 

decrease is more significant at lower temperatures, then reaches plateau at high pressures. They 
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also found that IFT increases as salt concentration increases. While experimental measurements 

can provide valuable insights into gas-brine IFTs, they cannot reveal the underlying mechanisms 

of the effects of salts on gas-brine IFT. On the other hand, a few modeling [33, 67, 68] and 

molecular simulation [44] works have been conducted on the gas-brine IFT. However, most of 

modeling works are based on thermodynamics or statistical mechanics theories to fit the 

experimental data, using empirical fitting parameters. Molecular simulations can consider the 

intermolecular interactions to study the interfacial phenomenon as well as the IFT in the gas-

brine systems from molecular perspectives, which are hardly accessible by experiments [44, 66]. 

Yang et al. [44] used molecular dynamics (MD) simulations to study IFT between methane and 

brine (NaCl solution) with temperature between 311 and 473 K, pressure up to ~1000 bar, and 

NaCl concentration up to ~14 wt%. Their results are comparable to the experimental data from 

Kashefi et al. [33].  

Although these simulation works provided important insight into the effect of salts on 

gas-brine IFT, still a number of questions remain unsolved. First, all of the above-mentioned 

simulation works only consider Na+ and Cl- as salt ions in the brine. However, brine can contain 

other salts, such as K+, Mg2+, Ca2+, SO4
2-, and HCO3

- [69, 70]. The effects of ion types, 

especially the multivalence, should be investigated explicitly. Second, the highest salt 

concentration considered is only around 14 wt% in the experimental measurements and 

simulations, while the salt concentrations in brine can be up to 35 wt% [69, 70]. The 

understanding on the effects of ions on gas-brine IFT, especially at high salt concentrations (e.g., 

>20 wt%) is still in blank, which is of great importance to the natural gas production in high 

salinity gas reservoirs. 

Therefore, in this work, we use MD simulation to study IFT between methane, which is 
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the main constituent of natural gas, and brine with various cations (Na+, K+, Ca2+, and Mg2+) and 

Cl- over wide ranges of pressure (50 to 500 bar) and salt concentration (~0.50 to ~4.53 M, i.e. 

between ~3.0 and ~23.6 wt% in terms of NaCl solution) at a typical gas reservoir temperature 

(353 K). We first calibrate our simulations by comparing the brine bulk densities and methane-

NaCl brine IFTs with those from experimental measurements [33, 71]. Then, we study the 

methane-brine IFT and explicitly investigate the effects of pressure, cation types, and ion 

concentrations on IFT and interfacial structures. The underlying mechanisms are explained by 

molecular and ionic distributions at gas-brine interfaces. 

The remainder of this chapter is organized as follows. In Section 3.2, we introduce 

simulation systems and procedures. In Section 3.3, we present simulation results and investigate 

the effects of pressure, cation types, and ion concentration. In Section 3.4, we summarize the key 

conclusions and discuss the potential implications. 

3.2 Simulation Methodology 

 In this section, we first present the simulation system, and then introduce molecular 

models.  

3.2.1 Simulation System 

In this work, we employ GROMACS software package [48, 49] in NPzT ensemble (i.e., 

with a fixed number of atoms and molecules, a constant pressure in z-direction normal to the 

interface, and a constant temperature) to obtain thermodynamic and structural properties of 

methane-brine interfaces. All systems possess a brine-slab containing 6000 H2O molecules in the 

center of the rectangular box with cross-sectional area of 5.0×5.0 nm2. The salt concentrations 

indicated in this work are those in bulk brine. The spaces on the left- and right-hand sides of 

brine-slab are filled with methane molecules of number ranging from 1650 to 6200. The box 
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length in the z direction is controlled by Pz. An example of the initial configuration of the 

simulation box is shown in Figure 3.1. Three-dimensional periodic boundary conditions are 

applied. The box dimensions are selected to have negligible finite size effects as in previous 

simulation works on vapor-liquid IFT [72-74]. 

 

Figure 3.1 Initial configuration of methane-NaCl solution system  

 

The simulation procedure is as following. At first, brine-containing and methane-

containing cells are equilibrated for 2 ns in NVT (with constant number of atoms and molecules, 

volume, and temperature) ensemble, respectively. Then, the simulation box is generated by 

combining brine and methane cells along the z direction. Next, equilibration run of 1 ns for the 

combined system is performed in NVT ensemble and followed by another 4 ns for equilibration 

in NPzT ensemble. Then, a production run of 5 ns is performed in NPzT ensemble. Four sets of 

independent production runs (total of 20 ns) are performed for each condition to obtain a good 

statistical average.  

The system temperature is controlled by v-rescale thermostat [75] with a relaxation time 

of 0.1 ps. The system pressure for equilibration and production are coupled with a semi-isotropic 

Berendsen barostat [76] with a relaxation time of 0.5 ps, and Parrinello-Rahman barostat [77] 

with a relaxation time of 1 ps, respectively. The equations of motions are integrated by Leap-
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Frog algorithm [78] with a time step of 2 fs. The atomic and molecular trajectories are saved 

every 50 steps (100 fs) for data analysis. 

3.2.2 Molecular Model 

Methane molecules are described by TraPPE-UA model [50], in which CH4 is regarded 

as a pseudo molecule, whereas water molecules are described by TIP4P/2005 model [51]. Na+, 

K+ and Cl- ions are modeled using the parameters developed by Dang [79], and the parameters of 

Mg2+ and Ca2+ in this study are obtained from Aqvist [80]. Previous works have verified that the 

combination of these models performs well in gas-water/brine IFT over wide ranges of pressure 

and temperature, revealing excellent agreements with experimental data and other simulation 

results [43, 44, 66, 81-85]. For further validation of these force fields, we compare the IFTs in 

methane-NaCl solution system and brine densities including NaCl, KCl, MgCl2, and CaCl2 

solutions with experimental measurements, respectively. The good agreements suggest that the 

models of water, methane, and ions are coupled well in our simulations (see Section 3.3.1). 

LJ potential and real-space electrostatic interaction are truncated at 1.7 nm. The long-

range corrections due to the cut-off for LJ potential are applied in terms of pressure and energy 

[86]. Fourier-space electrostatic interaction is addressed by particle-mesh Ewald (PME) method 

[87]. The LJ and Coulombic parameters for methane, water, and ions are summarized in Table 

B1 (see Appendix B). For bonded interactions, SETTLE algorithm [88] is used to fix the bond 

length and angle of water molecules.   

3.3 Results and Discussion 

 In this section, we first calibrate our simulation model by comparing to experimental data 

on brine densities and methane-NaCl solution IFT. Then, we explicitly study the effects of 

pressure, cation type, and ion concentration on IFT and interfacial structure. The underlying 
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mechanisms are elucidated by density distributions in the interfacial region at atomic scale.   

3.3.1 Calibration 

We first calibrate the brine densities including NaCl, KCl, MgCl2, and CaCl2 solutions by 

comparing to experimental measurements [71] as shown in Figure B1 (see Appendix B). The 

overall agreement between our simulation and experiments is good, in which the relative error is 

within 4%. In addition, we also calibrate the methane-NaCl solution IFT by comparing to 

experimental data [33] at 373 K and over a wide range of pressure as depicted in Figure B2 (see 

Appendix B). The discrepancy between experiments and simulations is always less than error 

bar, indicating that our simulations are in good agreement with experimental data.  

3.3.2 IFT and Pressure Effect 

IFTs are computed by equation 2.1. IFTs between methane and brines with various salts 

from low to high anion charge concentrations (~0.5 M to ~4.53 M) are presented in Figure 3.2. 

Using anion charge concentration is inspired by Li et al. [89] who observed that the IFT between 

CO2 and different brines (NaCl, KCl, CaCl2, or MgCl2) are comparable as long as the anion 

charge concentration is fixed by experiments. We find that IFT decreases as pressure increases in 

line with experiments [33, 90] and other simulations [44]. The IFTs are comparable for given 

pressure if the anion concentration is the same as in Ref. [89]. In order to understand the effect of 

pressures on methane-brine IFT, we present the density distributions of each component along z 

direction in the interfacial region at various pressures in Figure 3.3. To obtain a better 

visualization over a wide range of pressures, we use the reduced density
*

i , defined as, 

 
*( ) , water,methane, ionsbulk

i i iz i  = =  (3.1) 

where the bulk densities of pure water and methane are obtained from NIST Chemistry Webbook 

[54], whereas the ion bulk densities are from our simulation. We also compare the simulated 
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methane bulk densities at various pressures to those from NIST Chemistry Webbook [54]. The 

discrepancy is within ±5%.  

 

Figure 3.2 IFTs in methane-brine systems at various anion concentrations at 353 K 

 

The origin of Figure 3.3 is set at the mass center of brine slab in z direction of the system 

at 50 bar, while others are shifted along z direction to have their Gibbs dividing surfaces in terms 

of water overlaps. Due to symmetry, we only present the right-hand side of the interfacial region. 

The insets in Figure 3.3 provide an overview of the density distributions in brine and gas phases. 

The reduced water bulk densities in brine are all smaller than 1, due to the presence of ions 

reducing the space for water molecules. We observe that pressure has a significant effect on 

methane density distribution. The accumulation of methane at interfaces relative to its bulk 

density becomes less significant as pressure increases [66]. On the other hand, the effect of 

pressure on water and ion density distributions is less significant because liquid phase (brine) is 

less compressible than vapor phase (methane). In addition, higher pressure makes interfacial 

thickness become smaller. Therefore, Water and ions deplete faster at the interface at higher 

pressures. The pressure effect on IFT can be elucidated by Gibbs surface excess theory expressed 

as [91]  
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4

water water

charge charge CHln lnd RT d C d f  = −  +
 

, (3.2) 

where   is IFT; R  is universal gas constant; T  is absolute temperature; water

charge  and 
4

water

CH  are 

Gibbs surface excess of negative (positive) charge and methane relative to water, respectively; 

chargeC  is the negative (positive) charge concentration; f  is the fugacity of methane, which is, 

under our simulation conditions, a monotonically increasing function of pressure. According to 

Equation 3.2, when charge concentration is constant, and the accumulation of methane is always 

positive, which means 
4

water

CH  is a positive value. As a result, IFT decreases as pressure increases. 

 

Figure 3.3 Density distributions of water, methane, Na+, and Cl- around interfacial region at 

various pressures and 353 K and anion concentration of 4.53±0.05 M 
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3.3.3 Cation Type Effect 

In Figure 3.4, we present the density distributions of water, methane, cation, and anion in 

the interfacial region in various methane-brine systems at 353K and 100 bar and anion 

concentration of 4.53±0.05 M. We reorganize the figure to have the water density distributions at 

the interfaces of all methane-brine systems overlap by shifting the z coordinates. Figure 3.4(a) 

reveals that the water bulk densities are sensitive to the cation types. The bulk density of water in 

KCl solution is the lowest, followed by NaCl solution, and the highest are CaCl2 and MgCl2 

solutions. The bulk water density in CaCl2 solution is a little higher than that in MgCl2 solutions, 

because of different LJ well depths (ε) of these two cations. As shown in Figure 3.4(b), methane 

shows a strong adsorption on the methane-rich side of the interface in all four cases. 

Interestingly, methane density distributions are almost the same for various brine systems. The 

distributions of cations and anions are illustrated in Figures 3.4(c) and 3.4(d), which depict that 

ions are depleted at the interfaces, and divalent cations deplete faster than those of monovalent 

cations. The divalent cations and water molecules exhibit a more significant layered structure 

than those of monovalent ones as well. For anions, they deplete smoothly from bulk density to 

zero close to the brine side interface.  
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Figure 3.4 Distribution of water, methane, cation, and anion in the interfacial region in various 

methane-brine systems at 353 K and 100 bar with anion concentration of 4.53±0.05 M 

 

Figure 3.5 presents the charge distributions along z direction in various methane-brine 

systems. The charge distribution is contributed by ions (cation and anion) and water molecules 

(H and M). The system is electrically positive at the methane-rich side of the interface, whereas 

it exhibits negative electric potential on brine-rich side of the interface. This finding is in line 

with other molecular simulation results [59, 92, 93]. The interface electric potential is mainly 

determined by the orientation and distribution of water molecules in monovalent brine systems, 

while the ions and water molecules have comparable contributions in divalent brine systems. 

IFTs keep constant at given charge concentrations and pressures can also be explained by 
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equation 3.2, in which if charge concentration and fugacity (pressure) remain unchanged, IFT 

does not change. Therefore, IFT keeps constant as long as charge concentration is fixed at given 

pressures. In addition, as seen in Figure 3.4, the effect of cation types on methane and anion 

distribution is relatively small. While there are some variations in the electrostatic potential 

distributions for various cation types because methane is considered as charge neutral, their 

effects on IFTs can be negligible. The electrostatic potential distribution may play an important 

role in the application of surfactant on enhanced gas recovery [94].  

 

Figure 3.5 Charge distribution in various methane-brine systems at 353 K and 100 bar with 

anion concentration of 4.53±0.05 M 

 

3.3.4 Ion Concentration Effect 

IFTs in various methane-brine systems with different anion concentrations are presented 
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in Figure 3.6. It shows that IFT increases as charge molarity increases, which is able to be 

illuminated by equation 3.2 as well. Because ions are always depleted at the interface, water

charge  is a 

negative value. Therefore, IFT increases as the ion concentration increases at given pressures. In 

Figures 3.7 and 3.8, we present the density distributions of methane, water, and ions around 

interfacial region in methane-NaCl solution and methane-CaCl2 solution systems at various 

anion concentrations, respectively. It can be seen that as ion concentration increases, the methane 

density almost keeps constant, and cations are more likely to be found at the interface. Na+ and 

Ca2+ prefer to be fully hydrated, thus, they tend to be far away from interfaces [59, 95]. 

However, as ion concentration increases, due to the strong excluded volume effect at the center 

of the brine, some ions are “pushed” to the interface. Additionally, Ca2+ has a more significant 

enrichment on the brine-rich side of the interface and then depletes rapidly at higher ion 

concentration. On the other hand, anions are depleted from the interface.  
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Figure 3.6 IFTs in methane-brine systems with different anion concentrations at 353 K and 100 

bar 

 

Figure 3.7 Distribution of water, methane, Na+, Cl- in the interfacial region with various anion 

concentrations at 353K and 100 bar  
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Figure 3.8 Distribution of water, methane, Ca2+, Cl- in the interfacial region at various anion 

concentrations at 353K and 100 bar 

 

Figures 3.9 and 3.10 present the corresponding electrostatic potential distributions and 

the insets are distributions of H and M in water, showing the orientation of water molecules at 

interfaces. It can be seen that the electric double layer becomes more significant as ion 

concentration increases, and the H’s density is always higher than that of M in gas-rich side, 

suggesting that the positive electrostatic potential in gas-rich side is caused by the water 

molecule orientations. The ions contribution to electrostatic potential becomes more significant 

in brine-rich side as ion concentration increases. It probably affects the distribution and working 

efficiency of charged chemical agents (e.g., ionic surfactants) during the development of high 

salinity hydrocarbon reservoirs. In addition, we also observe that as ion concentration increases, 

the variations in cation and anion distributions at the interfaces are more significant. 
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Figure 3.9 Charge distribution in methane-NaCl solution system with various ion concentrations 

at 353K and 100 bar 
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Figure 3.10 Charge distribution in methane-CaCl2 solution system with various ion 

concentrations at 353K and 100 bar 

 

3.4 Summary 

Gas-brine interfacial properties such as IFT and electrostatic potential distribution at the 

interface have significant implications on natural gas production. In this work, we use MD 

simulations to study the IFTs as well as interfacial phenomena in methane-brine systems under 

reservoir conditions. We investigate the effects of pressure, cation types, and ion concentration 

on IFT and interfacial structures.  

We find that IFT decreases as pressure increases. While pressure has a profound effect on 

methane density distributions in the interfacial region, it has minor effect on water and ions 

distributions. IFT is insensitive to the cation types for given anion concentrations. However, 

divalent cation distributions at the interface are very different from those of monovalent cations. 

Divalent ions have obvious layering structures in the interfacial region and comparable 

contribution with water to the electrostatic potential distributions, while monovalent ions have 

negligible contribution. The electrostatic potentials at the interface are positive on the methane-

rich side and negative in brine-rich side, respectively. IFT increases as ion concentration 

increases. At higher concentrations, ions are more likely to be found at the interface and show a 

more significant layered structure in the interfacial region. One should note that the cation type 

effect in this work is based on the chloride solution, and whether such findings can be extended 

to other anions such as SO4
2- and HCO3

- is still not clear, which should be explored in future 

studies.  

  



48 

4  Effect of Salt Ions and Polar Components on Brine-Oil 

Interfacial Properties 

4.1 Introduction 

Oil-water interfaces are ubiquitous in nature and play a significant role in a plethora of 

natural and technological processes [96, 97]. One illustrative example is the interfaces between 

crude oil and formation water underground in oil reservoirs. Crude oil is a highly complex fluid, 

which mainly consists of hydrocarbon compounds (e.g., alkanes, aromatic molecules, etc.) and 

heteroatomic compounds (e.g., N-, S-, and O-bearing polar compounds) [15, 96, 98, 99]. On the 

other hand, the formation water is brine, containing various salt ions with a wide range of salinity 

[100-103]. Water flooding is a widely used oil recovery method [104, 105]. Therefore, oil-brine 

two-phase flow in porous media is critical to oil production, in which oil-brine interfacial 

properties, for instance, interfacial tension (IFT), are important parameters. Reducing oil-brine 

IFT to an ultra-low value (10-2~10-3 mN/m) can drastically reduce the residual oil saturation [2-

5]. Besides the oil production process, oil-brine IFT along with other interfacial properties, such 

as interfacial film strength and zeta potential of oil droplets, also significantly affect the working 

efficiency of demulsifiers, during oil-brine separation process [106, 107]. Therefore, the 

knowledge about oil-brine IFT as well as other interfacial properties is of great importance in the 

optimization of oil production and oil-brine separation [96-98, 108]. 

There have been a large number of experimental [109-117] and modeling [53, 96, 118-

129] works reported on the interfacial properties between oil and neat water over wide ranges of 

temperature and pressure. While these works are informative, they can only provide limited 

information about oil-brine interfaces since the effect of salt ions in brine is non-negligible. In 
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addition, the effect of salinity on oil-brine IFT based on experimental measurements is still under 

debate in both synthetic and crude oil. For example, some researchers observed an increasing 

trend of oil-brine IFT with the increase of salinity [4, 130-134]; some reported that oil-brine IFT 

decreases in the beginning, then increases as salinity further increases [135-138]; others found 

that salinity has a negligible effect on oil-brine IFT [139-141]. Table C1 (see Appendix C) 

summarizes the details of all above-mentioned oil-brine IFT experiments. Synthetic oil is 

typically made by known mono- or multi-component fluids (i.e., alkanes such as octane, decane, 

and dodecane, which are the most commonly used as synthetic oils). However, the exact 

compositions of crude oil, which consists of thousands of different components, are hardly 

accessible [142-144]. Furthermore, the crude oils used in these experiments also have different 

compositions from various sources. The probable reasons for the controversy in synthetic oil-

brine systems are diverse experimental conditions and purity of the samples, while for crude oil-

brine systems, the most probable reason should be the different oil compositions, especially the 

polar components which serve as surface-active species and have significant influences on 

interfacial properties [15, 145, 146]. Therefore, the explicit understanding of the effect of salinity 

on the oil-brine interfacial phenomena and IFT with different oil components is still unclear. 

Furthermore, grasping the corresponding underlying mechanisms still remain a daunting 

challenge for experiments [66, 97, 102, 147, 148]. 

Molecular dynamics (MD) simulation is an efficient method to explore the underlying 

mechanisms of oil-brine interfaces with specified oil components at the molecular scale. 

Unfortunately, only limited simulation works have been reported and contradictory conclusions 

were drawn on the effect of salinity on the oil-brine interfacial properties. For example, some 

researchers [15, 148, 149] concluded that existence of salts in water can increase the oil-brine 
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IFT, while Wen et al. [97] argued that oil-brine IFT increases first and then decreases as salt 

concentration increases. Interestingly, Zhao et al. [147] reported an opposite trend. Many factors 

are responsible for these contradictory conclusions, such as the choice of force field, system size, 

equilibrium time, sample size, etc. We summarize the essential information of these simulation 

works in Table C2 (see Appendix C). While the controversial outcomes from these MD 

simulations can provide interfacial structures and thermodynamic properties from a molecular 

perspective, it is also essential to carefully design the simulation systems and choose force field 

and ensure that the system has been fully equilibrated before sampling. On the basis of the 

contradictory results arising from both experiments and simulations, a carefully designed 

simulation is necessary to clarify the salinity effect on oil-brine interfacial properties and 

illuminate the fundamental mechanisms from a molecular perspective. 

Therefore, in this work, we focus on the light oil-brine system and study the salinity 

effect on synthetic light oil-brine interfacial properties and the corresponding underlying 

mechanisms by using MD simulation. The light oil phase in our simulations is represented by 

decane [97, 147, 149] or decane plus polar components. The polar components are represented 

by N-bearing compounds (pyridine and quinoline), S-bearing compounds (thiophene and 

benzothiophene), and O-bearing compounds (phenol and decanoic acid), respectively, which are 

used to explicitly study their effects in oil-brine systems. Although the polar components used in 

this work are commonly present in oils, their effects on oil-brine interfacial properties are rarely 

studied [15, 145, 146]. However, it should be noted that they cannot stand for all the polar 

components of crude oils. We simulate under a typical reservoir condition (353 K and 200 bar) 

and investigate the effects of salinity as well as various polar components on the oil-brine 

interfacial properties, after carefully calibrating force fields and system size. We present the oil-
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brine IFTs, density profiles, visualized interfacial configurations, and orientation parameters. We 

also provide hydrogen bond densities and charge density profiles at the atomic scale based on 

sufficient sampling to analyze the salinity and polar component effects. Our work should shed 

lights on the oil-bine interfacial issues and clarify some unsettled disputes with respect to oil-

brine IFT. 

The remainder of this chapter is organized as follows. In Section 4.2, we introduce the 

simulation systems and procedures. In Section 4.3, we present the simulation results and our 

analysis. In Section 4.4, we summarize the key conclusions and discuss the potential 

implications.  

4.2 Simulation Methodology 

In this section, we first present the simulation system, molecular models, and then 

introduce the simulation procedure and details. 

4.2.1 Simulation System 

In this work, we design a total of 7 cases as shown in Table 4.1, where case #1 is the 

reference system, and the rests are used to study the polar compound effects by comparing to it. 

Each system is designed under varying salt concentrations up to ~14 wt% to study the salinity 

effect. All simulations are conducted by GROMACS (version 2018.3) software package [48, 49] 

to obtain oil-brine interfacial thermodynamic and structural properties. All systems possess a 

brine-slab (thickness of ~12 nm) in the center of the rectangular box, containing 10,000 water 

molecules and varying amounts of ions (Na+ and Cl-) ranging from 0 to 450 pairs based on 

different salt concentrations. The salt concentrations indicated in this work are those in the bulk 

brine. The spaces on the left- and right-hand sides of brine-slab are filled with molecules 

representing oil phases. The cross-sectional area (the x-y plane) of all the systems is 5.0×5.0 nm2, 
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and the box length in the z-direction, which is controlled by the pressure in the z-direction, 

differs case-by-case ranging from ~30 to ~36 nm after equilibration.  

 

Table 4.1 Details of the seven systems designed 

Case 

no. 

Non-polar 

component  

(no. of molecules) 

Polar component  

(no. of molecules) 

Temperature 

(K) & Pressure 

(bar) 

Salinity range 

(wt%) 

#1 Decane (1750) / 353 & 200 0—13.60 

#2 Decane (1200) Pyridine (200) 353 & 200 0—11.54 

#3 Decane (1200) Quinoline (200) 353 & 200 0—12.53 

#4 Decane (1200) Thiophene (200) 353 & 200 0—11.49 

#5 Decane (1200) Benzothiophene (200) 353 & 200 0—11.54 

#6 Decane (1200) Phenol (200) 353 & 200 0—12.70 

#7 Decane (1200) Decanoic acid (200) 353 & 200 0—12.32 

 

The initial configuration of the oil-brine system and molecular structures of oil 

components can be seen in Figure 4.1. Three-dimensional (3D) periodic boundary conditions 

(PBC) are applied. The finite-size effect in the x-y plane has been tested by using a box with a 

cross-sectional area of 7.0×7.0 nm2 (see Figure C1 of systems a and b, and Table C3 in 

Appendix C). The relative errors of bulk densities and IFT are within ±1%, indicating negligible 

finite-size effects. In order to check whether the oil slab is thick enough to eliminate the long-

range interaction between water molecules and their images due to PBC, we use a double-length 

oil slab in the decane-water system (see Figure C1 of systems a and c, and Table C3 in 

Appendix C). We found that the relative deviation is less than 1% in terms of oil and water bulk 

densities as well as oil-brine IFT. The brine slab is also thick enough to eliminate the long-range 

interactions between oil and its images by comparing with a double-length water slab in the 
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decane + pyridine-water system (see Figure C1 of systems d and e, and Table C3 in Appendix 

C).  

 

Figure 4.1 (a) initial configuration of the system; (b) molecular structures of oil components 

 

4.2.2 Molecular Models 

The topology files for the organic oil molecules are obtained from Automated Topology 

Builder and Repository version 3.0 (ATB 3.0) [150-152], in which the bonded parameters and 

12-6 Lennard-Jones (LJ) parameters are generated based on augmented GROMOS 54A7 force 

field [153], and the partial charges are estimated and optimized by quantum mechanical 

calculations (at the B3LYP/6-31G* level of theory) using the Merz-Singh-Kollman scheme 

[154]. Ions parameters are obtained from GROMOS 54A7 force field [153] as well. For water 

molecules, it is recommended to use SPC [155] or SPC/E [156] to couple with GROMOS-series 

force fields [157, 158]. However, considering that SPC/E performs better for structural and 
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thermodynamic properties than SPC [159-161], we choose SPC/E model to describe water. To 

ensure that GROMOS 54A7 and SPC/E can indeed reproduce the bulk and interfacial properties, 

we compare the bulk brine densities, bulk oil densities, and IFTs between oil components and 

water with available experiments. The good agreements suggest that the force fields in this work 

are reliable and couple very well (see Section 4.3.1). 

4.2.3 Simulation Procedure and Details 

The simulation procedure is as follows. At first, brine- and oil-containing cells are 

equilibrated for 1 ns in NVT (with a constant number of particles, volume, and temperature) 

ensemble, respectively. Then, the simulation box is generated by combining the brine and oil 

cells along the z-direction. Next, energy minimization is performed by steepest descent algorithm 

until the maximum force is less than 800 kJ/(mol·nm), then equilibration run of 0.5 ns for the 

combined system is performed in NVT ensemble and followed by another 50 ns for equilibration 

in NPzT (i.e., with a fixed number of particles, a constant pressure in the z-direction normal to the 

interface, and a constant temperature) ensemble. The equilibration of the systems is carefully 

determined by monitoring the potential energy, pressure, temperature, density profile, and oil-

brine IFT. It shows that all above-mentioned properties are stable within 50 ns of simulation in 

NPzT ensemble, indicating that they reach equilibrium. Finally, a production run of 25 ns is 

performed in NPzT ensemble.  

LJ potential and electrostatic interaction are truncated at 1.5 nm. The long-range 

corrections due to the truncation for LJ potential are applied in terms of pressure and energy 

[86]. The electrostatic interaction beyond the truncated distance is addressed by particle-mesh 

Ewald (PME) method [87]. SETTLE algorithm [88] is used to fix the bond length and angle of 

water molecules, while LINCS algorithm [162] is used to constrain the bond length for other 
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molecules. The system temperature is controlled by velocity rescaling thermostat [75] with a 

relaxation time of 0.1 ps. The system pressure for equilibration and production is coupled with a 

semi-isotropic Berendsen barostat [76] with a relaxation time of 0.5 ps, and Parrinello-Rahman 

barostat [77] with a relaxation time of 1 ps, respectively. The equations of motions are integrated 

by Leap-Frog algorithm [78] with a time step of 2 fs. The atomic and molecular trajectories in 

the production stage are saved every 100 steps (200 fs) for data analysis.  

4.3 Results and Discussion 

In this section, we first calibrate our simulation models by comparing to experimental 

data in terms of brine densities, oil densities, and oil-water IFTs. Then, we explicitly study the 

effects of salinity and different polar components on interfacial properties and the underlying 

mechanisms are elucidated by analyzing oil-brine IFTs, density profiles, visualized interfacial 

configurations, orientation parameters, hydrogen bond densities, and charge density profiles at 

the atomic scale. 

4.3.1 Calibration 

Figure C2 (see Appendix C) presents the comparison of brine densities from 

experiments [163] and our simulations at various salt concentrations. The excellent agreement 

suggests that SPC/E water and ions from GROMOS 54A7 couple well. Table C4 (see Appendix 

C) lists the comparisons of oil component bulk densities and IFTs between some oils and neat 

water from our simulations with those available experimental data. The experimental bulk 

densities of oil components are from NIST Chemistry Webbook [164] at 320 K and 1 bar. To our 

best knowledge, only decane-water IFT [110, 112, 165], phenol-water IFT [166], and decanoic 

acid-water IFT [167] are available in the literature. While the related experimental data are 

limited, the excellent agreements between simulation and experimental data indicate that 
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GROMOS 54A7 force field can faithfully capture the thermodynamic properties of oil 

components and work well with SPC/E force field. 

4.3.2 IFT 

IFTs are calculated by equation 2.1. between different oil components and brine with 

various salinities are presented in Figure 4.2. It shows that except the decane + phenol-brine 

system, all other IFTs exhibit a slight linear increase as salinity increases with a slope around 

0.25 (mN/m)/(wt%), whereas the IFTs in the decane + phenol-brine system decrease as salinity 

increases with a slope of -0.08 (mN/m)/(wt%). Overall, the salinity effect on IFT is insignificant. 

However, in terms of effects of different polar components on oil-brine IFTs, we found that the 

N-bearing compounds (pyridine and quinoline) and S-bearing compounds (thiophene and 

benzothiophene) have a weaker influence on IFTs than those of O-bearing compounds (phenol 

and decanoic acid). Adding phenol and decanoic acid can reduce IFT by ~31 and ~24 mN/m, 

respectively, compared to those in the decane-brine system, while the other polar components 

can only lower the IFTs by less than 7 mN/m. 

 



57 

Figure 4.2 IFTs between different oil components and brine at various salinities 

 

4.3.3 Density Profile 

Figure 4.3 presents the density profiles of all the systems around the interfacial regions at 

the salinity of 10.3±0.05 wt%. The origin of the horizontal axis is set as the mass center of brine, 

and since the systems are symmetric with respect to 0z = , we only show the density profiles on 

the right-hand side of the simulation box from 2z =  nm to 10z =  nm, and the densities beyond 

this region are convergent to bulk ones. We observe that all the polar components have 

enrichments at the interfaces and show different degrees of attraction with brine, while the ions 

are always depleted at the interface, which is in line with previous studies[59, 98, 102]. To better 

quantify the enrichments, we obtain the Gibbs surface excess [91] 
water

i  of the polar component 

i  relative to water in each system, which is given as 

 ( )
Gibbs

Gibbs

0 0
water oil brine

2 2
z z

z

L Li i i i
z

z dz dz dz  
− −

 = − −   , (4.1) 

where the position of Gibbs dividing surface, Gibbsz , is chosen so that water 0 = , and 
oil

i and 

brine

i are, respectively, the bulk densities of the polar component i  in oil and brine phases; 

( )i z is the position-dependent density of polar component i . The results of Gibbs surface 

excess are shown in Figure 4.4. We find that the IFT is inversely proportional to 
water

i , which is 

consistent with the thermodynamic theory [59, 91, 98, 102]. The strong accumulation of polar 

components at the interfaces forms a transient zone between two immiscible fluids, reducing the 

IFTs. Interestingly, the salt concentration has an insignificant effect on density profiles (see 

Figure C3 in Appendix C). 
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Figure 4.3 Density profiles around the interface in various systems at a salinity of 10.3±0.05 

wt% 
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Figure 4.4 The relationship between the Gibbs surface excess of polar component and IFT at a 

salinity of 10.3±0.05 wt% 

 

4.3.4 Molecular Orientation 

While the density profiles can provide a general idea about how each component 

distributes in the systems, especially in the interfacial regions, molecular configurations can 

provide more detailed information about interfacial structures. Here, we use the orientation 

parameter to quantify the molecular configurations, which is given as [168-170], 

 
23 1

cos
2 2

z zS = − , (4.2) 

where the z  is the angle between the z-axis and the molecular axis (for chain molecules, 

namely, decane and decanoic acid, molecular axis is that from the head carbon atom to the tail 

one; for the ring molecules, molecular axis is that of any two consecutive atoms on the ring); 

 implies averaging over time and molecules. Orientation parameter can vary between -0.5 

(fully parallel to the interfaces) and 1 (fully perpendicular to the interfaces), with a value of zero 

indicating random orientation.  

We present the interfacial structures with snapshots by VMD[171] and the orientation 

parameter of polar components in Figure 4.5. The highlighted molecules are representative ones 

to illustrate the orientation of those polar molecules in oil-brine systems. We observe that N- and 

S-bearing compounds incline to be parallel to the interfaces, while O-bearing compounds, 

especially decanoic acid, tend to be perpendicular to the interfaces. The overall view of all the 

systems can be seen in Figure C4 in Appendix C. While benzene and n-alkanes are 

preferentially parallel to the oil-water interfaces[98, 148, 172] (see Figure C5 in Appendix C 
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for decane in the decane-brine system), it is difficult to predict the preferential orientations when 

benzene or n-alkanes are connected to polar functional groups due to their competitive effect, in 

which the polar functional groups prefer to be perpendicular to the oil-brine interfaces to form 

hydrogen bonds with water [98, 172]. The parallel preference for N- and S-bearing compounds 

and perpendicular preference for O-bearing compounds are the results of competition between 

polar functional groups and benzene ring or alkane chain. The O-bearing compounds serve as 

more surface-active chemicals than N- and S-bearing ones, which behave as surfactants in line 

with the IFT reducing effect in this work. We observe an insignificant effect of salinity on the 

orientation parameters as shown in Figure C6 in Appendix C. 

 

Figure 4.5 Interfacial visualized figures and orientation parameter of polar components at a 

salinity of 4.0±0.05 wt% 

 

4.3.5 Hydrogen Bond Density 
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To further elucidate the effects of polar components on IFT, we analyze the hydrogen 

bond density between polar compounds and water in the interfacial regions HB , which is 

defined as 

  

 HB

#of hydrogen bonds

2 xyA
 =


, (4.3) 

where xyA is the cross-sectional area of the x-y plane (nm2), and “2” appears in the denominator 

since there are two interfaces in the system. The interfacial region is estimated by “90-90” 

criteria[173]. The hydrogen bond is recognized when the donor-acceptor distance is less than 

0.35 nm and the angle between the vectors of donor-hydrogen and hydrogen-acceptor is less than 

30°[174]. N and S in N- and S-bearing compounds only serve as acceptor whereas OH group in 

O-bearing compounds acts as both acceptor and donor. The number of hydrogen bonds is time-

independent in the production stage (see decanoic acid with water as an example depicted in 

Figure C7 in Appendix C). Therefore, it is reasonable to use an average value over time to 

represent the hydrogen bond number under a specific condition (e.g., for a given salinity in a 

specific system). The effects of salinity and polar components on the hydrogen bond density are 

depicted in Figure 4.6. It can be seen that the average hydrogen bond density is independent on 

the salinity because salt ions are depleted from the interfaces, imposing negligible impacts on the 

hydrogen bond formation in the interfacial regions. However, the average hydrogen bond 

densities differ greatly from ~0.2/nm2 to ~5.2/nm2 in various systems containing different polar 

compounds, in which the O-bearing ones have the highest hydrogen bond density, corresponding 

to the lowest IFT, while the benzothiophene has the lowest hydrogen bond density, 

corresponding to the highest IFT. We find that the hydrogen bond density is inversely 



62 

proportional to the IFT as well (see Figure 4.7). We also provide the hydrogen bond densities of 

O-bearing compounds serving as acceptor and donor, respectively, in Table C5 in Appendix C, 

from which the most O-bearing compounds act as acceptor when they form hydrogen bonds with 

water. The hydrophilic heads of the polar components can form hydrogen bonds with water, 

whereas the hydrophobic tails dissolve into the oil phase, which act as a bridge to connect brine 

and oil phases, lowering the oil-brine IFT. The more “bridge” forms, the lower the IFT. 

 

Figure 4.6 Average hydrogen bond density at various salinities in different systems 
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Figure 4.7 The relationship between average hydrogen bond density of polar components with 

water and averaged IFT over salinity 

 

4.3.6 Charge Density Profile 

Charge density profile of species j, charge

j  is expressed as 

 
mass,

charge

j j

i A ij

j
i i

N q

M




 
= , (4.4) 

where mass,

j

i , 
j

iM , and 
j

iq are the mass density (g/nm3), molar mass (g/mol), and charge (e) of 

(pseudo) atom i in species j, respectively; AN represents Avogadro’s number (mol-1), which is 

6.022×1023. The summation represents all the atoms in the species interested. Charge density 

profiles in different systems are depicted in Figure 4.8, showing positive and negative charges 

on the oil- and brine-phase sides at the interfaces, respectively.  
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Figure 4.8 Charge distributions around the interface in various systems at a salinity of 10.3±0.05 

wt% 

 

The highest charge distribution occurs in the decane-brine system, and the lowest ones 

are found in the systems containing O-bearing compounds. The charge distributions of water in 

the systems involving polar components are lower than that in the decane-brine system, which 

dictates that the presence of polar components results in less ordered structures of water 

molecules in the interfacial regions, and the oil-brine IFT decreases accordingly. This 

phenomenon is particularly prominent in the systems containing phenol and decanoic acid. 
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Figure C8 in Appendix C presents the charge distributions of each component in the decanoic 

acid + decane-brine system at various salinities. The peak values of the system and water slightly 

increase as salinity increases. Accordingly, IFT increases slightly, but overall the salinity effect 

is insignificant. 

4.4 Summary 

In this work, we carefully designed oil-brine biphasic systems after testing the finite-size 

effects and validating the force fields by comparing to the related experimental data. The 

simulations ran a sufficiently long time to ensure that they reach equilibrium and fully explore 

the phase space. The salinity in this study is up to ~14 wt%, and oil is represented by non-polar 

(decane) and polar components (N-, S-, or O-bearing compounds), by which we studied the 

salinity and different polar component effects on oil-brine interfacial properties under a typical 

oil reservoir condition (353 K and 200 bar). 

We found that oil-brine IFT slightly increases as salinity increases, except phenol + 

decane-brine system, where the opposite trend is observed. However, the overall effect of 

salinity is insignificant. The polar components exhibit an accumulation at the interfaces which is 

responsible for the IFT decrease relative to the decane-brine system. The higher Gibbs surface 

excess of polar components relative to water corresponds to the lower IFT. O-bearing 

compounds (phenol and decanoic acid) have a preference to be perpendicular to the interface, 

while N- and S-bearing compounds (pyridine, quinolone, thiophene, and benzothiophene) prefer 

to be parallel to the interface. While hydrogen bond can form between polar components and 

water in the interfacial region, the densities differ greatly in different systems. There are 

~5.2/nm2 and ~4.8/ nm2 of hydrogen bonds in the systems containing phenol and decanoic acid, 

respectively, whereas only ~0.4/nm2 or even fewer in other systems. We also observe that 
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salinity has an insignificant effect on the orientation of polar components and hydrogen bond 

formation. The charge distributions near the interfaces on the brine and oil sides are negative and 

positive, respectively. Polar components result in less ordered structures of water molecules in 

the interfacial regions, while adding salt ions make the peak values of charge distributions in 

terms of water and system slightly higher.  

One should note that the acid and basic chemicals (such as decanoic acid and phenol are 

acids in this work) can be dissociated when they are dissolved in water. Consequently, the 

unbalance of H+ and OH- might affect the interfacial properties, which would be explicitly 

studied in our future work. In addition, one should note that some ions (e.g., I- and SO4
2-) are 

more polarizable than Cl- and Na+ ions considered in this work. Therefore, they have a stronger 

propensity to the interface, imposing stronger effects on interfacial properties [59, 95, 175, 176]. 

These features have been captured by MD simulation by using the polarizable force field. 

However, we did not implement the polarizable force field in this work because the polarization 

effect of Na+ and Cl- is not significant [59, 95, 175, 176]. In addition, the polarizable force field 

is much more computationally expensive than the non-polarizable force field. 
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5  Effect of Surface Wettability on CO2 Solubility in Nano-

confinement 

5.1 Introduction 

CO2 as a major source of greenhouse gases has increasingly drawn public attention in the 

recent decade. The explosive growth of CO2 emission into the atmosphere since the industrial 

revolution has caused severe climate issues, for instances, global warming has caused dramatic 

glacier melting [177-179]. While CO2 adsorption in nanoporous media (i.e., depleted shale and 

tight formations [180, 181]) is one of the potential schemes for the effective carbon capture and 

storage (CCS) to mitigate the environmental concerns, CO2 dissolution in saline formations also 

plays an important role in CCS, which has reached the commercial phase [179]. For example, the 

amount of CO2 injected into the Utsira Formation (a saline sandstone aquifer) accounts for 

approximately 3% of Norway’s annual CO2 emissions [182]. CO2 can be stored in saline aquifers 

according to various trapping mechanisms, in which the solubility trapping in microporous and 

nanoporous media may play a crucial role [178, 179, 183, 184]. On the other hand, the depleted 

shale and tight formations that contain an extensive amount of nano-sized pores [185] are usually 

saturated with connate and injected water [186]. Thus, the fundamental understanding and 

knowledge about the CO2 solubility in nanopores can lay a solid foundation for CO2 storage in 

nanoporous saline sub-formations and depleted shale/tight formations. 

CO2 solubility in water or brine under bulk conditions has been extensively studied, 

covering broad ranges of temperature and pressure [12, 187-190]. While these works are 

valuable, they cannot provide the information about CO2 solubility in porous media, especially 

the nanoporous media, in which nano-confinement may strongly affect the CO2 solubility. In 
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fact, several experimental works have reported the gas solubility under nano-confinement. For 

example, it is reported that CO2 solubility in water confined in carbon nanotubes [191] and MIL-

100 [192] is enhanced compared with its bulk solubility, which is referred to as “over-solubility”. 

Ho et al. conducted a series of experiments about CO2 solubility in the organic solvents 

(including propylene carbonate , N-methyl-2-pyrrolidone, octamethylcyclotetrasiloxane, triethyl 

phosphate, 1,3-dimethyl-3,4,5,6-tetrahydro-2-pirimidinone, 1,3,5-trimethylhexahydro-1,3,5-

triazine, 1,3-dimethyl-2 imidazolidinone, and 1,2-difluorobenzene) confined by various porous 

media (including MCM-41, SBA-15, alumina, activated carbon, ceca gel, silica gel, and 13-X 

zeolite) [193-195]. They observed different degrees of CO2 over-solubility in all combinations of 

solvent and porous media. Besides CO2, the over-solubility was also observed in other gases 

such as H2 [196-199], CH4 [196], and C2H6 [196] dissolved in CCl4 [196], CS2 [196], ethanol 

[197, 198], and n-hexane [198, 199] under the nano-confinements of γ-alumina [196-198], silica 

[196, 198], MCM-41 [198, 199], SBA-15 [198], and Cr-MIL101 [199]. While the above 

experiments presented that the nano-confinements have a prominent effect on gas solubility, it is 

difficult to study CO2 solubility in nanoporous media at typical geological conditions (high 

temperature and high pressure) from experimental perspectives. In addition, they cannot reveal 

the underlying mechanisms of CO2 solubility in nanopores from a molecular perspective, which 

becomes predominant under the nanoscale. 

On the other hand, molecular simulation can explore the length scale, which is not 

accessible to the experimental measurements, which provides a molecular scale understanding 

about the underlying physics. Bratko and Luzar [200, 201] concluded that the solubilities of CO2 

and N2 in the paraffin-like nano-confinement are, respectively, ~15 times and ~30 times higher 

than those in bulk by using grand canonical Monte Carlo (GCMC) simulations. Ho et al. [193, 



69 

194, 202, 203] conducted molecular simulations and obtained consistent results with their 

experiments as mentioned above. They summarized three potential mechanisms for over-

solubility: 1) The interaction between solute and nano-confinement is stronger than that between 

solvent and nano-confinement, favoring the adsorption of solute on the pore surface; 2) small 

solute molecules are favorable to locate in the low-density regions of solvent due to the layering 

distributions of solvent induced by confinements; 3) in partially filled pores, there exist a 

solute/solvent interface, which promotes the adsorption of solute at the interface [202]. Campos 

et al. [204] studied the CH4 solubility in water in graphene nanopores by molecular dynamics 

(MD) simulations and found that CH4 has an over-solubility and becomes more evident as pore 

size decreases within their studied range (from 5 to 20 nm). In addition, Phan et al. [205] also 

studied CH4 solubility in water in silica nanopores by MD simulation. They also observed the 

enhanced CH4 solubility, and such enhancement is dependent on pressure. When pressure 

exceeds a certain value, the enhancement of CH4 solubility goes through a sharp increment. 

Gadikota et al. [206] calculated the solubilities of CO2, CH4, H2, and noble gases in water 

confined by clay interlayer (montmorillonite) by MD simulations and the solvation theory. They 

concluded that gas solubility in water under nano-confinement is strongly dependent on the 

shape and size of gas molecules. In contrast to these works, “under-solubility” (opposite to over-

solubility) has been reported in the literature. For example, Hu et al. [207] found CH4 solubility 

in benzene in both graphene and silica nanopores (~1.1-nm pore width) is higher than that in 

bulk, while in larger pores (  1.6-nm pore width), it is lower than bulk solubility. They argued 

that the different definitions of solubility in the literature may cause controversial results. 

Badmos et al. [208] investigated H2S solubility in water in slit-shaped silica nanopores and 

found that H2S is under-solubility. They attributed this to the less complete hydration structures 
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for H2S in the nanopore than that in bulk, thereby generating fewer hydrogen bonds between H2S 

and water. 

While these simulation works investigated gas solubility in various nanopores, the effects 

of nano-confinement surface characteristics on gas solubility have not been systematically 

studied yet.  Also, the dominant factors to determine the gas solubility in nano-confinement are 

still unclear. Therefore, in this work, we use MD simulation to study the effects of nano-

confinement surface characteristics on CO2 solubility in water under typical geological 

conditions (373 K and up to 400 bar) [209]. Kaolinite is chosen as the target nano-confinement 

which has two naturally different basal surfaces because it is one of the most abundant sub-

formation clay minerals which can contain a large number of nano-sized pores [210]. In addition, 

in shale/tight formations, kaolinite is one of the major constituents [185]. Thus, studying CO2 

solubility in kaolinite slit nanopores can provide some insights into CCS in saline aquifers and 

depleted shale/tight formations. 

The rest of this chapter is structured as follows. In Section 5.2, the simulation details are 

introduced, and the combination of force fields is calibrated. In Section 5.3, the density 

distribution of fluids in the nanopores, CO2 solubility, and CO2 diffusion coefficient in kaolinite 

nanopores are presented. In Section 5.4, the key findings and potential implications are 

summarized.  

5.2 Simulation Method 

In this section, we first introduce the simulation systems, and then we describe the 

simulation details and procedure. Finally, we present and validate the force fields for water, CO2, 

and kaolinite nanopores. 

5.2.1 Simulation Systems 
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The kaolinite cell is constructed according to the previous X-ray diffraction analysis 

[211]. Kaolinite is composed of one Al-O octahedral sheet and one Si-O tetrahedral sheet linked 

by O atoms (see Figure 5.1(a)). Its unit cell formula is Al4Si4O10(OH)8 with lattice parameters as 

a=0.51554 nm, b=0.89448 nm, c=0.74048, α=91.700°, β=104.862°, and γ=89.822°. There are 

three simulation systems in this work: 1) CO2-water mixture in the bulk system as shown in 

Figure 5.1(b); 2) a composite system which consists of the hydrophilic kaolinite nanopores, the 

outside water reservoir, and the CO2 bulk phase as depicted in Figure 5.1(c); 3) a composite 

system which consists of the hydrophobic kaolinite nanopores, the outside water reservoir, and 

the CO2 bulk phase as presented in Figure 5.1(d). We refer to these three systems below as bulk 

system, hydrophilic nano-confinement system, and hydrophobic nano-confinement system, 

respectively. The hydrophilic nanopore means that the hydrophilic surface labeled in Figure 

5.1(a) is exposed to CO2 and water mixture, while the hydrophobic surface is in contact with the 

CO2-water mixture for the hydrophobic nanopore.  
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Figure 5.1 Simulation systems: (a) unit cell of kaolinite; (b) the bulk system; (c) the hydrophilic 

confinement system; (d) the hydrophobic confinement system. 

 

In the bulk system, there is a 10-nm water slab in the center with ~15 nm of CO2 on both 

sides along the z-direction. The area of the x-y plane is 5×5 nm2. The box size has a negligible 

finite size effect as proved in our previous work [212]. In the composite systems, two ~3.3-nm 

slabs of the outside water reservoir and two pure CO2 slabs with a thickness of ~6 nm is 

symmetrically placed on both sides of the nanopore. Each kaolinite sheet is constructed by 

12×15×2 unit cells, which generates a kaolinite slab with an area of ~6.18×13.42 nm2 and a 

thickness of ~1.48 nm. Two kaolinite slabs generate a slit pore with a pore width of 2 nm, which 
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is the shortest distance between innermost surface atoms. For the hydrophilic and hydrophobic 

systems, the distances are, respectively, between H atoms at the hydrophilic surfaces, and 

between O atoms at the hydrophobic surfaces (see Figure 5.1(a)). In the composite systems, CO2 

molecules can freely move around through the diffusion process. After the system reaching 

equilibrium, due to the chemical equilibrium, CO2 solubility in kaolinite nanopores can be 

obtained. In the meantime, we use long enough kaolinite nanopores to minimize the pore end 

effects, and the outside water reservoir, as well as the CO2 gas phase, are large enough to ensure 

that they can represent the bulk conditions. In fact, the CO2 solubilities in the outside water 

reservoirs in both hydrophilic and hydrophobic nano-confinement systems agree well with that in 

the bulk system.  

For both hydrophilic and hydrophobic systems, in the slit pores and the outside water 

reservoirs, the CO2-water mixtures are filled initially with a ratio of 1:50 to have the systems to 

quickly reach the equilibrium to minimize the computational time. In fact, the equilibrated state 

is independent of the initial configuration. All these three systems employ 3-D periodic boundary 

conditions (PBC). The origins of all these systems are at the left bottom corner as seen in Figure 

5.1. The bulk system is designed to study the CO2 distribution and solubility in bulk and to 

screen the most suitable CO2 force field to couple with SPC/E water. The hydrophilic and 

hydrophobic nano-confinement systems are designed to investigate CO2 distribution and 

solubility under different nano-confinements. 

5.2.2 Simulation Details and Procedure 

All MD simulations are conducted by the GROMACS software package (version 2019.3) 

[48, 49]. The simulation conditions are at 373 K and pressure up to 400 bar, which are the typical 

geological conditions to sequestrate CO2 [209]. The simulation procedure of the bulk system is 
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similar to our previous works [102, 212]. For both hydrophilic and hydrophobic nano-

confinement systems, the kaolinite slabs are always fixed through the simulations. The systems 

are first relaxed by the steepest descent algorithm until the maximum force any atom received is 

less than 1000 kJ/(mol·nm), and then followed by 50-ns of NVT ensemble simulation with a time 

step of 2 fs. The last 10-ns trajectory is used for analysis. We carefully check the equilibration of 

the systems by plotting density profiles and CO2 solubility every 5 ns and find that, within the 

first 40-ns NVT run, the density profiles of CO2 and water, and CO2 solubility are all stable, 

suggesting that all systems have reached equilibrium. System pressure is determined by the CO2 

bulk density in the two pure CO2 slabs by comparing to NIST Chemistry Webbook [164]. The 

system temperature is controlled by velocity rescaling thermostat [75]. Lennard-Jones (LJ) 

potential is truncated at 1.2 nm with tail correction [86]. The electrostatic interaction is tackled 

by the particle-mesh Ewald (PME) method [87]. Rigid water molecules are achieved by the 

SETTLE algorithm [88], whereas rigid CO2 molecules are achieved by introducing two virtual 

atoms [213]. The Leap-Frog algorithm [78] is implemented to solve the equations of motion. 

5.2.3 Force Fields 

The Kaolinite is modeled by the CLAYFF force field [214]. CLAYFF is a widely used 

force field for hydrated clays and their interfaces with aqueous solutions [214]. To couple with 

the CLAYFF force field, it is suggested to use SPC [155] or SPC/E [156] model to simulate 

water [214]. However, based on the fact that SPC/E has a better performance than SPC in terms 

of thermodynamic and structural properties [159-161], SPC/E is chosen. Combining the SPC/E 

water model [156] with CLAYFF [214], water structural and dynamic properties in clay 

nanopores can be well captured [210, 214-216]. We compare water distributions in hydrophilic 

kaolinite nanopores with Papavasileiou et al. [210], which shows an excellent agreement as 
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revealed in Figure D1 in Appendix D. For the CO2 model, we consider four candidates which 

are widely used in the simulations, namely, TraPPE [217], MSM [218], Zhang [219], and EPM2 

[220]. The parameters of the above models are listed in Table D1 in Appendix D. We compare 

the performances of different CO2 models with the combination of SPC/E to experiments with 

respect to CO2 bulk densities [164], CO2 solubilities in water [12], and CO2-water interfacial 

tensions (IFTs) [221] at different pressures. When EPM2 is combined with SPC/E, we adopt the 

LJ parameters proposed by Vlcek et al. [222] who optimized the unlike-pair parameters for 

SPC/E water and EPM2 CO2 to have better agreements of CO2 solubility and diffusion 

coefficient in water with experiments. We found that all the CO2 models perform excellently in 

terms of bulk density at different pressures (see Figure 5.2(a)). However, the optimized SPC/E + 

EPM2 generally outperforms other combinations in terms of CO2 solubility and CO2-water IFT 

within the studied range of pressure (see Figures 5.2(b) and 5.2(c)). Therefore, we use the 

optimized SPC/E + EPM2 combination to describe CO2 and water molecules. We also present 

the density profiles of water and CO2 in the bulk systems by using optimized SPC/E + EPM2 in 

Figure D2 in Appendix D. As can be seen, CO2 adsorption at the water-CO2 interface becomes 

less significant as pressure increases, which is in line with other simulation results [44]. All these 

calibrations indicate that this combination of force fields can faithfully capture the water and 

CO2 dynamic and structural properties in kaolinite nanopores. 
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Figure 5.2 Comparison of the performance of SPC/E water with a combination of different CO2 

models at 373 K and different pressures with respect to (a) CO2 bulk density; (b) CO2-water 

interfacial tension; (c) CO2 solubility in water. The error bar is smaller than the symbol size. 

 

5.3 Results and Discussion 

In this section, we present the density distributions of CO2 and water under different 

confinements in terms of 1-D density profiles normal to the pore surface, 2-D density contour 

maps parallel to the pore surface, and 3-D spatial distributions. Afterward, we calculate and 

compare the CO2 solubility by different definitions and present the CO2 diffusion coefficients.  

5.3.1 1-D Density Profiles and Orientations 

The 1-D density profiles of CO2 and water in the slit pore are prepared along the x-

direction, which is normal to the kaolinite surface. To avoid the end effects, we only consider the 

data in the central regions of the slit pore (from 12z =  to 20z =  nm). We first present the 

number densities of each element in water and CO2 (H and O atoms of water molecules are 

denoted as Hw and Ow, respectively; C and O atoms of CO2 molecules are denoted as Cc and 

Oc, respectively) at various pressures as shown in Figures D3 and D4 in Appendix D. It is 

found that pressure has an insignificant effect on water distribution under both hydrophilic and 

hydrophobic nano-confinements, while CO2 density increases as pressure increases, and this 

increase becomes less significant as pressure further increases. In addition, under the hydrophilic 

nano-confinement, as pressure increases, the increase of CO2 density mainly occurs in the middle 

of the pore. Under the hydrophobic nano-confinement, however, the increase of CO2 density 

mainly attributes to the enrichment of CO2 on the pore surface.  

Figures 5.3 presents the water and CO2 density distributions in the x-direction under the 
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hydrophilic (at 355 bar) and hydrophobic (at 337 bar) nano-confinements. In addition, the 

orientations of water and CO2 are also presented therein by equation 4.2. Figures 5.3(a) and 

5.3(b) present the reduced density distributions of CO2 and water, which are the density 

distributions normalized by the bulk densities in the outside water reservoir. To better illustrate 

the distributions and orientations of water and CO2 molecules in the hydrophilic and 

hydrophobic kaolinite nanopores, we present their snapshots in Figure 5.4 depicted by VMD 

[171]. In the hydrophilic nanopores, water can form a strong adsorption layer on the pore surface 

due to the formation of hydrogen bonds between water molecules and hydroxyl groups on the 

pore surface. As the hydroxyl groups on the Al-O octahedral sheet (see Figure 5.1(a)) have an 

ordered structure, water molecules align perpendicular to the hydrophilic pore surface to form 

hydrogen bonding as revealed in Figure 5.4(b). Such orientation is also evident in Figure 5.3(c). 

On the other hand, in the hydrophobic nanopore, water molecules are parallel to the pore surface 

as shown in Figure 5.4(d). The hydrogen bonds between water molecules and the hydrophobic 

pore surface are limited and the water adsorption layer is less prominent. As a result, in the 

hydrophobic kaolinite nanopores, CO2 molecules can be co-adsorbed with water on the pore 

surface due to CO2-surface interactions, while they incline to align parallel to the pore surface in 

the co-adsorption layer as shown in Figure 5.3(f). However, in the hydrophilic kaolinite 

nanopores, due to the strong water adsorption layer, CO2 molecules are expelled from the pore 

surface as depicted in Figure 5.4(a), while aligning perpendicular to the pore surface beyond the 

water adsorption layer as shown in Figure 5.3(e). The structural and orientational properties of 

CO2 and water molecules are instructive to understand CO2 solubility in kaolinite nanopores. 
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Figure 5.3 Density profiles in the x-direction (normal to the kaolinite surface) and orientations of 

water (Ow and Hw refer to O and H atoms of water, respectively) and CO2 (Cc and Oc refer to C 

and O atoms of CO2, respectively) in the hydrophilic confinement (left column, @ 373 K and 

355 bar) and hydrophobic confinement (right column, @ 373 K and 337 bar).  
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Figure 5.4 Typical CO2 and water distributions and orientations near the kaolinite surface, blue 

points in (a) and (c) are water film. (a) and (b) are in the hydrophilic confinement; (c) and (d) are 

in the hydrophobic confinement. 

 

5.3.2 2-D Density Contour Maps 

To better understand CO2 and water distributions in the adsorption layer and pseudo bulk, 

we present 2-D contour maps of Ow and Cc in each region in Figure 5.5. The pseudo bulk is 

from 2x =  to 2.55x =  nm in the x-direction (see Figures D3(b), D3(d), D4(b), and D4(d) in 

Appendix D). The adsorption zone for water is defined as the region from the first non-zero Hw 

density position to the local minimum of Hw density nearest to the pseudo bulk along the x-

direction. For the hydrophilic kaolinite nanopores, it is from 1.24x =  to 1.59x =  nm (see 

Figure D3(b)), whereas it is from 1.36x =  to 1.78x =  nm for the hydrophobic ones (see Figure 

D4(b)). The adsorption zone for CO2 is defined similarly but by the Oc density distributions. 

Correspondingly, they are from 1.36x =  to 1.96x =  nm (see Figure D3(d)) and from 1.38x =  
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to 1.78x =  (see Figure D4(d)) for the hydrophilic and hydrophobic kaolinite nanopores, 

respectively. 

 

Figure 5.5 2-D density contour maps (parallel to the kaolinite surface) of Ow (oxygen atom of 

water, top panel) and Cc (carbon atom of CO2, bottom panel) at 373 K and 355 (337) bar for the 

hydrophilic (hydrophobic) confinements: (a) and (d) are densities in the pseudo bulk; (b) and (e) 

are densities in the adsorption zone in the hydrophilic confinement; (c) and (f) are densities in the 

adsorption zone in the hydrophobic confinement. yl  and zl  are the distances between two 

adjacent highlighted points along the y- and z-directions, which are ~0.51 and ~0.89 nm, 

respectively, equal to the unit cell size of kaolinite in the corresponding directions.  

 

From left to right in Figure 5.5, they are the Ow (top penal) and Cc (bottom penal) 
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distributions in the pseudo bulk, in the adsorption zone under the hydrophilic nano-confinement, 

and in the adsorption zone under the hydrophobic nano-confinement, respectively. The pseudo 

bulk densities under the hydrophilic and hydrophobic confinements are quite similar, so we only 

present that in the hydrophilic case. We find that water (Ow) has an ordered distribution in the 

adsorption zones, while its distribution is nearly uniform in the pseudo bulk. On the other hand, 

CO2 (Cc) is repelled from the hydrophilic surface but enriched on the hydrophobic surface 

compared with the pseudo bulk density. In addition, CO2 shows a weakly ordered distribution 

under the confinements. We measure the distances between any two adjacent highlighted points 

in the y- and z-directions, which are labeled as yl  and zl , respectively, in Figures 5.5(b) and 

5.5(c). yl  and zl are approximately 0.51 nm and 0.89 nm, respectively, which are close to the 

kaolinite unit cell sizes in the corresponding directions.  

5.3.3 3-D Spatial Distributions 

We apply the 3-D spatial distribution function (SDF) to depict the confinement effects on 

the hydration structure of CO2 in nanopores. The SDF is obtained by translating and rotating the 

coordinates to render the target CO2 molecule overlapped in each frame of the trajectory. To 

achieve this, we run three additional simulations: a) CO2-water mixture system, the ratio of 

CO2/water molecule numbers is the same as the CO2/water ratio in the water-rich phase of the 

bulk system (see Figure D5(a) and Table D2 in Appendix D); b) CO2-water mixture confined 

in the hydrophilic surface system, the ratio of CO2/water molecule numbers is the same as that of 

CO2/water in the central regions of hydrophilic confinement (see Figure D5(b) and Table D2); 

c) the same as system b but for the hydrophobic confinement (see Figure D5(c) and Table D2). 

The first simulation is to obtain the SDF in bulk, while the other two are used for SDFs under the 

hydrophilic and hydrophobic nano-confinements, respectively. Figures 5.6(a) and 5.6(b) are the 
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Ow distribution around CO2 in bulk system visualized by VMD [171] at the iso-density surfaces 

of 64 nm-3 and 40 nm-3, respectively. It can be seen that Ow prefers to encircle Cc first to form a 

ring normal to the CO2 molecule axis, then Ow surrounds the entire CO2 molecule 

symmetrically. On the other hand, Comparing Figures 5.6(b), 5.6(c), and 5.6(d) at the same iso-

density surfaces (40 nm-3), we find that confinements make CO2 partially hydrated, especially 

the hydrophobic one. Ow preferably distribute around one Oc because the other Oc is adsorbed 

on the kaolinite hydrophobic surface, and fewer water molecules distribute therein. Likewise, the 

asymmetric hydration structure in Figure 5.6(c) is due to the less complete hydration of one Oc 

than the other in the hydrophilic confinement.  

 
Figure 5.6 The iso-density surfaces of Ow (oxygen atom of water) around CO2 at 373 K and 50 

bar: (a) 64 nm-3 in bulk; (b) 40 nm-3 in bulk; (c) 40 nm-3 under the hydrophilic confinement; (d) 

40 nm-3 under the hydrophobic confinement, respectively. 

 

The SDF results in this work are in agreement with the previous work [208] but conclude 
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the opposite effects on solubility under confinements. In Badmos et al. [208], the less complete 

hydration of H2S decreases its solubility in water because H2S can form a significant number of 

hydrogen bonds with water, thereby facilitating its solubility in water. However, CO2 has a 

limited ability to form hydrogen bonds with water (see Figure 5.6(a)), the less complete 

hydration may increase the CO2 solubility. We also present the SDF of Hw around CO2 in 

Figure D6 in Appendix D, which presents a similar hydration structure to that of Ow around 

CO2. 

5.3.4 CO2 Solubility in Water in Nanopores 

Hu et al. [207] claimed that different definitions of solubility may cause varying results. 

The conclusion of over-solubility or under-solubility might reverse when using different 

solubility definitions. Herein, following their work, we calculate CO2 solubility by the following 

two definitions: 1) ( )1 1 1 2S N N N= + , where N1 and N2 are, respectively, the molecular numbers 

of solute (CO2) and solvent (water); 2) 2 1 poreS N V= , where poreV  is the pore volume. The data 

used for the solubility calculation are also from the central regions of the slit pores (from 12z =  

to 20z =  nm). The results are illustrated in Figure 5.7. Figure 5.7(a) is calculated based on the 

definition 1, whereas Figure 5.7(b) is calculated based on definition 2. While the results for CO2 

solubility in the hydrophilic confinement are consistent based on these two definitions, CO2 

shows an over-solubility in the hydrophobic confinement based on definition 1, but comparable 

with the bulk solubility based on definition 2.  

To clarify this contradiction, we suggest applying the effective pore volume if definition 

2 is used. The effective pore volume can be obtained from helium adsorption by GCMC because 

helium molecule is inert and small, which has negligible adsorption on the pore surface and the 

overall uptake can be regarded as pore filling [223, 224]. More details about the effective pore 
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volume calculation can be found in the “Effective Pore Volume” part in Appendix D. After 

conducting the helium adsorption simulation, we re-evaluate the CO2 solubility using the 

effective pore volume by definition 2 as seen in Figure 5.7(c). The results are consistent with 

those from definition 1.  

The over-solubility of CO2 under the hydrophobic confinement is attributed to the co-

adsorption of CO2 molecules with water on the hydrophobic surface (see Figure 5.3(b)). This 

means that the ratio of the CO2/water in the adsorption layer is larger than the ratio of CO2/water 

in bulk, leading to the over-solubility. This corresponds to the first mechanism proposed by Ho 

et al. [202]. On the other hand, the under-solubility of CO2 under the hydrophilic confinement is 

because CO2 molecules are repelled from the hydrophilic surface, which is enriched by water 

molecules (see Figure 5.3(a)). Accordingly, CO2 shows an under-solubility under the 

hydrophilic confinement. As a result, for CO2 sequestration, the hydrophobic confinement can 

dissolve more CO2 in water than the hydrophilic confinement, which can store more CO2 

underground. 

 

Figure 5.7 CO2 solubility at different conditions: (a) by definition 1; (b) by definition 2; (c) by 

definition 2 with effective pore volume. The error bar is smaller than the symbol size.  

 

5.3.5 CO2 Diffusion Coefficient 
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CO2 diffusion coefficient is an important parameter for CO2 sequestration in aquifers, 

which determines CO2 mobility under nano-confinements [225]. To acquire the CO2 diffusion 

coefficients under different conditions, we use the data from the additional simulations in 

Section 5.3.3. The diffusion coefficient is calculated by the Einstein relation [86]: 
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where D , D , and D⊥ are, respectively, the overall diffusion coefficient, diffusion coefficient 

parallel to the confinement, and diffusion coefficient perpendicular to the confinement; ( )ix t ,

( )iy t , and ( )iz t are, respectively, the coordinates in the x-, y-, and z-direction of molecule i at 

time t; N is the molecule number that we are calculating its diffusion coefficient;   represents 

the ensemble average. The results are shown in Figure 5.8.  

The calculated CO2 diffusion coefficient in bulk is comparable to those from experiments 

[226]. Furthermore, the CO2 diffusion coefficient perpendicular to the pore surface is at least two 

orders of magnitude smaller than that parallel to the pore surface and the bulk diffusion 

coefficient (see Table D3 in Appendix D), suggesting that once CO2 molecules are adsorbed on 

the pore surface, they unlikely to desorb. Besides, the perpendicular diffusion coefficient of CO2 

in the hydrophobic kaolinite nanopores is smaller than that in the hydrophilic ones, indicating 

that CO2 has lower mobility in the hydrophobic kaolinite nanopores. Thus, CO2 storage as the 

solubility trapping in water-saturated nanoporous media is more stable than that in bulk water. 
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Figure 5.8 Diffusion coefficient of CO2 at 373 K and various pressures: ⊥ and  in the legend 

represent diffusion coefficients perpendicular and parallel to the confinement surface, 

respectively. No error bar means it is smaller than the symbol size. 

 

5.4 Summary 

In this work, we use MD simulations to study the nano-confinement surface effects on 

the CO2-water distribution, CO2 solubility, and CO2 diffusion in water. We find that, in the 

hydrophilic kaolinite nanopores, water forms a strong adsorption layer on the pore surface, 

which in turn repels CO2 molecules, resulting in the under-solubility of CO2 in water. On the 

other hand, in the hydrophobic kaolinite nanopores, the water-surface interaction is not as strong 

as that in the hydrophilic ones. Thus, CO2 can have a co-adsorption with water on the pore 

surface, which results in its over-solubility. From the 2-D density contour maps parallel to the 
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kaolinite surface, we find that water has a quite ordered distribution in the adsorption zones 

under both hydrophilic and hydrophobic confinements. 3-D spatial distributions show that CO2 

molecules are less hydrated in kaolinite nanopores due to the nano-confinement effects, 

especially in the hydrophobic kaolinite nanopores. In addition, we find that the CO2 diffusion 

coefficient normal to the kaolinite surface is at least two orders of magnitude smaller than those 

parallel to the kaolinite surface and the bulk diffusion coefficient. To tune the solubility results 

from different definitions, we suggest adopting the effective pore volume by helium adsorption if 

definition 2 is used.  

Collectively, from CO2 sequestration view, we find that hydrophobic strata are more 

capable to sequestrate CO2 than hydrophilic strata in terms of solubility trapping mechanism. 

This work should provide some insights into CO2 sequestration in underground aquifers which 

contains a considerable number of nanoporous media and depleted shale/tight formations 

saturated with connate and injected water. However, in this work, we did not consider the effect 

of salt ions, which may play an important role in CO2 solubility in nanoporous media. In our 

future work, we would explicitly explore the roles of salt types (monovalent and multivalent) and 

concentrations on CO2 solubility in various nanopores.  

 



88 

6  Effects of Salinity and pH on CO2 Solubility in Silica 

Nanopores 

6.1 Introduction 

Carbon capture and storage (CCS) has been broadly recognized as a viable method to 

mitigate the carbon emissions due to the continuous consumption of fossil fuels [179]. Long-

term storage of carbon dioxide (CO2) is the last step for the CCS chain [227]. Among all the 

storage methods, geological CO2 sequestration has been proven to be technically and 

economically viable [10, 11, 227, 228]. According to the Global Status of CCS (2019) [229], 

there are 19 industrial level CCS facilities in operation globally. These projects can capture and 

permanently store ~37 million tonne (Mt) of CO2 annually, among which ~30 Mt are stored in 

the form of CO2 enhanced oil recovery (EOR) which can effectively offset the financial burdens 

associated with the geological CO2 sequestration [179]. On the other hand, according to the 

Annual Energy Outlook (2019) [230] by US Energy Information Administration, tight oil (oil 

deposited in tight formations) is an important US energy supply, accounting for 61% of total US 

oil production in 2018, while its production continues to increase through 2030. One of the most 

promising methods to recover tight oil is CO2-EOR, which has been successfully implemented in 

many tight oil fields accompanied with CO2 sequestration [231-233]. Therefore, CO2-EOR 

accompanied with CO2 sequestration in tight formations becomes environmentally and 

economically attractive to energy productions and policy makers.   

One of the widely used CO2-EOR methods for tight formations is water alternating gas 

(WAG) flooding, in which massive amount of water is injected into the formations [232, 234]. In 

addition, the formations usually contain a large amount of connate water originally [186, 235, 
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236]. In tight formations, there exists a considerable number of nanoscale pores, which is 

comparable to fluid molecular size [237, 238], while silica is one of the most common minerals 

[10, 11], which is generally hydrophilic [239]. Therefore, silica nanopores in tight formations 

can be saturated with the formation water during CO2-EOR and CO2 sequestration processes. As 

the CO2 dissolution in brine at high pressures underground is one of CO2 trapping mechanisms in 

geological CO2 sequestration, it is imperative to study CO2 solubility in brine in silica nanopores. 

Several studies have shown that gas solubility in solvent in nanopores is either enhanced 

or suppressed compared to that in bulk [13, 191-203, 205-208, 240-242], which depends on the 

substrate properties, pore size, molecular configurations of gas and solvent, and the ratio of 

molecular size between gas and solvent, etc. [13, 194, 202, 206, 241, 242]. The detailed review 

of the previous works can be found in our recent work [241]. Under nano-confinement, gas and 

solvent molecules can form completely different solvation structures and distributions from those 

in bulk [13, 194, 202]. Botan et al. reported that CO2 solubility in water in montmorillonite clay 

interlayers can be one order of magnitude larger than that in bulk [240]. Our recent study 

indicated that, in kaolinite nanopores, the kaolinite substrate wettability has a dominant effect on 

the distributions of CO2 and water [241]. CO2 molecules form a strong adsorption layer on the 

silica facet of kaolinite, enhancing its solubility in water in kaolinite with the silica facet 

substrates. On the other hand, CO2 is generally depleted from the gibbsite facet of kaolinite, thus 

rendering a reduced solubility in water in kaolinite with the gibbsite facet substrates [241]. In 

addition to the nano-confinement effect, salt ions, which are omnipresent in the formation water, 

can also play an important role on CO2 solubility in brine [12, 187, 190]. Generally, CO2 

solubility in brine decreases as salinity increases due to the so-called “salting out” effect [12, 

187, 189, 190]. However, under nano-confinement, the hydration structure of salt ions is altered 
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by the presence of substrates and fluid-solid interactions [206, 243]. Therefore, the combined 

effect of nano-confinement and salt ions on CO2 and water distributions as well as CO2 solubility 

in brine in silica nanopores is imperative to geological CO2 sequestration in tight formations. 

On the other hand, the pH value of an aquifer varies regionally, imposing varying 

influences on the substrate surface chemistry [239, 244, 245]. For example, silica as one of the 

major constituents in tight formations [10, 11], has varying surface chemistries as the pH of the 

formation water varies [239, 244-247]. All silanol groups (SiOH) on the silica surface are 

subject to deprotonation-protonation equilibria [239, 244, 245]. The neutral silanol terminated 

silica surface can be found at pH between 2 and 5 [239, 244, 245]. As pH increases, part of 

silanol groups are gradually deprotonated, with the deprotonation degree reaching up to 20%, 

when the pH is between 7 and 9 [244, 245]. As a result, the pH of the formation water can dictate 

silica surface chemistry, which varies from a neutrally-charged surface to a negatively-charged 

one [239, 244, 245]. Such surface chemistry alteration can further influence CO2, water, and salt 

ion distributions. Prior works studied water structures and diffusion in silica nanopores as a 

function of surface charge [246, 247]. These works show that water orientation close to the silica 

surface is altered, and its diffusion coefficient in the silica nanopore is reduced [246, 247]. 

Bonnaud et al. [248] investigated the Ca2+ ion solvation in charged silica nanopores. They found 

that most Ca2+ ions are attracted to the silica surface, while their hydration structure close to the 

surface is different from that in bulk. Renou et al. [249] studied water structural and dynamic 

properties in three different silica nanopores (protonated surface, deprotonated surface with 

charge re-distribution, and deprotonated surface with Na+ charge compensation). They found that 

the water distribution and diffusion are greatly affected by surface chemistry. Haria and Lorenz 

[250, 251] studied NaCl and CaCl2 solution flow through the charged silica nanopores, in which 
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the effect of pore size, cation type, and salinity were considered. They observed that pore size 

imposes varying influences on the current of NaCl and CaCl2 solutions as charge inversion was 

observed in the CaCl2 system which does not occur in the NaCl system. However, to the best of 

our knowledge, the pH effect on CO2, water, and salt ion distributions as well as CO2 solubility 

in brine in silica nanopores under the geological CO2 sequestration condition are still not clear. 

In this work, we study the coordinated effect of salinity and pH on CO2 and water 

distributions in silica nanopores by molecular dynamics (MD) simulations. Na+ and Cl− are used 

to represent salt ions and six salt concentrations up to ~12 wt% are used to study salinity effect. 

Three deprotonation degrees (0%, 8.3%, and 16.7%) of silanol groups are devised to denote the 

effect of pH. Temperature and pressure are set as 353 K and ~175 bar, respectively, which are 

the typical geological conditions for CO2 sequestration [10, 11].  

The remainder of this chapter is organized as following. In Section 6.2, the simulation 

methodology including simulation system, molecular models and validation, and simulation 

details are presented. In Section 6.3, the salinity and pH effects on the fluid distributions are 

analyzed by presenting the density distributions normal to the pore surface, 2-D density contour 

plot parallel to the pore surface, and the radial density distributions around the silanol and 

siloxide groups on the pore surface. Then, we present the effects of salinity and pH on CO2 

solubility in brine in silica nanopores. In Section 6.4, the key findings and potential implications 

are summarized.  

6.2 Simulation Methodology 

6.2.1 Simulation System 

An example of simulation systems is depicted as Figure 6.1(a). The center of the 

simulation system is brine confined in a silica slit nanopore with a length of ~12 nm in the x-
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direction. On both sides of the pore, two ~6 nm brine slabs and two ~6 nm CO2 slabs are placed 

symmetrically. The brine and CO2 slabs serve as the outside bulk brine reservoirs and bulk CO2 

phase, respectively. CO2 and water molecules as well as salt ions can freely move within the 

system via molecular diffusion. Once the system reaches equilibrium, the fluid distributions in 

the nanopore and bulk can be obtained in the corresponding regions. The salt ions are Na+ and 

Cl−, which are the most common ions in brine [12, 187, 190]. The salinities in the outside bulk 

brine reservoirs range from 0 to ~12 wt%, which covers the typical salinity range of formation 

water underground [12, 187, 190]. The initial setting for each system can be found in Table E1 

in Appendix E. 

 

Figure 6.1 (a) Schematic representation of simulation system. The yellow, red, white, purple, 

and cyan spheres represent Si, O, H, Na+, and Cl−, respectively; the blue and pink dots are water 

and CO2 molecules, respectively. (b) The surface roughness characterization: zero in the legend 

represent the average position of the surface atoms (excluding H atoms) in the z-direction, and 

the positive and negative values represent the coordinate deviation of surface atoms from the 
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average position. (c1)-(c3) The distribution of Si atoms in the groups of SiOH and SiO− on the 

surface of a periodic cell (the surface consists of 32 periodic cells in the x- and y-directions); 

the blue and green circles represent Si atoms in SiOH and in SiO−,  respectively. SiO− groups 

in (c1), (c2), and (c3) account for the deprotonation degree of 0.0%, 8.3%, and 16.7%, 

respectively, which corresponds to pH of ~2−5, ~5−7, and ~7−9, respectively. 

 

The silica nanopores consist of two identical amorphous silica sheets with hydroxylated 

inner surface. Amorphous silica is chosen because it is one of the most abundant constituents in 

tight sandstone formations [10, 11]. The amorphous silica is obtained from Emami et al. [244]. 

The surface area of the silica sheet is ~12×8.3 nm2 (the x-y plane), and the thickness of each 

silica sheet is around 1.5 nm. The roughness of the inner surface is illustrated in Figure 6.1(b). 

The amplitude, namely, the vertical deviation from the mean line, is around 0.03 nm. The silica 

slab consists of 32 periodic cells in the x- and y-directions as shown in Figures 6.1(c1)−(c3), 

where the blue and green solid circles are Si atoms in SiOH and in SiO−, respectively. SiO− 

groups in Figure 6.1(c2) and 6.1(c3) are randomly picked and converted from SiOH groups in 

Figure 6.1(c1), which account for 8.3% and 16.7% of the total number of surface groups, 

respectively. These three configurations of silica surface correspond to the pH values of ~2−5, 

~5−7, and ~7−9, respectively [239, 244, 245], which cover the typical pH values of tight 

formations [252, 253]. While the dissolved CO2 in brine is subject to the reaction with water to 

form carbonic acid, the concentration of H2CO3 is three orders of magnitude smaller than the 

dissolved CO2 concentration [254]. Therefore, the formation of carbonic acid is not considered in 

this work. The density of SiOH groups in Figure 6.1(c1) is 4.74/nm2, which is in line with the 

experimental measurements (average at 4.6−4.9/nm2) [255-257]. The pore size is around 2.5 nm, 
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representing typical nanopores in tight sandstone formations [237, 238].  

6.2.2 Molecular Models and Validation 

Silica is described by the parameters from Emami et al [244]. Water and CO2 molecules 

are modeled by SPC/E [156] and EPM2 [220] models, respectively. Salt ion (Na+ and Cl−) 

parameters are adopted from Smith and Dang (SD) [258]. The force field parameters can be 

found in Tables E2 and E3 in Appendix E. The choice of such force field combination is based 

on the following consideration: First, regarding the silica, the parameters developed by Emami et 

al. resolves numerous limitations of prior silica parameters and reduces the uncertainties in the 

calculated interfacial properties relative to experiments [244]. It explicitly considers the full 

range of variable surface properties (such as zeta potential and silanol surface density) and pH 

(silanol deprotonation degree) [244]. It has been proven to accurately predict water contact 

angles in the water-gas (CO2 or air)-silica systems [239, 244]. Moreover, this silica model is 

compatible with the commonly used water models (such as SPC series and TIP series) [244]. 

Second, the water and CO2 models are carefully chosen among various combinations by 

comparing simulation results with experimental measurements in terms of CO2 bulk density 

[259], CO2-water interfacial tension (IFT) [221], CO2 solubility in bulk water [12], and CO2 

diffusion coefficient in bulk water [226] over a broad range of pressure. The results indicate that 

the optimized SPC/E and EPM2 [222] can quantitatively reproduce the above-mentioned 

properties and outperforms other combinations (see the results in Figure E1 and the detailed 

discussion in context in Appendix E). Therefore, the optimized SPC/E and EPM2 are selected to 

model water and CO2 molecules. Third, because SPC/E model [156] has been selected for water, 

the salt ion force field should be compatible with SPC/E water. SD model for NaCl [258] is a 

widely accepted one to describe brine coupled with SPC/E water [258, 260-263]. Finally, we 
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also compare the CO2 solubility in brine [187] and CO2-brine IFT [264] to experimental data 

over a wide range of salinity (see the results in Figure E2 and the detailed discussion in context 

in Appendix E). The semi-quantitative agreement demonstrates that the water, CO2, and salt ion 

models can mimic the salinity effect with a reasonable accuracy. 

6.2.3 Simulation Details 

All simulations are conducted by the GROMACS package (version 2019.5) [48, 49]. The 

systems are first relaxed by the steepest descent algorithm until the maximum force is less than 

1000 kJ·mol-1·nm-1. Afterward, a 50-ns NVT simulation is conducted for equilibration in each 

case with a time step of 2 fs. The equilibrium is carefully checked by comparing CO2, water, and 

salt ion density distributions in the silica nanopores, CO2 solubility in the outside bulk brine 

reservoirs and the silica nanopores, and CO2 density in the bulk CO2 phase every 5-ns in each 

case (see Figures E3 and E4 in Appendix E as an example). We find that these properties 

stabilize in all cases within this time period, suggesting that the systems are equilibrated in 50 ns. 

The sampling stage is conducted following the equilibration stage with either 10-ns or 20-ns NVT 

simulations for each case (refer to Table E1 for details). The trajectory in the sampling stage is 

saved every 100 steps (200 fs) for analysis. As a result, the ensemble averaged properties are 

obtained over 50,000 or 100,000 configurations. Three-dimensional periodic boundary 

conditions (PBCs) are applied. The cut-off distance for Lenard-Jones potential is 1.2 nm and 

compensated by analytical tail corrections [86]. The long-range Columbic interaction is 

addressed by the particle-mesh Ewald (PME) algorithm [87]. The silicon and bulk oxygen atoms 

in the silica substrate are fixed throughout the simulation, whereas the functional groups 

(hydroxyls and deprotonated hydroxyls) on the silica surface are allowed to rotate around silicon 

atoms (see Table E3 in Appendix E). Water and CO2 molecules are treated as rigid bodies by 
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the SETTLE algorithm [88] and by introducing two virtual atoms [213], respectively. The 

system pressure (174.5  1.5 bar, see Table E1 for details) is dictated by CO2 density in the bulk 

CO2 phase from NIST Chemistry Webbook [259] as the CO2 model used in this work can 

accurately reproduce its bulk density in the studied range of pressures (see Figure E1(a)). The 

system temperature (set as 353 K) is controlled by the velocity-rescale thermostat [75]. 

6.3 Results and Discussion 

In this section, we first present the 1-D density profiles normal to the silica surface (along 

the z-direction), and then the 2-D density contour plots in the adsorption layer parallel to the 

silica surface (the x-y plane) are illustrated. Then, the radial density distributions around the 

silanol and siloxide groups are presented to show the effect of surface chemistry on fluid 

distributions. Finally, the CO2 solubility in brine in silica nanopores and in bulk under various 

salinities and pH values are calculated.  

6.3.1 Density Distributions in the z-Direction 

In Figure 6.2, we present the number density distributions of each element in silica 

nanopores along the z-direction in the non-deprotonated cases with various salinities. The 

oxygen and hydrogen atoms of water are denoted as Ow and Hw, respectively; the oxygen and 

carbon atoms of CO2 are denoted as Oc and Cc, respectively. The data are extracted from the 

central region of the silica nanopores (from x=14 to 22 nm) to avoid the pore end effect as in our 

previous work [241]. While the statistical errors in density profiles are not shown in Figure 6.2 

for clarity, they would be reflected in the solubility calculations (see Section 6.3.4). We also 

present an example to show the oscillations of each elemental density profiles in Figure E5. As 

seen from Figure 6.2, water has a layering structure close to the silica surface, forming two 

adsorption layers for both Ow and Hw on each surface. In addition, CO2 also forms a single 
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adsorption peak on each surface, while salt ions are generally depleted from the surface, which is 

in line with the previous studies [243, 246, 247]. As salinity increases, the densities of water and 

CO2 monotonically drop in both the adsorption layer and bulk region. In Figures E6 and E7, we 

also depict the number density distributions of each element in the silica nanopores with 

deprotonation degrees of 8.3% and 16.7%, respectively. As pH increases (the silica surface 

deprotonation degree increases), the water adsorption layer becomes increasingly prominent, 

whereas CO2 adsorption layer gradually weakens. As deprotonation degree increases from 0.0%, 

Na+ ion distributions change from the depletion at the pore surface to the enrichment due to the 

electrostatic interactions, generating several noticeable spikes in density profiles, while Cl− ions 

are always depleted from the silica surface. The increase in water density in the vicinity of the 

pore surfaces as the deprotonation degree increases is probably because as more Na+ ions are 

attracted to the pore surfaces, more water molecules are needed to hydrate these counter-ions. 

Overall, all water, CO2, and salt ion density distributions converge to their respective bulk values 

away from the silica surfaces (see Figure E8 in Appendix E). 
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Figure 6.2 Number density distributions of each element in silica nanopores in the z-direction 

with a deprotonation degree of 0.0% at various salinities. Ow, Hw, Oc, and Cc represent oxygen 

and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 

 

In Figure 6.3, we present the number density distributions, reduced density distributions 

as well as orientation parameters in silica nanopores with deprotonation degree of 0.0% at 

salinity of 7.33 wt%. The reduced density distributions represent the number density 

distributions normalized by the density of the corresponding component in the outside brine 

reservoirs. The orientation parameters zS  of water and CO2 are given by Equation 4.2. Only the 

data in the range of 1.5 nm < x < 4.0 nm are presented. Beyond this range, too few water and 

CO2 molecules are found therein because of the rough surface. Figure 6.3 shows that CO2 

molecules co-adsorb on the silica surface with water, while salt ions are depleted. Regarding the 

molecular orientation, from the pore surface to the middle of the pore, water molecules are 

parallel to the pore surface first, then gradually become randomly oriented and followed by a 

weakly-parallel alignment at its density peak position, while CO2 molecules gradually change 

from a perpendicular alignment at the pore surface to a parallel alignment in the CO2 adsorption 

layer. In Figures E9 and E10, we present, respectively, the number density distributions, 

reduced density distributions as well as orientation parameters in silica nanopores with 

deprotonation degree of 8.3% at salinity of 7.37 wt% and deprotonation degree of 16.7% at 

salinity of 7.70 wt%. Unlike the non-deprotonated cases as shown in Figure 6.3, water 

orientation in those deprotonated cases is weakly perpendicular in the vicinity of the pore 

surface. CO2 orientations and distributions, however, are similar to those in the non-deprotonated 

cases. The differences in water orientations indicate that surface charge can alter water structures 
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close to the pore surface in line with prior results [246, 247, 249]. Meanwhile, as the 

deprotonation degree increases, due to the increasing Na+ ion accumulation close to the pore 

surface, Cl− ions can also enrich beyond Na+ layers, showing a characteristic of electrical double 

layer (EDL). We also note that salinity has an insignificant effect on water and CO2 orientations 

(see Figure E11). The snapshots in Figure E12 present the typical configurations of the cases in 

Figures 6.3, E9 and E10 by VMD [171]. As deprotonation degree increases, more Na+ ions but 

fewer CO2 molecules are found close to the pore surfaces, which is consistent with Figures 6.2, 

E6, and E7. 

 

Figure 6.3  (a) Number density distributions; (b) reduced density distributions as well as the 

orientation parameters in silica nanopores at salinity of 7.33 wt% and deprotonation degree of 

0.0%. Ow, Hw, Oc, and Cc represent oxygen and hydrogen atoms of water, oxygen and carbon 

atoms of CO2, respectively. 

 

6.3.2 Density Distributions in the x-y Plane 

While the results in Section 6.3.1 can provide the density distributions of each 

component along the z-direction, they are averaged in the x-y plane, which cannot reflect the 

fluid distributions in the x-y plane. Therefore, we present the 2-D density contour plot in the 
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adsorption layer parallel to the pore surface (the x-y plane) in Figure 6.4 at salinity of 7.70 wt% 

and deprotonation degree of 16.7%. The adsorption layer for each element is defined as the 

region from the position where its density is 10% of its bulk density (that in the outside brine 

reservoirs) to the first local minimum in the z-direction.  

 

Figure 6.4 2-D density contour plot in the adsorption layer parallel to the pore surface (the x-y 

plane) at the salinity of 7.70 wt% and deprotonation degree of 16.7%. Blue and green dots are Si 

atoms in Si(OH) and in Si(O−) groups, respectively. Ow, Hw, Oc, and Cc represent oxygen 

and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 

 

As shown in Figure 6.4, water molecules mainly accumulate around the SiOH and 

SiO− groups, whereas CO2 can only enrich in the areas where these surface groups are scarce. 

Salt ions, especially Na+, are strongly attracted by the SiO− groups owing to the strong 
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electrostatic interaction. However, salt ions are repelled from the SiOH groups. The other cases 

with deprotonation degrees of 0.0% and 8.3% are depicted in Figures E13 and E14, 

respectively. As deprotonation degree increases, water density increases, while the opposite is 

true for CO2. In addition, Na+ ions become gradually enriched at the surface. These results are 

consistent with those in Section 6.3.1. 

6.3.3 Radial Density Surrounding the Surface Groups 

To further explore the spatial distribution of water, CO2 and salt ions around the surface 

groups (SiOH and SiO−), we present the radial distribution density of each element around the 

O atom in SiOH and SiO− groups in Figures 6.5 and 6.6, respectively. The deprotonation 

degree is 16.7% and the salinities range from 0 to 11.89 wt%. The data are extracted from the 

central region of the nanopores as well. The radial density is counted as the average number of 

target elements in the volume of hemi-toroidal shells around the O atom in the surface groups as 

shown in the schematic insets in Figures 6.5(b) and 6.6(b). The results for the cases with 

deprotonation degree of 0.0% and 8.3% are shown in Figures E15-E17 in Appendix E.  
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Figure 6.5 Radial density distribution of each element around the O atom in SiOH groups at 

various salinities and deprotonation degree of 16.7%. Ow, Hw, Oc, and Cc represent oxygen and 

hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 

 

Figure 6.6 Radial density distribution of each element around the O atom in SiO− groups at 

various salinities and deprotonation degree of 16.7%. Ow, Hw, Oc, and Cc represent oxygen and 

hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 

 

As shown in Figures 6.5 and 6.6, the Ow distributions have a single peak and the Hw 

distributions have two peaks around the O atom in SiOH groups, while around the O atom in 

SiO− groups, both Ow and Hw distributions have a significant density peak at the contact 

distances followed by a few small oscillations. Besides, CO2 distribution has a peak around the 

SiOH groups, while depleted from the SiO− groups. As a result, as deprotonation degree 

increases, the number of CO2 molecules in silica nanopores decreases. In addition, as expected, 
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Na+ ion distributions have a much more prominent peak around the O atom in SiO− groups than 

those in SiOH groups due to the net negative charge of SiO− groups. Cl− ions enrich at the 

local minimum of Na+ ion distributions beyond their peak around the O atom in SiOH groups, 

while it is depleted from SiO− groups. The increasing salinity generally lowers the radial 

densities of water and CO2 around the O atom in both surface groups.  

Figure 6.7 presents the water and Na+ radial distributions around SiOH and SiO− 

groups as well as the typical configurations of water molecules and Na+ ions within a hemi-

sphere (radius of 0.6 nm) around the O atom in the surface groups. Figure 6.7(a) depicts that the 

hydration structure of water and Na+ around SiOH groups, where the Ow−Hw bonds of water 

molecules are pointing toward the O atom in SiOH groups. Na+ ions are generally depleted 

from the O atom in SiOH groups as shown in Figure 6.7(c). On the other hand, Figure 6.7(b) 

illustrates the hydration structure of water and Na+ around SiO− groups, in which the peak 

position of Na+ is between those of Hw and Ow. Na+ ions are attracted to the SiO− groups, 

especially accumulating in the area where two SiO− groups are close (see Figures 6.7(d) and 

6.7(e)). The peak value in Hw distributions is approximately twice of that in Ow distributions, 

suggesting the Hw−Ow−Hw orientations of water molecules around the SiO− groups shown in 

Figures 6.7(d) and 6.7(e). 
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Figure 6.7 Radial distribution for Hw (hydrogen of water), Ow (oxygen of water), and Na+ 

around the O atom in (a) SiOH groups with deprotonation degree of 0.0% and salinity of 7.33 

wt%; (b) SiO− groups surface deprotonation degree = 16.7% and salinity = 7.70 wt%, 

respectively. Snapshots of water and Na+ around (c) SiOH group, (d) SiO− group at a low 

local density of SiO− groups, and (e) SiO− group at a high local density of SiO− groups, 

respectively. 

 

Figure 6.8 presents the radial distributions of water, CO2, and salt ions around the O 

atom in the SiOH and in SiO− groups, respectively, at various deprotonation degrees. As 

deprotonation degree increases, water, and salt ion radial density profiles around both SiOH 

and SiO− groups increase, while those of CO2 decrease. The increase in water and Cl− radial 
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density distributions can be partially attributed to the increased number of Na+ ions close to 

SiO− groups. The increases in water and salt ion radial density distributions around SiOH 

groups are because an increasing number of SiO− groups which can greatly attract salt ions and 

water molecules appear in their vicinities. 

 

Figure 6.8 Radial density distribution of each element around O atom in surface groups under 

different deprotonation degrees @ salinity = 7.51  0.19 wt%. Ow, Hw, Oc, and Cc represent 

oxygen and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 

 

6.3.4 CO2 Solubility in Brine in Silica Nanopores 

CO2 solubility in brine S in silica nanopores is determined by: 

 
2CO poreS N V= , (6.1) 

where 
2CON  and poreV  are the molar number of CO2 molecules and the effective pore volume, 

respectively. The effective pore volume is obtained from helium adsorption by the grand 
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canonical Monte Carlo (GCMC) simulations [223, 241, 265]. The CO2 solubility in brine in 

silica nanopores is presented in Figure 6.9.  

 

Figure 6.9 CO2 solubility in brine in silica nanopores under various conditions. For comparison, 

we also present CO2 solubility in bulk brine. 

 

CO2 solubility in bulk brine is averaged over all the cases in the outside brine reservoirs 

(see Figure 6.1(a)). It is observed that presence of salt ions generally reduces the CO2 solubility 

in bulk brine and in brine in silica nanopores. At low pH values (pH values in the ranges of ~2−5 

and ~5−7), CO2 solubility in brine in silica nanopores is generally higher than that in bulk due to 

the strong CO2 adsorption on the silica surfaces (see Figures 6.2 and E5). CO2 solubility in brine 

in silica nanopores in the pH range of ~2−5 is 1.3−1.6 times of than that in bulk. As pH further 

increases (pH values in the range of ~7−9), CO2 solubility in brine in silica nanopores becomes 
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comparable to that in bulk brine. Collectively, low salinity and low pH conditions are favorable 

for CO2 storage by solubility trapping in silica nanopores in tight formations. We note that in our 

previous work [241], CO2 solubility in water is reduced in kaolinite nanopores with gibbsite 

facet as inner-surface (strong hydrophilic), while enhanced in kaolinite nanopores with silica 

facet as inner-surface (less hydrophilic). The results in this work are consistent with our previous 

one [241] as silica surface becomes more hydrophilic as its surface deprotonation degree 

increases [239]. 

6.4 Summary 

In this work, MD simulation is used to study the coordinated effect of pH and salinity on 

the fluid distributions and CO2 solubility in brine in silica nanopores, which have been poorly 

understood but can be of practical significance for geological CO2 sequestration in tight 

formations. The number density distributions normal to the silica surface, 2-D density contour 

plots parallel to the surface, and radial distributions around the surface groups are presented to 

obtain a comprehensive understanding of fluid structural properties under various conditions.  

In non-deprotonated cases, water has a layered structure close to silica surface, and CO2 

molecules co-adsorb on the silica surface with water, while ions are depleted from the silica 

surface. As deprotonation degree gradually increases (from 0% to 16.7%), water adsorption 

becomes increasingly significant and CO2 adsorption gradually decreases, while Na+ ions are 

strongly attracted by the silica surface, forming several density spikes. The 2-D density contour 

plots reveal that water molecules enrich around the surface groups on the surface, while CO2 

molecules accumulate in the areas away from the surface groups. Na+ ions are strongly attracted 

to the deprotonated surface groups. The water orientation around SiOH and SiO− groups are 

different due to the different water hydration structures. The radial distributions of CO2 have a 
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peak around the SiOH groups, while they are generally depleted from the SiO− groups. 

Overall, the increase in salinity generally lowers both water and CO2 distributions in silica 

nanopores. Collectively, CO2 solubility in brine in silica nanopores decreases as salinity and pH 

increases, and CO2 solubility in brine in silica nanopores can be 30−60% higher than that in bulk 

for low pH cases in the salinity range of 0−12 wt%. Therefore, low salinity and low pH 

environments are favored for geological CO2 sequestration by solubility trapping in silica 

nanopores in tight formations. Considering that in tight formations, there are a large number of 

nanoscale pores, CO2 dissolution in brine in silica nanopores may play an important role in CO2 

sequestration during CO2-EOR in tight formations. Our work provides some important insights 

into the CO2 sequestration during CO2-EOR in tight formations and the optimization of the 

process. 

The dissolved CO2 in brine is subject to the reaction with water to form carbonic acid, 

which is a weak acid. The pH value of CO2 saturated water solution is ~3.2 under the conditions 

in this work according to experimental measurements [266]. This suggests that the pH of brine 

decreases as CO2 dissolves into the brine. The acidic environment is beneficial for CO2 solubility 

in brine in silica nanopores, but this process (CO2 dissolution in brine in silica nanopores and 

silica surface chemistry alteration) might take a long time, especially in tight formations. 

Therefore, the findings in this work are only applied after the whole system get equilibrated 

underground, and the dynamic properties (e.g., the process of CO2 dissolving into brine by 

advection or diffusion) are not discussed, which are also important to the CCS procedures. In our 

future work, we would explicitly explore the dynamic process of geological CO2 sequestration. 

 



109 

7  Effects of Kerogen Type and Pore Size on CO2 Storage in 

Shale Formations 

7.1 Introduction 

Since the industrial revolution, the concentration of carbon dioxide (CO2) in the 

atmosphere has increased from ~280 ppm to the current levels of ~410 ppm [6]. The excessive 

CO2 emission has caused serious climate concerns [7, 8]. To reduce CO2 content in the 

atmosphere, CO2 capture and storage in geological media become vitally important [7-9]. Based 

on the Global Status of CCS (2019) [229], most of the sequestrated CO2 (~30 out of 37 million 

tonne per year) is stored in the form of CO2 enhanced oil recovery (EOR) for the sake of 

financial burden. On the other hand, CO2-EOR is a promising method for the shale reservoirs 

after the primary recovery [234]. In addition, the oil and gas production from shale in US is huge 

and its annual production will continue to increase for a long time [230]. It is predicted that total 

US shale output (oil and gas) will overtake the total oil and gas production from Russia by 2025 

[230]. Therefore, CO2 sequestration accompanied with CO2-EOR in shale reservoirs has a huge 

potential [7-9, 181, 267].  

Shale reservoirs are typically associated with organic contents from 0.5 wt% to more than 

10 wt% [268]. The organic matters (i.e., kerogen) in shale reservoirs contain a considerable 

number of nano-scale pores [265, 269-272]. Type II kerogen is commonly seen in the shale 

reservoirs (such as Bakken Shale and Eagle Ford Shale) [234, 273]. Type II kerogen can be 

further divided into four sub-types (Types II-A, II-B, II-C, and II-D) from low to high maturity 

as the atomic O/C and H/C ratios decrease [273-275]. On the other hand, during the development 

of shale reservoirs, there are massive water existing in the shale formations. The possible water 
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sources can be: 1) connate water, which typically accounts for 10−30% of the pore volume [276, 

277]; 2) hydraulic fraturing, in which a large amount of water is injected but only small portion 

of it can be recovered (e.g., only 7−22% of the injected fluid is recovered in the Marcellus Shale 

[278]); and 3) water alternating gas (WAG) flooding, where a lot of water is injected into the 

shale oil formations. While the traditional wisdom is that the kerogen is hydrophobic, and its 

hydrophobicity increases as maturity increases [279, 280], some experimental and simulation 

studies show that water can be trapped in the kerogen nanopores even the kerogen is over-

maturity [281-283]. To be more convincing, we set up a serial of systems including a kerogen 

(from immature to over-mature) slit pore with pore size of ~1 nm and two water slabs on both 

ends of the slit pore as seen in Figure F1 in Appendix F. We observe that water is gradually 

imbibed into all the kerogen nanopores as time forwards. Therefore, it is a possible scenario that 

a considerable number of kerogen pores are filled with water. 

In the water-filled kerogen nanopores, CO2 storage mechanism and capacity are still 

unknown. For example, CO2 might exist in the kerogen nanopores in the form of dissolution [7, 

8, 12]. It is observed that gas solubility in nanopores differs from that in bulk due to the strong 

confinement effect [13]. There have been some studies on the gas solubility in nano-scale pores 

[191-203, 205-208, 241, 242]. They concluded that nano-confinements have significant impacts, 

either enhance or reduce the gas solubility depending on the confinement properties, pore size, as 

well as configurations of gas and solvent molecules and their size ratio, etc. [13, 194, 202, 206, 

241, 242]. The enhanced and reduced gas solubilities are referred to as “over-solubility” and 

“under-solubility”, respectively. The detailed review of above works can be found in our 

previous work [241] and a review paper [13]. According to our recent works [241], CO2 

solubility in water/brine in the kaolinite or silica nanopores strongly depends on the confinement 
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surface chemistry. Therefore, if CO2 is stored by solubility trapping mechanism, its solubility 

might be different in kerogen nanopores with various maturities because the kerogen surface 

properties are different at different maturity stages. Interestingly, when the pore size is small 

enough, gas (CO2 or methane) can displace the water in the graphene nanopore and exist as 

continuous phase, which is reported in our previous work [284]. The occurrence of this 

phenomenon is partially determined by the pore size. Therefore, the coordinated effects of 

kerogen maturity and pore size should be explicitly explored, which determines the CO2 storage 

form and storage amount in the kerogen nanopores.  

Therefore, in this work, we use molecular dynamics (MD) simulation to study the 

coordinated effects of kerogen maturity and pore size on CO2 storage mechanisms and storage 

capacity in water-filled kerogen nanopores. MD simulation is applied because it is challenging 

for experiments to investigate the underlying mechanisms in nanopores at an atomic scale and 

under high-temperature and high-pressure geological conditions [184]. We use type II kerogen 

with four different degrees of maturity (Types II-A, II-B, II-C, and II-D [273]) associated with 

three slit pore sizes (1, 2, and 4 nm) to represent the typical kerogen nanopores. The temperature 

and pressure are 353 K and 187.2  2.2 bar, respectively, which are the typical shale reservoir 

conditions [285, 286]. 

7.2 Simulation Methodology 

In this part, we first describe the simulation setup, then molecular models and simulation 

details are introduced thereafter. 

7.2.1 Simulation Setup 

An example of the simulation setup is shown in Figure 7.1(a). The center of the 

simulation box is water confined in a slit-shaped kerogen nanopore. On both ends of the pore, in 
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the x-direction, two water slabs (serve as outside water reservoirs) and two CO2 slabs (serve as 

injected CO2) are symmetrically placed. The kerogen molecules (Types II-A, II-B, II-C, and II-

D) are from Ungerer et al. [273], who developed different kerogen models based on the 

experimental indexes, such as atomic ratio of H/C, aromatic carbons fration, and heteroatoms (N, 

O, and S) content. The procedure of making the kerogen matrices can be found in the “Kerogen 

Matrices Generation” part in Appendix F. The final morphology of the inner surfaces of the 

bottom matrices (see Figure 7.1(a)) with their sizes in the x-y plane is illustrated in Figure 

7.1(b). The intuitive observation is that, from Type II-A to Type II-D, the aromatic carbons on 

the surface gradually increase and hydrogen atoms gradually decrease. This is in line with the 

kerogen maturity of corresponding types, suggesting the kerogen matrices in this work can 

reflect their maturities. The morphology of the inner surfaces of the upper matrices (see Figure 

7.1(a)) as presented in Figure F4 shows a similar performance. The thicknesses of all the bottom 

and upper kerogen matrices are 2.13  0.03 nm in the z-direction. The pore size is denoted as the 

distance between the innermost atoms on the kerogen inner surfaces in the z-direction. Three 

pore sizes (1 nm, 2 nm, and 4 nm) are designed to represent the kerogen nanopores, which are 

within the dominant pore size distribution in kerogen [272]. CO2 and water molecules can freely 

move around in the system via molecular diffusion. Once the system reaches equilibrium 

(chemical potentials of water and CO2 in the nanopore and bulk are equal, respectively [208, 

241]), the distributions of CO2 and water in the nanopore and bulk can be obtained in the 

corresponding regions. To minimize the pore end effect, we only use the center region of the 

kerogen nanopore (6 nm in the center in the x-direction, marked as “analysis region” in Figure 

7.1(a)) for analysis. The other parameters of all the system configurations are listed in Table 7.1. 

As seen in Table 7.1, in the cases with 4-nm pore sizes, for the sake of computational efficiency, 
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the bulk water thicknesses on each side of the nanopore in the x-direction are ~4 nm, which is 

smaller than that in other cases (~6 nm). It is noted that ~4-nm water slab is thick enough to 

obtain the water bulk density and CO2 solubility in bulk water. 

 

Figure 7.1 Simulation system setup: (a) Initial configuration of the simulation system, taking 2-

nm nanopore and Type II-A kerogen as an example; (b) Morphology of the inner surfaces of the 

bottom matrices (see Figure 1(a)) with their sizes in the x-y plane. 

Table 7.1 Configuration parameters of all the simulation systems. The pressures are obtained by 

comparing the equilibrated bulk density of CO2 slab with NIST Chemistry Webbook. The 
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temperature for all the systems is 353 K, and the uncertainties of all the pressures are within  

0.3 bar 

Parameter Pore size 
Kerogen type 

II-A II-B II-C II-D 

Bulk water 

thickness of 

each side, nm 

1 nm ~6.12 ~6.08 ~6.11 ~5.93 

2 nm ~6.12 ~6.08 ~6.11 ~5.93 

4 nm ~4.12 ~4.08 ~4.11 ~3.93 

Bulk CO2 

thickness of 

each side, nm 

1 nm ~6.50 ~6.50 ~6.00 ~6.50 

2 nm ~6.50 ~6.50 ~6.00 ~6.50 

4 nm ~6.50 ~6.50 ~6.00 ~6.50 

Total number 

of water 

molecules 

1 nm 13708 13985 13993 14140 

2 nm 18625 18625 19000 18625 

4 nm 20000 20000 20600 20000 

Total number 

of CO2 

molecules 

1 nm 4430 4270 4080 4380 

2 nm 4740 4740 4420 4830 

4 nm 6265 6275 5925 6345 

Pressure, bar 

1 nm 186.8 186.1 185.3 188.3 

2 nm 189.1 187.6 187.2 186.8 

4 nm 187.2 186.1 185.6 185.4 

 

7.2.2 Molecular Models 

Water and CO2 molecules are simulated by SPC/E [156] and EPM2 [220] models, 

respectively. The Lennard-Jones (LJ) interaction between CO2 and water molecules are adopted 

from Vlcek et al. [222], who optimized the unlike-pair parameters. In our previous works [241], 

we did a thorough validation of water and CO2 force fields. It has been proved that the optimized 

SPC/E + EPM2 [222] have excellent performances in terms of  CO2 bulk density, CO2−water 

IFT, CO2 solubility in bulk water, and CO2 diffusion coefficient in bulk water. Therefore, in this 
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work, we directly use the optimized SPC/E + EPM2 [222] to describe water and CO2. The force 

field parameters can be found in our prior works [241]. The kerogen matrices are described by 

consistent valence force field (CVFF) [287]. While the original force field used in Ungerer et al. 

[273] is PCFF+, it is difficult to couple with other force fields such as SPC/E and EMP2 in this 

work, because PCFF+ uses LJ 9−6 to describe the repulsion and dispersion interactions, and the 

conventional ones (e.g., SPC/E and EMP2) use LJ 12−6. Fortunately, CVFF force field [287] is a 

good alternative, which has been widely used to model kerogen and its interaction with others 

(such as CO2 [283, 288, 289], water [283, 289], and methane [274, 288, 289]). To further 

validate the CVFF force field, we calculate the densities of different kerogen matrices. The 

simulated densities (unit: g/cm3) of Types II-A, II-B, II-C, and II-D are 1.151  0.003, 1.147  

0.003, 1.202  0.002, and 1.359  0.003, respectively, at 353 K and 187 bar (conditions used in 

this work). Except Type II-B, of which density is not available in the literature, the 

corresponding experimental densities for Types II-A, II-C, and II-D are 1.18−1.29, 1.18−1.25, 

and 1.30−1.40, respectively [273]. The good agreement between the simulated density and 

experimental data indicates the validity of CVFF force field. In addition, we also calculate the 

water contact angles in the water-vacuum-Type II-D kerogen systems (see details in “Water 

Contact Angle” part in Appendix F). The water contact angles on the bottom and upper kerogen 

surfaces are consistent, which is 43.2  3.2°. Type II-D kerogen shows water-wet properties, 

which is consistent with the other simulation results [283] and experiments [281, 282]. 

Therefore, we believe that CVFF can faithfully model the kerogen and can be coupled with water 

and CO2 with a reasonable accuracy.  

7.2.3 Simulation Details 

All the simulation systems are assembled by PACKMOL package [290] and conducted 
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by the GROMACS package (version 2019.5) [48, 49]. The systems are first relaxed by the 

steepest descent algorithm until the maximum force on any atom is less than 1000 kJ/(mol·nm), 

then followed by an NVT ensemble simulation with a 2-fs time step for equilibration. The 

equilibration time for each system varies, which is 200 ns, 90 ns, and 100 ns for the systems with 

pore size of 1 nm, 2 nm, and 4 nm, respectively. The criteria of reaching equilibration are both 

the water and CO2 densities in the nanopore and bulk become stable. Figures F6−F7 present an 

example to judge the equilibrium. All the systems are equilibrated within the equilibration time. 

Afterward, a 20-ns NVT ensemble simulation for production is followed with a 2-fs time step for 

each system. The kerogen matrices are always fixed throughout the simulations. The trajectory in 

the production stage is saved every 200 steps (400 fs), thus there are total 50000 frames for data 

analysis in each system. Three dimensional (3-D) periodic boundary conditions (PBCs) are 

applied. System pressure is dictated by the CO2 bulk density in bulk CO2 slabs as shown in 

Figure 7.1(a) from NIST Chemistry Webbook [291] based on the fact that CO2 model used here 

can accurately reproduce its density in the studied range of pressures [241]. The specific pressure 

for each system can be found in Table 7.1, which is in the range of 187.2  2.2 bar. The system 

temperature is controlled by velocity rescaling thermostat [75] at 353 K. Except the interaction 

between water and CO2 [222], LJ interaction between the rest unlike pairs further than 3 bonds 

or in different molecules is calculated by geometric average [274]. LJ potential is truncated at 1.2 

nm with tail corrections [86]. The electrostatic interaction is addressed by the particle-mesh 

Ewald (PME) method [87]. Water and CO2 molecules are rigid, which are achieved by the 

SETTLE algorithm [88] and by introducing two virtual atoms [213], respectively.  

7.3 Results and Discussion 

In this section, we first present the kerogen maturity effect on water and CO2 



117 

distributions in the 4-nm slit pores, and then compare the water and CO2 distributions in Type II-

B kerogen nanopores with different pore sizes to elaborate the pore size effect. Thereafter, CO2 

storage mechanisms and storage capacity in kerogen nanopores are discussed. 

7.3.1 Kerogen Maturity Effect 

Kerogen maturity effect is presented from the perspectives of density profile and 

molecular orientation normal to each type of kerogen surface, density contour map parallel to 

each type of kerogen surface, and heteroatom and hydrogen bond (H Bond) distribution on each 

type of kerogen surface.  

7.3.1.1 Density Profile Normal to Kerogen Surface 

Figure 7.2 depicts the number densities of oxygen and hydrogen atoms in water 

molecules (denoted as Ow and Hw, respectively) and carbon and oxygen atoms in CO2 

molecules (denoted as Cc and Oc, respectively) in 4-nm slit pores normal to the kerogen 

matrices. The data are extracted from the analysis regions of the slit nanopores (see Figure 

7.1(a)) to avoid the pore end effect. From Figure 7.2, we observe that water (Hw and Ow) is 

generally depleted from the kerogen surface regardless of its maturity, and it is relatively less 

depleted on Type II-A kerogen surfaces than others. However, CO2 is always adsorbed on the 

kerogen surfaces, forming a prominent adsorption layer on each surface of the pore. While CO2 

adsorption amount on Type II-A kerogen surface is relatively small, the adsorption amounts on 

the other three kerogen surfaces are comparable. Both water and CO2 densities converge to their 

bulk values in the middle of the pore.  
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Figure 7.2 Density profiles of water and CO2 normal to the kerogen surface in 4-nm slit pores at 

353 K and 186.3  1.2 bar. The bands with lighter colors around the curves are uncertainties of 

the corresponding densities. 

 

In Figure 7.3, we collect the density profiles of CO2 and water together for each type of 

kerogen. Besides, we also present the orientation parameters of water and CO2 in Figure 7.3, 

which are calculated by Equation 4.2. It is observed that CO2 molecules present a parallel 

alignment near all the kerogen surfaces, whereas water forms a perpendicular orientation. In the 

middle of the pore where fluid density converges to bulk, water and CO2 randomly distribute. 
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The density profiles and orientation parameters for 1- and 2-nm pores are depicted in Figures 

F8−F11. The distributions and orientations of water and CO2 near the GO surfaces in 2-nm pores 

are similar to those in the 4-nm pores, while in 1-nm pores, CO2 can displace water molecules in 

the pore. Only negligible amount of water exists in 1-nm pore, and CO2 can form a continuous 

phase. This will be elaborated in detail in Section 7.3.2. 

 

Figure 7.3 Density profiles and orientation parameters of water and CO2 normal to the kerogen 

surfaces in 4-nm slit pores at 353 K and 186.3  1.2 bar. The bands with lighter colors around the 

curves are uncertainties of the corresponding parameters. 

 

7.3.1.2 Density Map Parallel to Kerogen Surface 

To have a better visualization of water and CO2 distributions near the kerogen surfaces, 
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we depict 2-D density contour maps of Ow and Oc in the adsorption zone parallel to the kerogen 

surfaces (the x-y plane) in Figure 7.4. The adsorption zone is defined from the first position 

where Oc density is 1.1 times of its bulk value (the average density in the middle pore) to the 

second one in the z-direction. In Figure 7.4, combined the Ow density and the surface 

roughness, it is found that, in all the kerogen types, water generally accumulates around the 

heteroatoms (i.e., O, N, and S) at the convex positions, especially the oxygen atoms, and it is less 

dense in the area where heteroatoms are absent or it is concave (see highlights by black 

rectangles in Figures 7.4(d) and 7.4(g), water is less distributed and CO2 is accumulated around 

the oxygen atoms on the concave kerogen surfaces). On the other hand, combined the Oc density 

and the surface roughness, we find that CO2 is always accumulated in the concave areas and 

depleted in the convex areas. These are the main principles of water and CO2 distributions near 

the kerogen. Generally, the planar distribution of CO2 is mainly controlled by the surface 

roughness, while both surface roughness and heteroatoms play important roles in water’s planar 

distribution.  
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Figure 7.4 2-D density contour in the adsorption zone of Ow (first column) and Oc (middle 

column) parallel to the bottom kerogen surface (see Figure 7.1(a)) as well as the kerogen surface 

roughness (third column) in Type II-A (first row), Type II-B (second row), Type II-C (third 

row), and Type II-D (fourth row) kerogen nanopores. The roughness shows the deviation from 

the average position. Red, green, and yellow circles are the positions of O, N, and S on the 

kerogen surface, respectively. 
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7.3.1.3 Kerogen Surface Property Effect 

To further understand the role of different heteroatoms in water’s distribution, we 

calculate the heteroatom surface density and H Bond density between water and different 

heteroatoms in Figure 7.5. The heteroatom surface density is the number of heteroatoms in the 

bottom and upper surfaces zone (a thin slab with thickness of 0.4 nm from the innermost atom of 

the kerogen toward the kerogen matrix in the z-direction. 0.4 nm is chosen because it is 

approximately equal to the diameter of the heteroatoms) in the analysis region (see Figure 

7.1(a)) divided by the projected area of the bottom and upper surfaces in the x-y plane. H Bond 

criteria are the donor-acceptor distance is less than 0.35 nm and the angle between the vectors of 

donor-H and H-acceptor is less than 30° [212]. As seen in Figure 7.5(a), Type II-A kerogen has 

the highest heteroatom surface density, followed by Type II-D kerogen, and finally the Type II-C 

and Type II-B. Interestingly, the heteroatom surface density does not monotonically decrease as 

kerogen becomes progressively mature even though it is said the heteroatoms are gradually lost 

when the kerogen evolves from low to high maturity [280]. This is understandable because, from 

Type II-A to Type II-D, while the overall tendency is the number of heteroatoms decreases per 

kerogen molecule, the kerogen molecule becomes increasingly small meanwhile (see kerogen 

molecular formula in Figure F3(a)). Therefore, to generate a given volume of kerogen matrix, 

more kerogen molecules are needed as maturity increases (see “Kerogen Matrices Generation” 

part in Appendix F), and the absolute number of heteroatoms in the kerogen matrices composed 

by the high maturity kerogen might be more than that by the low maturity one. Likewise, the 

heteroatom density on the high maturity kerogen surface also might be higher than that on the 

low maturity one. On the other hand, H Bond surface density between pure water and 

heteroatoms on kerogen Type II-A surface is also the highest (~1.9/nm2) among the four kerogen 
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types, and the H Bond surface densities for the other three kerogen cases are comparable 

(~1.0/nm2). When CO2 is involved, due to its adsorption on the kerogen surface, the densities of 

H Bond between water and kerogen surface heteroatoms cut down to half of their original values. 

 

Figure 7.5 (a) Heteroatom surface density (sum of O, N, and S) as well as hydrogen bond (H 

Bond) density between water and heteroatoms of each kerogen type; (b) Sorted heteroatom 

surface density of each kerogen type; (c) H Bond surface density between water and sorted 

heteroatoms; (d) H Bond density between water and per sorted heteroatom. Hbond means H Bond 

between water and heteroatoms in the systems of water + CO2 in the kerogen nanopore; Hbond* 

means H Bond between water and heteroatoms in the systems of pure water in the kerogen 

nanopore. 
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In Figure 7.5(b), we sort the O and N atoms into several subgroups according to the 

functional groups as shown in the inset of Figure 7.5(b). The oxygen atoms in ether, carbonyl, 

and hydroxyl groups are denoted as Oe, Oc, and Oh, respectively; the nitrogen atoms in pyrrole 

and pyridine groups are denoted as Nprl and Nprd, respectively; S represents all the sulfur atoms 

including those in sulfide, thiolane, and thiophene groups. It is found Type II-A has highest 

oxygen surface density (summation of Oe, Oc, and Oh), especially for Oc and Oh, while Type II-

D only has one type of oxygen (Oe), which is the highest among these four kerogen types. In 

Figures 7.5(c) and 7.5(d), we illustrate the H Bond surface densities of different types of 

heteroatom and the H Bond number per heteroatom. The results indicate the Oc and Oh generally 

outrange others in terms of above two indexes. This finding supports that water tends to 

accumulate around oxygen atoms on the kerogen surface (see Figure 7.4), and water on Type II-

A kerogen surface is less depleted compared with others (see Figure 7.2) because Type II-A 

kerogen can form more H Bonds than other kerogens. 

7.3.2 Pore Size Effect and CO2 Storage Mechanisms 

To study the pore size effect, we present water and CO2 density profiles along z-direction 

in Type II-B kerogen nanopores with various pore sizes in Figure 7.6. As seen from Figure 7.6, 

it is observed that, in 2- and 4-nm pores, water and CO2 have the similar distributions, namely, 

water is depleted from the kerogen surface, where CO2 is strongly adsorbed. This is also 

supported by the snapshots in Figures 7.7(b) and 7.7(c). Both water and CO2 can converge to 

(pseudo) bulk densities in the middle of the pore, and the molar fraction of CO2 in the (pseudo) 

bulk region is identical to that in the outside water reservoir (see Figure 7.1(a)). In addition, the 

fluid orientations are random in the (pseudo) bulk region (see Figures 7.3 and F11). These 

suggest that CO2 distribution in the middle of the nanopore is governed by solubility mechanism. 
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On the other hand, for water and CO2 near the kerogen surface in 2- and 4-nm pores, as seen in 

Figures 7.7(e) and 7.7(f), water and CO2 molecules are almost separated to form some water and 

CO2 clusters, respectively. The density of CO2 near the kerogen surface is 1-2 orders of 

magnitude higher than that in (pseudo) bulk region in the middle of the pore. The similar result 

was also observed by experiment and MD simulation [292]. The non-uniform distribution of 

water and CO2 is attributed to the heterogeneity and roughness of the kerogen surface [292]. 

Therefore, CO2 storage near the kerogen surface is in the form of small gas clusters. 

 

Figure 7.6 Pore size effect on the density profiles of water and CO2 in Type II-B kerogen 

nanopores. The horizontal axis is shifted to have all the middle points of the nanopores in the z-
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direction as origin. The bands with lighter colors around the curves are uncertainties of the 

corresponding densities. 

 

As for in 1-nm pore, water was originally filled in the nanopore, but it is almost 

completely displaced by CO2 after equilibration, and CO2 finally form a continuous phase as 

revealed in Figures 7.6, 7.7(a), and 7.7(d). The similar phenomenon is also reported in our 

previous work [284], where CO2 and methane displace water in 1-nm graphene pores.  In the 

small sized pore, the confinement effect is relatively strong. The strong interactions between 

kerogen and CO2 as well as between CO2 and CO2 result in a gradual aggregation of CO2 

molecules attached on the kerogen surface, and finally water molecules are repelled. CO2 storage 

in 1-nm kerogen pore is mainly by adsorption, which is different from that in 2- and 4-nm 

kerogen pores. The corresponding data for the other types of kerogen can be found in Figures 

F12−F14. 
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Figure 7.7 Snapshots of water and CO2 distribution in Type II-B kerogen nanopores with 

various sizes. (a)−(c) are shown in the x-z plane; (d)−(f) are shown in the x-y plane near the 

kerogen surface. The magenta and blue points represent CO2 and water, respectively. 

 

7.3.3 CO2 Storage Capacity 

After the discussion of effects of kerogen maturity and pore size on water and CO2 

distribution and CO2 storage mechanisms, we evaluate the CO2 storage capacity capS in kerogen 
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nanopores, which is defined as: 

 
2cap CO poreS m V= ,  (7.1) 

where 
2COm  is the molar number of CO2 molecules in the analysis region within nanopores (see 

Figures 7.1(a)), and poreV  is the effective pore volume obtained from helium uptake method. 

More details can be found in the “Effective Pore Volume” part in Appendix F.  

In Figure 7.8, we present CO2 storage capacity in kerogen nanopores. For comparison, 

CO2 solubility in bulk water and CO2 bulk density under the same conditions (353 K and 187.2  

2.2 bar) are given as 0.98  0.02 mmol/cm3 and 12.76  0.15 mmol/cm3, respectively. CO2 

solubility in bulk water is averaged over the outside water reservoirs (see Figure 7.1(a)) in all 

the systems, which agrees well with experimental measurement[189]. It shows that Type II-A 

kerogen has the lowest storage capacity among the four types of kerogen due to its high content 

of heteroatoms on the surface, especially the carbonyl and hydroxyl oxygens which can 

effectively form H Bonds with water. Thus, more water can be trapped in Type II-A kerogen 

pores and the available space for CO2 is reduced. However, the other three types of kerogen 

(Types II-B, II-C, and II-D) have the comparable CO2 storage capacity in the same sized pores. 

On the other hand, CO2 storage capacity decreases as pore size increases. Nevertheless, CO2 

storage capacity in the water-filled kerogen nanopores in this work is always higher, at least 1.7 

times higher, than that by solubility mechanism in bulk water. In 1-nm kerogen pores, CO2 

storage capacity is even higher than CO2 bulk density, reaching up to ~1.5 times. These results 

suggest that adsorption mechanism brings the highest CO2 storage capacity and followed by 

nano-scaled CO2 clusters attached on the kerogen surface. The solubility mechanism has the 

lowest storage efficiency in a given volume. 
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Figure 7.8 CO2 storage capacity in all the systems. 

 

7.4 Summary 

In this work, we use MD simulation to study the effects of kerogen maturity and pore size 

on CO2 storage mechanism and storage capacity in water-filled kerogen nanopores. We find that 

fluid distributions are different in 1-nm kerogen pore and the larger ones. In 1-nm kerogen pore, 

water is displaced by CO2, and CO2 forms a continuous phase in the entire pore, which is due to 

the strong interaction between kerogen and CO2 as well as that between CO2 molecules 

themselves. This leads to a high CO2 storage capacity in the 1-nm pore, up to ~0.5 times higher 

than CO2 bulk density. On the other hand, in the relatively large pores (2- and 4-nm), CO2 and 
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water distributions are the same as their mixture in bulk conditions in the middle region of the 

pore (away from the kerogen surface), indicating CO2 is stored as solubility mechanism in the 

middle region. However, near the kerogen surface, CO2 and water generally form some nano-

sized clusters, respectively, due to the heterogeneity and the roughness of the kerogen surface. 

The aggregation of CO2 molecules on the kerogen surface increases the overall CO2 storage 

capacity in the kerogen pore. The increased storage capacity by CO2 clusters on the surface 

becomes less significant as pore size increases because the solubility storage mechanism 

gradually dominates. The kerogen maturity also imposes a minor influence on CO2 storage 

capacity. Type II-A kerogen has a relatively small CO2 storage capacity compared with others 

due to its high ether and hydroxyl oxygens on the surface, which can efficiently form H Bonds 

with water, thereby reducing the available space for CO2. The other three types of kerogen 

(Types II-B, II-C, and II-D) have the comparable CO2 storage capacity. This work should 

provide some insights into the CO2 storage evaluation in shale reservoirs. 
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8  Conclusions, Limitations, and Future Works 

8.1 Conclusions 

This thesis studied the main factors affecting the interfacial properties between aquifer 

and hydrocarbon during gas and oil production as well as the interfacial interactions in the 

CO2/aquifer/confinement systems affecting CO2 dissolution amount related to CO2 sequestration 

by using molecular simulations. The key findings are summarized below. 

8.1.1 Hydrocarbon-Aquifer Interfacial Properties 

In Chapter 2, we use molecular dynamics (MD) simulations to study hydrocarbon-water 

IFT up to 1,100 bar at various temperature conditions. At each temperature, we study the IFT of 

C1-H2O system, C1+C2 mixture-H2O system, C1+C3 mixture-H2O system, and C1+C2+C3 

mixture-H2O system. We find that IFTs decrease with temperature at low pressure conditions, 

while the differences become insignificant at high pressures. Addition of C2 and C3 can lower 

IFT in line with the previous experimental findings, while C3 has a more pronounced effect than 

C2. However, after a certain pressure, IFT becomes similar for various hydrocarbon mixture-H2O 

systems. As pressure further increases, IFT gradually increases. At low and intermediate 

pressures, hydrocarbons can form adsorption layers on gas-water interfaces but become less 

significant at high pressures. We find that IFT decreases when the relative adsorption obtained 

from density distributions is positive but increases for negative relative adsorption at high 

pressures. This finding agrees well with previous molecular simulation work on methane-water 

interfacial tension. At low and intermediate pressures, relative adsorption becomes more 

significant when the heavier components (C2/C3) are added, resulting in a more pronounced IFT 

reduction effect. 
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In Chapter 3, we use molecular dynamics (MD) simulations to study IFT between 

methane and brine containing various monovalent and divalent cations (Na+, K+, Mg2+, and Ca2+) 

over wide range of salt concentrations (~0.05 to ~4.53 M, i.e., between ~3.0 and ~23.6 wt% in 

terms of NaCl solution) under reservoir conditions. We find that methane accumulates at 

interfaces, causing IFT decreases as pressure increases, but becomes insignificant at high 

pressures. On the other hand, pressure has minor effects on water and ion distributions. Cation 

type has a negligible effect for given anion concentrations, indicating that the charge molarity is 

the dominant factor to determine the gas-brine IFT. In addition, while both cations and anions 

deplete from the gas-brine interfaces, divalent cations are more devoid from the interface than 

monovalent cations, showing strong electrical double layers. The electrostatic potentials on the 

gas and brine sides are positive and negative, respectively. 

In Chapter 4, we use molecular dynamics (MD) simulations to study the oil-brine 

interfacial properties by designing seven systems containing different oil compositions (decane 

with/without polar component), and the salinity in brine up to ~14 wt%. We carefully investigate 

the salinity and polar component effects by analyzing IFTs, density profiles, orientation 

parameters, hydrogen bond densities, and charge density profiles. The results indicate that O-

bearing compounds (phenol and decanoic acid) can significantly reduce the oil-brine IFT, and 

exhibit the highest Gibbs surface excess relative to water, while the others, including N-bearing 

compounds (pyridine and quinoline) and S-bearing compounds (thiophene and benzothiophene), 

only slightly decrease the oil-brine IFTs and show a relatively small Gibbs surface excess. 

Increasing salinity can slightly increase the oil-brine IFT except the system containing phenol 

which presents a decrease. Phenol and decanoic acid incline to be perpendicular to the interface 

and generate numerous hydrogen bonds with water in the interfacial region, while others prefer 
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to be parallel to the interface with much fewer hydrogen bonds with water. On the other hand, 

salinity has an insignificant effect on the orientation of polar molecules and hydrogen bond 

density in the interfacial region. The charges at the interfaces on the brine and oil sides are 

negative and positive, respectively, and the polar components disturb the arrangement of water 

molecules in the interfacial regions, while adding salt ions result in the higher peak values of 

charges in terms of water and system. 

8.1.2 CO2-Aquifer-Confinement Interfacial Properties 

In Chapter 5, we use molecular dynamics simulations to study the effects of surface 

characteristics on CO2 solubility under nano-confinement by deploying kaolinite nanopores as a 

model under typical geological conditions (373 K and up to 400 bar). We find that, compared to 

the bulk solubility, CO2 under-solubility is observed in hydrophilic kaolinite nanopores, while 

over-solubility is seen in hydrophobic kaolinite nanopores. From the microscopic view, in the 

hydrophilic kaolinite nanopores, water forms strong adsorption layers on the pore surfaces, 

which repel CO2 molecules. However, CO2 and water can co-adsorb on the pore surfaces in the 

hydrophobic kaolinite nanopores. In addition, CO2 molecules align parallel to the pore surface in 

hydrophobic kaolinite nanopores, while water molecules align perpendicular to the hydrophilic 

one. CO2 is less hydrated under the nano-confinement than in bulk, especially under the 

hydrophobic one. In conclusion, hydrophobic strata are more capable to sequestrate CO2 than 

hydrophilic strata in terms of solubility trapping mechanism. 

In Chapter 6, we use molecular dynamics simulations to study the effect of salinity and 

pH on CO2 solubility in brine in silica nanopores under typical geological conditions (353 K and 

~175 bar). The pH effect is characterized by the deprotonation degree of silanol on the silica 

surface. We find that while water mainly distributes around the silanol groups and CO2 mainly 
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enriches in the areas where silanol groups are vacant. Na+ ions are generally depleted from the 

non-deprotonated silica surface, whereas they are strongly attracted to the pore surfaces in the 

deprotonated cases. The different water hydration structures around the non-deprotonated and 

deprotonated silanols arise from the accumulation of Na+ ions in the vicinity of SiO− groups. As 

salinity increases, the average densities of CO2 and water decrease in all silica nanopores and 

CO2 solubility in brine in silica nanopores decreases. On the other hand, as pH increases, water 

density increases but CO2 density decreases, resulting in a decrease of CO2 solubility in brine in 

silica nanopores. CO2 solubility in brine with low pH range (~2−5) can be as high as 1.3−1.6 

times of that in bulk, while it is comparable with that in bulk at high pH range (~7−9). Overall, 

low salinity and low pH conditions are favored for geological CO2 sequestration by solubility 

trapping in tight formations. 

In Chapter 7, we use molecular dynamics simulation to study the effects of kerogen 

maturity and pore size on CO2 storage mechanism and storage capacity in water-filled kerogen 

nanopores. Type II kerogen with different degrees of maturity (II-A, II-B, II-C, and II-D) is 

chosen and three pore sizes (1, 2, and 4 nm) are designed. The results show that CO2 storage 

mechanisms are different in 1-nm pore and in the larger ones. In 1-nm kerogen pore, water is 

displaced by CO2 in the nanopore due to the strong interaction between kerogen and CO2 as well 

as the interaction between CO2 molecules themselves. CO2 storage capacity in 1-nm pores can be 

up to 1.5 times of its bulk density. On the other hand, in 2- and 4-nm pores, CO2 distributes by 

dissolution form in the middle of the pore (away from the kerogen surface). However, in the 

region near the kerogen surface, CO2 can form some nano-sized clusters adsorbed on the surface 

due to the heterogeneity and roughness of the kerogen surface. These CO2 clusters would 

enhance the overall CO2 storage capacity in the nanopores, and this enhancement becomes less 
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significant as pore size increases. Kerogen maturity has minor influences on CO2 storage 

capacity. Type II-A (immature) kerogen owns the lowest storage capacity because of its high 

surface density of heteroatoms, which can generate hydrogen bonds with water and reduce the 

available CO2 storage space. The other three kerogens are comparable in terms of CO2 storage 

capacity. 

8.2 Limitations 

In the work of Chapter 3, one should note that the cation type effect is based on the 

chloride solution, and whether such findings can be extended to other anions such as SO4
2- and 

HCO3
- is still not clear. 

In the work of Chapter 4, one should note that the acid and basic chemicals (such as 

decanoic acid and phenol are acids in this work) can be dissociated when they are dissolved in 

water. Consequently, the unbalance of H+ and OH- might affect the interfacial properties, which 

would be explicitly studied in our future work. In addition, one should note that some ions (e.g., 

I- and SO4
2-) are more polarizable than Cl- and Na+ ions considered in this work. Therefore, they 

have a stronger propensity to the interface, imposing stronger effects on interfacial properties 

[59, 95, 175, 176]. These features have been captured by MD simulation by using the polarizable 

force field. However, we did not implement the polarizable force field in this work because the 

polarization effect of Na+ and Cl- is not significant [59, 95, 175, 176]. In addition, the polarizable 

force field is much more computationally expensive than the non-polarizable force field. 

In the work of Chapter 6, the dissolved CO2 in brine is subject to the reaction with water 

to form carbonic acid, which is a weak acid. The pH value of CO2 saturated water solution is 

~3.2 under the conditions in this work according to experimental measurements [266]. This 

suggests that the pH of brine decreases as CO2 dissolves into the brine. The acidic environment 
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is beneficial for CO2 solubility in brine in silica nanopores, but this process (CO2 dissolution in 

brine in silica nanopores and silica surface chemistry alteration) might take a long time, 

especially in tight formations. Therefore, the findings in this work are only applied after the 

whole system get equilibrated underground, and the dynamic properties (e.g., the process of CO2 

dissolving into brine by advection or diffusion) are not discussed, which are also important to the 

CCS procedures.  

8.3 Future Works 

The works presented in this thesis are almost discussing about the equilibrated properties. 

However, studying dynamics properties (e.g., diffusion and advection) is also another merit for 

MD simulations, which is very essential for oil and gas recoveries and CO2 sequestration 

underground. The transportation rate determines the oil/gas production rate as well as CO2 

storage progress. In addition, studies regarding this issue are insufficient, especially from 

molecular perspectives. For example, the well accepted idea is that the methane flow in shale 

reservoirs does not obey Darcy’s law, however, the dominant factor for the methane flow 

regulation is still an open question. Molecular simulation might be a good method to explore the 

fundamental mechanisms of this topic. Therefore, in the future, I will explore more on the oil/gas 

transportation in tight/shale formations.  
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Appendix A  

Table A1 LJ parameters and partial charges of hydrocarbon and water models 

 σ (Å) ε/kB (K) q (e) 

Hydrocarbon (TraPPE model) [50]    

CH4 3.73 148 0 

CH3- 3.75 98 0 

-CH2- 3.95 46 0 

Water (TIP4P/2005 model) [51]    

O 3.1589 93.2 0 

H 0 0 0.5546 

M 0 0 -1.1128 
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Appendix B  

B1 Force Field Parameters 

 Table B1 LJ parameters and partial charges of methane, water, and various ions 

 σ (Å) ε/kB (K) q (e) 

Methane (TraPPE model) [50]    

CH4 3.73 148 0 

Water (TIP4P/2005 model) [51]    

O 3.1589 93.2 0 

H 0 0 +0.5564 

M 0 0 -1.1128 

Ions  

Cl- [79] 

Na+ [79] 

K+ [79] 

Mg2+ [80] 

Ca2+ [80] 

 

4.401 

2.584 

3.332 

1.64447 

2.41203 

 

50.32 

50.32 

50.32 

440.34 

226.28 

 

-1 

+1 

+1 

+2 

+2 
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B2 Force Field Validations 

Figure B.1 Brine densities from MD simulations and experimental measurements [71] at 373 K 

and 100 bar 
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Figure B.2 IFTs in methane-NaCl solution from MD simulations (10.25±0.10 wt%) and 

experimental measurements [33] (10.02±0.11 wt%) at 373 K 
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Appendix C  

C1 Summary of the Previous Results 

Table C1 Details of oil-brine IFT experiments 

Salts Salinity Oil phase Temperature (℃) Pressure (bar) Ref. 

IFT increases with salinity 

NaCl/ KCl/ Na2SO4/ LiCl 0— ~1m n-Dodecane 20 1 [130] 

NaCl 0—5 wt% Hexane/ Cyclohexane/ Toluene ~20— ~70 1 [131] 

NaCl 0—0.9958 m Hexane 25 1— ~1000 [132] 

NaCl/ MgCl2/ CaCl2 0—1.8069 M 
Hexane/ Octane/ Decane/ 

Dodecane/ Tetradecane/ Cetane 
25~50 

~40— 

~290 
[133] 

Na+ + Ca2+ + Mg2+ + Cl-  

+ SO4
2- + HCO3

- 
5.2—21.5 wt% Live crude oil 25— ~90 ~172 [134] 

Synthetic brine 0—26 wt% Live crude oil 25— ~110 
~172— 

~310 
[4] 

IFT first decreases, and then increases with salinity 

NaCl 2—10 wt% n-Dodecane 75~90 1 [137] 

NaCl 0—20 wt% 
Crude oil/ Crude oil + Oleic 

acid/ Crude + Octadecylamine 
/ / [135] 

Reservoir brine 0— ~9 wt% Crude oil / / [136] 
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NaCl/ CaCl2 0—20 wt% Crude oil 40 1 [138] 

IFT is insensitive to salinity 

NaCl 0—1.5 M n-Dodecane 25 1 [139] 

Synthetic brine 0— ~8 wt% Decane/ Decane + Organic acid 22 1 [141] 

NaCl 0—10 wt% Heavy crude oil 50 / [140] 
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Table C2 Details of oil-brine interfaces simulation works 

Oil (force field) 
Water 

FF 
Ions (force field) Salinity 

System size (nm3)/ 

brine (nm)/ oil (nm) 

Equil. 

time (ns) 

T (K) & P 

(bar) 
Ref. 

IFT increases with salinity 

Alkanes + aromatics/ 

Alkanes + aromatics + O-, 

N-, S-bearing compounds 

(CHARMM 36) 

SPC/E 
Na+, Ca2+, Cl- 

(unknown) 

0 & 235780 

mg/L 
6×6×18/ 6/ 12 60 

298 & 1/ 

389 & 472 
[15] 

Alkanes + aromatics 

(CHARMM) 

SPCE/F

H 

Na+, Cl- (Alejandre 

et al. [293]) 
0— 1 wt% 8×8×~20/ ~12/ ~8 ~2 

300—350 

& 1—150 
[148] 

n-Decane (GROMOS 

43A1-S3) 
TIP3P 

K+, Na+, Cl- 

(AMBER-TIP3P) 
0 & 1.4 m 

3.5×3.5×10.5/ ~3/ 

~7.5 
2 310 & 1 [149] 

IFT first increases, and then decreases with salinity 

n-Decane (OPLS-AA) TIP3P 
Na+, Cl- (Smith and 

Dang [258]) 
0— 1.5 M 

4×4×11.4/ ~6/ 

~5.4 

Equil. + 

Pro.=20 

300—340 

& 1—40 
[97] 

IFT first decreases, and then increases with salinity 

n-Decane (OPLS-AA) SPC/E 
Na+, Cl- (OPLS-

AA) 
0— 1 M 5×5×15/ ~10/ ~5 0.05 300 & 1 [147] 
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C2 Finite Size Effect Check 

We use the comparison of a) and b) to check the finite size effect in the x-y plane, a) and 

c) to check the finite size effect of oil slab thickness, and d) and e) to check the finite size effect 

of water slab thickness. The reason we use pyridine + decane-water system to check the finite 

size effect of water slab thickness is that pyridine is a polar component, in which the partial 

charge of each atom is stronger than that of decane. 

Figure C.1 Testing the finite size effect: a) the system size of decane-water system used in this 

study; b) double area of x-y plane of decane-water system; c) double thickness of oil slab of 

decane-water system; d) the system size of pyridine + decane-water system used in this study; e) 

double thickness of water slab of pyridine + decane-water system.  

a)  

 

b) 
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c) 

 

d)  

 

e)  
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Table C3 The bulk densities of water and oil components as well as IFT between them in 

systems a)-e) in Figure S1 @ 353K and 200 bar 

 
Water bulk 

density (kg/m3) 

Decane bulk 

density (kg/m3) 

Pyridine bulk 

density (kg/m3) 
IFT (mN/m) 

System a 976.56 715.34 / 52.02 

System b 976.44 714.85 / 52.67 

System c 976.84 715.69 / 51.81 

System d 976.02 682.32 43.06 45.71 

System e 976.01 681.61 43.13 45.49 
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C3 Force Field Validation 

Figure C.2 Comparison of brine densities from experiments [163] and our simulations at various 

salt concentrations 
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Table C4 Comparisons of oil bulk densities obtained from NIST Chemistry Webbook and our simulation (both under 320 K and 1 

bar) as well as decane-water IFT (298.15 K and 1 bar), phenol-water IFT (318.15 K and 1 bar), and decanoic acid-water IFT (348.15 

K and 1 bar) obtained from experiments and our simulations. 

Oil component 
Density (NIST 

[164]), kg/m3 
Density (Sim.), kg/m3 IFT (exp.), mN/m 

IFT (sim.), 

mN/m 

Relative error of 

density, % 

n-Deance 709.40 ± 1.10 726.48 ± 0.18 51.9 [110], 51.7 [112], 52.5 [165] 55.99 ± 0.63 2.41 

Pyridine 955.88 ± 0.28 940.31 ± 0.80 / / -1.63 

Quinolone 1072.16 ± 0.53 1051.31 ± 0.71 / / -1.94 

Thiophene 1031.87 ± 0.56 1059.87 ± 0.37 / / 2.71 

Benzothiophene 1187.40 ± 3.00 1196.57 ± 0.63 / / 0.77 

Phenol 1052.70 ± 0.45 1091.35 ± 1.20 0.432 [166] 0.94 ± 0.74 3.67 

Decanoic acid 878.93 ± 0.71 895.98 ± 0.35 8 [167] 11.14 ± 1.31 1.94 
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C4 Salinity Effect on Density Profiles 

Figure C.3 Density distribution of each component in the thiophene + decane-brine system at 

various salinities 
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C5 Snapshots of Oil Components Distribution 

Figure C.4 The visualized configurations of oil-brine systems @ salinity of 4.0±0.05 wt%. Blue 

and yellow spheres are Na+ and Cl-, respectively. For better visualization, water is transparent in 

all the systems and decane is transparent in the decane+polar component-brine systems. 

a) decane-brine system 

 

b) pyridine+decane-brine system 

 

c) quinoline+decane-brine system 

 

d) thiophene+decane-brine system 
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e) benzothiophene+decane-brine system 

 

f) phenol+decane-brine system 

 

g) decanoic acid+decane-brine system 
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C6 Orientation of Decane at the Interface 

Figure C.5 Interfacial visualized figures and orientation parameter of decane in decane-brine 

system @ salinity of 4.03 wt% 
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C7 Salinity Effect on Molecular Orientation 

Figure C.6 Orientation parameter of decanoic acid in the decanoic acid + decane-brine system at 

various salinities. For clarity, curves are vertically displaced by 0.25. 
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C8 Hydrogen Bond Over Production Time Period 

Figure C.7 The relationship between hydrogen bond (between decanoic acid and water in the 

interfacial region) number and time in the production stage in the decanoic acid + decane-water 

system (salinity=0). The guideline for eyes is obtained by averaging over every ten consecutive 

intervals. 

 

 

Table C5 Hydrogen bond densities of O-bearing compounds serving as acceptor and donor. 

Molecule Atom (group) 
Serve as acceptor, 

(#/nm2) 

Serve as donor, 

(#/nm2) 

Total,  

(#/nm2) 

Phenol -OH ~3.24 ~1.96 ~5.20 

Decanoic acid 
=O ~1.56 / 

~3.80 
-OH ~1.40 ~0.84 
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C9 Salinity Effect on Charge Distribution 

Figure C.8 Charge distribution of each component in the decanoic acid + decane-brine system at 

various salinities 
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Appendix D  

D1 Force Field Parameters and Validation 

Table D1 LJ parameters a and attached partial charges and bond length. 

 atom σ (Å) ε (kJ/mol) q (e) lbond (Å) 

CO2 (lbond 

refers to C=O) 

[217-220] 

C_TraPPE 2.80000 0.224681   0.70000 
1.160 

O_TraPPE 3.05000 0.656888 −0.35000 

C_MSM 2.78500 0.241120   0.59570 
1.160 

O_MSM 3.01400 0.690932 −0.29785 

C_Zhang 2.79180 0.239831   0.58880 
1.163 

O_Zhang 3.00000 0.687241 −0.29440   

C_EPM2 2.75700 0.233878   0.65120 
1.149 

O_EPM2 3.03300 0.669373 −0.32560   

Water (lbond 

refers to H−O) 

[156] 

O_SPC/E 3.16557 0.650170 −0.84760 

1.000 
H_SPC/E 0.00000 0.000000   0.42380 

Kaolinite 

(ClayFF) [214] 

Al 4.27100 5.56388×10-6   1.57500 / 

Si 3.30200 7.70065×10-6   2.10000 / 

O_b b 3.16557 0.650170 −1.05000 / 

O_h c 3.16557 0.650170 −0.95000 / 

H 0.00000 0.000000   0.42500 / 

a The cross LJ parameters between unlike molecules are described by Lorentz-Berthelot 

combining rules except for the optimized combination of SPC/E and EPM2, in which:  

2 2 2 2

2 2 2 2

_ CO _ H O _ CO _ H O

_ CO _ H O _ CO _ H O

Å; Å

0.5511kJ/mol; 0.7488kJ/mol

2.8412 3.1524C O O O

C O O O









− −

− −= =

= =
 . 

b O_b refers to the oxygen serves as a bridge connecting with Al or Si. 

c O_h refers to the oxygen connecting with H. 



186 

Figure D.1 Water (SPC/E) distribution in hydrophilic kaolinite nanopores (ClayFF) at ambient 

conditions: (a) the configuration of simulation system; (b) water density profile normal to the 

kaolinite surfaces. 
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Figure D.2 Density profiles in the bulk systems (optimized SPC/E + EPM2) at 373 K and 

different pressures. We only present the densities around the right-hand side interfacial region for 

better visualization. Beyond this region, the densities of water and CO2 are both convergent to 

the bulk values. 
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D2 Pressure Effect on Density Profiles 

Figure D.3 The distributions of Ow, Hw, Cc, and Oc at 373 K and various pressures in the x-

direction under the hydrophilic confinement. 
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Figure D.4 The same as Figure D3 but under the hydrophobic confinement. 
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D3 Additional Simulation Systems 

Figure D.5 Three additional simulation systems for calculating 3-D SDF using ~50 bar as an 

example (The configurations shown here are after reaching equilibrium). System (a) is a cubic 

box with a length of 4.378 nm; system (b) and system (c) are the remaining part just removing 

the unconfined spaces in Figures 1b and 1c. 

 

Table D2 Molecules numbers of each system in Figure D5 

System Water CO2 

a 2618 20 

b 5077 25 

c 4633 45 
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D4 SDF of Hw Around CO2 

Figure D.6 The iso-density surface (Hw) around CO2 at: (a) 90.4 nm-3 in the bulk; (b) 73.6 nm-3 

in bulk; (c) 73.6 nm-3 under the hydrophilic confinement; (d) 73.6 nm-3 under the hydrophobic 

confinement, respectively. 
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D5 Effective Pore Volume 

The effective pore volume is obtained from helium (He) adsorption by conducting 

GCMC simulation. Before running GCMC, the chemical potential of He should be pre-known. 

Therefore, an NPT Monto Carlo (MC) simulation was set up to obtain the chemical potential at 

373 K and 50 bar. The temperature and pressure are chosen randomly because it has been proven 

that the effective pore size obtained by GCMC is independent of temperature and pressure [223]. 

The length of the initial cubic box is 5 nm with 120 He molecules in it. The He molecules 

number is estimated by the NIST Chemistry Webbook [164]. The helium force field parameters 

are from Talu et al. [294], which are 10.9 KBk = , 0.264 nm = . After 108 MC move steps of 

equilibration by MCCCS Towhee package [295], we run another 108 MC move steps for 

calculating the chemical potential of He by Widom Insertion method [296] with

3469.27Bk T =− , and its number density is 0.95245 nm-3. In the GCMC system, the 

hydrophilic and hydrophobic confinements are the same as those in Figures S5b and S5c 

(6.178×13.4 nm2 in the y-z plane). 2-nm vacuum layer is added parallel to the kaolinite surface to 

avoid the interaction with its images due to PBC. Particle insertion is forbidden in the vacuum 

zone by adding a hard wall in it, where the potential energy is infinity large if any particles are 

inserted in it. The insertion/removal and translation are equally performed in 108 MC trials to 

equilibrate with an accepted ratio of 0.5. After that, another 5×107 MC trials are performed to get 

the ensemble average number of He molecules in the system. Finally, the average He molecules 

in the hydrophilic and hydrophobic systems are 150.704 and 137.910, respectively. Therefore, 

the effective pore volumes for the hydrophilic and hydrophobic confinements are 158.228 nm3 

(150.704/0.95245) and 144.795 nm3 (137.910/0.95245), respectively. Accordingly, the 

corresponding slit pore sizes for them are 1.91 nm and 1.75 nm, respectively. 
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D6 Perpendicular Diffusivity of CO2 

Table D3 CO2 diffusion coefficients in the perpendicular direction to the kaolinite surfaces. The 

pressure inside the parenthesis is for the hydrophobic confinement, and outside for the 

hydrophilic confinement. 

Pressure, bar 56 (56) 100 (98) 146 (144) 194 (190) 276 (265) 355 (337) 

Hydrophilic_ D⊥ , 

×10-9 m2/s 

0.0128  

0.0075 

0.0206  

0.0051 

0.0189  

0.0085 

0.0156  

0.0067 

0.0147  

0.0098 

0.0177  

0.0079 

Hydrophobic_ D⊥ , 

×10-9 m2/s 

0.0048  

0.0014 

0.0057  

0.0015 

0.0062  

0.0011 

0.0054  

0.0017 

0.0049  

0.0009 

0.0060  

0.0012 
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Appendix E  

E1 System Setting 

Table E1 The initial setting for all the systems (The pre-set temperature and the number of CO2 

molecules for all the systems are 353 K and 4900, respectively.) 

Deprotonation 

degree (%) 

# of water 

molecules 

# of salt ions 

(Na+, Cl−) 

a Salinity 

(wt%) 

a Pressure 

(bar) 

Simulation time 

for sampling (ns) 

0 

22281 0, 0 0.00 (0) 174.9 (5) 

10  

22081 100, 100 1.11 (5) 175.4 (3) 

21881 200, 200 2.80 (4) 175.8 (2) 

21681 300, 300 4.29 (5) 176.0 (5) 

21281 500, 500 7.33 (8) 175.7 (3) 

20681 800, 800 11.68 (9) 175.1 (1) 

8.3 

22151 84, 0 0.00 (0) 175.1 (2) 

10 

21951 184, 100 1.46 (8) 174.9 (4) 

21751 284, 200 2.83 (5) 174.8 (3) 

21551 384, 300 4.60 (6) 174.3 (3) 

21151 584, 500 7.37 (7) 174.3 (4) 

20551 884, 800 11.65 (8) 173.9 (3) 

16.7 

22063 168, 0 0.00 (0) 174.2 (1) 

b 20 

21863 268, 100 1.47 (4) 173.4 (2) 

21663 368, 200 3.05 (6) 173.8 (5) 

21463 468, 300 4.50 (5) 173.3 (4) 

21063 668, 500 7.70 (7) 173.1 (5) 

20463 968, 800 11.89 (9) 173.2 (4) 

 

NOTE: a The salinity and pressure are determined after the systems get equilibrated. Salinity 

here refers to the salt concentration of the bulk phase in the outside bulk aquifers (see Figure 
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1(a)); pressure is dictated by comparing the bulk density in the bulk CO2 region (see Figure 

1(a)) to the density from NIST Chemistry Webbook [259]. The number in the parenthesis 

indicates the uncertainty of the last decimal. For example, 11.68 (9) means 11.68  0.09.  b The 

simulation time for the cases with 16.7% of deprotonated degree is 20 ns, longer than the other 

cases. This is because the fluctuations in CO2 distributions in the nanopore in these cases are 

relatively larger. A larger sampling size can help obtain more accurate statistical results. 
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E2 Force Field Parameters 

Table E2 LJ parameters and partial charges. 

 Atom or ions σ (nm) ε (kJ/mol) q (e) 

CO2 

[220] 

Cc 0.27570 0.233878   0.6512 

Oc 0.30330 0.669373 −0.3256  

H2O 

[156] 

Ow 0.31656 0.650170 −0.8476 

Hw 0.00000 0.000000   0.4238 

Ions 

[258] 

Na+ 0.23500 0.544340   1.0000 

Cl− 0.44000 0.418818 −1.0000 

Silica 

[244] 

Si (bulk or SiOH) 0.36972 0.389112   1.1000 

Si (SiO−) 0.36972 0.389112   0.7250 

O (bulk) 0.30914 0.225936 −0.5500 

O (SiOH) 0.30914 0.510448 −0.6750 

O (SiO−) 0.30914 0.510448 −0.9000 

H (SiOH) 0.09666 0.062760   0.4000 

a The cross LJ parameters between unlike molecules are described by Lorentz-Berthelot mixing 

rule except for the optimized parameters of H2O and CO2, which are adopted from Vlcek et al. 

[222]:  

Cc-Ow Oc-Ow

Cc-Ow Oc-Ow

;

0.5511kJ/mol; 0.7488 kJ/mol

0.28412nm 0.31524nm 

 =

= =

=
 

Table E3 Bonded interaction parameters 

bond Ow−Hw Oc−Cc Si−O (SiOH or SiO−) O−H (SiOH) 

ijb (nm) 0.1000 0.1149 0.1680 0.0945 

angle Cc−Oc−Cc Hw−Ow−Hw Si−O−H (SiOH) 

0

ijk (°) 180.00 109.47 115.00 

ijkk
(kJ·mol-1·rad-2) / / 418.40 
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E3 Force Field Validation 

Figure E.1 Comparison of different combinations of water (SPC [155], SPC/E [156], TIP4P 

[297], and TIP4P/2005 [51]) and CO2 (EPM2 [220], TraPPE [217], MSM [218], Zhang [219], 

and Cygan [298]) models in terms of (a) CO2 density (NIST [259] and Aimoli et al. [299]), (b) 

CO2-water interfacial tension (experimental data [221] and Yang et al. [44]), (c) CO2 solubility 

in water (experimental data [12] and Vorholz et al. [300]), and (d) CO2 diffusion coefficient in 

water (experimental data [226], Cygan et al. [298]). NOTE: The results obtained from flexible 

models are explicitly pointed out in the legends (denoted as _flex in the suffix of the model’s 

name), otherwise they are rigid models. All of the data are conducted at 373 K (or 373.15 K) 

except that Cygan’s work in (d) is at 368 K. No error bar means the error is smaller than the 

symbol. The parameters of optimized SPC/E + EPM2 in this work are adopted from Vlcek et al. 

[222]. 
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In Figure E1, we present the performance of different combinations of water and CO2 

models in terms of CO2 density, CO2-water interfacial tension (IFT), CO2 solubility in water, and 

CO2 diffusion coefficient in water. As shown in Figure E1(a), the flexible CO2 models cannot 

reproduce CO2 density. All of the rigid CO2 models can predict CO2 density well in the studied 

range of pressures with relative error less than 5 %. When pressure is higher than 200 bar, the 

relative error is even smaller, which is less than 2 %. As shown in Figure E1(b), when pressure 

is less than 150 bar, the optimized SPC/E + EPM2 generally underestimates the CO2-water IFT, 

but it is quite accurate when pressure is over 150 bar. However, the other combinations except 

SPC/E + TraPPE excessively overestimate the CO2-water IFT at high pressures. In general, 

regarding CO2-water IFT, the optimized SPC/E + EPM2 and SPC/E + TraPPE generally 

outperform other combinations. In addition, the optimized SPC/E + EPM2 performs better at 
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higher pressures (>150 bar), while SPC/E + TraPPE performs better at low pressures (<150 bar). 

On the other hand, as depicted in Figure E1(c), the optimized SPC/E + EPM2 and SPC + EPM2 

have the best agreement with experimental data on CO2 solubility in bulk water. However, the 

solubility data obtained from SPC + EPM2 suffer from the large relative errors, because they 

were conducted in a small system by Gibbs Ensemble Monte Carlo (GEMC) technique. The 

authors also claimed that the too few CO2 molecules in the liquid phase (< 10) results in a 

relatively large error bar. As shown in Figure E1(d), the optimized SPC/E + EPM2 and 

TIP4P_flex + Cygan_flex outperform other combinations. Therefore, in summary, the optimized 

SPC/E + EPM2 generally outperforms other combinations.  
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Figure E.2 Validation of the combination of optimized SPC/E + EPM2 [222] and NaCl model 

(SD model [258]) in the aspect of (a) CO2 solubility in brine (data regressed from experiments 

[187] are extracted @ 303.15 K and 200 bar, while this work is conducted @ 300.15 K and 200 

bar). The cyan band represent the uncertainty of the regressed data (within 7%), and simulation 

error is smaller than the symbols. (b) CO2-brine IFT (experimental data [264] are extracted @ 

300.15 K and 200  5 bar, while this work was conducted @ 300.15 K and 200 bar) over a wide 

range of salinity.  

 

In Figure E2, we compare the simulation results to the corresponding experiments. As 

shown in Figure E2(a), the simulation results of CO2 solubility in brine is overall under-

estimated. Further, the deviation becomes increasingly significant as NaCl salinity increases. In 

Figure E2(b), however, the CO2-brine IFT is generally over-estimated by the simulation. These 

deviations indicate the repulsive interaction between CO2 and salt ions is somehow over-

estimated. Nevertheless, the qualitative agreement between the simulation results and 

experiments is still obtained. The deviations from experimental data do not influence the 

conclusion in this work due to the following reasons: 1) the combined force field can reproduce 

some key properties (e.g., CO2 solubility) with a semi-quantitative agreement with experiments; 
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2) the objective of this work is not to obtain the best agreements with experimental data, but to 

study the effects of aquifer pH and salinity on CO2 solubility in confined brine. The benchmark 

data (e.g., CO2 solubility in bulk brine) we used to compare with those in various nanopores are 

from our own simulations. 
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E4 System Equilibrium Check 

Figure E.3 Density profiles normal to the silica surface in the nanopore (the central region) for 

each element in different periods of the equilibration stage (deprotonation degree = 0%, salinity 

= 11.68 wt%). 
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Figure E.4 CO2 solubility in bulk and in the nanopore as well as CO2 bulk density in different 

periods (deprotonation degree = 0%, salinity = 11.68 wt%). The dotted lines represent the 

average value obtained from the production stage, while the symbols represent the results 

obtained from different periods in the equilibration stage. 
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E5 Supplementary Data for Results and Discussion 

Figure E.5 An example of the errors of the density profiles (deprotonation degree of 0.0% and 

salinity of 11.68 wt%). The black line is the average value, and the cyan band indicates the 

density fluctuates within the band. The errors are obtained by splitting the trajectory five equal 

pieces, calculating the desired properties for each piece, and further obtaining the standard 

deviations. Ow, Hw, Oc, and Cc represent oxygen and hydrogen atoms of water, oxygen and 

carbon atoms of CO2, respectively. 
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Figure E.6 Number density distributions of each specie in the silica nanopores in the z-direction 

with a deprotonation degree of 8.3% at various salinities. Ow, Hw, Oc, and Cc represent oxygen 

and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Figure E.7 Number density distributions of each specie in the silica nanopores in the z-direction 

with a deprotonation degree of 16.7% at various salinities. Ow, Hw, Oc, and Cc represent 

oxygen and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Figure E.8 Comparison of (a) CO2; (b) salt ion densities in the outside brine reservoirs to those 

in the central region of nanopores (14 nm < x <22 nm and 2.5 nm < z <3 nm) 
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Figure E.9 (a) Number density distributions; (b) reduced density distributions as well as the 

orientation parameters in silica nanopores at salinity of 7.37 wt% and deprotonation degree of 

8.3%. Ow, Hw, Oc, and Cc represent oxygen and hydrogen atoms of water, oxygen and carbon 

atoms of CO2, respectively.  

 

Figure E.10 (a) Number density distributions; (b) reduced density distributions as well as the 

orientation parameters in silica nanopores at salinity of 7.70 wt% and deprotonation degree of 

16.7%. Ow, Hw, Oc, and Cc represent oxygen and hydrogen atoms of water, oxygen and carbon 

atoms of CO2, respectively. 
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Figure E.11 Salinity effect on orientations of water and CO2 

 

Figure E.12 Snapshots for the typical configuration of system at (a) salinity of 7.33 wt% and 

deprotonation degree of 0.0%; (b) salinity of 7.37 wt% and deprotonation degree of 8.3%; (c) 

salinity of 7.70 wt% and deprotonation degree of 16.7%. The black, red, blue, and green spheres 

are Cc, Oc, Na+, and Cl−, respectively. 
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Figure E.13 2-D density contour plot in the adsorption layer parallel to the pore surface (the x-y 

plane) at the salinity of 7.33 wt% and deprotonation degree of 0.0%. Blue dots are the positions 

of Si atoms in Si(OH). Ow, Hw, Oc, and Cc represent oxygen and hydrogen atoms of water, 

oxygen and carbon atoms of CO2, respectively. 
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Figure E.14 2-D density contour plot in the adsorption layer parallel to the pore surface (the x-y 

plane) at the salinity of 7.37 wt% and deprotonation degree of 8.3%. Blue and green dots are the 

positions of Si atoms in Si(OH) and in Si(O−),  respectively. Ow, Hw, Oc, and Cc represent 

oxygen and hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Figure E.15 Radial density distribution of each element around the O atom in SiOH groups at 

various salinities and deprotonation degree of 0.0%. Ow, Hw, Oc, and Cc represent oxygen and 

hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Figure E.16 Radial density distribution of each element around the O atom in SiOH groups at 

various salinities and deprotonation degree of 8.3%. Ow, Hw, Oc, and Cc represent oxygen and 

hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Figure E.17 Radial density distribution of each element around the O atom in SiO− groups at 

various salinities and deprotonation degree of 8.3%. Ow, Hw, Oc, and Cc represent oxygen and 

hydrogen atoms of water, oxygen and carbon atoms of CO2, respectively. 
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Appendix F  

F1 Water Imbibition into Kerogen Nanopores 

An example of the initial configuration we used to test the water imbibition into kerogen 

nanopores is shown in Figure F1(a). At the beginning, the kerogen nanopore (pore size: 1 nm) is 

vacant, and on both ends of the pore, two water slabs are placed. After the energy minimization, 

we conduct a 5-ns NVT ensemble simulation at 353 K for equilibration, then followed by another 

3-ns NVT ensemble simulation at 353 K for production. The final configuration of the system is 

shown in Figure F1(b). It is observed that water molecules are imbibed into the kerogen 

nanopore. Figure F1 takes Type II-D kerogen as an example, and the similar behaviors are also 

observed in the other three kerogen types (i.e., Types II-A, II-B, and II-C). The water density 

distributions in the analysis region (the central 6 nm in the x-direction to avoid the pore end 

effect, see Figure F1(b)) in all the kerogen nanopores are depicted in Figure F2. It can be seen 

that water even has an adsorption on the kerogen surfaces. Therefore, in this work, we show that 

kerogen nanopores can be filled with water even the pore size as small as 1 nm, which is 

consistent with the experimental data[281, 282] and other simulation results[283].
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Figure F.1 An example of (a) the initial configuration and (b) final configuration in water 

imbibition test in Type II-D kerogen nanopore.  

 

 

Figure F.2 Water density distributions of (a) Ow and (b) Hw in all the kerogen nanopores 
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F2 Kerogen Matrices Generation 

The kerogen molecules with different maturities are presented in Figure F3(a). The 

procedure of generating a kerogen matrix is as following: 

1) Generate two single layered graphene sheets by VMD package[171] with a size of 

12.346.14 nm2 in the x-y plane. Put one graphene sheet at z=0 nm (represented by cyan sheet in 

Figure F3(b)), and the other one at z=12 nm (represented by red sheet in Figure F3(b)) in the 

box with a size of 12.346.1413.00 nm3. Then randomly place a certain number of the kerogen 

molecules (e.g., Type II-A kerogen molecules) between these two graphene sheets by 

PACKMOL package[290] as shown in Figure F3(b). For Types II-A, II-B, II-C, and II-D 

kerogen matrices, 52, 60, 65, and 100 kerogen molecules are placed, respectively. 

2) Run an annealing simulation from 900 K to 350 K in the first 2.4 ns in the fixed 

volume. The temperature linearly decreases in the first 2.4 ns, then it keeps constant at 350 K for 

another 1.6 ns to equilibrate the system. Meanwhile, throughout the simulation, we exert an 

external acceleration of −0.9 nm/ps2 in the z-direction (the negative sign represents the 

acceleration in the counter z-direction) on the upper graphene sheet atoms to compress the 

kerogen and keep the bottom graphene sheet fixed. The interaction between graphene and 

kerogen only remains the repulsive part. In this way, the graphene acts as a hard wall to 

minimize its influence on kerogen matrix configuration. 3-D periodic boundary conditions 

(PBCs) are applied. The final configuration of this step is shown in Figure F3(c).  

3) Make the kerogen molecules whole in each direction by applying 3-D PBCs. Remove 

the upper graphene sheet in Figure F3(c), and put an identical graphene sheet as the bottom one 

in Figure F3(c) at z=4.8 nm (the outmost position of the carbon atoms in the upper graphene 

sheet in Figure F3(c). This number might be different in different cases). Next, put two identical 
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graphene sheets with a size of 6.144.8 nm2 in the y-z plane at x=0 nm and x=20 nm, 

respectively. The system box size is 25.426.148.00 nm3. The configuration is shown in Figure 

F3(d).  

4) Similar to step 2, we run an annealing simulation again. In this step, the temperature 

first gradually increases from 350 K to 1000 K in 1 ns, and then keeps 1000 K for 1 ns to fully 

relax the kerogen molecules, then quickly drops the temperature to 350 K in 50 ps to mitigate the 

influence from graphene sheets on the kerogen matrix configuration. Finally, we keep 350 K for 

450 ps to equilibrate the system. Throughout the simulation, we exert an external acceleration of 

−0.9 nm/ps2 in the x-direction on the carbon atoms of graphene sheet parallel to the y-z plane at 

x=20 nm. The other three graphene sheets are always fixed. The system volume is fixed as well. 

The interaction between graphene carbon atoms is set as zero in case they are overlapped and 

collapse the system. The interaction between graphene and kerogen is the same as in step 2. 3-D 

PBCs are applied. The final configuration is shown in Figure F3(e). After this, the kerogen 

matrix in the x- and z-directions is not periodic, which is what we are desired because the 

kerogen matrix is in contact with fluid in these two directions, and we need to make sure the 

kerogen molecule as a whole and the interfaces between kerogen and fluid is relatively smooth.  

5) This step is to make the kerogen nanopore by the above matrix. As shown in Figure 

F3(f), we first cut the kerogen matrix along its mid-line in the z-direction. We refer to the top 

half as “matrix A”, and the bottom half as “matrix B”, then move the “matrix A” down along the 

z-direction, and pull the “matrix B” up along the z-direction. The distance of “matrix B” moving 

up depends on the designed pore size. In this way, a kerogen nanopore is completed and the 

kerogen matrix is also perfectly periodic in the z-direction where it is not exposed to the fluid.  
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Figure F.3 The procedure of kerogen matrix and kerogen nanopore generation (take Type II-A 

kerogen as an example) 
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F3 Kerogen Surface Morphology 

Figure F.4 The morphology of the inner surfaces of the upper matrices (see Figure 7.1(a)) 
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F4 Water Contact Angle 

We conduct the water contact angle simulation on the Type II-D kerogen surfaces in the 

media of vacuum. The initial setting of the system is shown in Figure F5(a), where a rectangular 

water box consisting of 1500 water molecules is placed above the middle of the kerogen surface. 

The water slab size is 2.56.142.5 nm3. The whole system is 11.26.1414 nm3. The simulation 

is ran in NVT ensemble with temperature of 353 K. The kerogen matrix is fixed during the 

simulation. 3-D PBCs are applied. We totally run a 22-ns simulation and the last 10 ns is used for 

data analysis. There are 25000 frames for data analysis, which is big enough to obtain reliable 

statistical results. We conducted the water contact angle on both surfaces of the kerogen matrix. 

The bottom surface and upper surface in Figures F5(b) and F5(c) refer to those in Figure 7.1(a) 

in the main text, not in Figure F5(a), which is exactly reverse. After simulation, we have the 

center of mass (COM) of the water droplet in each frame overlapped at a certain point. The 

purpose is to avoid the smearing density map caused by COM fluctuation [301]. Finally, we 

discretize the x-z plane into meshes with a size of 0.020.02 nm2 and calculate the number 

density in the corresponding area. The results are presented in Figures F5(b) and F5(c), in which 

the insets are the snapshots of the final configurations. After obtaining the density map, we use a 

circle to match the density outline. The data used for matching is 30  1% of water bulk density 

[301] (~33/nm3 averaged over the center of the water droplet) as shown by the solid red arc in 

Figures F5(b) and F5(c). The water-kerogen contact line is determined by the position where its 

average density along the z-direction is first larger than water bulk density as shown by the solid 

red line parallel to horizontal axis in Figures F5(b) and F5(c). Once we know the center and 

radius of the matched circle, as well as the position of the contact line, the contact angle θ can be 

determined. The error of the contact angle is from the uncertainty of the contact line. We assume 
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the uncertainty is  unit length of the mesh ( 0.02 nm). Therefore, the calculated water contact 

angles for the bottom and upper surfaces are 40.36  0.36° and 45.93  0.38°, respectively. 

These results are in line with Ho et al. [283] who also conducted the water contact angle on Type 

II-D kerogen surface in the media of vacuum by MD simulation. 

It is worthwhile to mention that the result of the contact angle calculated by droplet 

geometry is highly dependent on the system size, the droplet size, and the determination of the 

droplet interface (the outline and the contact line) [302]. Kanduc [301] claimed that the 

extrapolation of the cosine of the contact angle to an infinitely long contact line is equal to the 

macroscopic contact angle, and it is independent of the choice of the contact line. However, in 

this work, our purpose is not to calculate the accurate contact angle. Instead, we only want to 

qualitatively explore the kerogen surface wettability. Therefore, our results might be influenced 

by the system size, the droplet size, and the choice of the contact line, but the conclusion that 

Type II-D kerogen surface is water-wet still holds. 

 

Figure F.5 Water contact angle of Type II-D kerogen surfaces 
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F5 Equilibration Check 

Figure F.6 Density profiles in different time periods in 2-nm Type II-A kerogen pore in the 

equilibration stage (90 ns of equilibration and plotted every 5 ns). The data are extracted from 

the analysis region in Figure 7.1(a) in the main text. 

 

Figure F.7 CO2 bulk density in CO2 bulk slab, CO2 density in bulk water slab, and its overall 

density in 2-nm Type II-A kerogen pore (in the analysis region as seen Figure 7.1(a)) in the 

equilibration stage. The time period is denoted by its middle point (e.g., the period of 0−5 ns is 

denoted as 2.5 ns). The dashed line with band represents the data from production stage and its 

corresponding error. 
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F6 Kerogen Maturity Effect 

Figure F.8 Density profiles of water and CO2 normal to the kerogen surface in 1-nm slit pores at 

353 K and 186.8  1.5 bar. The bands with lighter colors around the curves are uncertainties of 

the corresponding densities. 
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Figure F.9 Density profiles and orientation parameter of CO2 normal to the kerogen surfaces in 

1-nm slit pores at 353 K and 186.8  1.5 bar. The bands with lighter colors around the curves are 

uncertainties of the corresponding parameters. Water’s orientation is not presented because too 

few water molecules in the nanopore, which does not have statistical significance. 
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Figure F.10 Density profiles of water and CO2 normal to the kerogen surface in 2-nm slit pores 

at 353 K and 188.0  1.2 bar. The bands with lighter colors around the curves are uncertainties of 

the corresponding densities. 
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Figure F.11 Density profiles and orientation parameters of water and CO2 normal to the kerogen 

surfaces in 2-nm slit pores at 353 K and 188.0  1.2 bar. The bands with lighter colors around the 

curves are uncertainties of the corresponding parameters. 
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F7 Pore Size Effect 

Figure F.12 Pore size effect on the density profiles of water and CO2 in Type II-A kerogen 

nanopores. The horizontal axis is shifted to have all the middle points of the nanopores in the z-

direction as origin. The bands with lighter colors around the curves are uncertainties of the 

corresponding densities. 
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Figure F.13 Pore size effect on the density profiles of water and CO2 in Type II-C kerogen 

nanopores. The horizontal axis is shifted to have all the middle points of the nanopores in the z-

direction as origin. The bands with lighter colors around the curves are uncertainties of the 

corresponding densities. 
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Figure F.14 Pore size effect on the density profiles of water and CO2 in Type II-D kerogen 

nanopores. The horizontal axis is shifted to have all the middle points of the nanopores in the z-

direction as origin. The bands with lighter colors around the curves are uncertainties of the 

corresponding densities. 
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F8 Effective Pore Volume 

The effective pore volume is obtained from helium uptake method. Conventionally, this 

is done by conducting GCMC simulation as in our previous works [223, 241]. However, in this 

work, we use MD simulation to mimic GCMC simulation, which can obtain the equivalent 

results. The system setting of Type II-A kerogen case is shown in Figure S15. In fact, this 

system is quite similar to the system in the main text. Both sides of helium are regarded as bulk, 

and the center is regarded as nanopore. Likewise, to avoid the pore end effect, we only extract 

the data in the analysis region as shown in Figure S15. Helium molecules in the system can 

freely move through the bulk region and the nanopore region. The system becomes equilibrated 

until the helium chemical potentials in bulk and in the nanopore are equal. This is the main 

principle of GCMC simulation. Therefore, this method can also obtain the equivalent results as 

GCMC simulation. The systems for other kerogen types are similar. In Figure S15, the system 

size is 246.148.314 nm3. The pore size is identical to the 4-nm Type II-A kerogen pore system 

in the main text. There are 910 helium molecules in the system. The helium force field 

parameters are from Talu et al. [294]. After the system reaches equilibrium, we can obtain the 

helium bulk number density and total helium number in the nanopore (analysis region). Then, the 

effective pore volume can be obtained by using the total helium number divided by the bulk 

number density. Accordingly, the corresponding effective slit pore sizes are able to obtain, which 

are 4.2382 nm, 4.2513 nm, 4.2655 nm, and 4.4114 nm for Types II-A, II-B, II-C, and II-D, in 

pre-designed 4-nm kerogen pores, respectively.  
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Figure F.15 Initial setting of helium uptake method, taking Type II-A kerogen as an example 

 

 

 


