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## ABSTRACT

Problems involving mechanical behavior of materials with microstructure are receiving an increasing amount of attention in the literature. First of all, it can be attributed to the fact that a number of recent experiments shows a significant discrepancy between results of the classical theory of elasticity and the actual behavior of materials for which microstructure is known to be significant (e.g. synthetic polymers, human bones). Second, materials, for which microstructure contributes significantly in the overall deformation of a whole body, are becoming more and more important for applications in different areas of modern day mechanics, physics and engineering.

Since the classical theory is not adequate for modeling the elastic behavior of such materials, a new theory, which allows us to incorporate microstructure into a classical model, should be used.

The foundations of a theory allowing to account for the effect of material microstructure were developed in the middle of the twentieth century and is known now as the theory of Cosserat elasticity. For the last forty years significant results have been accomplished leading to a better understanding of processes occurring in a Cosserat continuum. In particular, progress has been achieved in the area of investigation of
three-dimensional, plane-strain problems of Cosserat elasticity and also some problems related to the theory of Cosserat plates and shells.

However, some certain problems of Cosserat elasticity have remained untouched until today. Among them is the anti-plane problem of Cosserat elasticity. Meanwhile, the anti-plane problem is regarded as very important for applications in mechanics, since from the point of view of mechanics, the anti-plane problem with Neumann boundary conditions is the problem of torsion of a beam with significant microstructure.

The objective of this work is to formulate and solve rigorously basic boundary value problems of anti-plane Cosserat elasticity. To achieve this goal we use the boundary integral equation method in order to derive the exact analytical solutions for the corresponding boundary value problems in terms of integral potentials. The exact solutions are then approximated numerically using the method of generalized Fourier series in order to obtain quantitative characteristics of the solutions to the corresponding boundary value problems. In particular, it has been found that in the case of torsion of a circular Cosserat beam, microstructure does have a significant effect on the warping function, provided that the cross-section is elliptic.
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## 1 Introduction

The classical theory of elasticity is based on an ideal model of the elastic continuum in which the transfer of loading through any interior surface element occurs only by means of the (force) stress vector. This assumption leads to a description of the strain of the body in terms of symmetric strain and stress tensors.

Results from analytical models derived on the basis of classical elasticity are in good agreement with experiments performed within the elastic range on numerous structural materials for example such as concrete, steel or aluminium.

The classical theory of elasticity, however, fails to produce acceptable results when the microstructure of the material contributes significantly to the overall deformation of the body, for example, in the case of granular bodies with large molecules (e.g. polymers) or human bones (see, for example, [48]-[52]). These cases are becoming increasingly important in the design and manufacture of modern day advanced materials as small-scale effects become paramount in the prediction of the overall mechanical behavior of these materials.

An attempt to eliminate these shortcomings was first made by Voigt
[103] in 1886 who assumed that the transfer of the interaction between two elements of the body through a surface element occurs not only by means of a force (stress) vector but also by means of an independent moment (couplestress) vector.

However, the first more or less harmonious theory was introduced only in 1909 by the brothers E. and F. Cosserat [12]-[14]. In their theory, the Cosserat brothers made further developments of the Voigt's theory. They suggested that deformation of the body should be described by the displacement vector $u(x, t)$ and independent microrotation vector $\Phi(x, t)$. The assumption that a material element has six degrees of freedom leads to the description of deformation of the body in terms of asymmetric strain and stress tensors unlike the classical theory of elasticity in which deformations can be described by only one symmetric stress tensor.

In spite of these new ideas Cosserats' work remained unnoticed for a significant period of time. The major drawbacks of the theory could have been that first, the theory had already been non-linear, secondly it was formulated in a very unclear manner and thirdly and probably the most important reason, the theory contained many problems lying very far from the framework of elasticity theory. In addition to problems related to the theory of elasticity
the authors considered problems of non-ideal fluids, the quasi-elastic continuum model of the "MacCullagh and Kelvin ether", some problems related to electrodynamics and magnetism, in other words, they made an attempt to create a unified theory containing mechanics, optics and electrodynamics. No wonder that the theory was found to be very complicated and was not heeded.

However, the investigations in the area of solid mechanics and mechanics of fluids in the middle of the twentieth century demonstrated that the behavior of certain classes of materials and fluids cannot be described in terms of classical theory, hence the Cosserat theory was rediscovered and drew attention of many workers.

The investigations first have been concentrated on the simplified Cosserat theory, i.e. on the asymmetric elasticity in so-called Cosserat pseudocontinuum, sometimes this theory is also called couple-stress elasticity. In a Cosserat pseudocontinuum there is still a possibility of the generation of asymmetric stresses and couple stresses during deformation of the body, but at the same time the whole deformation of the body is described only by the displacement field. In other words, for reasons of simplicity it is assumed that the microrotation vector $\Phi$ and the displacement vector $u$ are dependent
as in the classical theory of elasticity (see for example [55]) by means of the following relation

$$
\Phi=\frac{1}{2} \operatorname{curl} u .
$$

Among the papers on the couple-stress theory of elasticity, first of all it is necessary to notice the works of Toupin [99], [100] and Truesdell and Toupin [101], on the linear and non-linear elasticity of Cosserat pseudocontinuum. This work was further developed by Grioli [32], Mindlin [58], [59] and Mindlin and Thiersten [60]. We must also mention the whole series of papers on the Cosserat pseudocontinuum that appeared after the above-mentioned works devoted to both the investigation of general problems of the couple stress theory related to derivation and methods of solutions of governing equations [7], [44], [75] and to specific applications of the theory, for instance, to the problems of determination of the effect of couple stresses on stress concentration factor around holes and rigid inclusions or to the investigation of bending of plates in pseudo-Cosserat media [3]-[6], [34], [54], [57], [77], [94], [105].

However, like almost any simplified theory, the couple-stress theory of elasticity could not entirely and precisely describe the deformations of granular bodies. The series of more recent experiments [22], [40], [48]-[52], [95],
[96] clearly confirmed this fact once again. Mostly, the theory was represented only for the reason of simplicity, for example, the governing equations of the theory are just Navier's equations with respect to three unknown displacements - exactly as in the classical theory of elasticity. No wonder, that soon after appearance of the first papers on couple-stress theory, the general stipulations of the mathematically rigorous more general theory of Cosserat elasticity were introduced.

The foundations of the theory of a Cosserat continuum, when the microrotations and displacements are no longer dependent, were formulated by Gunther [33] and Schaefer [78], [79] in the late fifties and early sixties of the twentieth century. The first author examined the three-dimensional model of the Cosserat continuum and emphasized the importance of the Cosserat continuum for dislocation theory. The second author rediscovered the foundations of Cosserat theory for the plane state of strain. Then, several years later Aero and Kuvshinsky [2] and Palmov [67], [68] presented constitutive relations and governing equations of the general theory of Cosserat elasticity.

The interesting exposition of the theory of Cosserat elasticity was given by Eringen and his co-workers [23]-[27] who introduced the new name for the theory - the theory of micropolar or asymmetric elasticity. Eringen has
also formulated the general provisions of the theory of micropolar plates [25]. Also, there must be mentioned the works on approximate methods of solutions of the theory of micropolar plates and shells [20], [104] and several works devoted to the problem of crack propagations in micropolar media [18], [107]. An extensive description of the theory can be found in the paper by Schaeffer [78] and, in particular, including the extensive bibliography, in the book by Nowacki [64].

Parallel to the works in the area of Cosserat elasticity, investigations have also been conducted in the area of Cosserat fluids. A relatively complete bibliography in this field can be found, for example, in [69] and [70].

However, in spite of the importance of all afore-mentioned work, none of these papers or monographs dealt with both the mathematically rigorous formulation of the boundary value problems arising in the theory of micropolar elasticity and the methods of their solutions. Mostly it can be explained by the fact that methodology, methods and approaches of the classical theory of elasticity (for example, theory of analytical functions, Fredholm's theory of integral equations, theory of one-dimensional singular integral equations) are inadequate for the rigorous mathematical analysis of the governing equations and boundary conditions of such a complicated structure. Fortunately, this
situation is now changing mostly due to the important work in the area of three-dimensional classical elasticity carried out in the last 40 years.

The theory of three-dimensional problems of classical elasticity can be worked out by a variety of means. Some of these approaches may be further successfully applied to the analysis of the boundary value problems of micropolar elasticity. The first possibility is the modern theory of generalized solutions of differential equations (the method of Hilbert spaces, variational methods). The second one is the theory of multidimensional singular potentials and singular integral equations.

The first direction - based on the ideas of the modern functional analysis which are novel to the classical mechanics - is characterized by great generality involving the case of variable coefficients and boundary manifolds of the general type. Owing to such generality, it may be employed in the first place for proving theorems on the existence of non-classical solutions, requiring additional, sometimes essential, restrictions when used for classical solutions.

A fine, concise treatment of these topics may be found, for example, in [29], [30], [17] or in the book by Chudinovich and Constanda [9].

The second direction based on the rapidly developing theory of singular
integrals and integral equations is a direct extension of the concepts of the theory of potentials and Fredholm equations which are, as known, the prevailing concepts of the classical mechanics. This approach, being not so general as the first one, allows to investigate in detail cases most important for the theory and applications, retaining the efficiency of the methods of the classical mechanics of continua. The breakthrough in this direction occurred after the pioneering work of Muskhelishvili on singular integral equations [62]. Further this approach has been extensively developed and applied to the rigorous investigation of the boundary value problems of three-dimensional theory of elasticity in the works by Kupradze and his co-workers [46], [47] and to the analysis of the bending of plates with transverse shear deformation in the work by Constanda [10].

The work of Kupradze has provided researchers with effective tools for investigations in the micropolar theory of elasticity. Iesan [36], [37], using the approach proposed by Kupradze for the treatment of three-dimensional problems of micropolar elasticity, formulated uniqueness and existences theorems for the boundary-value problems of a micropolar state of plain strain. However, the analysis presented in [36], [37] overlooks certain differentiability requirements to establish the rigorous solution to the problem. In a series
of works by Schiavone [80]-[85], and Schiavone and Constanda [86], [87], the framework of singular integral equations has been successfully adapted for establishing analytical solutions and analysis of boundary value problems of the theory of micropolar plates. In addition, in [85] the boundary integral equation method was extended for the rigorous treatment of plane strain problems of micropolar elasticity allowing to overcome deficiency represented in [36], [37]. However, to the author's knowledge, a rigorous treatment of the boundary value problems of the anti-plane theory of micropolar elasticity has remained absent from the literature.

Anti-plane shear deformations are one of the simplest classes of deformations that solids can undergo. In classical anti-plane shear (or longitudinal shear, generalized shear) of a cylindrical body, the (single) displacement is parallel to the generators of the cylinder and is independent of the axial coordinate. Thus, classical anti-plane shear, with just a single scalar axial displacement field, may be viewed as complementary to the more complicated (yet perhaps more familiar) classical plane strain deformations, with its two in-plane displacements. In recent years, considerable attention has been paid to the analysis of anti-plane shear deformations within the context of various constitutive theories (linear and nonlinear) of solid mechanics
[35]. Such studies were largely motivated by the promise of relative analytic simplicity compared with plane problems since the governing equations are a single second-order linear or quasi-linear partial differential equation rather than higher-order or coupled-systems of partial differential equations. Thus the antiplane shear problem plays a useful role as a pilot problem, within which various aspects of solutions in solid mechanics may be examined in a particularly simple setting. Perhaps the most widely studied problem is the antiplane shear crack problem which has been the subject of numerous investigations (for overview of classical antiplane problems and extensive bibliography see [35] ).

Unlike its classical counterpart, however, the theory describing antiplane deformations of a linearly elastic Cosserat solid is not marked by its relative analytic simplicity. The governing equations and fundamental boundary value problems describing the anti-plane deformations of a linearly elastic, homogeneous and isotropic Cosserat elastic solid have been formulated by Nowacki [65] and later applied to the analysis of the torsion of micropolar beam by Iesan [38] and Smith [91]. In fact, in the case of a Cosserat solid, the theory reduces to a coupled system of three partial differential equations for three unknowns: one describing the single antiplane displacement
and two more representing the "out-of-plane" microrotations. It is not surprising, therefore, that a rigorous analysis and solution of the corresponding fundamental boundary value problems remains absent from the literature.

The objective of this dissertation is to formulate and solve rigorously the fundamental Dirichlet, Neumann, Robin, mixed interior and exterior boundary value problems for the antiplane deformations of a Cosserat homogeneous linearly elastic solid by means of the boundary integral equation method. The solutions to these problems have numerous applications in areas where classical models of antiplane deformations have been applied [35] but for advanced materials where material microstructure plays a significant role. The importance of the presented theory for applications is demonstrated on the example of torsion of a cylindrical micropolar beam. As a result of investigations performed in this thesis, the following works [71]-[74] of the author have been recently published.

The thesis is organized as follows.
In Chapter 2, we provide a brief overview of the three-dimensional theory of micropolar elasticity, presented in detail in [64]. The purpose of this chapter is to introduce the governing equations describing three-dimensional deformations of a linearly elastic Cosserat solid and to formulate the ba-
sic constitutive and kinematic relations that will be used for derivation of corresponding relations of the theory of antiplane Cosserat elasticity in the subsequent chapters.

Chapter 3 is devoted entirely to the antiplane problems of micropolar elasticity. On the basis of the governing equations and constitutive relations of the three-dimensional Cosserat theory, we derive the governing equations and formulate the fundamental boundary value problems of antiplane micropolar elasticity. Using the boundary integral equation method we prove uniqueness and existence theorems and obtain exact solutions to these problems in the form of integral potentials.

Since the solutions in the form of integral potentials may not be convenient for applications, in Chapter 4 we introduce the modification of generalized Fourier series method by means of which we can approximate numerically the solutions obtained in Chapter 3. We show that the generalized Fourier method can be successfully used for construction of approximate solutions of Dirichlet, Neumann interior and exterior problems in the form of series. We provide the evidence that the generalized Fourier series converge rapidly to the exact solutions of the corresponding boundary-value problems.

In Chapter 5 we demonstrate the importance of the presented theory for
applications. As an example, we consider the problem of torsion of a cylindrical beam with microstructure. Using the theoretical background of the preceding chapters we show that the torsion problem can be formulated as an interior Neumann boundary value problem of antiplane micropolar elasticity and as a result of that the exact analytical solution may be represented in the form of a single layer integral potential. Then, using the Fourier method developed in Chapter 4, we construct the approximate solution in the form of generalized Fourier series. Finally, we consider two practical examples related to torsion of micropolar beams of circular and elliptic cross-sections. These examples confirm the importance of the effect of material microstructure on the warping function measuring anti-plane displacement of an elliptic micropolar beam.

Finally, in Chapter 6 we make several important conclusions and recommendations for future work.

## 2 The Basic Foundations of the Three-Dimensional

## Theory of Cosserat Elasticity

The purpose of this chapter is to present a brief overview of the general provisions of the three-dimensional theory of Cosserat elasticity. Since, this chapter summarizes only what has been done before, we skip certain details related to the derivation of constitutive equations and methods of solutions of the system of governing equations. Detailed description of the threedimensional theory of Cosserat elasticity can be found in [64].

Throughout what follows, Greek and Latin indices take the values 1, 2 and $1,2,3$, respectively, the convention of summation over repeated indices is understood, $\mathcal{M}_{m \times n}$ is the space of $(m \times n)$ - matrices, $E_{n}$ is the identity element in $\mathcal{M}_{n \times n}$, a superscript $T$ indicates matrix transposition and $(\ldots)_{\alpha} \equiv$ $\partial(\ldots) / \partial x_{\alpha}$. Also, if $X$ is a space of scalar functions and $v$ a matrix, $v \in X$ means that every component of $v$ belongs to $X$.

Let an elastic isotropic Cosserat body occupy a domain $V$ in $\mathbb{R}^{3}$ and be bounded by surface $S$. Assume that the body undergoes deformation due to the action of external forces $\mathbf{X}=\left(X_{1}, X_{2}, X_{3}\right)^{T}$ and external moments $\mathbf{Y}=\left(Y_{1}, Y_{2}, Y_{3}\right)^{T}$. The elastic properties of the body can be characterized by
elastic constants $\lambda, \mu, \gamma, \beta, \alpha, \kappa$, where $\lambda$ and $\mu$ are usual Lame coefficients as in the classical theory of elasticity and $\gamma, \beta, \alpha$ and $\kappa$ are micropolar elastic constants, representing the contribution of material microstructure to the elastic properties of the body. The state of deformation is characterized by a displacement field

$$
u(x)=\left(u_{1}(x), u_{2}(x), u_{3}(x)\right)^{T}
$$

and a microrotation field

$$
\Phi(x)=\left(\phi_{1}(x), \phi_{2}(x), \phi_{3}(x)\right)^{T}
$$

where $x=\left(x_{1}, x_{2}, x_{3}\right)$ is a generic point in $\mathbb{R}^{3}$. This leads to the description of deformation of the body in terms of asymmetric strain, torsion, stress and couple-stress tensors [64], [65] of the form

$$
\begin{align*}
& \varepsilon=\left[\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right], \quad \varkappa=\left[\begin{array}{lll}
\varkappa_{11} & \varkappa_{12} & \varkappa_{13} \\
\varkappa_{21} & \varkappa_{22} & \varkappa_{23} \\
\varkappa_{31} & \varkappa_{32} & \varkappa_{33}
\end{array}\right],  \tag{2.1}\\
& \sigma=\left[\begin{array}{lll}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{array}\right], \quad \varrho=\left[\begin{array}{lll}
\varrho_{11} & \varrho_{12} & \varrho_{13} \\
\varrho_{21} & \varrho_{22} & \varrho_{23} \\
\varrho_{31} & \varrho_{32} & \varrho_{33}
\end{array}\right] \tag{2.2}
\end{align*}
$$

where $\varepsilon$ is the strain tensor, $\varkappa$ the torsion tensor, $\sigma$ the stress tensor, $\varrho$ the couple-stress tensor.

Following the procedure given in detail in [64], [65] and [24] we can derive the equations of equilibrium in terms of stresses and couple stresses of the form

$$
\begin{align*}
\sigma_{j i, j}+X_{j} & =0  \tag{2.3}\\
\epsilon_{i j k} \sigma_{j k}+\varrho_{j i, j}+Y_{i} & =0
\end{align*}
$$

where $\epsilon_{i j k}-$ alternating symbol.
Note, that in case of micropolar media, the equilibrium equations are more complicated than in the classical case because of the appearance of the extra system of equations due to the presence of couple stresses. It leads us to a description of the elastic behavior of a Cosserat solid in terms of asymmetric stress and couple-stress tensors. It can be easily shown that if we set all couple stresses equal to zero we again obtain a symmetric stress tensor as in the classical case. Consequently, the presence of couple stresses prevents the symmetry of the stress tensor.

Using the constitutive relations [64]

$$
\begin{equation*}
\sigma_{j i}=(\mu+\alpha) \varepsilon_{j i}+(\mu-\alpha) \varepsilon_{i j}+\lambda_{k k} \delta_{j i} \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
\varrho_{j i}=(\gamma+\kappa) \varkappa_{j i}+(\gamma-\kappa) \varkappa_{i j}+\beta \varkappa_{k k} \delta_{j i}, \tag{2.5}
\end{equation*}
$$

where $\delta_{j i}$ is the Kronecker symbol, and the kinematic relations

$$
\begin{equation*}
\varepsilon_{j i}=u_{i, j}-\epsilon_{k i j} \phi_{k}, \quad \varkappa_{j i}=\phi_{i, j}, \tag{2.6}
\end{equation*}
$$

we can formulate the equilibrium equations in terms of displacements and microrotations in the following vector form

$$
\begin{align*}
(\mu+\alpha) \Delta u+(\lambda+\mu-\alpha) \operatorname{graddiv} u+2 \alpha \operatorname{curl} \Phi+X & =0 \\
{[(\gamma+\kappa) \Delta-4 \alpha] \Phi+(\beta+\gamma-\kappa) \operatorname{graddiv} \Phi+2 \alpha \operatorname{curl} u+Y } & =0 \tag{2.7}
\end{align*}
$$

where $\Delta$ is the Laplace operator.
As can be seen from (2.7), the governing equations of micropolar elasticity have much more complicated structure than those of classical elasticity. In the case of a Cosserat solid, the system of governing equations is a system of coupled partial differential equations with six unknowns: three usual displacements as in the classical theory of elasticity and three more representing independent microrotations. We can conclude that the theory of Cosserat elasticity is much more general in comparison with the classical one. If we assume, that micropolar elastic constants $\alpha, \beta, \gamma, \kappa$ are equal to zero, we can
easily see that the governing equations are reduced to the well-known Navier's equations : the governing equations of classical theory of elasticity.

In [46] the boundary value problems corresponding to (2.3) and (2.7) were shown to be well-posed and solved rigorously by means of the boundary integral equation method. In [64], [42], [43], [15], [16] system (2.7) was integrated by means of the method of potentials under different sets of boundary conditions. Since our goal is to investigate antiplane problems of Cosserat elasticity we will not pay significant attention to the integration of equations (2.7) but we will use them in order to derive the governing equations for anti-plane shear deformations.

## 3 Anti-Plane Problems of Cosserat Elasticity

### 3.1 Preliminaries

In this chapter we first derive the governing equations of anti-plane micropolar elasticity on the basis of the general three-dimensional equations of Cosserat theory presented in Chapter 2. After that we apply the boundary integral equation method for the analysis of the corresponding boundary value problems.

Let $S$ be a domain in $\mathbb{R}^{2}$ bounded by a closed $C^{2}$-curve $\partial S$ and occupied by a homogeneous and isotropic linearly elastic micropolar material with elastic constants $\lambda, \mu, \alpha, \beta, \gamma$ and $\kappa$. The state of micropolar anti-plane shear is characterized by a displacement field $u\left(x^{\prime}\right)=\left(u_{1}\left(x^{\prime}\right), u_{2}\left(x^{\prime}\right), u_{3}\left(x^{\prime}\right)\right)^{T}$ and a microrotation field $\Phi\left(x^{\prime}\right)=\left(\phi_{1}\left(x^{\prime}\right), \phi_{2}\left(x^{\prime}\right), \phi_{3}\left(x^{\prime}\right)\right)^{T}$ of the form

$$
\begin{array}{ll}
u_{\alpha}\left(x^{\prime}\right)=0, & u_{3}\left(x^{\prime}\right)=u_{3}(x)  \tag{3.1}\\
\phi_{3}\left(x^{\prime}\right)=0, & \phi_{\alpha}\left(x^{\prime}\right)=\phi_{\alpha}(x)
\end{array}
$$

where $x^{\prime}=\left(x_{1}, x_{2}, x_{3}\right)$ and $x=\left(x_{1}, x_{2}\right)$ are generic points in $\mathbb{R}^{3}$ and $\mathbb{R}^{2}$,respectively.
From (3.1) we find that the equilibrium equations of micropolar anti-plane
shear written in terms of displacements and microrotations are given by [65]:

$$
\begin{equation*}
L\left(\partial_{x}\right) u(x)=F(x), \quad x \in S \tag{3.2}
\end{equation*}
$$

in which now, denoting $\phi_{\alpha}$ by $u_{\alpha}$, we have $u(x)=\left(u_{1}, u_{2}, u_{3}\right)^{T}$. The matrix partial differential operator $L(\partial x)=L\left(\partial / \partial x_{\alpha}\right)$ is defined by [71]

$$
\begin{align*}
& L(\xi)=L\left(\xi_{\alpha}\right) \\
& =\left(\begin{array}{ccc}
(\gamma+\kappa) \Delta-4 \alpha+(\beta+\gamma-\kappa) \xi_{1}^{2} & (\beta+\gamma-\kappa) \xi_{1} \xi_{2} & 2 \alpha \xi_{2} \\
(\beta+\gamma-\kappa) \xi_{1} \xi_{2} & (\gamma+\kappa) \Delta-4 \alpha+(\beta+\gamma-\kappa) \xi_{2}^{2} & -2 \alpha \xi_{1} \\
-2 \alpha \xi_{2} & 2 \alpha \xi_{1} & (\mu+\alpha) \Delta
\end{array}\right), \tag{3.3}
\end{align*}
$$

where $\Delta=\xi_{\alpha} \xi_{\alpha}$ and $F=\left(F_{1}, F_{2}, F_{3}\right)^{T}$ represent body forces and couples.
Together with $L$ we consider the boundary stress operator $T(\partial x)=$ $T\left(\partial / \partial x_{\alpha}\right)$ defined by [71]

$$
\begin{align*}
& T(\xi)=T\left(\xi_{\alpha}\right) \\
= & \left(\begin{array}{ccc}
(2 \gamma+\beta) \xi_{1} n_{1}+(\gamma+\kappa) \xi_{2} n_{2} & (\gamma-\kappa) \xi_{2} n_{1}+\beta \xi_{1} n_{2} & -2 \alpha n_{2} \\
(\gamma-\kappa) \xi_{1} n_{2}+\beta \xi_{2} n_{1} & (\gamma+\kappa) \xi_{1} n_{1}+(2 \gamma+\beta) \xi_{2} n_{2} & 2 \alpha n_{1} \\
0 & 0 & (\mu+\alpha) \xi_{\alpha} n_{\alpha}
\end{array}\right)^{T}, \tag{3.4}
\end{align*}
$$

where $n=\left(n_{1}, n_{2}\right)^{T}$ is the unit outward normal to $\partial S$.

The internal energy density is given by [71]

$$
\begin{align*}
E(u, u)= & E_{1}(u, u)+E_{2}(u, u)  \tag{3.5}\\
& +\frac{1}{4}\left[2 \mu u_{3, \alpha} u_{3, \alpha}+2 \alpha\left(\left(2 u_{2}+u_{3,1}\right)^{2}+\left(2 u_{1}-u_{3,2}\right)^{2}\right)\right]
\end{align*}
$$

where

$$
\begin{aligned}
& E_{1}(u, u)=\frac{\gamma+\kappa}{2} u_{1,2}^{2}+\frac{\gamma+\kappa}{2} u_{2,1}^{2}+(\gamma-\kappa) u_{1,2} u_{2,1} \\
& E_{2}(u, u)=\left(\gamma+\frac{\beta}{2}\right) u_{1,1}^{2}+\left(\gamma+\frac{\beta}{2}\right) u_{2,2}^{2}+\beta u_{1,1} u_{2,2}
\end{aligned}
$$

Throughout what follows we assume that

$$
\begin{equation*}
2 \gamma+\beta>0, \quad \kappa, \alpha, \gamma, \mu>0 \tag{3.6}
\end{equation*}
$$

Noting that the matrix $L_{0}(\xi)$ corresponding to the second order derivatives in the system (3.2) is invertible for all $\xi \neq 0$ since

$$
\operatorname{det} L_{0}(\xi)=(\mu+\alpha)(\gamma+\kappa)(2 \gamma+\beta)\left(\xi_{1}^{2}+\xi_{2}^{2}\right)^{3}
$$

it is clear [71] that (3.2) is an elliptic system and that $E(u, u)$ is a positive quadratic form. In fact, $E(u, u)=0$ if and only if

$$
\begin{equation*}
u(x)=(0, \quad 0, c)^{T} \tag{3.7}
\end{equation*}
$$

where $c$ is an arbitrary constant. This is the most general rigid displacement and microrotation associated with (3.1). Clearly, the space of such rigid
displacements and microrotations is spanned by the single vector $(0,0,1)$. Accordingly, we denote by $\mathcal{F}$, the matrix

$$
\mathcal{F}=\left(\begin{array}{lll}
0 & 0 & 0  \tag{3.8}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

from which it can be seen that, $L \mathcal{F}=0$ in $\mathbb{R}^{2}, T \mathcal{F}=0$ on $\partial S$ and a generic vector of the form (3.7) can be written as $\mathcal{F} k$, where $k \in \mathcal{M}_{3 \times 1}$ is constant and arbitrary.

Let $S^{+}$be the bounded domain enclosed by $\partial S$ and $S^{-}=\mathbb{R}^{2} \backslash\left(S^{+} \cup \partial S\right)$.
3.1. Remark. The following two assertions can be proved without difficulty as in [71] using classical techniques from [46]:
(i) (Betti Formula) If $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$is a solution of the homogeneous system (3.2) in $S^{+}$, then

$$
2 \int_{S^{+}} E(u, u) d \sigma=\int_{\partial S} u^{T} T u d s
$$

(ii) (Reciprocity relation). If $u, v \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$, then

$$
\int_{S^{+}}\left(v^{T} L u-u^{T} L v\right) d \sigma=\int_{\partial S}\left(v^{T} T u-u^{T} T v\right) d s
$$

### 3.2 Fundamental Solutions

We seek a Galerkin representation for the solution of (3.2). Following the method described in [10], [11] and [76], denoting by $L^{*}(\xi)$ the adjoint of $L(\xi)$ (transposed matrix of cofactors of $L(\xi)$ ), taking in turn each component of $F$ equal to $-\delta(|x-y|)$, where $\delta$ is the Dirac distribution and setting the other two equal to zero, we obtain a matrix of fundamental solutions for (3.2) of the form [38], [71]

$$
\begin{equation*}
D(x, y)=L^{*}(\partial x) \Psi(x, y) \tag{3.9}
\end{equation*}
$$

where
$\Psi(x, y)=-\frac{d^{2}}{2 \pi}\left\{\frac{1}{c_{1}^{2} c_{2}^{2}} \ln |x-y|+\frac{1}{\left(c_{1}^{2}-c_{2}^{2}\right)}\left[\frac{1}{c_{1}^{2}} K_{0}\left(c_{1}|x-y|\right)+\frac{1}{c_{2}^{2}} K_{0}\left(c_{2}|x-y|\right)\right]\right\}$,
$d^{2}=(\mu+\alpha)(\gamma+\kappa)(2 \gamma+\beta)$, the constants $c_{1}^{2}, c_{2}^{2}$ are defined by

$$
c_{1}^{2}=\frac{8 \alpha}{(2 \gamma+\beta)}, \quad c_{2}^{2}=\frac{8 \alpha \mu}{(\mu+\alpha)(\gamma+\kappa)}
$$

and $K_{0}$ is the modified Bessel function of order zero. Here and in what follows we assume that $c_{1} \neq c_{2}$.

In view of (3.9)-(3.10) we conclude that

$$
\begin{equation*}
D(x, y)=(D(y, x))^{T} \tag{3.11}
\end{equation*}
$$

Along with $D(x, y)$ we consider the matrix of singular solutions

$$
\begin{equation*}
P(x, y ; n)=\left(T\left(\partial_{y} ; n\right) D(y, x)\right)^{T} \tag{3.12}
\end{equation*}
$$

writing for simplicity $P(x, y ; n) \equiv P(x, y)$.
To determine the behavior of $D(x, y)$ and $P(x, y)$ in the neighborhood of $x=y$ we note [1] that, as $\xi \rightarrow 0$,

$$
K_{0}(\xi)=-\left(1+\frac{1}{4} \xi^{2}+\frac{1}{64} \xi^{4}+\ldots\right) \ln \xi
$$

so that from (3.10) we deduce that in the neighborhood of $x=y$,

$$
\begin{equation*}
\Psi(x, y)=-\frac{d^{2}}{128 \pi}|x-y|^{4} \ln |x-y|+\ldots \tag{3.13}
\end{equation*}
$$

We denote by $\left\{E_{i j}\right\}$ the standard ordered basis for the vector space of $(3 \times 3)$-matrices. From (3.9)-(3.12), we find that for $y$ close to $x$,

$$
\begin{equation*}
D(x, y)=-\frac{1}{2 \pi}\left(b E_{\gamma \gamma}+\frac{1}{\mu+\alpha} E_{33}\right) \ln |x-y|+\Omega(x, y) \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
P(x, y)=-\frac{1}{2 \pi}\left(\frac{\partial}{\partial n(y)} \ln |x-y| E_{k k}+p \frac{\partial}{\partial s(y)} \ln |x-y| \epsilon_{\alpha \beta} E_{\alpha \beta}\right)+\Pi(x, y) . \tag{3.15}
\end{equation*}
$$

Here, $\frac{\partial}{\partial n(y)}$ and $\frac{\partial}{\partial s_{y}}$ represent derivatives in each of the normal and tangential directions respectively, that is, $\frac{\partial}{\partial n(y)} \equiv n \cdot \nabla_{y}, \frac{\partial}{\partial s_{y}} \equiv \tau . \nabla_{y}$ where
$\tau=\left(-n_{2}, n_{1}\right)$ is the tangential direction at $y$, chosen so that $\{n(y), \tau(y)\}$ is right-handed.,

$$
b=\frac{(3 \gamma+\beta+\kappa)}{2(\gamma+\kappa)(2 \gamma+\beta)}, \quad \quad p=\frac{(\gamma+\kappa)(\gamma-\kappa)-\beta(2 \gamma+\beta)}{2(\gamma+\kappa)(2 \gamma+\beta)}
$$

and $\Omega(x, y), \Pi(x, y)$ are weakly singular in the sense of $[10]$.
It can be verified that the columns of $D(x, y)$ and $P(x, y)$ are solutions of the homogeneous system (3.2) at all $x \in \mathbb{R}^{2}, x \neq y$, and for any direction $n$ independent of $x$.
3.2. Remark. (Somigliana formulae). Using classical techniques [10], [46], we can prove that if $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$is a solution of the homogeneous system (3.2) in $S^{+}$, then

$$
\int_{\partial S}\left[D(x, y) T\left(\partial_{y}\right) u(y)-P(x, y) u(y)\right] d s_{y}= \begin{cases}u(x), & x \in S^{+} \\ \frac{1}{2} u(x), & x \in \partial S \\ 0, & x \in S^{-}\end{cases}
$$

### 3.3 Exterior Domain

The analogues of the Betti and Somigliana formulae in the exterior domain $S^{-}$require that we restrict the behavior of $u$ at infinity. To this end, we consider the class $\mathcal{A}$ of vectors $u \in \mathcal{M}_{3 \times 1}$ whose components in terms of polar coordinates, admit an asymptotic expansion (as $r=|x| \rightarrow \infty$ ), of the
form

$$
\begin{align*}
& u_{1}(r, \theta)=r^{-2}\left[m_{0} \sin 2 \theta+m_{1}(1-\cos 2 \theta)+m_{2}\right]+O\left(r^{-3}\right),  \tag{3.16}\\
& u_{2}(r, \theta)=r^{-2}\left[-m_{0} \sin 2 \theta-m_{1}(1-\cos 2 \theta)+m_{3}\right]+O\left(r^{-3}\right), \\
& u_{3}(r, \theta)=r^{-1}\left[\left(m_{3}-m_{0}\right) \cos \theta-\left(m_{2}-m_{1}\right) \sin \theta\right]+O\left(r^{-2}\right),
\end{align*}
$$

where $m_{0}, \ldots, m_{3}$ are arbitrary constants.
We introduce also the set

$$
\mathcal{A}^{*}=\left\{u: u=\mathcal{F} k+s^{\mathcal{A}}\right\}
$$

where $k \in \mathcal{M}_{3 \times 1}$ is constant and arbitrary and $s^{\mathcal{A}} \in \mathcal{M}_{3 \times 1} \cap \mathcal{A}$. In view of (3.5), $\mathcal{A}$ and $\mathcal{A}^{*}$ are classes of finite energy functions.

For simplicity, and without loss of generality (see, for example, [46] where it is shown that boundary value problems for the non-homogeneous system (3.2) can be reduced to those studied below for the homogeneous system by means of a suitable constructed particular solution of the non-homogeneous system), throughout what follows, we consider only the homogeneous system (3.2), that is

$$
\begin{equation*}
L u=0 . \tag{3.17}
\end{equation*}
$$

3.3. Remark. The following assertions are proved using classical techniques [10], [46].
(i) (Betti Formula in Exterior Domain) If $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-}\right) \cap \mathcal{A}^{*}$ is a solution of (3.17) in $S^{-}$, then

$$
2 \int_{S^{-}} E(u, u) d \sigma=-\int_{\partial S} u^{T} T u d s
$$

(ii) (Somigliana Formula in Exterior Domain) If $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-}\right) \cap \mathcal{A}$ is a solution of (3.17) in $S^{-}$, then

$$
-\int_{\partial S}\left[D(x, y) T\left(\partial_{y}\right) u(y)-P(x, y) u(y)\right] d s_{y}= \begin{cases}0, & x \in S^{+} \\ \frac{1}{2} u(x), & x \in \partial S \\ u(x), & x \in S^{-}\end{cases}
$$

### 3.4 Boundary-value Problems

Let $f, g, h, q, r, l \in C(\partial S) \cap \mathcal{M}_{3 \times 1}$ be prescribed on $\partial S$ and let $\iota \in \mathcal{M}_{3 \times 3}$ be a given positive definite matrix. We consider the following interior and exterior Dirichlet, Neumann and Robin problems:

Find $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$satisfying (3.17) in $S^{+}$such that

$$
\begin{equation*}
\left.u\right|_{\partial S}=f \tag{+}
\end{equation*}
$$

Find $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$satisfying (3.17) in $S^{+}$such that

$$
\begin{equation*}
\left.T u\right|_{\partial S}=g \tag{+}
\end{equation*}
$$

Find $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+}\right)$satisfying (3.17) in $S^{+}$such that

$$
\begin{equation*}
\left.(T u+\iota u)\right|_{\partial S}=h \tag{+}
\end{equation*}
$$

Find $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-}\right) \cap \mathcal{A}^{*}$ satisfying (3.17) in $S^{-}$such that

$$
\begin{equation*}
\left.u\right|_{\partial S}=q \tag{-}
\end{equation*}
$$

Find $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-}\right) \cap \mathcal{A}$ satisfying (3.17) in $S^{-}$such that

$$
\begin{equation*}
\left.T u\right|_{\partial S}=r \tag{-}
\end{equation*}
$$

Find $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-}\right) \cap \mathcal{A}^{*}$ satisfying (3.17) in $S^{-}$such that

$$
\begin{equation*}
\left.(T u-\imath u)\right|_{\partial S}=l \tag{-}
\end{equation*}
$$

### 3.4. Theorem.

(i) Each of the problems $\left(D^{+}\right),\left(R^{+}\right),\left(D^{-}\right),\left(N^{-}\right)$and $\left(R^{-}\right)$has at most one solution.
(ii) Any two solutions of $\left(N^{+}\right)$differ only by rigid displacement and microrotation of the form (3.8).

Proof: The proof of the theorem is given in detail in [71] and performed by means of the classical techniques from [46], [10] that make use of the Betti formulae established above.

### 3.5 Elastic Potentials

We introduce the single layer potential

$$
(V \varphi)(x)=\int_{\partial S} D(x, y) \varphi(y) d s_{y}
$$

and the double layer potential

$$
(W \varphi)(x)=\int_{\partial S} P(x, y) \varphi(y) d s_{y}
$$

where $\varphi \in \mathcal{M}_{3 \times 1}$ is an unknown density matrix. We define also an operator $\mathcal{P}$ on continuous functions $\psi \in \mathcal{M}_{3 \times 1}$ on $\partial S$ by

$$
\mathcal{P} \psi=\int_{\partial S} \mathcal{F}^{T} \psi d s
$$

3.5. Theorem. If $\varphi \in C(\partial S)$ then
(i) $W \varphi \in \mathcal{A}$
(ii) $V \varphi \in \mathcal{A}$ if and only if $\mathcal{P} \varphi=0$.

Proof: The first part of the assertion is obtained by direct verification. The second part follows from the fact that, from (3.9) - (3.10), as $r=|x| \rightarrow$ $\infty$, the components of $(V \varphi)(x)$ may be represented in the following form

$$
\begin{aligned}
& (V \varphi)_{1}(r, \theta)={\widetilde{(V \varphi)_{1}}}_{1}(r, \theta) \\
& (V \varphi)_{2}(r, \theta)={\widetilde{(V \varphi)_{2}}}_{2}(r, \theta) \\
& (V \varphi)_{3}(r, \theta)={\widetilde{(V \varphi)_{3}}}^{(r, \theta)+A \ln |x| \int_{\partial S} \varphi_{3} d s} \text {, }
\end{aligned}
$$

where $\widetilde{(V \varphi)_{1}}(r, \theta), \widetilde{(V \varphi)_{2}}(r, \theta),{\widetilde{(V \varphi)_{3}}}_{3}(r, \theta) \in \mathcal{A}$, and

$$
A=-\frac{1}{2 \pi}\left[\frac{[(2 \gamma+\beta)(\gamma+\kappa)(\mu+\alpha)]^{2}}{4 \mu}\right]
$$

### 3.6. Theorem.

(i) If $\varphi \in C(\partial S)$, then $V \varphi, W \varphi$ are analytic and satisfy $L(V \varphi)=$ $L(W \varphi)=0$ in $S^{+} \cup S^{-}$.
(ii) If $\varphi \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$, then the direct values $V_{0} \varphi, W_{0} \varphi$ of $V \varphi, W \varphi$ on $\partial S$ exist (the latter as principal value), the functions

$$
V^{+}(\varphi)=\left.(V \varphi)\right|_{\bar{S}^{+}}, V^{-}(\varphi)=\left.(V \varphi)\right|_{\bar{S}^{-}} \text {are of class } C^{1, \alpha}\left(\bar{S}^{+}\right)
$$

and $C^{1, \alpha}\left(\bar{S}^{-}\right)$, respectively and

$$
T V^{+}(\varphi)=\left(W_{0}^{*}+\frac{1}{2} I\right) \varphi, \quad T V^{-}(\varphi)=\left(W_{0}^{*}-\frac{1}{2} I\right) \varphi \text { on } \partial S
$$

where $W_{0}^{*}$ is the adjoint of $W_{0}$ and $I$ - the identity operator.
(iii) If $\varphi \in C^{1, \alpha}(\partial S), \alpha \in(0,1)$, then the functions
$W^{+}(\varphi)=\left\{\begin{array}{ll}\left.(W \varphi)\right|_{S^{+}}, & \text {in } S^{+}, \\ \left(W_{0}-\frac{1}{2} I\right) \varphi, & \text { on } \partial S,\end{array}, \quad W^{-}(\varphi)=\left\{\begin{array}{cc}\left.(W \varphi)\right|_{S^{-}}, & \text {in } S^{+}, \\ \left(W_{0}+\frac{1}{2} I\right) \varphi, & \text { on } \partial S,\end{array}\right.\right.$ are of class $C^{1, \alpha}\left(\bar{S}^{+}\right)$and $C^{1, \alpha}\left(\bar{S}^{-}\right)$, respectively, and $T W^{+}(\varphi)=T W^{-}(\varphi)$ on $\partial S$.

Proof: The proof of part (i) follows from classical arguments for systems of partial differential equations (see, for example, [61]) and direct verification.

For parts (ii) and (iii) we use the following expressions for $V \varphi, W \varphi$ when $x \rightarrow y$

$$
\begin{aligned}
V \varphi & =\frac{1}{2 \pi}\left[b E_{\gamma \gamma}+\frac{1}{\mu+\alpha} E_{33}\right] v(\varphi)+\widetilde{(V \varphi)} \\
W \varphi & =\frac{1}{2 \pi}\left[w(\varphi) E+w^{f}(\varphi) p \epsilon_{\alpha \beta} E_{\alpha \beta}\right]+\widetilde{(W \varphi)}
\end{aligned}
$$

where

$$
\begin{aligned}
v(\varphi)(x) & =-\int_{\partial S} \ln |x-y| \varphi(y) d s_{y} \\
w(\varphi)(x) & =-\int_{\partial S}\left(\frac{\partial}{\partial n(y)} \ln |x-y|\right) \varphi(y) d s_{y} \\
w^{f}(\varphi)(x) & =\int_{\partial S}\left(\frac{\partial}{\partial s(y)} \ln |x-y|\right) \varphi(y) d s_{y}
\end{aligned}
$$

The result now follows from established results concerning the behavior of these functions in the neighborhood of $\partial S$ [10].

### 3.6 Solution of the Boundary Value Problems

We consider first the Dirichlet and Neumann problems. If we seek the solution of $\left(D^{+}\right),\left(D^{-}\right),\left(N^{+}\right),\left(N^{-}\right)$in the form $W^{+}(\varphi), W^{-}(\varphi)+\mathcal{F} k\left(k \in \mathcal{M}_{3 \times 1}\right.$ is constant), $V^{+}(\varphi)$ and $V^{-}(\varphi)$, respectively, then, by Theorem 3.6, each of the corresponding problems can be reduced to the following systems of singular
boundary integral equations

$$
\begin{align*}
\left(W_{0}-\frac{1}{2} I\right) \varphi & =f  \tag{+}\\
\left(W_{0}^{*}+\frac{1}{2} I\right) \varphi & =g  \tag{+}\\
\left(W_{0}+\frac{1}{2} I\right) \varphi & =q-F k  \tag{-}\\
\left(W_{0}^{*}-\frac{1}{2} I\right) \varphi & =r \tag{-}
\end{align*}
$$

The corresponding homogeneous equations are denoted by $\left(\mathcal{D}_{0}^{+}\right),\left(\mathcal{D}_{0}^{-}\right),\left(\mathcal{N}_{0}^{+}\right),\left(\mathcal{N}_{0}^{-}\right)$
3.7 Theorem. If $f \in C^{1, \alpha}(\partial S), \alpha \in(0,1)$, then any solution $\varphi \in$ $C^{0, \alpha}(\partial S)$ of $\left(D^{+}\right)$is of class $C^{1, \alpha}(\partial S)$. A similar result holds for $\left(D^{-}\right)$if $q \in C^{1, \alpha}(\partial S)$.

Proof: The proof of this assertion is based on the use of the relation

$$
\frac{d \varsigma}{\varsigma-z}=\left[\frac{\partial}{\partial n(y)} \ln |x-y|+i \frac{\partial}{\partial s(y)} \ln |x-y|\right] d s_{y}
$$

where $z=x_{1}+i x_{2}, \varsigma=y_{1}+i y_{2}$. This allows us to express the operator $W_{0}$ as a sum of a singular part and a weakly singular part. That is:

$$
W_{0}=\left(W_{0}^{s} \varphi\right)(z)+\widetilde{W}_{0}(z)
$$

where the singular part is given by

$$
\left(W_{0}^{s} \varphi\right)(z)=\frac{1}{2 \pi} p \epsilon_{\alpha \beta} E_{\alpha \beta} \int_{\partial S} \frac{\varphi(\varsigma) d \varsigma}{\varsigma-z}
$$

and $\widetilde{W}_{0}(z)$ is the weakly singular part. This allows us to write $\left(\mathcal{D}^{ \pm}\right)$as systems of Cauchy singular integral equations. Using regularization procedures [62] and the mapping properties of the relevant operators [10], we obtain the required result.
3.8 Theorem. The Fredholm Alternative holds for $\left(D^{+}\right),\left(N^{-}\right)$and for $\left(N^{+}\right),\left(D^{-}\right)$in the real dual system $\left(C^{0, \alpha}(\partial S), C^{0, \alpha}(\partial S)\right), \alpha \in(0,1)$, with the bilinear form

$$
\begin{equation*}
(\varphi, \psi)=\int_{\partial S} \varphi^{T}(y) \psi(y) d s_{y} \tag{3.18}
\end{equation*}
$$

Proof: Let $\mathcal{D}, \mathcal{N}$ be the integral operators occurring in $\left(\mathcal{D}^{ \pm}\right)$and $\left(\mathcal{N}^{ \pm}\right)$, respectively. Using the definition of $P(x, y)=\left(T\left(\partial_{y}\right) D(y, x)\right)^{T}$ we can see that for any $\varphi, \psi \in C^{0, \alpha}(\partial S)$

$$
\begin{aligned}
(\mathcal{D} \varphi, \psi) & =\int_{\partial S}\left[\int_{\partial S} P(x, y) \varphi(y) d s_{y}\right]^{T} \psi(x) d s_{x} \\
& =\int_{\partial S}\left[\int_{\partial S} T\left(\partial_{y}\right) D(y, x)^{T} \varphi(y) d s_{y}\right]^{T} \psi(x) d s_{x} \\
& =\int_{\partial S} \varphi^{T}(y)\left[\int_{\partial S} T\left(\partial_{y}\right) D(y, x) \psi(x) d s_{x}\right] d s_{y} \\
& =(\varphi, \mathcal{N} \psi) .
\end{aligned}
$$

Due to the symmetry of the bilinear form (3.18), we have also that $(\mathcal{N} \varphi, \psi)=(\varphi, \mathcal{D} \psi)$, which means that $\mathcal{D}$ and $\mathcal{N}$ are mutually adjoint in the given dual system. The next step of the proof is to show that the index
$\varrho$ of the complex version of $\left(\mathcal{D}^{+}\right)$is zero. From [62], the index of the complex version of the system $\left(\mathcal{D}^{+}\right)$is given by:

$$
\varrho=\frac{1}{2 \pi}\left[\arg \frac{\operatorname{det}\left(-\frac{1}{2} E-\pi i \widehat{k}(z, z)\right)}{\operatorname{det}\left(-\frac{1}{2} E+\pi i \widehat{k}(z, z)\right)}\right]_{\partial S}
$$

where

$$
\widehat{k}(z, z)=-\frac{1}{2 \pi} p \epsilon_{\alpha \beta} E_{\alpha \beta}, \quad z \in \partial S .
$$

Consequently

$$
\operatorname{det}\left(-\frac{1}{2} E \pm \pi i \widehat{k}(z, z)\right)=-\frac{1}{8}\left(1-p^{2}\right)<0
$$

from which we can immediately deduce that $\varrho=0$. Consequently, the Fredholm Alternative holds for the operator $\mathcal{D}$ in the (complex) dual system $\left(C^{0, \alpha}(\partial S), C^{0, \alpha}(\partial S)\right)$ with the bilinear form (3.18) and hence also for $\mathcal{D}$ in the real dual system $\left(C^{0, \alpha}(\partial S), C^{0, \alpha}(\partial S)\right)$ with the same bilinear form. The argument is similar for the pair $\left(\mathcal{D}^{-}\right),\left(\mathcal{N}^{+}\right)$.
3.9 Theorem. (i) ( $D^{+}$) has a unique solution for any $f \in C^{1, \alpha}(\partial S), \alpha \in$ $(0,1)$. This solution can be represented as $W^{+}(\varphi)$ with $\varphi \in C^{1, \alpha}(\partial S)$.
(ii). ( $N^{-}$) has a unique solution for any $r \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$, if and only if $\mathcal{P} r=0$. The solution can be represented as $V^{-}(\varphi)$ with $\varphi \in C^{0, \alpha}(\partial S)$.
(iii) $\left(N^{+}\right)$is soluble for any $g \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$, if and only if $\mathcal{P} g=$ 0 . The solution is unique up to a matrix of the form $\mathcal{F} k$, where $k \in M_{3 \times 1}$ is
constant and arbitrary, and can be represented as $V^{+}(\varphi)$ with $\varphi \in C^{0, \alpha}(\partial S)$.
(iv) $\left(D^{-}\right)$has a unique solution for any $q \in C^{1, \alpha}(\partial S), \alpha \in(0,1)$. This solution can be represented as the sum of $W^{-}(\varphi)$ with $\varphi \in C^{1, \alpha}(\partial S)$ and a specific matrix $\mathcal{F} k$.

Proof: The proof of (i), (ii) and (iii) follows as in [10]. To prove assertion (iv) we can find $G \in \mathcal{M}_{3 \times 3}$ such that

$$
\begin{equation*}
\mathcal{P} G=E_{3} . \tag{3.19}
\end{equation*}
$$

Then, in order to satisfy the solubility condition, we choose

$$
k=\int_{\partial S} G^{T} q d s
$$

With this choice of $k$, by (3.19), we obtain

$$
\int_{\partial S} G^{T}(q-\mathcal{F} k) d s=\int_{\partial S} G^{T} q d s-\left(\int_{\partial S} G^{T} \mathcal{F} d s\right) k=k-k=0
$$

and the solvability condition for $\left(D^{-}\right)$is satisfied for any $q \in C^{1, \alpha}(\partial S)$.
3.10. Remark. The conditions $\int_{\partial S} \mathcal{F}^{T} r d s=0, \quad \int_{\partial S} \mathcal{F}^{T} g d s=0$ represent zero resultant force and moment acting on $\partial S$.

Let us now consider the problems $\left(R^{+}\right)$and $\left(R^{-}\right)$. The methods used in [10] and [46] to investigate the analogous problems in classical elasticity do not accommodate $\left(R^{+}\right)$and $\left(R^{-}\right)$. This is attributed to the asymptotic
behavior of $V(\varphi)$ and, in particular, to the additional conditions imposed on the density $\varphi$ for regularity at infinity. To overcome this difficulty we seek the solutions of $\left(R^{+}\right)$and $\left(R^{-}\right)$in the form of $V^{+}(\varphi-\mathcal{F} k \varphi)+\mathcal{F} k \varphi$ and $V^{-}(\varphi-\mathcal{F} k \varphi)+\mathcal{F} k \varphi$, respectively, where $k \varphi \in \mathcal{M}_{3 \times 1}$ is given by

$$
\begin{equation*}
k \varphi=\left(\int_{\partial S} \mathcal{F}^{T} \mathcal{F} d s\right)^{-1} \int_{\partial S} \mathcal{F}^{T} \varphi d s \tag{3.20}
\end{equation*}
$$

which ensures that $V(\varphi-\mathcal{F} k \varphi) \in \mathcal{A}$ by Theorem.3.5 (ii).
It is clear that

$$
\int_{\partial S} \mathcal{F}^{T} \mathcal{F} d s \in \mathcal{M}_{3 \times 3}
$$

is positive definite and hence invertible for any closed $C^{2}$-curve $\partial S$. By Theorem 3.6, these problems can be reduced to the following systems of singular boundary integral equations

$$
\begin{align*}
\left(W_{0}^{*}+\frac{1}{2} I+m V_{0} J k\right) \varphi & =h  \tag{+}\\
\left(W_{0}^{*}-\frac{1}{2} I-m V_{0} Q k\right) \varphi & =l \tag{-}
\end{align*}
$$

where $J, Q \in \mathcal{M}_{3 \times 3}$ are given by

$$
J=\left(m-\frac{1}{2} I\right) \mathcal{F}-W_{0}^{*} \mathcal{F}-m V_{0} \mathcal{F}, \quad Q=-J-2 W_{0}^{*} \mathcal{F}
$$

### 3.11. Theorem.

(i) The Fredholm Alternative holds for $\left(R^{+}\right)\left(\left(R^{-}\right)\right)$and its adjoint in the real
dual system $\left(C^{0, \alpha}(\partial S), C^{0, \alpha}(\partial S)\right), \alpha \in(0,1)$, with the bilinear form

$$
(\varphi, \psi)=\int_{\partial S} \varphi^{T}(y) \psi(y) d s_{y}
$$

(ii) $\left(R_{0}^{+}\right)$, and $\left(R_{0}^{-}\right)$have only the trivial solution.

Proof: (i) We follow the procedures used in the proof of Theorem 3.8, and show that the index of each of the singular operators in $\left(\mathcal{R}^{+}\right)$and $\left(\mathcal{R}^{-}\right)$ is zero
(ii) First, let us consider $\left(\mathcal{R}_{0}^{+}\right)$. Let $\varphi_{0} \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$, be a solution of $\left(\mathcal{R}_{0}^{+}\right)$. Then $u=V^{+}(\varphi-\mathcal{F} k \varphi)+\mathcal{F} k \varphi$ satisfies the homogeneous problem $\left(R_{0}^{+}\right)$. By the uniqueness result for $\left(R^{+}\right)$, (Theorem $3.4(i)$, we now have that $u=0$ in $S^{+}$. From Theorem 3.6 (i) we have that $u^{+}=u=u^{-}=0$ on $\partial S$. Also, since $k \varphi$ is given by (3.20), $u \in \mathcal{A}^{*}$ by Theorem 3.5 (ii). Thus, $u$ satisfies ( $D_{0}^{-}$) and $u=0$ in $S^{-}$by the uniqueness result for ( $D^{-}$) (Theorem 3.4 (i)) Hence, $k \varphi=0$ and $(T u)^{+}-(T u)^{-}=\varphi_{0}=0$. The same procedure is applicable to prove the assertion for $\left(\mathcal{R}_{0}^{-}\right)$.
3.12. Theorem. The problem $\left(R^{+}\right)\left(\left(R^{-}\right)\right)$has a unique solution for any $h(l) \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$. The solution can be represented in the form $V^{+}(\varphi-F k \varphi)+F k \varphi\left(V^{-}(\varphi-F k \varphi)+F k \varphi\right)$ with $\varphi \in C^{0, \alpha}(\partial S)$ from $\left(R^{+}\right)\left(\left(R^{-}\right)\right)$ and $k \varphi$ given by (3.20)

Proof: From Theorem 3.11 and standard results on the mapping proper-
ties of the corresponding integral operators [10], we deduce that $\left(R^{+}\right)$and ( $R^{-}$) are always uniquely soluble in the space $C^{0, \alpha}(\partial S)$ for prescribed boundary data $h$ and $l$, respectively. To complete the proof, we remark that from Theorems 3.8 and 3.9 , with $\varphi \in C^{0, \alpha}(\partial S), \alpha \in(0,1)$, from $\left(R^{+}\right)$and $k \varphi$ given by (3.20), $V^{+}(\varphi-F k \varphi)+F k \varphi$ satisfies all requirements of $\left(R^{+}\right)$. A similar statement can be made for the problem ( $R^{-}$).

The treatment of mixed boundary value problems is a little different from that of Dirichlet, Neumann and Robin and at the same time - more difficult. This can perhaps be attributed to the fact that solutions of mixed boundary value problems generally suffer from a discontinuity in the first derivative across the points on the boundary where the data change from Dirichlet-type to Neumann-type. This makes it extremely difficult to construct classical solutions (see, for example, [28] and [106]).

Because of this reason, we find it necessary to consider mixed boundary value problems separately.

### 3.7 Solution of Mixed Problems

Let $S^{+}$be the bounded domain enclosed by $\partial S$ and $S^{-}=\mathbb{R}^{2} \backslash\left(S^{+} \cup \partial S\right)$. Further, divide $\partial S$ into two (for simplicity) arcs $\partial S_{1}$ and $\partial S_{2}$ with common
endpoints $a$ and $b$. As in [46], the set $\gamma=\{a, b\}$ is included in $\partial S_{1}$ so that $\partial S_{2}$ is taken as an open set and $\partial S_{1}$ as a closed one. It is worth noting that the generalization of our method to the case where $\partial S$ is divided into more than two parts is relatively straightforward and proceeds as in [47].

We consider the following interior mixed boundary value problem for (3.17).

Find $v \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+} \backslash \gamma\right)$ such that

$$
\begin{aligned}
L(\partial x) v(x) & =0, & & x \in S^{+} \\
v(x) & =B(x), & & x \in \partial S_{1} \\
T(\partial x) v(x) & =C(x), & & x \in \partial S_{2}
\end{aligned}
$$

where $B, C \in \mathcal{M}_{3 \times 1}$ are prescribed on $\partial S_{1}$ and $\partial S_{2}$, respectively. Proceeding as in [47], this problem can be reduced to the simpler problem:
$\left(\mathcal{M}^{+}\right) \quad$ Find $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+} \backslash \gamma\right)$ satisfying (3.17) in $S^{+}$ and bounded on $\bar{S}{ }^{+}$such that

$$
\begin{align*}
u(x) & =0, \quad x \in \partial S_{1}  \tag{3.21}\\
T(\partial x) u(x) & =f(x), \quad x \in \partial S_{2}, \tag{3.22}
\end{align*}
$$

where $f=C-T \Phi \in \mathcal{M}_{3 \times 1}, u=v-\Phi$ and $\Phi$ is the (known) solution of a related Dirichlet problem for (3.17).

Similarly, we consider the exterior problem:
$\left(\mathcal{M}^{-}\right) \quad$ Find $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-} \backslash \gamma\right) \cap \mathcal{A}^{*}$ satisfying (3.2) in $S^{-}$and

$$
\begin{align*}
u(x) & =0, \quad x \in \partial S_{1}  \tag{3.23}\\
T(\partial x) u(x) & =q(x), \quad x \in \partial S_{2} \tag{3.24}
\end{align*}
$$

where $q \in \mathcal{M}_{3 \times 1}$, is prescribed on $\partial S_{2}$. In view of (3.7), we pose the exterior problem $\left(\mathcal{M}^{-}\right)$in $\mathcal{A}^{*}$ to allow as large a set of admissible matrix functions as possible.
3.13. Remark. (Betti Formulae).

The following subsidiary formulae are proved using classical results as in [46].
(i) If $u \in C^{2}\left(S^{+}\right) \cap C^{1}\left(\bar{S}^{+} \backslash \gamma\right)$ is a solution of (3.17) in $S^{+}$,

$$
\begin{equation*}
2 \int_{S^{+}} E(u, u) d \sigma=\int_{\partial S} u^{T} T u d s \tag{3.25}
\end{equation*}
$$

(ii) If $u \in C^{2}\left(S^{-}\right) \cap C^{1}\left(\bar{S}^{-} \backslash \gamma\right) \cap \mathcal{A}^{*}$ is a solution of (3.17) in $S^{-}$,

$$
\begin{equation*}
2 \int_{S^{-}} E(u, u) d \sigma=-\int_{\partial S} u^{T} T u d s \tag{3.26}
\end{equation*}
$$

Using (3.25) in the case of the interior problem $\left(\mathcal{M}^{+}\right)$and (3.26) in the case of the exterior problem $\left(\mathcal{M}^{-}\right)$, classical arguments [46] lead to the following uniqueness result for problems $\left(\mathcal{M}^{+}\right)$and $\left(\mathcal{M}^{-}\right)$.
3.14. Theorem. $\left(\mathcal{M}^{+}\right)$and $\left(\mathcal{M}^{-}\right)$have at most one solution.

Proof: The proof of the theorem is given in detail in [72].

### 3.8 Solvability of the Mixed Boundary Value Problems

### 3.8.1 Interior Mixed Problem

Consider first the interior mixed problem $\left(\mathcal{M}^{+}\right)$. We seek the solution in the form

$$
\begin{equation*}
u(x)=(V \varphi)(x)=\int_{\partial S_{2}}[D(x, y)-H(x, y)] \varphi(y) d s(y) \tag{3.27}
\end{equation*}
$$

where $\varphi \in \mathcal{M}_{3 \times 1}$ is some unknown matrix-density and the matrix $H(x, y) \in$ $\mathcal{M}_{3 \times 3}$ is constructed as follows.

Let $\Omega_{1}$ be a bounded domain with $C^{2}$-boundary $\partial \Omega_{1}$ such that:

$$
\text { (i) } S^{+} \subset \Omega_{1} \quad \text { (ii) } \partial S_{2} \subset \Omega_{1} \quad \text { (iii) } \partial S_{1} \subset \partial \Omega_{1}
$$

We denote the columns of the matrix $H$ by $H^{(j)}$ each of which satisfies the
boundary value problem

$$
\begin{aligned}
L(\partial x) H^{(j)}(x, y) & =0, & x \in \Omega_{1} \\
H^{(j)}(x, y) & =D^{(j)}(x, y), & x \in \partial \Omega_{1}
\end{aligned}
$$

From the existence result for the interior Dirichlet problem of anti-plane micropolar elasticity [71], it is clear that $H^{(j)}(x, y)$ exists uniquely for each $y \in \partial S_{2}$ in the class $C^{2}\left(\Omega_{1}\right) \cap C^{1}\left(\bar{\Omega}_{1}\right)$. In fact, for each $y, H^{(j)}(x, y)$ takes the form of an elastic double layer potential [72].

Suppose that the unknown density $\varphi$ of (3.27) is of the class $H^{*}\left(\partial S_{2}\right)[102$, p.80] i.e. $\varphi$ is Hölder-continuous on $\partial S_{2}$ but may admit 'weak singularity' at the endpoints $\gamma$. Proceeding as in [47], using the properties of the single layer potential of anti-plane micropolar elasticity [71] and the properties of the matrix $H, u$ from (3.27) satisfies the continuity conditions of the problem $\left(\mathcal{M}^{+}\right)$, (3.17) in $S^{+}$and the displacement condition (3.21) on $\partial S_{1}$. The remaining traction condition (3.22) leads to the following system of singular integral equations over the open arc $\partial S_{2}$ :
$\frac{1}{2} \varphi(x)+\int_{\partial S_{2}} T(\partial x) D(x, y) \varphi(y) d s(y)-\int_{\partial S_{2}} T(\partial x) H(x, y) \varphi(y) d s(y)=f(x)$.

Using the properties of anti-plane micropolar elastic potentials [71], it is clear
that the first integral on the left-hand side of (3.28) must be interpreted in the sense of principal value while the second is a Fredholm integral.

It is clear that $u(x)$ from (3.27) will be the unique solution of $\left(\mathcal{M}^{+}\right)$provided (3.28) yields a solution $\varphi \in H^{*}\left(\partial S_{2}\right)$ for sufficiently smooth boundary data $f$.
3.15. Lemma. The homogeneous system (3.28) from (3.28) has only the trivial solution in the space $H^{*}\left(\partial S_{2}\right)$.

Proof: Let $\varphi_{0} \in H^{*}\left(\partial S_{2}\right)$ be a solution of $(3.28)^{0}$. Then $\left(V \varphi_{0}\right)(x)$ from (3.27) solves the homogeneous problem $\left(\mathcal{M}^{+}\right)^{0}$. Theorem 3.14 now yields $\left(V \varphi_{0}\right)(x)=0, x \in S^{+}$. The continuity of a single layer potential [72] now gives that $\left(V \varphi_{0}\right)(x)=0, x \in \partial S$. Further, using the boundary value of $H(x, y),\left(V \varphi_{0}\right)(x)=0, x \in \partial \Omega_{1}$. Hence $\left(V \varphi_{0}\right)(x)=0$ on the boundary of the bounded domain $\Omega_{1} \backslash S^{+}$. By the uniqueness result for the interior Dirichlet problem of anti-plane micropolar elasticity [71], $\left(V \varphi_{0}\right)(x)=0$, $x \in \Omega_{1} \backslash S^{+}$so that the jump relations arising from the application of the $T$-operator to a single layer potential [72] yield

$$
(T V)^{+}\left(\varphi_{0}\right)-(T V)^{-}\left(\varphi_{0}\right)=\varphi_{0}=0 \quad \text { on } \partial S_{2},
$$

which completes the proof.

In [102, $\S 23]$, Vekua developed a theory of solvability for systems of singular integral equations with discontinuous coefficients. To see that this theory applies to our system, we rewrite (3.28) as a system with discontinuous coefficients over the closed curve $\partial S$. In fact, noting that for $x \in \partial S_{2}$,

$$
\int_{\partial S_{2}} T(\partial x) D(x, y) \varphi(y) d s(y)=\frac{a}{\pi i} E^{*} \int_{\partial S_{2}} \frac{\varphi(\xi)}{\xi-z} d \xi+\int_{\partial S_{2}} m(z, \xi) \varphi(\xi) d \xi
$$

where

$$
a=\pi i \alpha_{1}, \quad \alpha_{1}=-\frac{2 \mu^{2}+\mu \kappa-\lambda \kappa}{4 \pi(\lambda+2 \mu+\kappa)(\mu+\kappa)}, \quad E^{*}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
$$

$\xi=y_{1}+i y_{2} \in \partial S_{2}, z=x_{1}+i x_{2} \in \partial S_{2}$ and $m$ is a weakly singular (Fredholm) kernel [28], we can rewrite (3.28) in the form

$$
\begin{equation*}
A(z) \varphi(z)+\frac{B(z)}{\pi i} \int_{\partial S} \frac{\varphi(\xi)}{\xi-z} d \xi+\int_{\partial S} C(z, \xi) \varphi(\xi) d \xi=g(z), \quad z \in \partial S \tag{3.29}
\end{equation*}
$$

or

$$
A(z) \varphi(z)+\frac{1}{\pi i} \int_{\partial S} \frac{K_{1}(z, \xi)}{\xi-z} \varphi(\xi) d \xi=g(z), \quad z \in \partial S
$$

where, $K_{1}(z, \xi)=B(z)+\pi i(\xi-z) C(z, \xi), z \in \partial S$,

$$
A(z)=\left\{\begin{array}{ll}
E_{3}, & z \in \partial S_{1}, \\
-\frac{1}{2} E_{3}, & z \in \partial S_{2} ;
\end{array} \quad B(z)= \begin{cases}0, & z \in \partial S_{1} \\
a E^{*}, & z \in \partial S_{2}\end{cases}\right.
$$

$$
C(z, \xi)=\left\{\begin{array}{l}
0, \quad z \quad \text { or } \quad \xi \in \partial S_{1} \\
m(z, \xi)-[T(\partial x) H(x, y)](z, \xi), \quad z \quad \text { and } \quad \xi \in \partial S_{2}
\end{array}\right.
$$

and

$$
g(z)= \begin{cases}0, & z \in \partial S_{1} \\ f(z), & z \in \partial S_{2}\end{cases}
$$

It is clear that $A$ and $K_{1}$ satisfy the Hölder condition everywhere on $\partial S$ except perhaps at the points of $\gamma$ where they have discontinuity of the first kind [106].
3.16. Lemma. The Fredholm Alternative holds for the system (3.29) and its adjoint or associated system in the space $H^{*}(\partial S)$.

Proof: According to Vekua [102, §23] Noether's theorems are valid for the system (3.29). Further, proceeding as in [28], a routine calculation shows that the (total) index [106] of the singular integral operator from (3.29) is zero so that Nocther's theorems reduce to Fredholm's theorems. Finally, the endpoints $a$ and $b$ are easily shown to be 'special' [102, $\S 13]$ so that any solution of (3.29) with $g \in H^{*}(\partial S)$ is necessarily of the same class [106].
3.17. Theorem. The mixed problem $\left(\mathcal{M}^{+}\right)$is uniquely solvable for any $f \in H^{*}\left(\partial S_{2}\right)$. The solution is given by (3.27) with $\varphi \in H^{*}\left(\partial S_{2}\right)$ obtained from the system (3.28).

Proof: Using Lemma 3.15, we see that the homogeneous system (3.29) ${ }^{0}$ has only the trivial solution in $H^{*}(\partial S)$. Hence, since Fredholm's theorems apply (by Lemma 3.16), the associated homogeneous system has also only the trivial solution in $H^{*}(\partial S)$ and (3.29) is uniquely solvable in $H^{*}(\partial S)$ for any $g \in H^{*}(\partial S)$. This means that the system (3.28) is uniquely solvable in $H^{*}\left(\partial S_{2}\right)$ whenever the boundary data $f \in H^{*}\left(\partial S_{2}\right)$. Consequently, the unique (by Theorem 3.14) solution of $\left(\mathcal{M}^{+}\right)$with $f \in H^{*}\left(\partial S_{2}\right)$, is given by (3.27) with $\varphi \in H^{*}\left(\partial S_{2}\right)$ obtained from the system (3.28).

### 3.8.2 Exterior Mixed Problem

In the case of the exterior mixed problem, the asymptotic behavior (3.9) of the matrix $D(x, y)$ requires that we seek the solution in the form

$$
\begin{equation*}
u(x)=\left(V_{E} \varphi\right)(x)=\int_{\partial S_{2}}\left[D(x, y)-M^{\infty}(x) F^{T}(y)-\Psi(x, y)\right] \varphi(y) d s(y) \tag{3.30}
\end{equation*}
$$

where $\varphi \in \mathcal{M}_{3 \times 1}$ is again an unknown matrix-density and $M^{\infty} \in \mathcal{M}_{3 \times 3}$ is given by

$$
\frac{4 \alpha^{2}}{\pi}(\mu+\alpha)(\gamma+\varepsilon)(2 \gamma+\beta) M^{\infty}(r, \theta)=
$$

$$
\left(\begin{array}{ccc}
0 & 0 & r^{-1} \sin \theta \\
0 & 0 & -r \sin \theta \\
0 & 0 & 2 \ln r
\end{array}\right)
$$

Here, polar coordinates $(r, \theta)$ are given by $r=|x|$ and $\theta=\tan ^{-1}\left(x_{2} / x_{1}\right)$. It is easily verified that $L M^{\infty}=0$ in $\mathbb{R}^{2} \backslash\{0\}$. The matrix $\Psi$ is constructed using a procedure similar to that used to construct the matrix $H$ for $\left(\mathcal{M}^{+}\right)$. That is, let $\Omega_{2}$ be an infinite domain with closed $C^{2}$ - boundary $\partial \Omega_{2}$ such that

$$
(i) S^{-} \subset \Omega_{2} \quad(i i) \partial S_{2} \subset \Omega_{2} \quad(i i i) \partial S_{1} \subset \partial \Omega_{2} \quad(i v)\{0\} \notin \bar{\Omega}_{2}
$$

The columns $\Psi^{(j)}(x, y), y \in \partial S_{2}$ satisfy

$$
\begin{aligned}
L(\partial x) \Psi^{(j)}(x, y) & =0, & x \in \Omega_{2} \\
\Psi^{(j)}(x, y) & =\mathcal{G}^{(j)}(x, y), & x \in \partial \Omega_{2}
\end{aligned}
$$

where $\mathcal{G} \in \mathcal{M}_{3 \times 3}$ is given by $\mathcal{G}(x, y)=D(x, y)-M^{\infty}(x) F^{T}(y)$. The existence result for the exterior Dirichlet problem of anti-plane micropolar elasticity [71], guarantees that $\Psi^{(j)}(x, y)$ exists uniquely for each $y \in \partial S_{2}$ in the class $C^{2}\left(\Omega_{2}\right) \cap C^{1}\left(\bar{\Omega}_{2}\right) \cap \mathcal{A}^{*}$. In fact, for each $y, \Psi^{(j)}(x, y)$ takes the form of the sum of an elastic double layer potential and a matrix of the form (3.8).

The fact that with $\varphi \in H^{*}\left(\partial S_{2}\right), u$ from (3.30) satisfies the continuity conditions of the problem $\left(\mathcal{M}^{-}\right)$, (3.17) in $S^{-}$and the displacement condition (3.23) on $\partial S_{1}$ follows as in the case of $\left(\mathcal{M}^{+}\right)$using the properties of $M^{\infty}$ and $\Psi$ described above and the smoothness properties of the elastic single-layer potential from anti-plane micropolar elasticity [71]. The fact that $u(x)=$ $\left(V_{E} \varphi\right)(x) \in \mathcal{A}^{*}$ follows from the fact that, as $|x| \rightarrow \infty$ [71],

$$
\begin{aligned}
& \int_{\partial S_{2}}\left[D(x, y)-M^{\infty}(x) F^{T}(y)\right] \varphi(y) d s(y) \\
= & M^{\infty}(x) \int_{\partial S_{2}} F^{T}(y) \varphi(y) d s(y)+u_{0}-M^{\infty}(x) \int_{\partial S_{2}} F^{T}(y) \varphi(y) d s(y) \\
= & u_{0} \in \mathcal{A} .
\end{aligned}
$$

Also,

$$
\int_{\partial S_{2}} \Psi(x, y) \varphi(y) d s(y)=\int_{\partial S_{2}} \Psi^{(j)}(x, y) \varphi_{j}(y) d s(y) \in \mathcal{A}^{*}
$$

since, as noted above, $\Psi^{(j)}(x, y) \in \mathcal{A}^{*}$ for each $y$. Hence, $u(x)=\left(V_{E} \varphi\right)(x) \in$ $\mathcal{A}^{*}$. As in the case of problem $\left(\mathcal{M}^{+}\right)$, the remaining traction condition (3.24) leads to the following system of singular integral equations over the open arc $\partial S_{2}$.

$$
\begin{align*}
& -\frac{1}{2} \varphi(x)+\int_{\partial S_{2}} T(\partial x) D(x, y) \varphi(y) d s(y) \\
& -\int_{\partial S_{2}} T(\partial x)\left[\Psi(x, y)+M^{\infty}(x) F^{T}(y)\right] \varphi(y) d s(y) \\
= & q(x), \quad x \in \partial S_{2} \tag{3.31}
\end{align*}
$$

Consequently, $u$ from (3.20) will be the unique solution of $\left(\mathcal{M}^{-}\right)$provided (3.31) yields a solution $\varphi \in H^{*}\left(\partial S_{2}\right)$ whenever $q \in H^{*}\left(\partial S_{2}\right)$.
3.18. Lemma. The homogeneous system (3.31) from (3.31) has only the trivial solution in the space $H^{*}\left(\partial S_{2}\right)$.

Proof: Let $\varphi_{0} \in H^{*}\left(\partial S_{2}\right)$ be a solution of $(3.31)^{0}$. Then $\left(V_{E} \varphi_{0}\right)(x)$ from (3.30) solves the homogeneous problem $\left(\mathcal{M}^{-}\right)^{0}$. Theorem 3.14 now yields $\left(V_{E} \varphi_{0}\right)(x)=0, x \in S^{-}$. Proceeding as in the proof of Lemma 3.15, we obtain that $\left(V_{E} \varphi_{0}\right)(x)=0, x \in \Omega_{2} \backslash S^{-}$so that

$$
\left(T V_{E}\right)^{+}\left(\varphi_{0}\right)-\left(T V_{E}\right)^{-}\left(\varphi_{0}\right)=\varphi_{0}=0 \text { on } \partial S_{2}
$$

which completes the proof.
The solvability result for the exterior problem $\left(\mathcal{M}^{-}\right)$now follows from Lemma 3.16:
3.19. Theorem. The mixed problem $\left(\mathcal{M}^{-}\right)$is uniquely solvable for any $q \in H^{*}\left(\partial S_{2}\right)$. The solution is given by (3.30) with $\varphi \in H^{*}\left(\partial S_{2}\right)$ obtained from the system (3.31).

Proof: The system (3.31) is similar in nature to the system (3.28). Following the steps leading to system (3.29), we can again rewrite (3.31) as a system with discontinuous coefficients over the closed curve $\partial S$. As in the proof of

Lemma 3.16, the index of the resulting system over $\partial S$ is shown to be zero and the endpoints $a$ and $b$ to be 'special' [106]. Vekua's theory again shows that Noether's theorems reduce to the Fredholm Alternative in the space $H^{*}(\partial S)$. Using Lemma 3.18 and the Fredholm Alternative, the associated homogeneous system has also only the trivial solution in $H^{*}(\partial S)$. Arguing as in the proof of Theorem 3.19, we conclude that (3.31) is uniquely solvable in $H^{*}\left(\partial S_{2}\right)$ for any $q \in H^{*}\left(\partial S_{2}\right)$. Consequently, the unique (by Theorem 3.14) solution of $\left(\mathcal{M}^{-}\right)$with $q \in H^{*}\left(\partial S_{2}\right)$, is given by (3.30) with $\varphi \in$ $H^{*}\left(\partial S_{2}\right)$ obtained from the system (3.31).

### 3.9 Summary

In this chapter we formulated Dirichlet, Neumann, Robin, mixed interior and exterior boundary value problems of antiplane micropolar elasticity. The existence and uniqueness results for these problems have been established and analytical solutions have been obtained in the form single and double-layer integral potentials.

## 4 Generalized Fourier Series

After carrying out a detailed mathematical analysis of boundary value problems of anti-plane micropolar elasticity the solutions should be expressed in a form allowing us to employ them for practical purposes. The reason is, that after deriving analytical solutions in the form of integral potentials we can only assert that these solutions exist and that they are unique, but we still cannot find quantitative characteristics for the unknown density $\varphi$. Unfortunately, it is extremely hard, if not impossible, to find $\varphi$ using analytical procedures, therefore numerical techniques for obtaining the function $\varphi$ should be used. One of the common ways to attain this end is the approximation of the required function by means of a set of known functions with well-studied and sufficiently simple properties. This idea underlies, in particular, the Fourier method. The present section deals with modification of the method of generalized Fourier series proposed by Kupradze [46] for the treatment of three dimensional boundary value problems of the theory of elasticity. This method, based on the same idea as the standard Fourier method, has certain advantages from the computational point of view. For example, if we exclude a few particular cases when its application is quite efficient, the importance of the classical Fourier method for computations in
this sense is limited. The application of the method involves the expansion of the required function in a series of the functions which are themselves solutions of no less complicated boundary value problems and the numerical computation is possible only if we know eigenvalues and eigenfunctions of the latter problems.

The modification of the generalized Fourier method to be described below and to be applied for the construction of approximate solutions of boundary value problems of antiplane Cosserat elasticity lacks this inefficiency and affords the possibility to construct the required system of functions directly from the problem data.

Thus the generalized Fourier method may be used for obtaining approximate numerical solutions. In this dissertation we will consider only the application of generalized Fourier method to Dirichlet and Neumann interior and exterior boundary value problems. The corresponding treatment of mixed boundary value problems lies beyond the scope of the present investigation and is the objective of future work.

In this chapter we suspend the convention of summation over repeated indices, as well as that regarding the values taken by Latin subscripts. Greek subscripts and superscripts continue to take values $1,2$.

### 4.1 The Interior Neumann Problem

4.1. Definition. Let $X$ be a normed space. $A$ subset $X \subset \mathcal{X}$ is called $a$ fundamental set in $X$ if span $\mathcal{X}$ is dense in $X$.

The following assertion is a well-known result of functional analysis (see for example [45]).
4.2. Theorem. If $X$ is a Hilbert space, then $\mathcal{X} \subset X$ is a fundamental set in $X$ if and only if the orthogonal complement of $\mathcal{X}$ in $X$ consists of the zero vector alone.

Let $\partial S_{*}$ be a simple closed $C^{2}$ - curve such that $\partial S$ lies strictly in the domain $S_{*}^{+}$enclosed by $\partial S_{*}$, and let $\left\{x^{(k)} \in \partial S_{*}, k=1,2, \ldots\right\}$ be a countable set of points densely distributed on $\partial S_{*}$. We set $S_{*}^{-}=\mathbb{R}^{2} \backslash \bar{S}_{*}^{+}$, and denote by $D^{(i)}$ the columns of the fundamental matrix $D$.
4.3. Theorem. The set

$$
\begin{equation*}
\left\{F^{(i)}, \theta^{(j k)}, i, j=1,2,3, k=1,2, \ldots\right\} \tag{4.1}
\end{equation*}
$$

where the $F^{(i)}$ are the columns of matrix (3.8)
and

$$
\begin{equation*}
\theta^{(j k)}(x)=T(\partial x) D^{(j)}\left(x, x^{(k)}\right) \tag{4.2}
\end{equation*}
$$

is linearly independent on $\partial S$ and fundamental in $L^{2}(\partial S)$.

Proof: Suppose that there are a positive integer $N$ and real numbers $c_{i}$ and $c_{j k}, i, j=1,2,3, k=1,2, \ldots, N$, not all zero, such that

$$
\begin{equation*}
\sum_{i=1}^{3} c_{i} F^{(i)}(x)+\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} \theta^{(j k)}(x)=0, \quad x \in \partial S \tag{4.3}
\end{equation*}
$$

Then, taking (4.2), (4.3) into consideration and the fact, that the columns of $D(x, y)$ and $P(x, y)$ are solutions of (3.17) at all $x \in \mathbb{R}^{2}, x \neq y$, and for any direction $n$ independent of $x$, we find that the ( $3 \times 1$ ) - matrix

$$
\begin{equation*}
\varpi(x)=\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} D^{(j)}\left(x, x^{(k)}\right) \tag{4.4}
\end{equation*}
$$

is a regular solution of the interior Neumann problem

$$
\begin{aligned}
& L(\partial x) \varpi(x)=0, \quad x \in S^{+} \\
& T(\partial x) \varpi(x)=-\sum_{i=1}^{3} c_{i} F^{(i)}(x), \quad x \in \partial S
\end{aligned}
$$

Consequently, by Theorem 3.9(iii)

$$
\int_{\partial S}\left(F^{(l)) T}\left[-\sum_{i=1}^{3} c_{i} F^{(i)}(x)\right]\right] d s=0, \quad l=1,2,3
$$

which implies that the coefficients are all equal to zero. This yields

$$
T(\partial x) \varpi(x)=0, \quad x \in \partial S
$$

Hence, by Theorem 3.4 (ii)

$$
\varpi(x)=\sum_{i=1}^{3} \beta_{i} F^{(i)}(x), \quad x \in \bar{S}^{+}
$$

for some constants $\beta_{i}, i=1,2,3$. From this and (4.4) it follows that

$$
\varpi(x)=\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} D^{(j)}\left(x, x^{(k)}\right)-\sum_{i=1}^{3} \beta_{i} F^{(i)}(x), \quad x \in \bar{S}^{+} .
$$

Then, analyticity requires that $\varpi(x)=0$ in $\bar{S}_{*}^{+}$. Further the linear independence of the set (4.1) on $\partial S$ is established by applying the procedure used in [10] and [46]

Suppose now that for all $i, j=1,2,3$ and $k=1,2, \ldots$ the function $\varphi \in L^{2}(\partial S)$ satisfies

$$
\int_{\partial S}\left(F^{(i)}\right)^{T} \varphi d s=\int_{\partial S}\left(\theta^{(j k)}\right)^{T} \varphi d s=0
$$

According to (4.2) and (3.12) this means that

$$
\begin{equation*}
\int_{\partial S} \varphi_{3} d s=0 \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial S} P\left(x^{(k)}, y\right) \varphi(y) d s=0, \quad k=1,2, \ldots \tag{4.6}
\end{equation*}
$$

By Theorem $3.6(i)$, the double layer potential of density $\varphi$

$$
W(x)=\int_{\partial S} P(x, y) \varphi(y) d s(y)
$$

is continuous on $\partial S_{*}$. Since the $x^{(k)}$ are densely distributed on $\partial S_{*}$, from (4.6) we deduce that $W=0$ on $\partial S_{*}$. Then by Theorem 3.6 (ii), (iii), $W$ is a
regular solution of the exterior Dirichlet problem

$$
\begin{aligned}
L(\partial x) W(x) & =0, \quad x \in S_{*}^{-} \\
W(x) & =0, \quad x \in \partial S_{*} \\
W & \in \mathcal{A}
\end{aligned}
$$

Hence, by the uniqueness result for the exterior Dirichlet problem of antiplane micropolar elasticity, $W=0$ in $\bar{S}_{*}^{-}$. The analyticity of $W$ in $\mathbb{R}^{2} \backslash \partial S$ now yields $W=0$ in $S^{-}$. Letting $S \ni x^{\prime} \rightarrow x \in \partial S$ along the support line $v(x)$, we find that

$$
\begin{equation*}
\frac{1}{2} \varphi(x)+\int_{\partial S} P(x, y) \varphi(y) d s(y)=0 \tag{4.7}
\end{equation*}
$$

for almost all $x \in \partial S$, where the integral is understood as principal value. If $\varphi(x)$ is the solution of (4.7) then $\varphi \in C^{0, \alpha}(\partial S)$ for any $\alpha \in(0,1)$. [10], which implies that

$$
\varphi(x)=\sum_{i=1}^{3} \gamma_{i} F^{(i)}(x), x \in \partial S, \quad \gamma_{i}=\text { const }>0
$$

Then by (4.5),

$$
\int_{\partial S}\left[\left(F^{(l)}\right)^{T} \sum_{i=1}^{3} \gamma_{i} F^{(i)}\right] d s=0, \quad l=1,2,3,
$$

and we conclude that all the $\gamma_{i}$ are zero, that is, $\varphi=0$. The desired result now follows from Theorem 4.2.

Let $u$ be a regular solution of the interior Neumann problem $\left(N^{+}\right)$. By Remark 3.2

$$
\begin{gather*}
u(x)=-\int_{\partial S} P(x, y) \chi(y) d s(y)+G(x), \quad x \in S^{+}  \tag{4.8}\\
G(x)=\int_{\partial S} P(x, y) \chi(y) d s(y), \quad x \in S^{-} \tag{4.9}
\end{gather*}
$$

where

$$
\begin{gathered}
G(x)=\int_{\partial S} D(x, y) g(y) d s(y), \quad x \in \mathbb{R}^{2} \backslash \partial S \\
\chi=\left.u\right|_{\partial S}
\end{gathered}
$$

and $g(y)$ - boundary conditions prescribed on $\partial S$.
We rearrange the elements of the subset $\left\{\theta^{(j k)}, j=1,2,3, k=1,2, \ldots\right\}$ of (4.1) in the order

$$
\theta^{(11)}, \theta^{(21)}, \theta^{(31)}, \ldots, \theta^{(1 k)}, \theta^{(2 k)}, \theta^{(3 k)}, \ldots
$$

denote the new sequence by $\left\{\theta^{(m)}\right\}_{m=1}^{\infty}$, and use the Gram-Schmidt procedure to construct the orthonormal sequence $\left\{\eta^{(n)}\right\}_{n=1}^{\infty}$ in $L^{2}(\partial S)$. Thus,

$$
\begin{equation*}
\eta^{(n)}=\sum_{m=1}^{n} k_{n m} \theta^{(m)}, \quad n=1,2, \ldots \tag{4.11}
\end{equation*}
$$

where $k_{n m}$ are known coefficients of orthonormalization. Also, let $\left\{\widetilde{F}^{(i)}\right\}_{i=1}^{3}$ be the orthonormalized set obtained from $\left\{F^{(i)}\right\}_{i=1}^{3}$.

We claim that $\left\{\widetilde{F}^{(i)}, \eta^{(n)}, i=1,2,3, n=1,2, \ldots\right\}$ is a fundamental orthonormal set in $L^{2}(\partial S)$. To convince ourselves of this we need only to verify that

$$
\int_{\partial S}\left(\widetilde{F}^{(3)}\right)^{T} \eta^{(n)} d s=0, \quad i=1,2,3, \quad n=1,2, \ldots
$$

since

$$
F^{(1)}=(0,0,0)^{T}, \quad F^{(2)}=(0,0,0)^{T} .
$$

But this is obviously true, since the $\widetilde{F}^{(3)}$ and the $\eta^{(n)}$ are finite linear combinations of the $F^{(3)}$ and $\theta^{(j k)}$, respectively, and,

$$
\int_{\partial S}\left(F^{(3)}\right)^{T} \theta^{(j k)} d s=\int_{\partial S} T_{3 l} D_{l}^{(j)}\left(x, x^{(k)}\right) d s=\int_{S^{+}} L_{3 l} D_{l}^{(j)}\left(x, x^{(k)}\right) d a=0 .
$$

Let now

$$
\begin{equation*}
\chi^{(n)}=\widetilde{q}_{3} \widetilde{F}^{(3)}+\sum_{r=1}^{n} q_{r} \eta^{(r)} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gather*}
\widetilde{q}_{3}=\int_{\partial S}\left(\widetilde{F}^{(3)}\right)^{T} \chi d s, \\
q_{r}=\int_{\partial S}\left(\eta^{(r)}\right)^{T} \chi d s=\sum_{m=1}^{r} k_{r m} \int_{\partial S}\left(\theta^{(m)}\right)^{T} \chi d s, \quad r=1,2, \ldots \tag{4.13}
\end{gather*}
$$

Setting

$$
\begin{equation*}
u^{(n)}(x)=-\int_{\partial S} P(x, y) \chi^{(n)}(y) d s(y)+G(x), \quad x \in S^{+} \tag{4.14}
\end{equation*}
$$

and using (4.8), we find that $u^{(n)} \rightarrow u$ as $n \rightarrow \infty$, uniformly on any closed subdomain $S^{\prime} \subset S^{+}$.

From (4.9) it follows that

$$
\int_{\partial S} P\left(x^{(k)}, y\right) \chi(y) d s(y)=G_{j}\left(x^{(k)}\right), \quad k=1,2 \ldots, \quad x \in S^{-} .
$$

By (3.12) and (4.2), this is the same as

$$
\begin{equation*}
\int_{\partial S}\left(\theta^{(j k)}\right)^{T} \chi d s=G_{j}\left(x^{(k)}\right), \quad j=1,2,3, \quad k=1,2, \ldots \tag{4.15}
\end{equation*}
$$

Applying Remark 3.2 to $\widetilde{F}^{(3)}$ in $S^{+}$from (4.14) and (4.12) we now obtain the approximate solution in the form

$$
u^{(n)}(x)=\widetilde{q}_{3} \widetilde{F}^{(3)}-\sum_{r=1}^{n} q_{r} \int_{\partial S} P(x, y) \eta^{(r)}(y) d s(y)+G(x), \quad x \in S^{+}
$$

where the first term on the right-hand side is a rigid displacement independent of $n, G(x)$ is given by (4.10), $\eta^{(r)}$ by (4.11), and the $q_{r}$ are computed by means of (4.13), (4.15) and (4.10). Since the coefficient $\widetilde{q}_{3}$ cannot be determined in terms of the boundary data of the problem, we conclude that, in agreement with Theorem 3.4 (ii), the exact solution is determined up to an arbitrary rigid displacement.

It is obvious that

$$
\lim _{n \rightarrow \infty} u^{(n)}(x)=u(x), \quad x \in S^{+}
$$

where $u(x)$ - exact solution given by (4,8).

### 4.2 The Interior Dirichlet Problem

With the notation introduced in the previous section we can prove the following assertion.
4.4. Theorem. The set

$$
\begin{equation*}
\left\{F^{(i)}, \vartheta^{(j k)}, i, j=1,2,3, k=1,2, \ldots\right\} \tag{4.16}
\end{equation*}
$$

where the $F^{(i)}$ are defined by (3.8) and

$$
\begin{equation*}
\vartheta^{(j k)}=D^{(j)}\left(x, x^{(k)}\right) \tag{4.17}
\end{equation*}
$$

is linearly independent on $\partial S$ and fundamental in $L^{2}(\partial S)$.
Proof: Suppose that there are a positive integer $N$ and real numbers $c_{i}$ and $c_{j k} \quad i, j=1,2,3, k=1,2, \ldots, N$, not all zero, such that

$$
\begin{equation*}
\sum_{i=1}^{3} c_{i} F^{(i)}(x)+\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} \vartheta^{(j k)}(x)=0, \quad x \in \partial S . \tag{4.18}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\varpi(x)=\sum_{i=1}^{3} c_{i} F^{(i)}(x)+\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} \vartheta^{(j k)}(x), \tag{4.19}
\end{equation*}
$$

from (4.17), (4.18) and the fact that the columns of $D(x, y)$ and $P(x, y ; n)$ are solutions of (3.17) at all $x \in \mathbb{R}^{2}, x \neq y$, for any direction $n$ independent on $x$, we see that

$$
\begin{aligned}
L(\partial x) \varpi(x) & =0, \quad x \in S^{+} \\
\varpi(x) & =0, \quad x \in \partial S
\end{aligned}
$$

that is $w$ is a regular solution of the homogeneous Dirichlet problem. By Theorem 3.4 (i) $\varpi=0$ in $S^{+}$. Then using analyticity arguments, we deduce that

$$
\begin{equation*}
\varpi(x)=0, \quad x \in S_{*}^{+} . \tag{4.20}
\end{equation*}
$$

Let $x^{(p)}$ be any of the points $x^{(1)}, \ldots, x^{(N)}$. In view of (4.19) and (4.17), and taking into account that

$$
F^{(1)}=(0,0,0)^{T}, \quad F^{(2)}=(0,0,0)^{T}
$$

we write

$$
\varpi_{l}(x)=c_{3} F_{l}^{(3)}(x)+\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} D_{j l}\left(x, x^{(k)}\right)
$$

and remark that, according to (3.14), as $x \rightarrow x^{(p)}$ all the terms on the righthand side remain bounded except $c_{l p} D_{l l}\left(x, x^{(p)}\right)$, which is of order $O\left(\ln \left|x-x^{(p)}\right|\right)$. This clearly contradicts the equality (4.20), and we conclude that the $c_{j k}$ in
(4.18) must be zero. Since the $F^{(i)}$ are linearly independent, we deduce that the $c_{3}$ is also zero. Hence the set (4.16) is linearly independent on $\partial S$.

Now let $\varphi \in L^{2}(\partial S)$ be such that for all $i, j=1,2,3$ and $k=1,2, \ldots$

$$
\int_{\partial S}\left(F^{(3)}\right)^{T} \varphi d s=\int_{\partial S}\left(\vartheta^{(j k)}\right)^{T} \varphi d s=0 .
$$

By (4.17) and (3.11) this is equivalent to

$$
\begin{equation*}
\int_{\partial S} D\left(x^{(k)}, y\right) \varphi(y) d s(y)=0, \quad k=1,2, \ldots \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial S} \varphi_{3} d s(y)=0 \tag{4.22}
\end{equation*}
$$

Consider the elastic single layer potential of density $\varphi$

$$
V(x)=\int_{\partial S} D(x, y) \varphi(y) d s(y)
$$

Since $V$ is continuous on $\partial S_{*}$ and the points $x^{(k)}, k=1,2, \ldots$, are densely distributed on $\partial S_{*}$, from (4.21) it follows that $V=0$ on $\partial S_{*}$. Consequently, we have

$$
\begin{aligned}
L(\partial x) V(x) & =0, \quad x \in S_{*}^{-} \\
V(x) & =0, \quad x \in \partial S_{*} \\
V & \in \mathcal{A}
\end{aligned}
$$

This means that $V$ is a regular solution in $\bar{S}_{*}^{-}$of the homogeneous exterior Dirichlet problem $\left(D^{-}\right)$, consequently, by Theorem 3.4 (i), $V=0$ in $\bar{S}_{*}^{-}$. The analyticity of the elastic single layer potential $V$ in $R^{2} \backslash \partial S$ now implies that

$$
\begin{equation*}
V(x)=0, \quad x \in S^{-} \tag{4.23}
\end{equation*}
$$

In turn, this yields $T V=0$ in $S^{-}$. Letting $S^{-} \ni x^{\prime} \rightarrow x \in \partial S$ along the support line of $v(x)$, we find that

$$
-\frac{1}{2} \varphi(x)+\int_{\partial S} T(\partial x) D(x, y) \varphi(y) d s(y)=0
$$

for almost all $x \in \partial S$, where the integral is understood as principal value. If $\varphi \in C^{0, \alpha}(\partial S)$ with any $\alpha \in(0,1)$, then $V$ is continuous in $\mathbb{R}^{2}$ and

$$
\begin{aligned}
L(\partial x) V(x) & =0, \quad x \in S^{+} \\
V(x) & =0, \quad x \in \partial S
\end{aligned}
$$

that is, $V$ is a regular solution in $\bar{S}^{+}$of the homogeneous problem $\left(D^{+}\right)$. Consequently, by Theorem 3.4 (i) $V=0$ in $\bar{S}^{+}$. From this and (4.23) we deduce that $(T V)^{+}=(T V)^{-}=0$ on $\partial S$, and $\varphi=0$.

Since $L^{2}(\partial S)$ is a Hilbert space, we now apply Theorem 4.2 to conclude that (4.16) is a fundamental set in $L^{2}(\partial S)$.

Let $u$ be the unique regular solution of $\left(D^{+}\right)$. Using Somigliana representation of the solution (Remark 3.2), we can write that

$$
\begin{equation*}
u(x)=\int_{\partial S} D(x, y) \psi(y) d s(y)-F(x), \quad x \in S^{+} \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
F(x)=\int_{\partial S} D(x, y) \psi(y) d s(y), \quad x \in S^{-} \tag{4.25}
\end{equation*}
$$

where we have used the notation

$$
\begin{equation*}
F(x)=\int_{\partial S} P(x, y) f(y) d s(y), \quad x \in \mathbb{R}^{2} \backslash \partial S \tag{4.26}
\end{equation*}
$$

$$
\psi(y)=(T u)(y), \quad y \in \partial S
$$

and $f$ - boundary conditions for $\left(D^{+}\right)$prescribed on $\partial S$.
The formula (4.25) yields

$$
\int_{\partial S} D\left(x^{(k)}, y\right) \psi(y) d s(y)=F\left(x^{(k)}\right), \quad k=1,2, \ldots
$$

which by (3.11) and (4.17), is equivalent to

$$
\int_{\partial S}\left(\vartheta^{(j k)}\right)^{T} \psi d s=F_{j}\left(x^{(k)}\right), \quad j=1,2,3, k=1,2 \ldots
$$

We arrange the elements of (4.16) in the order

$$
F^{(1)}, F^{(2)}, F^{(3)}, \vartheta^{(11)}, \vartheta^{(21)}, \vartheta^{(31)}, \ldots, \vartheta^{(1 k)}, \vartheta^{(2 k)}, \vartheta^{(3 k)}, \ldots
$$

and denote the new sequence by $\left\{\vartheta^{(m)}\right\}_{m=1}^{\infty}$. Let $\left\{\omega^{(n)}\right\}_{n=1}^{\infty}$ be the orthonormalized fundamental sequence constructed from the set $\left\{\vartheta^{(m)}\right\}_{m=1}^{\infty}$ in $L^{2}(\partial S)$ by means of the Gram-Schmidt orthonormalization. process. Then

$$
\omega^{(n)}=\sum_{m=1}^{n} k_{n m} \vartheta^{(m)}, \quad n=1,2, \ldots
$$

where $k_{n m}$ are well-determined coefficients. Writing

$$
\begin{equation*}
\psi^{(n)}=\sum_{r=1}^{n} p_{r} \omega^{(r)}, \quad n=1,2, \ldots \tag{4.27}
\end{equation*}
$$

with the coefficients on the right-hand side given by

$$
\begin{equation*}
p_{r}=\int_{\partial S}\left(\omega^{(r)}\right)^{T} \psi d s=\sum_{m=1}^{r} k_{r m} \int_{\partial S}\left(\vartheta^{(m)}\right)^{T} \psi d s, \quad r=1,2, \ldots \tag{4.28}
\end{equation*}
$$

and setting

$$
\begin{equation*}
u^{(n)}(x)=\int_{\partial S} D(x, y) \psi^{(n)}(y) d s(y)-F(x), \quad x \in S^{+} \tag{4.29}
\end{equation*}
$$

from (4.24) we see that for $x \in S^{+}$

$$
\begin{aligned}
\left|u(x)-u^{(n)}(x)\right| & \leq \sum_{i=1}^{3}\left|u_{i}(x)-u_{i}^{(n)}(x)\right| \\
& \leq \sum_{i=1}^{3} \int_{\partial S}\left|\left(D^{(i)}(y, x)\right)^{T}\left[\psi(y)-\psi^{(n)}(y)\right]\right| d s(y) \\
& \leq \sum_{i=1}^{3}\left\|D^{(i)}(x, \cdot)\right\|_{2}\left\|\psi-\psi^{(n)}\right\|_{2}
\end{aligned}
$$

Since the $\left\|D^{(i)}(x, \cdot)\right\|_{2}$ are uniformly bounded on any closed subdomain $S^{\prime} \subset$ $S^{+}$and $\left\|\psi-\psi^{(n)}\right\|_{2} \rightarrow 0$ as $n \rightarrow \infty$, we conclude that $u^{(n)} \rightarrow u$ uniformly on $S^{\prime}$.

Clearly, each $u^{(n)}$ is a solution of the equation $L u=0$ in $S^{+}$.

### 4.3 The Exterior Dirichlet Problem

The construction of a fundamental sequence in the space of the solution for exterior problems meets with the usual difficulties that arise from the behavior of the matrices $D(x, y)$ and $P(x, y)$ for $y \in \partial S$ and $|x|$ large. To overcome these obstacles, we need to establish some auxiliary results.
4.5. Theorem. If $S$ is a finite domain in $\mathbb{R}^{2}, X$ a space of $(3 \times$ 1)-matrix functions defined on $\partial S, \Phi$ a linear functional on $X$, and

$$
\begin{equation*}
F(x)=\Phi_{y}(D(x, y) \varphi(y)), \quad \varphi \in X, x \in S^{-} \tag{4.30}
\end{equation*}
$$

where subscript $y$ means that $\Phi$ operates with respect to $y$, then $F \in \mathcal{A}$ if and only if

$$
\begin{equation*}
p_{3}=\Phi_{y}\left(\varphi_{3}(y)\right)=0 \tag{4.31}
\end{equation*}
$$

Proof: Introducing polar coordinates $(r, \theta)$ of $x$, for $|x|$ large we write
(4.30) in the form
$F(x)=\Phi_{y}\left(D^{\infty}(x, y) \varphi(y)\right)+\Phi_{y}\left(\left(D(x, y)-D^{\infty}(x, y)\right) \varphi(y)\right)=F^{\infty}(x)+\widetilde{F}(x)$,
where

$$
D^{\infty}(x, y)=\left(\begin{array}{ccc}
0 & 0 & r^{-1} \sin \theta  \tag{4.33}\\
0 & 0 & -r \sin \theta \\
0 & 0 & 2 \ln r
\end{array}\right)
$$

and $\left(D(x, y)-D^{\infty}(x, y)\right) \in \mathcal{A}$.
Consequently, by direct verification we can conclude that $\widetilde{F}(x) \in \mathcal{A}$, which means $F^{\infty}(x)=0$ when (4.31) hold.
4.6. Theorem. For any fixed $y \in \partial S, L(\partial x)=0, x \in S^{-}$.

Proof: This assertion can be easily proved by direct verification.
Let now the curve $\partial S_{*}$ be chosen so that it lies strictly inside the domain $S^{+}$.
4.7. Theorem. The set (4.16), constructed as in Theorem 4.4 is linearly independent on $\partial S$ and fundamental in $L^{2}(\partial S)$.

Proof: Suppose that there are a positive integer $N$ and real numbers $c_{i}$ and $c_{j k}, \quad i . j=1,2,3, \quad k=1,2, \ldots, N$, not all zero, such that (4.18) holds, and let $\varpi$ again be defined by (4.19). Since $\varpi \in C^{1}\left(S_{*}^{-}\right)$, from the expression
for the boundary stress operator we immediately see that

$$
\begin{equation*}
T(\partial x) \varpi(x)=0, \quad x \in \partial S . \tag{4.34}
\end{equation*}
$$

Using the representation

$$
\begin{equation*}
\varpi=\varpi^{\infty}+\widetilde{\omega}+c_{3} F^{(3)}, \tag{4.35}
\end{equation*}
$$

where the functions $w^{\infty}$ and $\widetilde{\varpi}$ are defined by means of the columns of the matrices $D^{\infty}$ and $D-D^{\infty}$, respectively, from Theorem 4.6 and Theorem 4.7 and (4.34) we deduce that $\widetilde{\varpi}$ is a regular solution of the exterior Neumann problem

$$
\begin{aligned}
L(\partial x) \widetilde{\varpi}(x) & =0, \quad x \in S^{-}, \\
T(\partial x) \widetilde{\varpi}(x) & =-T(\partial x) \varpi^{\infty}(x), \quad x \in \partial S \\
\widetilde{\varpi}(x) & \in \mathcal{A} .
\end{aligned}
$$

According to Theorem 3.9 (iv)

$$
\int_{\partial S}\left(F^{(3)}\right)^{T} T \varpi^{\infty} d s=0
$$

Consider a circle $\Gamma_{R}$ with the centre in the origin and radius $R$ sufficiently large so that $\bar{S}^{+} \subset \Gamma_{R}$ strictly. By Remark 3.1 (ii) applied to $F^{(3)}$ and $\varpi^{\infty}$ in $\Gamma_{R} \backslash \bar{S}^{+}$, the above equality yields

$$
\int_{\partial \Gamma_{R}}\left(F^{(3)}\right)^{T} T \varpi^{\infty} d s=0
$$

Direct calculation now shows that these relations are equivalent to

$$
\begin{equation*}
\sum_{k=1}^{N} c_{3 k}=0 \tag{4.36}
\end{equation*}
$$

Let $\Phi$ be the linear functional defined on the space $X$ of bounded $(3 \times 1)$ matrix functions on $\partial S_{*}$ by

$$
\Phi \varphi=\sum_{k=1}^{N} \varphi\left(x^{(k)}\right), \quad \varphi \in X
$$

and $\varphi_{c}$ an element of $X$ such that

$$
\varphi_{c}\left(x^{(k)}\right)=\left(\begin{array}{lll}
c_{1 k}, & c_{2 k}, & c_{3 k}
\end{array}\right)^{T}, \quad k=1,2, \ldots, N .
$$

Then

$$
\begin{aligned}
\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} \vartheta^{(j k)}(x) & =\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} D^{(j)}\left(x, x^{(k)}\right) \\
& =\sum_{k=1}^{N} D\left(x, x^{(k)}\right) \varphi_{c}\left(x^{(k)}\right) \\
& =\Phi_{y}\left(D(x, y) \varphi_{c}(y)\right) .
\end{aligned}
$$

In view of the definition of $\Phi$ (4.36) is equivalent to (4.31), therefore by Theorem 4.5 and (4.35), $\varpi \in \mathcal{A}^{*}$. From (4.18) and (4.19) we then see that $\varpi$ is the regular solution in $S^{-}$of the homogeneous Dirichlet problem

$$
\begin{aligned}
L(\partial x) \varpi(x) & =0, \quad x \in S^{-} \\
\varpi(x) & =0, \quad x \in \partial S \\
\varpi & \in \mathcal{A}^{*} .
\end{aligned}
$$

By Theorem 3.4 (i), $\varpi=0$ in $\bar{S}^{-}$. Due to the analyticity of $\varpi$, we have $\varpi=0$ in $S_{*}^{-}$, and the linear independence of the set (4.16) on $\partial S$ is established by the argument used in the proof of Theorem 4.4.

Suppose now that the equalities (4.21), (4.22) hold for some $\varphi \in L^{2}(\partial S)$. Since the points $x^{(k)}$ are densely distributed on $\partial S_{*}$, from the fact if $\varphi \in L^{2}$ on $\partial S$ then $V(\varphi)$ is analytic in $\mathbb{R}^{2} \backslash \partial S$ and $L V(\varphi)=0$ in $\mathbb{R}^{2} \backslash \partial S$ as in [10] , we deduce that the elastic single layer potential $V$ of density $\varphi$ is a regular solution of the homogeneous interior Dirichlet problem

$$
\begin{aligned}
L(\partial x) V(x) & =0, \quad x \in S_{*}^{+} \\
V(x) & =0, \quad x \in \partial S_{*}
\end{aligned}
$$

Hence, by Theorem 3.4 (i) $V=0$ in $\bar{S}_{*}^{+}$. Due to the analyticity of $V$ in $\mathbb{R}^{2} \backslash \partial S$, we conclude that $V=0$ in $S^{+}$, so that $T V=0$ in $S^{+}$. Letting $S^{+} \ni x^{\prime} \rightarrow x \in \partial S$ along the support line of $v(x)$ we obtain the equation

$$
\begin{equation*}
\frac{1}{2} \varphi(x)+\int_{\partial S} T(\partial x) D(x, y) \varphi(y) d s(y)=0 \tag{4.37}
\end{equation*}
$$

for almost all $x \in \partial S$, the integral being understood as principal value. If $\varphi(x)$ is the solution of (4.37) then $\varphi \in C^{0, \alpha}(\partial S)$, with any $\alpha \in(0,1)$. Hence, $V \in C\left(R^{2}\right)$, which means that $V=0$ on $\partial S$.

Now let $\Phi$ be the linear functional defined on the space $X=C(\partial S)$ by
$\Phi \varphi=\int_{\partial S} \varphi d s$. Then the equality to zero of the integral involving the $F^{(3)}$ in (4.21) is equivalent to (4.31), so, by Theorem 4.5, $V \in \mathcal{A}$. Since $V$ is a regular solution of the homogeneous Dirichlet problem

$$
\begin{aligned}
L(\partial x) V(x) & =0, \quad x \in S^{-} \\
V(x) & =0, \quad x \in \partial S \\
V & \in \mathcal{A}
\end{aligned}
$$

by Theorem 3.4 (i), $V=0$ in $S^{-}$. This implies that $(T V)^{-}=0$, and $\varphi=0$. As in the proof of Theorem 4.4, we finally deduce that (4.16) is a fundamental set in $L^{2}(\partial S)$.

Let $u$ be the unique regular solution of $\left(D^{-}\right)$. By Theorem 3.9 (iv), we can write

$$
\begin{equation*}
u=\widetilde{u}+c_{3} F^{(3)} \tag{4.38}
\end{equation*}
$$

where $\widetilde{u} \in \mathcal{A}$ and

$$
c_{3}=\int_{\partial S}\left(F^{(3)}\right)^{T} q d s
$$

where $q$ - boundary conditions for ( $D^{-}$) prescribed on $\partial S$.

By Remark 3.2 (Somigliana formulae) applied to $\widetilde{u}$,

$$
\begin{aligned}
\widetilde{u}(x) & =-\int_{\partial S} D(x, y) \psi(y) d s(y)+F(x), \quad x \in S^{-} \\
F(x) & =\int_{\partial S} D(x, y) \psi(y) d s(y), \quad x \in S^{+}
\end{aligned}
$$

where

$$
\begin{align*}
F(x) & =\int_{\partial S} P(x, y)\left[q(y)-c_{3} F^{(3)}(y)\right] d s(y), \quad x \in R^{2} \backslash \partial S  \tag{4.39}\\
\psi(y) & =(T \widetilde{u})(y), \quad y \in \partial S .
\end{align*}
$$

Since, by (4.38) and (4.39), $\widetilde{u}$ is a regular solution of the exterior Neumann problem

$$
\begin{aligned}
L(\partial x) \widetilde{u}(x) & =0, \quad x \in S^{-} \\
T(\partial x) \widetilde{u}(x) & =\psi(x), \quad x \in \partial S \\
\widetilde{u} & \in \mathcal{A}
\end{aligned}
$$

it follows from Theorem 3.9 (iv) that

$$
\int_{\partial S}\left(F^{(3)}\right)^{T} \psi d s=0
$$

which is equivalent to the fact that

$$
\int_{\partial S} \psi_{3} d s=0
$$

. This fact allows us to proceed as in Section 4.2 and construct a similar scheme for the approximation of $\widetilde{u}$.

### 4.4 The Exterior Neumann problem

Let the curve $\partial S_{*}$ and the points $x^{(k)}$ be as described in Section.4.1.
4.8. Theorem. The set

$$
\begin{equation*}
\left\{\theta^{(j k)}, \quad j=1,2,3, \quad k=1,2, \ldots\right\} \tag{4.40}
\end{equation*}
$$

where the $\theta^{(j k)}$ are defined by (4.2), is linearly independent on $\partial S$ and fundamental in $L^{2}(\partial S)$.

Proof: Suppose that there are a positive integer $N$ and real numbers $c_{j k}$, $j=1,2,3, \quad k=1,2, . ., N$, not all zero, such that

$$
\sum_{j=1}^{3} \sum_{k=1}^{N} c_{j k} \theta^{(j k)}(x)=0, \quad x \in \partial S
$$

Representing $\varpi$ defined by (4.4) in the form $\varpi=\varpi^{\infty}+\widetilde{\varpi}$, where $\varpi^{\infty}$ and $\widetilde{\varpi}$ are constructed in terms of $D^{\infty}$ and $D-D^{\infty}$, respectively, just as in the proof of Theorem 4.7 (this time with $\varpi \in \mathcal{A}$ we deduce that the set (4.40) is linearly independent on $\partial S$.

An argument similar to that used in the proof of Theorem 4.1 now shows that if

$$
\int_{\partial S}\left(\theta^{(j k)}\right)^{T} \varphi d s=0, \quad j=1,2,3, k=1,2, \ldots
$$

for some $\varphi \in L^{2}(\partial S)$, then the elastic double layer potential $W$ of density $\varphi$ satisfies $W=0$ in $S^{+}$. Hence, as $S^{+} \ni x^{\prime} \rightarrow x \in \partial S$ along the support line
of $v(x)$, we come to the following integral equation

$$
\begin{equation*}
-\frac{1}{2} \varphi(x)+\int_{\partial S} P(x, y) \varphi(y) d s(y 0=0 \tag{4.41}
\end{equation*}
$$

for almost all $x \in \partial S$, where the integral is understood in the sense of principal value. If $\varphi \in L^{2}(\partial S)$ is a solution of (4.41), then $\varphi \in C^{0, \alpha}(\partial S)$ and we can deduce that $\varphi(x)=0, x \in \partial S$.

The fact that (4.40) is a fundamental set in $L^{2}(\partial S)$ now follows from Theorem.4.2.

The generalized Fourier series approximation $u^{(n)}$ of the unique regular solution $u$ of ( $\left.N^{-}\right)$is constructed just as in Section 4.1, the procedure being simplified here by the absence of the rigid displacement $F^{(3)}$ from (4.40).

### 4.5 Summary

In this chapter we have shown that the method of generalized Fourier series can be employed to approximate numerically the analytical solutions of the boundary value problems of anti-plane micropolar elasticity. Semi-analytic solutions in the form of Fourier series can be used for practical purposes in order to obtain quantitative characteristics of the solutions to the corresponding boundary value problems.

## 5 Torsion of Cylindrical Beams with

## Microstructure

The classical linear elasticity problem of the torsion of a prismatic beam is well-documented. However, only a few papers have been devoted to the investigation of the corresponding problem in linear micropolar elasticity, which seeks to incorporate the effect of material microstructure as a factor in predicting the overall deformation of the beam. The relative lack of progress in this area can be attributed to the fact, as we have already shown in Chapter 3 , that the treatment of the problem in micropolar elasticity requires the rigorous analysis of a Neumann-type boundary value problem in which the governing equations are a set of three second order coupled partial differential equations for three unknown anti-plane displacement and microrotation fields. This is in contrast to the relatively simple torsion problem arising in classical linear elasticity in which a single anti-plane displacement is found from the solution of a Neumann problem for Laplace's equation.

Initially, the problem of torsion of micropolar elastic beams had been considered by Smith in [91] and Iesan in [38]. However, Smith's analysis is confined to case of a beam with circular cross-section and Iesan's analy-
sis overlooks certain differentiability requirements required to establish the rigorous solution of the problem (see, for example, [82]).

In this chapter, we show that the problem of torsion of a micropolar beam of (smooth) arbitrary cross-section can be reduced to an interior Neumann boundary value problem in anti-plane micropolar elasticity. Using the real boundary integral equation method, we present a detailed and rigorous solution of this problem including the corresponding uniqueness and existence results in the appropriate function spaces. In addition, we use the method of generalized Fourier series to approximate the unknown density, which is the most important part of the analytical solution, in terms of series. As we have already seen in the previous chapter, the method of generalized Fourier series converges very rapidly and gives excellent results when constructing approximate solutions of boundary value problems of anti-plane micropolar elasticity.

Finally, we consider two numerical examples related to torsion of micropolar beams of circular and elliptic cross-sections. We show that in case of the elliptic cross-section, material microstructure has a significant effect on a warping function of a beam.

### 5.1 Formulation of the Problem

Let $V$ be a domain in $\mathbb{R}^{3}$ occupied by a homogeneous and isotropic linearly elastic micropolar material with elastic constants $\lambda, \mu, \alpha, \beta, \gamma$ and $\kappa$.whose boundary is denoted by $\partial V$. The deformation of a micropolar elastic solid can be characterized by a displacement field of the form

$$
u(x)=\left(u_{1}(x), u_{2}(x), u_{3}(x)\right)^{T}
$$

and a microrotation field of the form

$$
\varphi(x)=\left(\varphi_{1}(x), \varphi_{2}(x), \varphi_{3}(x)\right)^{T}
$$

where $x=\left(x_{1}, x_{2}, x_{3}\right)$ is a generic point in $\mathbb{R}^{3}$. The basic relations describing the deformations of a homogeneous and isotropic, linear elastic Cosserat solid are as follows ( see Chapter 2).

The equilibrium equations:

$$
\begin{equation*}
\sigma_{j i, j}=0 ; \quad \epsilon_{i j k} \sigma_{j k}+\varrho_{j i, j}=0, \tag{5.1}
\end{equation*}
$$

where $\sigma_{j i}$ are the components of the stress tensor, $\varrho_{j i}$ are the components of the couple-stress tensor and $\epsilon_{i j k}$ is the alternating tensor.

The constitutive relations:

$$
\begin{equation*}
\sigma_{j i}=(\mu+\alpha) \varepsilon_{j i}+(\mu-\alpha) \varepsilon_{i j}+\lambda \delta_{i j} \varepsilon_{k k}, \tag{5.2}
\end{equation*}
$$

where $\varepsilon_{j i}$ are the components of the strain tensor, and $\delta_{i j}$ is the Kronecker delta.

The kinematic relations

$$
\begin{equation*}
\varepsilon_{j i}=u_{i, j}-\epsilon_{k j i} \varphi_{k}: \quad \varkappa_{j i}=\varphi_{i, j} \tag{5.3}
\end{equation*}
$$

where $\varkappa_{j i}$ are the components of the torsion tensor.
The surface tractions and surface couples acting at point $x$ on the surface $\partial V$ are given by

$$
\begin{equation*}
\sigma_{i}=\sigma_{j i} n_{j}, \quad \varrho_{i}=\varrho_{j i} n_{j} \tag{5.4}
\end{equation*}
$$

where $n_{j}=\cos \left(n_{x}, x_{j}\right)$ and $n_{x}$ is the unit vector of the outward normal to $\partial V$ at $x$.

We consider an isotropic, homogeneous, prismatic micropolar beam bounded by plane ends perpendicular to the generators. A typical cross-section $S$ is assumed to be a simply connected region bounded by a closed $C^{2}-$ curve $\partial S$. We suppose that body forces and body couples are absent and the lateral surface is free of applied forces and couples. The axis $\mathrm{Ox}_{3}$ of the coordinate system is directed along the generators of the beam. The beam is assumed to be of length $l$, and one of its bases is taken to lie in the $O x_{1} x_{2}$ plane, while the other is in the plane $x_{3}=l$. We suppose that the beam is kept in
equilibrium when the end $x_{3}=l$ is twisted by the couple of magnitude $M$. On the plane $x_{3}=l$ we have the following conditions:

$$
\begin{gather*}
\int_{\partial S} \sigma_{31} d \sigma=0, \quad \int_{\partial S} \sigma_{32} d \sigma=0, \quad \int_{\partial S} \sigma_{33} d \sigma=0  \tag{5.5}\\
\int_{\partial S}\left(x_{2} \sigma_{33}+\varrho_{31}\right) d \sigma=0, \quad \int_{\partial S}\left(x_{1} \sigma_{33}-\varrho_{32}\right) d \sigma=0 \\
\int_{\partial S}\left(x_{1} \sigma_{32}-x_{2} \sigma_{31}+\varrho_{33}\right) d \sigma=M
\end{gather*}
$$

The resultant forces and moments calculated across each cross-section satisfy the equilibrium conditions, so that the conditions (5.5) must be satisfied for $x_{3}=h(0 \leq h \leq l)$.

On the lateral surface of the beam we have the following conditions

$$
\begin{equation*}
\sigma_{\alpha k} n_{\alpha}=0, \quad \varrho_{\alpha k} n_{\alpha}=0 \tag{5.6}
\end{equation*}
$$

The torsion problem consists of equations (5.1) - (5.4) along with boundary conditions (5.5) and (5.6).

In order to solve the torsion problem we assume that the displacement and microrotation fields take the form

$$
\begin{align*}
& u_{1}=-\tau x_{2} x_{3}, \quad u_{1}=\tau x_{1} x_{3}, \quad u_{3}=\Phi\left(x_{1}, x_{2}\right)  \tag{5.7}\\
& \varphi_{1}=\varphi_{1}\left(x_{1}, x_{2}\right), \quad \varphi_{2}=\varphi_{2}\left(x_{1}, x_{2}\right), \quad \varphi_{3}=\tau x_{3}
\end{align*}
$$

where $\tau$ is a constant to be determined below (see, for example, [91]).

From (5.2) and (5.7) we obtain that

$$
\begin{align*}
\sigma_{13} & =(\mu+\alpha) \Phi_{, 1}+2 \alpha \varphi_{2}-(\mu-\alpha) \tau x_{2}  \tag{5.8}\\
\sigma_{31} & =(\mu-\alpha) \Phi_{, 1}-2 \alpha \varphi_{2}-(\mu+\alpha) \tau x_{2}, \\
\sigma_{23} & =(\mu+\alpha) \Phi_{, 2}-2 \alpha \varphi_{1}+(\mu-\alpha) \tau x_{1} \\
\sigma_{32} & =(\mu-\alpha) \Phi_{, 2}+2 \alpha \varphi_{1}+(\mu+\alpha) \tau x_{1}, \\
\sigma_{33} & =0, \quad \sigma_{\alpha \beta}=0, \quad \varrho_{3 \alpha}=\varrho_{\alpha 3}=0, \\
\varrho_{11} & =(2 \gamma+\beta) \varphi_{1,1}+\beta\left(\varphi_{2,2}+\tau\right) \\
\varrho_{22} & =(2 \gamma+\beta) \varphi_{2,2}+\beta\left(\varphi_{1,1}+\tau\right) \\
\varrho_{12} & =(\gamma+\kappa) \varphi_{1,2}+(\gamma-\kappa) \varphi_{2,1} \\
\varrho_{3,3} & =\beta\left(\varphi_{1,1}+\varphi_{2,2}\right)+(2 \gamma+\beta) \tau .
\end{align*}
$$

The equilibrium equations (5.1) are satisfied if the functions $\Phi\left(x_{1}, x_{2}\right)$, $\varphi_{\alpha}\left(x_{1}, x_{2}\right)$ satisfy the following equations

$$
\begin{equation*}
L U=q \text { in } S \tag{5.9}
\end{equation*}
$$

where $L(\xi)=L\left(\xi_{\alpha}\right)=L\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}\right)$
$=\left(\begin{array}{ccc}(\gamma+\kappa) \Delta-4 \alpha+(\beta+\gamma-\kappa) \xi_{1}^{2} & (\beta+\gamma-\kappa) \xi_{1} \xi_{2} & 2 \alpha \xi_{2} \\ (\beta+\gamma-\kappa) \xi_{1} \xi_{2} & (\gamma+\kappa) \Delta-4 \alpha+(\beta+\gamma-\kappa) \xi_{2}^{2} & -2 \alpha \xi_{1} \\ -2 \alpha \xi_{2} & 2 \alpha \xi_{1} & (\mu+\alpha) \Delta\end{array}\right)$,

$$
U=\left(\varphi_{1}, \varphi_{2}, \Phi\right)^{T}
$$

and

$$
q=\left(2 \alpha \tau x_{1}, \quad 2 \alpha \tau x_{1}, \quad 0\right)^{T}
$$

$>$ From (5.4) and (5.8) we obtain the following boundary conditions for

$$
\begin{equation*}
T u=g \text { on } \partial S, \tag{5.9}
\end{equation*}
$$

where $T$ is the boundary stress operator given by

$$
\begin{aligned}
& T(\xi)=T\left(\xi_{\alpha}\right) \\
& =\left(\begin{array}{ccc}
(2 \gamma+\beta) \xi_{1} n_{1}+(\gamma+\kappa) \xi_{2} n_{2} & (\gamma-\kappa) \xi_{1} n_{2}+\beta \xi_{2} n_{1} & 0 \\
(\gamma-\kappa) \xi_{2} n_{1}+\beta \xi_{1} n_{2} & (\gamma+\kappa) \xi_{1} n_{1}+(2 \gamma+\beta) \xi_{2} n_{2} & 0 \\
-2 \alpha n_{2} & 2 \alpha n_{1} & (\mu+\alpha) \xi_{\alpha} n_{\alpha}
\end{array}\right)
\end{aligned}
$$

$n=\left(n_{1}, n_{2}\right)$ is the unit outward normal to $\partial S$ and

$$
g=\left(-\beta \tau n_{1}, \quad-\beta \tau n_{1}, \quad-(\mu-\alpha) \tau\left(x_{1} n_{2}-x_{2} n_{1}\right)\right)^{T}
$$

If we now introduce the new torsional functions $\phi\left(x_{1}, x_{2}\right), \psi_{1}\left(x_{1}, x_{2}\right)$, $\psi_{2}\left(x_{1}, x_{2}\right)$, such that

$$
\Phi\left(x_{1}, x_{2}\right)=\tau \phi\left(x_{1}, x_{2}\right), \quad \varphi_{\alpha}\left(x_{1}, x_{2}\right)=\tau\left(\psi_{\alpha}\left(x_{1}, x_{2}\right)-\frac{1}{2} x_{\alpha}\right)
$$

and assume that

$$
u=\left(\psi_{1}, \psi_{2}, \phi\right)^{T}
$$

we can reduce (5.9) to the homogeneous system of the form

$$
\begin{equation*}
L u=0 \text { in } S, \tag{5.11}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
T u=f \text { on } \partial S \tag{5.12}
\end{equation*}
$$

where

$$
f=\left(\gamma n_{1}, \quad \gamma n_{1, .} . . \mu\left(x_{2} n_{1}-x_{1} n_{2}\right)\right)^{T} .
$$

It can now be seen that the problem of torsion of a cylindrical micropolar beam can be reduced to the solution of the system (5.11) in the cross-section $S$ together with boundary conditions (5.12) on the boundary $\partial S$. This is just the interior Neumann boundary value problem of anti-plane micropolar elasticity (see Chapter 3).

As we have already seen in Chapter 3, the interior Neumann boundary value problem can be successfully solved by means of boundary integral equation method. In addition, the results of Chapter 4 provide us with the effective tool of deriving the semi-analytic solution in terms of series that can be very efficient for establishing results for warping functions of micropolar beams of smooth cross-sections.

### 5.2 Numerical Examples

### 5.2.1 Torsion of Circular Micropolar Beams

As an illustration of the generalized Fourier series method presented in detail in Chapter 4, we, first, consider the torsion of a micropolar beam of circular cross-section. Assume that elastic constants take the following values : $\alpha=3$, $\beta=6, \gamma=2, \kappa=1, \mu=1$. Note that in physical problems, elastic constants usually take values of order $10^{-5}$. See, for example, [48]. The boundary $\partial S$ of the cross-section is the unit circle, consequently, the boundary conditions are

$$
\begin{equation*}
T u=f \quad \text { on } \partial S \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\left(\gamma n_{1}, \quad \gamma n_{2}, \quad 0\right)^{T} \tag{5.14}
\end{equation*}
$$

Let $\partial S_{*}$ be the circle concentric with $\partial S$ and of radius equal to 2 . We introduce polar coordinates with the pole at the origin and choose the points $x^{(k)}, k=1,2, \ldots$ on $\partial S_{*}$ to be those corresponding to the polar angles

$$
\begin{equation*}
0, \pi, \frac{3}{2} \pi, \frac{1}{2} \pi, \frac{1}{4} \pi, \frac{3}{4} \pi, \frac{5}{4} \pi, \frac{7}{4} \pi, \frac{1}{8} \pi, \frac{3}{8} \pi, \frac{5}{8} \pi, \ldots \tag{5.15}
\end{equation*}
$$

Obviously, the set $\left\{x^{(k)}\right\}_{k=1}^{\infty}$ is densely distributed on $\partial S_{*}$.

Using the Gauss quadrature formula with 16 ordinates to evaluate the integrals over $\partial S$ and following the computational procedure discussed in Chapter 4, we obtain the following approximate values for the solution of the torsion problem at points $(0,0),(0,0.5),(0.5,0),(0.5,0.5)$ (Table 1$)$ :

Table 1: Approximate Solution of Micropolar Beam with Circular Cross-section

|  |  | $(0,0)$ | $(0,0.5)$ | $(0.5,0)$ | $(0.5,0.5)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\psi_{1}$ | 3.39473281 | 3.04975908 | 2.44337658 | 3.32006979 |
| $n=4$ | $\psi_{2}$ | 3.99386113 | 3.84179823 | 2.94193737 | 2.76777254 |
|  | $\phi$ | 3.53006158 | 3.79429701 | 3.30103737 | 2.82091434 |
|  | $\psi_{1}$ | 2.29514136 | 2.18298043 | 2.36383833 | 2.24020310 |
| $n=16$ | $\psi_{2}$ | 2.41209050 | 1.57246625 | 2.16714609 | 2.20063132 |
|  | $\phi$ | 2.61830667 | 2.23344182 | 2.87971480 | 2.18161064 |
|  | $\psi_{1}$ | 1.22947516 | 1.15576328 | 1.04023136 | 1.11921972 |
| $n=32$ | $\psi_{2}$ | 1.11855121 | 1.35325409 | 1.80063130 | 1.91018001 |
|  | $\phi$ | 2.37680259 | 2.19944723 | 2.51001199 | 2.61311426 |
|  | $\psi_{1}$ | 0.00000003 | 0.00000001 | 0.24200032 | 0.23260298 |
| $n=55$ | $\psi_{2}$ | 0.00000008 | 0.24200001 | 0.00000007 | 0.23260305 |
|  | $\phi$ | 1.94851263 | 1.94851173 | 1.94851173 | 1.94851174 |
|  | $\psi_{1}$ | 0.00000000 | 0.00000000 | 0.24200001 | 0.23260300 |
| $n=56$ | $\psi_{2}$ | 0.00000000 | 0.24200000 | 0.00000000 | 0.23260301 |
|  | $\phi$ | 1.94851178 | 1.94851178 | 1.94851178 | 1.94851178 |

In Table 1, $\phi$ represents ant-plane displacement and $\psi_{1}$ and $\psi_{2}$ represent
microrotations about axis $x_{1}$ and $x_{2}$ correspondingly.
Note, that the solution $\phi$, which represents the warping function, converges to the constant 1.94851178 throughout the cross-section. This result is consistent with the exact analytical solution obtained by Smith [91] and the experimental results obtained by Lakes [48] and Gauthier [31]. In other words, the circular cross-section remains flat (no warping) despite the fact that the presence of the microstructure in the model of deformation. This result is not surprising given the symmetry of the cross-section. Consequently, we can conclude that for a circular bar the effect of axial symmetry is stronger than the effect of material microstructure. However, as mentioned above, the numerical method outlined in Chapter 4 is applicable to any smooth crosssection $\partial S$, for example, an elliptic cross-section. To demonstrate this fact we will consider another example.

### 5.2.2 Torsion of Elliptic Micropolar Beams

Consider the torsion of a micropolar beam of elliptical cross-section in which the elastic constants take the following values : $\alpha=3, \beta=6, \gamma=2, \kappa=1$, $\mu=1$. The domain $S$ is bounded by the ellipse

$$
x_{1}=\cos t, \quad x_{2}=1.5 \sin t
$$

As an auxiliary contour $\partial S_{*}$ we take a confocal ellipse

$$
x_{1}=1.1 \cos t, \quad x_{2}=1.6 \sin t .
$$

Using the Gauss quadrature formula with 16 ordinates to evaluate the integrals over $\partial S$ and following the computational procedure discussed in Chapter 4, the approximate solution is found to converge to eight decimal place accuracy for $n=62$ terms of the series. Numerical values are presented below for representative points $(0,0)(0.25,0.25),(0.25,0.5),(0.5,0.75)$ inside the elliptical cross-section (Table 2):

Table 2: Approximate Solution of Micropolar Beam with Elliptic Cross-section with $n=62$

|  |  | $(0,0)$ | $(0.25,0.25)$ | $(0.5,0.5)$ | $(0.5,0.75)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\psi_{1}$ | 0.74431942 | 1.17355112 | 1.24343810 | 1.82784247 |
| $n=62$ | $\psi_{2}$ | 0.48152259 | 0.97222035 | 1.11246544 | 1.36181203 |
|  | $\phi$ | 0.00006160 | 0.02139392 | 0.08461420 | 0.12380739 |

Note, that if we compare the values of the out-of-plane displacement or torsional function $\phi$, with those obtained in the case of a classical elastic
elliptic beam (these are $0,0.02403812,0.09615251,0.14422874$ at the same points - based on the exact solution for the warping function, see for example [93] or [98]), we conclude that there is up to a 15 percent difference at certain points ( In addition to the results presented in the above table we also considered several other points lying within the boundaries of the ellipse).

In contrast to the case of a circular micropolar beam for which the crosssection remains flat (as in the classical case), there is a significant difference in the torsional function for an elliptic beam made of micropolar material when compared to the same beam in which the microstructure is ignored (classical case [98]).

This method is easily extended to the analysis of torsion of micropolar beams of any (smooth) cross-section where one again expect a significant contribution from the material microstructure.

### 5.3 Summary

In this chapter we have formulated the problem of torsion of a micropolar beam of an arbitrary smooth cross-section. We have shown that the problem can be reduced to the interior Neumann boundary-value problem of antiplane Cosserat elasticity and the exact analytical solution can be obtained
in the form of an integral potential using the boundary integral equation method. The analytical solution has been approximated numerically using the method of generalized Fourier series. The semi-analytic solution in terms of Fourier series has been used to evaluate the amount of warping of micropolar beams of circular and elliptic cross-sections. It has been found that in the case of a circular micropolar beam, an arbitrary cross-section by a plane perpendicular to the generators, as in the classical case, shows no warping. In the case of an elliptic micropolar beam, there can be observed up to 15 percent difference in warping in comparison with the classical case.

## 6 Conclusions and Recommendations for

## Future Work

### 6.1 Conclusions

The present work has been devoted to investigation of the boundary value problems of antiplane Cosserat elasticity. In spite of the fact that the corresponding three-dimensional and plane theories have been carefully investigated the anti-plane theory remained practically untouched until recently. At the same time, the anti-plane theory plays an important role for applications in mechanics, first of all because the theory can be applied to the solution of the torsion problem and secondly to the solution of the problem of wave propagation in the elastic half space, which, of course, requires the dynamical formulation of the governing equations.

This dissertation is confined to the consideration of only the statical problems with emphasis on the torsion problem. As a result of this work the following results have been obtained:

1. The Dirichlet, Neumann, Robin and mixed interior and exterior boundary value problems have been formulated, shown to be well-posed and rigorously solved by means of the boundary integral equation method. The
uniqueness and existence theorems have been proved and the exact analytical (unique) solutions have been obtained in the form of corresponding integral potentials.
2. An efficient numerical scheme, based on the modification of generalized Fourier series method has been devised and successfully applied to construction of the approximate solutions to Dirichlet and Neumann interior and exterior boundary value problems. It has been shown that the method works for domains bounded by any smooth arbitrary twice differentiable curve.
3. As an example intended to demonstrate an important application of the proposed theory, the problem of torsion of micropolar beams has been considered. It has been shown that the assumptions imposed on the torsional functions, in the case of a micropolar beam, introduced as a generalization of the Saint-Venant assumptions for the case of a classical beam [53], allow us to reduce the problem to the interior Neumann boundary value problem of antiplane micropolar elasticity. Using the generalized Fourier method we constructed the approximate solution allowing us to make the following important conclusions valuable for applications:
a. In the case of a micropolar beam of circular cross-section, the solution in the form of generalized Fourier series converges rapidly to a constant. This
confirms that in the case of a circular beam, because of the axial symmetry, the cross-section of a beam by a plane perpendicular to generators does not warp (remains flat) which is consistent with the analytical results obtained by Smith [91] and the experimental results obtained by Gauthier [31] and Lakes [48].
b. In the case of an elliptic micropolar beam, it has been found that the solution in the form of generalized Fourier series can differ by up to 15 percent from the solution for an elliptic beam composed of a classical material. This points to strong evidence that the material microstructure does have a significant effect on the torsional function in the case of a beam of non-circular cross-section. The fact that there can be up to 15 percent difference in anti-plane displacement between the micropolar and classical case is consistent with the results obtained by Savin [77] and Mindlin [57] for stress-concentration around holes in micropolar media and by Weitsman [105] and Hartranft [34] for stress concentration around inclusions in micropolar media.

### 6.2 Future Work

In this dissertation the major boundary value problems of anti-plane micropolar elasticity has been rigorously solved by means of the boundary integral equation method. In order to demonstrate the importance of the work for applications in mechanics we have also illustrated the effectiveness of the theory on the example of torsion of a cylindrical beam with microstructure. We have shown that the unknown density, the most important part of the analytical solution in the form of an integral potential can be successfully approximated by Fourier series since it cannot be found analytically.

The methodology, analytical and numerical technique introduced in this work can be extended for the solution of a wide class of problems of micropolar elasticity dealing with both structures and three-dimensional and two-dimensional boundary value problems.

First of all, as a direct continuation of the work presented in this dissertation, the method of generalized Fourier series can be applied for the derivation of a semi-analytic solution of mixed boundary value problems of antiplane micropolar elasticity. The treatment of mixed problems is different from the treatment of classical ones. In spite of the fact that we have obtained an analytical solution to both interior and exterior mixed problems in
the form of integral potentials in this work we found it necessary to postpone the direct derivation of the unknown density in the form of Fourier series for future work. The reason is, that in this dissertation we wanted to make emphasis more on applications of the technique to the torsion problem and in our opinion if we had introduced the numerical solution to mixed problems it would have obscured the significant results related to interior Neumann (torsion) problem of antiplane micropolar elasticity.

As a second step, it would be possible and at the same time important, to incorporate thermoelastic components into the model. Kupradze [48] has formulated fundamental boundary value problems of three-dimensional thermoelasticity and shown that they can be solved in a rigorous manner using the boundary integral equation method. Same technique, in our opinion, could be applied for the investigation of two-dimensional problems of micropolar thermoelasticity. In addition, the method can be applied for analysis of thermoelastic deformations of plates and shells.

The third direction of the future work could find some applications in the area of composite mechanics. Since we have already considered the classical boundary value problems of anti-plane micropolar elasticity, the next very challenging step could be an investigation of contact (inclusion, trans-
mission) boundary value problems. Several authors, for example [8] or [89], have lately considered the problems of stress concentrations around rigid inclusions of different shapes in the case of the three-dimensional theory of micropolar elasticity. Meanwhile, plane transmission problems of Cosserat elasticity remain practically untouched until today. In a very recent paper by Lubarda [54], the problem of stress concentration around rigid inclusion in micropolar media in case of anti-plane was solved under assumptions of the simplified theory of elasticity with couple-stresses. The same methodology and assumptions were used by Weitsmann [105] and Hartranft [34] for solving the problem of stress concentration around rigid inclusions in micropolar media in case of plain strain. Investigation of these problems in a general case, under assumptions when microrotations and displacements are independent is much more complicated and challenging. Unfortunately, consideration of these problems, because of a very complicated nature of the boundary conditions, leads us to completely unknown types of integral equations in terms of complex variables. Hence, the boundary integral equation method, as it was presented in this work, cannot be applied for the treatment of inclusion problems of anti-plane micropolar elasticity, therefore, alternative methods of solution of these problems should be used. The first suggestion is to ex-
press all the stresses and couple-stresses in terms of two elastic potentials (stress functions). After this, the stress functions can be expressed in terms of complex analytical functions (the treatment of some problems of classical elasticity by means of complex variable method can be found in [63]). The difficulty arising here is that in order to satisfy all the boundary conditions we have to solve a system of algebraic equations of an extremely complicated structure, which requires tremendous efforts to be solved analytically. At the same time the numerical treatment of this system cannot give us a positive answer about the influence of microstructure on stress concentrations around a rigid inclusion.

The alternative approach is to formulate the transmission problem in Sobolev spaces. This method has been recently used for the investigation of stress concentration around rigid inclusions in plates by Chudinovich and Constanda [9]. In all likelihood, this boundary integral equation technique must work also for the problems in micropolar media. The method has wide practical applicability because it also covers domains with reduced boundary smoothness.

There could be other approaches to solve the outlined problems. In any case, this is the objective of the future work, as a result of which, we will defi-
nitely obtain a deeper understanding of the effects of material microstructure on deformations, stress concentration factors and elastic behavior of fiberreinforced composite that will be very helpful for applications in the area of structural mechanics and modern day advanced composite materials.
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