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Abstract 

Concerns about climate change have resulted in a global agreement on the need for collective 

actions to reduce anthropogenic greenhouse gas (GHG) emissions. In Canada, the 9
th

 largest 

global GHG emitter, the industrial sector is a major source of GHG emissions, accounting for 

37% of the national emissions. This highlights the significant role the sector could play in 

helping Canada achieve its ambitious GHG emission reductions goals set under several 

international agreements.  

In this study, a decomposition model was developed to analyze historical trends and the factors 

driving increasing emissions trends in Canada’s industrial sector. While the main driver was 

found to be the sector’s increasing activity level, fuel switching and energy efficiency 

improvement have contributed for emissions reduction. Historical energy efficiency 

improvement trends differ by sub-sector. In the past few years, the energy intensity of petroleum 

refining was almost constant; the iron and steel sector has benefited from structural changes, 

mainly due to increasing share of secondary steel production compared to primary steel 

production; and the cement industry has undergone changes that improved its energy efficiency 

by 10% in less than one decade. The analysis suggests, moreover, that Canadian chemical 

industries are among the best performing worldwide, mainly due to the consumption of natural 

gas as both feedstock and a source of energy. 

A comprehensive and data-intensive framework was developed in the Long-range Energy 

Alternative Planning (LEAP) model to assess future GHG mitigation potential from the different 

industrial sub-sectors. Detailed process-level analysis was conducted for different manufacturing 
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industries to identify the major energy-consuming processes. The results were then used to 

develop energy consumption demand trees. 

Long-term scenario analysis was conducted at the provincial level for the chemical and 

petroleum industries and national level for the cement and iron and steel industries. Baseline 

scenarios were developed to project long-term energy consumption and GHG emissions. The 

baseline scenarios were developed based on the analysis of the historical trends and by 

considering the confirmed governmental and sectoral development plans.  

A comprehensive review was then conducted to identify the applicable energy efficiency 

measures in the major energy-consuming processes. For each energy efficiency measure, 

detailed desktop studies, industry consultation, and in some cases process simulation were 

carried out to assess the techno-economic performance of the measure, including energy 

intensity, capital, and operation and maintenance costs, and their long-term penetration in the 

Canadian industrial sector. These data were incorporated in the LEAP model to develop GHG 

mitigation scenarios and GHG abatement cost curves.  

For two time periods (2010-2030 and 2010-2050), 20, 52, 28 and 22 GHG mitigation scenarios 

were developed for the cement, iron and steel, chemical, and petroleum refining industries, 

respectively. In the cement industry, the cumulative GHG emissions reduction potential was 

calculated to be 27.3 MtCO2eq and 59.9 MTCO2eq by 2030 and 2050, respectively. In both time 

periods, 70% of GHG emissions options in the sector are economically attractive. In the iron and 

steel sector, the implementation of energy efficiency measures was found to result in 5% GHG 

emissions reduction in both 2030 and 2050 time horizons. More than 90% of the overall 

achievable GHG emissions reductions were economically attractive. In the chemical industry, 
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the overall cumulative GHG emissions reduction potentials were calculated to be 7.1 and 29.7 

MTCO2eq by 2030 and 2050, respectively, more than three-quarters of these are economically 

attractive. Compared to the baseline scenario, 5% of the emissions from petroleum refining 

industries can be reduced by implementing different energy efficiency measures in both time 

periods of the study. Almost 60% of the achievable GHG emissions reduction is economically 

attractive.   

The results of the analysis provide invaluable inputs to policy makers on the long-term potential 

for sectoral GHG mitigation, its associated cost, and specific areas of energy efficiency 

improvement to be considered when developing regional and national climate policies. In 

addition, with the existing and emerging environmental regulations in the carbon-constrained 

world, the results of this study can be effectively used by industrial stakeholders for their future 

investment and development decisions. 
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 : Introduction Chapter 1

 Background 1.1.

Concerns about climate change have resulted in a global agreement on the need for collective 

action for reducing anthropogenic greenhouse gas (GHG) emissions. In 1988 the 

Intergovernmental Panel on Climate Change (IPCC) was established aiming predominantly at 

producing scientific information to be used by the governments to develop climate policies [1]. 

The United Nations Framework Convention on Climate Change (UNFCCC) was established in 

1992 with the mandate of stabilizing the GHG emissions in the atmosphere at a level that 

prevents irreversible impacts of climate change [2]. The Kyoto Protocol in 1997 [3] and the Paris 

Agreement in 2015 [4] are the two international climate change commitments under the 

UNFCCC, both of which were ratified by a majority of United Nations member countries.  

The Paris Agreement sets out to limit the global temperature rise to well below 2°C above pre-

industrial levels in order to minimize the threat of climate change by the end of the current 

century [4]. In order to achieve this target, ambitious and aggressive global efforts are required: 

50% reduction of GHG emissions by 2050, net zero emissions during the time period between 

2055 and 2080, and net-negative emissions thereafter [5-8]. GHG mitigation options such as the 

widespread adoption of net zero/negative emission technologies like carbon capture, utilization, 

and storage (CCUS) and energy demand side management in buildings, transportation, and the 

industrial sector are identified as crucial measures to meet these targets [9].  

The global industrial sector is responsible for around 40% of final energy use totals [10] and 21-

24% of overall GHG emissions [10, 11] and is therefore a major contributor of global GHG 

emissions [12]. Different types of fuels are used in the industrial sector as direct (i.e., heat) and 
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indirect (i.e., electricity) sources of energy as well as raw material (e.g., in the chemical and 

petroleum refining industries) [13]. The annual growth rate of direct energy consumption in the 

industrial sector was reported to be 1.3% between 2010 and 2016. Fossil fuels and electricity are 

the main energy sources and accounted for 71% and 20% of the global industrial energy mix in 

2016, respectively. That same year, the cumulative share of solar thermal and geothermal was 

marginal [10].  

The energy intensity (energy consumption per unit of final product) of the sector has improved in 

recent decades. However, due to increasing activity levels and the high fossil fuel share in the 

sector’s fuel mix, direct GHG emissions have increased steadily over the past several years and 

reached 8.3 GtCO2eq in 2016. Energy consumption and associated GHG emissions trends are 

projected to increase in the coming decades. Compared to the 2009 level, industrial energy 

demand will increase by 100% and GHG emissions by 45-65% by 2050 [14]. The increasing 

industrial sector GHG emissions are forecast to be much higher than the annual reduction rate of 

0.8% required to meet the sustainable development scenario target outlined by the International 

Energy Agency (IEA) [10].  

This situation highlights the need for aggressive GHG emissions reduction strategies [15] and the 

successful implementation of climate mitigation policies [11]. Several efforts have been made at 

both national and regional levels to improve industrial energy efficiency and minimize the 

industrial sector’s environmental impacts. For example, in 2017 more than 35% of global 

industrial energy consumption was covered by mandatory energy efficiency initiatives in which 

China, India, and Japan were the pioneering countries [16]. The initiatives cover different 

industrial sub-sectors such as cement [17], iron and steel [18], chemical, and pulp and paper and 
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aims at reducing the sectoral emissions reductions by promoting various GHG mitigation 

measures. 

1.1.1. Industrial energy efficiency improvement and GHG mitigation potential 

There are several conventional and emerging GHG mitigation options for industrial sub-sectors 

[13]: energy efficiency improvement, process modification, the use of renewables, and the 

adoption of CCUS technologies, to name a few. Among all the options, energy efficiency 

improvement offers high potential for long-term emissions and cost reduction in manufacturing 

and non-manufacturing industries [19]. Such characteristics have attracted the attention of 

climate policy makers and academics.  

There is considerable research on process-level energy use and GHG emissions from industrial 

sub-sectors (i.e., petroleum refining [20-22], iron and steel [23-25], and cement [26, 27]). Other 

studies use a high-level perspective and assess the potential for low-carbon technology adoption 

at the system level [28]. A third group of studies mainly assesses the economic performance of 

the energy efficiency measures using indexes such as net present value, internal rate of return, 

etc. [29-31].  

Despite these studies, there are important gaps with respect to comprehensiveness, consistency, 

and applicability of existing data in the open literature for effective climate policy making. These 

studies do not look at the impacts of process-level energy efficiency improvement on GHG 

mitigation potential at the system level. Moreover, the high-level economic performance of an 

energy efficiency measure cannot be assessed unless its adoption potential and economic 

performance are analyzed in a system setting. These, along with the impacts of the interaction 

between energy supply and demand sectors on industrial GHG emissions, are not usually part of 

industrial energy efficiency studies. These research gaps could be addressed by conducting 
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sector-specific energy and environmental analysis and developing long-term climate policy 

measures. 

1.1.2. Energy modelling in industrial sector 

Developing long-term climate policies is a complex process and requires the consideration of a 

comprehensive and interactive set of factors. Fact-based scenario analysis could help to address 

this challenge by highlighting a spectrum of possibilities and the effectiveness of the identified 

GHG emission reduction options. Energy modelling is a proven technique for scenario analysis, 

energy forecasting, and assessing the future development of an energy system [32-35]. The 

technique has been widely used in global, national, and regional energy planning [36-39].  

Energy modelling studies broadly focus on energy supply [40-48], demand [49-58], or both [59, 

60]. For example, while some studies focus solely on the long-term development of the energy 

supply sector [40-48], the focus of the other group of studies is on system analysis of the energy 

system [61] and energy forecasting in the demand side (i.e., residential [62], commercial [63], 

transportation [64] sector, etc.) [49-58]. A number of researches analyze the development of 

overall energy system [59, 60, 65, 66]. 

Energy modelling practices usually apply top-down or bottom-up approaches. A top-down 

approach uses high-level aggregated information and historical relationships between various 

macro-economic factors to predict the future behaviour of a system. Bottom-up energy 

modelling, on the other hand, mainly focuses on the energy system, and the technological 

changes are the main factors affecting the future forecasts [67].   

Depending on different features and particular applicability of the energy models, they could be 

classified in different categories [32, 35, 68]. In general, in almost all of the energy forecasting 
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models such as TIMES [40-42], MARKAL (MARKet ALlocation) [43-45], RETScreen [46-48] 

and LEAP (Long range Energy Alternatives Planning System) [69-71]; long-term scenario 

analysis is used to assess the long-term energy consumption and GHG emissions from the 

system.  

Models such as Global Change Assessment Model (GCAM) and Water Evaluation and Planning 

(WEAP) use similar approach to assess the long-term water consumption from different sectors 

and its impacts on the water resources [72-74]. The application of the integrated resource 

planning models for long-term scenario planning is increasingly attracting attention. Such 

models integrate different aspects of system development (e.g., economic growth, land use [75], 

water consumption, atmospheric emissions, and GHG emissions) and also assess the interaction 

of system development with factors such as changes in atmospheric temperature [76] and 

availability of water resources [77, 78].  

Energy modelling in the industrial sector, to analyze long-term energy efficiency improvement 

and GHG mitigation, has seen limited use compared to other sectors like the electricity 

generation, residential, and transportation sectors. This is mainly due to the complexity of the 

industrial sector, variations in industrial products, and the role of energy carriers both as a source 

of energy and in some industries as a feedstock [79, 80]. Given the effectiveness of bottom-up 

energy analyses in other sectors [81-83], however, a technical analysis of industry at the 

technology level is expected to help address these restrictions. In other words, bottom-up energy 

modelling and assessing industry performance at both technology and system levels will help to 

develop comprehensive long-term GHG mitigation strategies in the sector even with the above-

mentioned limitations. The current research, therefore, applies energy modeling techniques (i.e., 
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LEAP model) to assess the mid- to long-term energy efficiency and GHG mitigation potential in 

Canada’s industrial sector. 

1.1.3. LEAP model 

LEAP is an energy policy analysis and GHG mitigation assessment framework [32, 35]. The 

model is an integrated planning tool that can be used to track the energy flow through all 

economic sectors including energy consumption, production, and extraction (Figure  1-1). LEAP 

model is one of the few energy modelling tools with the features to conduct both top-down and 

bottom-up system analysis [32, 33]. In other words, LEAP is a hybrid model which combines the 

features of various energy system accounting, evolution and simulation models [35].  

Energy modelling in LEAP provides the opportunity to account for the interaction between 

different modules within the energy system. More specifically, simultaneous consideration of 

energy supply, transformation, distribution, and demand sectors helps the energy modeler to 

account for sectoral development and the progress in the energy system at different levels. In 

addition, the scenario management module in the LEAP model provides the opportunity to 

analyze individual policy measures and assess different pathways for future energy system 

evolution [32]. These features provide capabilities to LEAP to analyze the mid- to long- term 

development of the energy system in different sectors ranging from transportation [84-86] and 

building [87, 88] on the demand side to electricity generation on the supply side [89-91]. 

The LEAP model has been extensively used for energy modeling by organizations such as the 

United Nations Development Programme (UNDP), the United Nations Framework Convention 

on Climate Change (UNFCCC), the Asia-Pacific Economic Cooperation (APEC), and a number 

of governmental organizations [92-99].  In fact, LEAP is categorized among the top three most 

used energy models globally [32]. 
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Figure 1-1: Structure of energy system in the LEAP model [79] 

 

LEAP is a bottom-up energy modelling software where aggregating the technology-level energy 

consumption is used to analyze the overall energy demand in the system. Scenario development 

in the LEAP model will be used to assess and forecast the growth of the sectoral energy demand, 

energy transformation, and distribution sectors and ultimately the demand for different types of 

primary energy. In addition, LEAP has a built-in Technological and Environmental Database 

(TED) where the detailed environmental impacts of different processes and fuel combustion are 

available. The TED database can be modified based on the specific characteristics of the process. 

In other words, the emission factors for energy consumption could be altered depending on the 

specific process characteristics and also characteristics of the consumed fuel.  
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1.2. Industrial energy efficiency in Canada 

Canada is the 9
th

 largest global GHG emitter [100]. In 2016, the industrial sector was responsible 

for more than 37% of the national GHG emissions [101, 102]. With the increasing local and 

foreign demands for Canada’s industrial products, the GHG emissions from the sector are 

expected to almost double by 2050 [65]. That said, the International Energy Agency (IEA)’s 

recent study highlights that compared to the 2016 level, a 12% energy saving may be realized 

from Canada’s industrial sector by 2050 [103]. In order to reach this potential and to help 

Canada achieve its international emissions reduction commitments [104] while maintaining the 

global economic competitiveness of its trade-exposed industries [105], there is an urgent need for 

industrial energy efficiency improvement. The first step for effective energy efficiency 

improvement and GHG management in the sector is to identify major energy consumers and 

measure their GHG emissions, and the next step is to develop GHG mitigation strategies.  

In terms of energy and GHG data management, Canada has had systematic and comprehensive 

energy and environmental databases since 1990 both at national and provincial levels. These are 

from Natural Resources Canada’s Office of Energy Efficiency [106], Statistics Canada [107], 

and the National Energy Board [108], which provide comprehensive data on the historical and 

current status of energy flow at both energy supply and demand sides. These data are 

supplemented by information and databases from research institutions such as the Canadian 

Energy and Emissions Data Center (CEEDC) [109] and international bodies in which Canada is 

a member (e.g., Energy Statistics of OECD Countries [110]). In addition, several studies have 

been conducted to identify the industrial sources of GHG emissions, analyze the overall status of 

Canadian industries, and compare this status with the global average and the world’s best 

practices [111-114]. 
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However, most studies focus on the industry as a whole (vs process-level analysis) and are based 

on currently existing technologies (vs state-of-the-art and emerging technologies). This is mainly 

due to the limited information available on the technology or process-level performance as well 

as on actual long-term energy efficiency and GHG mitigation potential. Therefore, previous 

studies on the Canadian industrial sector do not provide information on mid- to long-term energy 

efficiency improvements and GHG mitigation potential in each industry.  

After an extensive analysis of the existing databases and literature on Canada’s industrial energy 

efficiency, the following knowledge gaps were identified: 

There is a lack of understanding about the dynamics of historical changes and the driving forces 

of energy efficiency in Canada’s industrial sector in existing databases. 

The dynamic of energy consumption within industrial sub-sectors and the flow of energy within 

the system is often overlooked in the existing studies and there is limited knowledge available 

about the process-level energy use in different industry. 

Most of the available literature on Canada’s industrial energy efficiency/climate policy focuses 

either on system-level analysis or assesses process-level performance measures. There is a gap 

between these two types of studies in that the impacts of process-level energy efficiency 

improvement on system-level GHG emissions are overlooked. 

There is a clear lack of long-term energy and emissions projections for Canada’s industrial 

sector. 

To the best of the author’s knowledge, none of the existing studies considers the interaction 

between the energy supply and demand sectors and therefore the impacts of electricity sector 
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decarbonization are disregarded in assessments of the long-term GHG mitigation potential of the 

industrial sector. 

There is limited data available on the cost of GHG emissions reduction for different options for 

the industrial sector. Hence the economic performance of industrial emissions reduction is 

subject to uncertainties. 

From a climate policy making perspective, these limitations impose high levels of uncertainty on 

the actual achievable GHG emissions reduction at federal and provincial levels. For example, 

having no information on the energy and environmental performance of existing technologies 

imposes uncertainties about achievable improvements through the implementation of efficiency 

measures. Similarly, the lack of consistent economic indicators for different efficiency measures 

will result in inconsistent assumptions on the penetration of those options in the system and the 

ultimate achievable GHG mitigation potential. Therefore, the overall objective of the current 

research is to eliminate the limitations facing effective climate policy making in Canada’s 

industrial sector.  

1.3. Objectives of the research 

The current study aims to comprehensively analyze the current status of several Canadian 

industrial sectors in terms of both energy consumption and GHG emissions and assess the 

achievable long-term GHG mitigation potential along with their costs in these sectors. The 

specific objectives are to: 

 Analyze the historical trends of industrial GHG emissions in Canada and assess the 

relative impacts of various technical and economic factors on the observed trends.  
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 Analyze the current status of the major industrial sector in terms of technological 

progress, energy consumption, and GHG emissions.  

 Identify the major energy-consuming processes in the identified major energy industry 

and develop an energy consumption demand tree based on each sub-sector’s energy 

intensity. 

 Analyze various energy efficiency improvement measures and assess their applicability 

to Canadian industries. 

 Evaluate the long-term energy and GHG emission impacts associated with implementing 

the identified energy efficiency technologies. 

 Evaluate the cost of GHG mitigation associated with implementing the identified energy 

efficiency technologies. 

 Apply the results to develop mid- to long-term carbon abatement cost-curves for different 

industries. 

1.4. Scope and limitation 

This thesis focuses on four major energy-consuming manufacturing industries: the chemical 

(petrochemical and fertilizer industries), iron and steel, petroleum refining, and cement sectors. 

These industries are chosen based on two criteria: they are a manufacturing industry (i.e., belong 

to group 31-33 classifications as defined by the North American Industry Classification System 

(NAICS)[115]) and are responsible for significant portion of the country’s energy consumption 

and GHG emissions. For each sector, the system boundary was defined to cover all the major 

energy-consuming processes involved in the industry. System boundary selection was also 

influenced by the availability of the actual aggregated energy consumption data for different 

sectors. 



12 

 

The current study focuses on GHG mitigation assessment from manufacturing industries through 

implementing energy efficiency measures, fuel switching, and modification of existing 

processes. The impacts of those measures or modifications on other air pollutants or on water 

consumption are beyond the scope of this study. 

 Operational parameters, such as energy intensity and the applicability of energy efficiency 

measures, and economic parameters like fuel price, carbon price, and inflation rate are 

Canada/province-specific. However, the developed framework could be applied to other 

jurisdictions as long as specific operational and economic parameters are used. 

1.5. Outline of the thesis 

The thesis is organized in seven chapters and each chapter, except the introduction and 

conclusion, is an independent paper. Some of these have been published; others have been 

submitted to peer-reviewed journals for publication. In other words, this thesis is a consolidation 

of papers and each chapter is intended to be read independently. As a result, some concepts and 

data are repeated. 

 Chapter 1 introduces the background, objective, scope, and limitation of the work.  

 Chapter 2 analyzes the historical trends of GHG emissions from Canada’s industrial sector. The 

impacts of various factors on the overall GHG emission trend were assessed through 

decomposition analysis.  

 Chapter 3 investigates the status of the Canadian cement industry in terms of both energy 

consumption and GHG emissions. The sector’s mid- to long-term GHG mitigation potential was 

analyzed. 
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 Chapter 4 assesses the long-term development of Canada’s iron and steel industries. The energy 

saving and GHG reduction potential of the sector as a result of adopting emerging low energy 

intensity technologies and energy efficiency improvement in existing technologies were 

evaluated.  

 Chapter 5 develops a framework for techno-economic assessment of various GHG mitigation 

options for Alberta’s petroleum refining industries. The long-term energy saving and GHG 

mitigation from the sector was assessed.  

 Chapter 6 chapter examines the historical trends and current status of GHG emissions from 

Alberta’s fertilizer and petrochemical industries and analyzes long-term energy efficiency and 

GHG mitigation potential from the sector.  

Error! Reference source not found. summarizes the key findings, provides the main 

conclusions, and makes recommendations for future work.   
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 : Analysis ofHistoricalTrendsinCanada’sIndustrialChapter 2

Greenhouse Gas Emissions: An Index Decomposition Analysis
1
 

2.1. Introduction 

Concerns about climate change have resulted in global agreement on the need for collective 

action to reduce anthropogenic and human-induced greenhouse gas (GHG) emissions [116]. 

Stabilizing atmospheric temperature change below 1.5-2℃ requires a 50% reduction in global 

annual GHG emissions by 2050, achieving net zero emissions by 2055-2080 and net-negative 

emissions thereafter [5-8]. In 2016, the final energy consumption from the industrial sector 

reached 115 EJ, more than 60% of which was fossil fuels [117]. This makes the industrial sector 

responsible for almost 30% of the global GHG emissions [102, 118] 

Canada is the 9
th

 biggest contributor to global GHG emissions and its emissions accounted for 

1.6% of the global total in 2013 [100]. The industrial sector is responsible for more than 37% of 

Canada’s GHG emissions [101, 102]. In terms of historical trends, GHG emissions from the 

Canadian industrial sector increased by almost 25% between 1990 and 2015 [106], exceeding the 

national average (18%) [119]. With increasing local and foreign demands for Canada’s industrial 

products, the GHG emissions from the sector are expected to almost double by 2050 [65]. Hence, 

action is needed to help Canada achieve its international climate change commitments [104] 

while maintaining the global economic competitiveness of its trade-exposed industries [105].  

In 2016, the Government of Canada established the Pan-Canadian Framework on Clean Growth 

and Climate Change, aiming to achieve a 30% GHG emissions reduction from all sectors by 

                                                 
1
 A version of this chapter is submitted  Journal of Cleaner Production as Talaei A, Gemechu E, Kumar A. “Analysis 

of historical trends in Canada’s industrial greenhouse gas emissions: An index decomposition analysis,”, 2019 

(submitted) 
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2030 compared to the level in 2005 [101]. Establishing regulations that enforce the reduction of 

methane and hydrofluorocarbon emissions, improving the energy efficiency of industrial 

activities, and promoting new and clean technologies are the three major areas which are 

considered to ensure GHG emission reduction and attain long-term clean growth in the industrial 

sector [101]. Although the importance of the industrial sector in GHG mitigation has been 

recognized [105], there are no comprehensive and quantitative reduction targets set for the 

sector. An in-depth understanding of the main GHG emissions’ driving forces and their 

dynamics historically are crucial in order to design and implement effective climate change 

mitigation strategies in Canada’s industrial sector.  

Because of the complexity of the industrial sector, variations in types of final products, and the 

role of energy carriers both as sources of energy and as feedstock, it is difficult to extensively 

analyze the main factors influencing the GHG emissions from the sector [120]. Similar to the 

global average, GHG emissons from the Canadian industial sector are primarily energy 

consuption emissions [106]. Energy intensity and type of energy source are the key factors that 

influence the overall energy-related GHG emission profile of the sector [121]. Understanding the 

extent to which these factors impact the sector’s environmental performance will provide 

important insights to policy makers on the effectiveness of climate change mitigation strategies 

in the sector [122, 123]. A thorough study on emission trends and key contributors would also 

help highlight the hotspot areas where deep GHG emissions reduction potential could be 

achieved to foster the building of Canada’s low-carbon economy in the long-term [124]. 

Assessments have been conducted  from the local to the global level for Shanghai [125], 

California [126], China [127], Korea [128], Turkey [129], United Kingdom [124] , European 
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Union [130], the Organisation for Economic Co-operation and Development countries [131], and 

the world [132].  

To the best of the authors’ knowledge, there is hardly any study on the Canadian industrial 

sector. Ang (2005) used decomposition analysis to study the GHG emissions between 1990 and 

2000 for selected Canadian industrial sub-sectors [121]. Since 2000, the industrial sector has 

undergone structural changes, energy composition and efficiency have improved, and different 

climate change measures have been implemented. This chapter aims to analyse how the changes 

contributed to Canada’s climate change mitigation strategies by implementing the logarithmic 

mean Divisia index (LMDI) method to the Canadian industrial sector to decompose the historical 

GHG emissions and evaluate the contribution of different factors in the growing historical GHG 

emissions trend. This research contributes to the scientific community and to policy makers at 

both the local and national levels by providing insights on the long-term relationship between 

industrial GHG emissions and key factors from technology performance and the energy intensity 

of industrial processes to macro-economic factors such as economic output of the industry. The 

study covers a long time frame, from 1990-2014, which allows us to capture gradual changes in 

industry, a sector known to be capital-intensive and resistant to change [105]. Unlike Ang’s 

study, which focuses on selected industrial sub-sectors [121], this study offers a comprehensive 

assessment by including all industrial sub-sectors. The specific objectives are: 

 To analyze the historical trends of GHG emissions from Canadian industrial sectors and 

sub-sectors, 

 To identify the key driving factors and quantify their relative contributions to the overall 

GHG emissions trends, 



17 

 

 To highlight the future policy implications of the findings from the historical derivers of 

the historical GHG emissions trends , and  

 To provide relevant information that enhances the development and implementation of 

effective GHG emissions reduction policies to meet the Pan-Canadian Framework on 

Clean Growth and Climate Change targets.  

2.2. Method  

Decomposition analysis is used to analyze the historical trends and driving forces of industrial 

GHG emissions in the time period between 1990 and 2014. In general, the main purpose of a 

decomposition analysis is to disaggregate a composite result to a number of pre-defined factors 

that impact the aggregate through a governing function [121]. There are different decomposition 

techniques, such as principle component analysis, multivariate linear regression modelling [133-

137], and environmentally extended input-output based structural decomposition analysis [138-

141].  

The Laspeyres index and Divisia index decomposition analysis are the two commonly used 

methods for energy and environmental decomposition analysis both in academic research and in 

policy-making processes [122, 141, 142]. Their simplicity and flexibility, theoretical superiority, 

data availability, and quality are among the key advantages over the other methods [122, 143]. 

The LMDI method is a preferred method as it results in zero residual when considering specific 

factors for decomposing energy consumption and GHG emissions [144]. 

Decomposition analysis based on the Laspeyres index allows us to evaluate the impacts of one 

factor on the aggregate regardless of changes in the other factors (i.e., all the other factors remain 

constant), while in Divisia decomposition, all the factors change simultaneously. Decomposition 
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analysis of energy consumption and GHG emissions could be performed for various scopes: 

from single sector, i.e., residential [145], electricity sector [146, 147], transportation [148, 149], 

cement [150-152], iron and steel [153-155], textile [156], and metallurgy [157], to economy-

wide analysis [158-165]. Many studies in the literature, however, focus on the sub-sectors of an 

industry (e.g., a sub-sector of the manufacturing sector [166] or the manufacturing sector as a 

whole [129, 167]). Because of the complexity and interconnected nature of industrial subsectors 

and the diversity of their products [80], decomposition studies focusing on the entire industrial 

sector are relatively limited [168, 169]. 

2.2.1. Decomposition analysis  

In this study, the Divisia decomposition method is implemented to analyze the change in overall 

GHG emissions from the Canadian industrial sector. In keeping with factors used in previous 

studies in in the literature, the following are used for decomposition analysis: activity level, 

energy intensity, structural change of the industry, fuel mix, and emissions factor [128, 129, 

170]. A simplified scheme describing the interaction of each factor to induce changes in GHG 

emissions is shown in Figure  2-1.  

Changes in industry structure

Changes in production 

level

Changes in energy 

consumption of the industrial  

sector

Changes in fuel mix

Changes in emissions factor

Changes in GHG emissions

Changes in energy 

intensity

Changes in energy 

consumptionn of an 

individual industry

 

Figure 2-1: Factors affecting the overall GHG emissions from the industrial sector 
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As shown in Figure  2-1, an individual industry’s energy consumption is mainly driven by 

changes in energy intensity and production level. These, together with the changes in the 

structure of the industrial sector (i.e., the share of individual industries in the overall industrial 

sector’s output), affect overall industrial energy consumption in the sector. In addition, because 

of the variation in the heating value of different fuels, the fuel mix affects the overall energy 

consumption indirectly. Overall, the total emissions from the industrial sector (consisting of “i” 

sub-sectors and consuming “j” type of fuels) can be described by Equation  2-1 [121]:   

𝐶 = ∑ 𝐶𝑖𝑗
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= ∑ 𝐴𝐶
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𝐸𝑖𝑗

𝐸𝑖

𝐶𝑖𝑗

𝐸𝑖𝑗
= ∑ 𝐴𝐶

𝑖

∗ 𝑆𝑇𝑖 ∗ 𝐸𝐼𝑖 ∗ 𝐹𝑀𝑖𝑗 ∗ 𝐸𝐹𝑖𝑗 Equation 2-1 

 

where C is the total aggregated GHG emissions from the entire sector, Cij is the GHG emissions 

from industry “i” associated with the consumption of fuel “j”,  AC
 
 is the sectoral activity (i.e., 

total dollar output from industry CAD), 𝑆𝑇𝑖 or (
𝐴𝐶𝑖

𝐴𝐶
) represents the structure of the industrial 

sector (i.e., share of industry “i” in the total industrial output), 𝐸𝐼𝑖 or (
𝐸𝑖

𝐴𝐶𝑖
) is the energy intensity 

of the industry “i”, which reflects the total energy requirement per dollar output (GJ/CAD), 𝐹𝑀𝑖𝑗 

or (
𝐸𝑖𝑗

𝐸𝑖
) is the fuel mix of the industry “i”, which shows the share of fuel “j” in the total basket of 

fuels consumed in industry “i”, and 𝐸𝐹𝑖𝑗or (
𝐶𝑖𝑗

𝐸𝑖𝑗
) is the GHG emission intensity as emissions per 

unit of energy carrier “j” consumed in industry “i” (kg CO2eq/GJ).   

Due to the variety of industrial outputs and to maintain consistency, it is a widespread practice to 

harmonize the output, i.e., by using the economic output of the industry as the activity indicator 

[171]. In this study, the overall industrial gross domestic product (GDP) is considered the output 

(CAD). Therefore, the structure of the industrial sector is determined by considering the share of 

individual industries in the overall industrial output (i.e., CADi/CADtotal, where “i” represents the 
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individual industry). The energy intensity reflects the total energy requirement per dollar output 

(GJ/CAD) and the emission factor shows the amount of GHG emissions per unit of energy 

consumption of that specific fuel (kg CO2eq/GJ). Equation  2-2 expresses the governing function 

used for the decomposition analysis [121].   

∆𝐶𝑇𝑂𝑇 = 𝐶𝑇 − 𝐶0 = ∆𝐶𝐴𝐶+∆𝐶𝑆𝑇+∆𝐶𝐸𝐼+∆𝐶𝐹𝑀+∆𝐶𝐸𝐹 
Equation 2-2 

In Equation  2-2, ∆CTOT is the overall change in the industrial GHG emissions between the base 

year “0” and the end year “T”. The contributions of industrial activity, structure of the industry, 

energy intensity, fuel mix, and emission factor are denoted by ∆CAC, ∆CST, ∆CEI, ∆CFM, and 

∆CEF, respectively. Table  2-1 provides a brief description of each factor.  

Table 2-1: Description of the factors (considered in the decomposition analysis) 

Factor Abr. Description Index/Unit 

Activity 

level 

AC 

This refers to the production level as gross domestic 

output of the sector as a whole. 

GDP-Million $2007 per year  

Industry 

structure 

ST 

This factor shows the impacts of structural change (i.e., 

the shift from energy-intensive industries toward less 

energy-intense industries) as it captures the share of 

different industrial sub-sectors in the overall structure of a 

given industry. This is different from energy intensity 

improvement, which occurs in a single industry. 

Ratio of industry “i” output to 

the overall industrial sector 

output ($i/i$i) 

Energy 

intensity 

EI 

This shows the effective use of energy to produce final 

products.  

Energy consumption per 

dollar output of final products 

(GJ/$) 
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Factor Abr. Description Index/Unit 

Fuel Mix FM 

This reflects the impacts of the carbon content of different 

fuels consumed to produce final products.  

Share of different fuels in 

overall fuel consumption 

(GJij/GJi) 

Emission 

factor 

EF 

While the emission factor of fuel combustion is constant, 

the environmental mitigation technologies/standards vary 

in various industries. The emission factor also includes 

the emission factors of the electricity grid.  

Kg CO2eq./GJ 

 

Equation  2-2 is further broken down to show how each factor is calculated (i.e., Equation  2-3 to 

Equation  2-7) [121]: 

∆𝐶𝐴𝐶 = ∑
𝐶𝑖𝑗

𝑇 − 𝐶𝑖𝑗
0

𝑙𝑛𝐶𝑖𝑗
𝑇 − 𝑙𝑛𝐶𝑖𝑗

0
𝑖

ln
𝐴𝐶𝑇

𝐴𝐶0
 

Equation 2-3 

∆𝐶𝑆𝑇 = ∑
𝐶𝑖𝑗

𝑇 − 𝐶𝑖𝑗
0

𝑙𝑛𝐶𝑖𝑗
𝑇 − 𝑙𝑛𝐶𝑖𝑗

0
𝑖𝑗

ln
𝑆𝑇𝑖

𝑇

𝑆𝑇𝑖
0 

Equation 2-4 

∆𝐶𝐸𝐼 = ∑
𝐶𝑖𝑗

𝑇 − 𝐶𝑖𝑗
0

𝑙𝑛𝐶𝑖𝑗
𝑇 − 𝑙𝑛𝐶𝑖𝑗

0
𝑖𝑗

ln
𝐸𝐼𝑖

𝑇

𝐸𝐼𝑖
0 

Equation 2-5 

 

∆𝐶𝐹𝑀 = ∑
𝐶𝑖𝑗

𝑇 − 𝐶𝑖𝑗
0

𝑙𝑛𝐶𝑖𝑗
𝑇 − 𝑙𝑛𝐶𝑖𝑗

0
𝑖𝑗

ln
𝐹𝑀𝑖𝑗

𝑇

𝐹𝑀𝑖𝑗
0  

Equation 2-6 

 

∆𝐶𝐸𝐹 = ∑
𝐶𝑖𝑗

𝑇 − 𝐶𝑖𝑗
0

𝑙𝑛𝐶𝑖𝑗
𝑇 − 𝑙𝑛𝐶𝑖𝑗

0
𝑖𝑗

ln
𝐸𝐹𝑖𝑗

𝑇

𝐸𝐹𝑖𝑗
0  

Equation 2-7 
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As above, in Equation  2-3 to Equation  2-7, “i” and “j” refer to industry and fuel type, 

respectively. The decomposition model was developed in Matlab. In practice we replaced all the 

zero values in the dataset that we developed by 10
−10

 to avoid ln (0) [121]. The decomposition 

model for the analysis is provided in Appendix I-I. 

2.2.2. Data  

The time period between 1990 and 2014 was considered in the analysis. 2014 is the latest year 

for which official data on energy consumption and GHG emissions are publicly available. The 

long time period makes it possible to account for factors such as the longer lifetime of industrial 

technologies (compared to the residential, commercial, and transportation sectors, where 

technologies have shorter lifetimes) and the relatively slow turnover rate of the existing 

technologies in the sector.   

The analysis in this study covers the full spectrum of the Canadian manufacturing and non-

manufacturing industrial sector based on the North American Industry Classification System 

(NAICS) categorization [172]. Cement, chemical, construction, forestry, iron and steel, mining, 

petroleum refining, pulp and paper, and smelting and refining cumulatively account for 87% of 

the overall energy consumption and 82% of the total GHG emissions from the Canadian 

industrial sector [106]. The remaining industries are all grouped as “other manufacturing,” which 

includes textile, electronics, computers, and food industries, among others.  
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Table  2-2 provides a brief description of the main industries considered.  
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Table 2-2: Industrial sub-sectors [172] 

Industrial sub-sector NAICS # Sector/sub-sector activities 

Construction 23 
Land development, construction, repair and renovation of buildings, 

and heavy construction. 

Paper manufacturing 322 Manufacturing of pulp, paper, and paper products. 

Non-ferrous metal (except 

aluminum) smelting and 

refining 

33141 
Smelting and refining of non-ferrous metals (except aluminum), 

including the onsite forming and finishing of final products. 

Petroleum and coal product 

manufacturing 
3241 

Refining and transformation of crude oil and coal to end-use 

products (mainly occurs in petroleum refining). 

Cement manufacturing 32731 Production of hydraulic cement and various concrete products.  

Chemical manufacturing 325 
The processing of organic and inorganic raw materials and 

production of final chemical products.   

Iron and steel mills and ferro-

alloy manufacturing 
3311 

Processing raw materials including iron ore and steel scrap; and the 

production of molten iron, steel, and finished products (e.g., plates).  

Forestry and logging 113 
The growing and harvesting of timber along production cycles 

(greater than 10 years). 

Mining, quarrying , and oil and 

gas extraction  
21 

Extraction of primary fuels such as crude oil, natural gas, and coal, 

including quarrying, well operations, and milling. 

Other manufacturing NA 

All other industrial sub-sectors including metal mining, salt mining, 

potash mining, textile industries, motor vehicle industries, electronic 

equipment manufacturing, furniture industries, etc.  

The following fuel types were examined in the assessment: electricity, natural gas, liquefied 

petroleum gases and liquefied natural gas, coal, coke, coke oven gases, heavy fuel oil, diesel fuel 

oil, light fuel oil and kerosene, petroleum coke and distilled gases and wood waste and pulping 

liquor.  

Five data classes were used to develop the decomposition model and analyze the historical GHG 

emission trends: the annual output of each industry (i.e., industrial activity), the share of each 

industry in the overall output (industry structure), the fuel consumption, type of fuel, and the 

corresponding fuel emission intensities. The data was mainly acquired from official 

governmental databases such as Natural Resources Canada (for sectoral energy consumption and 

GHG emissions) [106, 173], Statistics Canada (for industrial output and activity level) [107], and 

the Canadian Energy and Emissions Data Centre (used to supplement the NRCan database for 

industry-specific energy consumption and GHG emissions) [174].  The data on historical energy 
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consumption (by industry and fuel type), GHG emissions (by industry and fuel type) and activity 

level (by industry) are provided in Appendix I-II.  

Analysis of the historical data shows that from 1990 to 2014, the GHG emissions from Canada’s 

industrial sector increased by more than 25%. More specifically, there is a continuously 

increasing trend in industrial GHG emissions except for the years 2008 and 2009, during the 

global economic crisis that slowed industrial activities (Figure  2-2) [106]. In 2014, the mining 

sector, with a share of more than 45% of overall emissions, was the biggest contributor to both 

energy consumption and GHG emissions in the industrial sector. Petroleum refining, iron and 

steel, and the chemical sectors followed with shares of 10.7%, 8.9%, and 7.3% of total industrial 

emissions, respectively.  

 

Figure 2-2: Historical energy consumption and GHG emissions in Canada's industrial sector [106] 
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On an aggregated basis, as shown in Figure  2-2, there is a direct relationship between total 

energy consumption and GHG emissions trends. GHG emissions increase in proportion with 

changes in overall energy consumption. However, by sector, energy consumption and associated 

GHG emission contributions differ because of various factors, such as change in fuel type and 

associated emission factor.   
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Table  2-3 provides some insights on the variations in energy and GHG emissions for different 

sectors. 
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Table 2-3: Energy consumption and GHG emissions in different industrial sub-sectors [106] 

Industrial sub-sector 

Energy Consumption GHG Emissions 

1990 (PJ) 2014 (PJ) Change 1990 (Mt) 2014 (Mt) Change 

Industry Total 2,710.0 3,584.4 32% 141.5 177.9 26% 

Construction 66.9 76.5 14% 4.3 5.1 19% 

Pulp and paper 728.2 576.4 -21% 24.5 9.9 -60% 

Smelting and refining 183.3 229.3 25% 10.9 9.5 -13% 

Petroleum refining 323.3 319 -1% 18.2 18.9 4% 

Cement 59.3 57.7 -3% 4.4 4.3 -2% 

Chemicals 223.2 292.4 31% 10.9 13 19% 

Iron and steel 219.4 231 5% 16.5 15.8 -4% 

Forestry 7.7 18.4 139% 0.6 1.4 133% 

Mining 347.6 1,275.8 267% 22.5 80.5 258% 

Other manufacturing 551.1 408.5 -26% 28.7 19.5 -32% 
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Table  2-3 suggests that in some of the industrial sub-sectors such as cement, chemical, and 

construction, energy consumption and GHG emissions follow the same trend. In other sub-

sectors such as forestry, iron and steel, mining, petroleum refining, and pulp and paper, although 

energy consumption and GHG emissions follow the same trend (i.e., in these sectors, while an 

increase and decrease in energy consumption and GHG emissions follow the same trend, their 

rate of change is not correlated to each other), there is no obvious correlation between the two 

factors. In other sectors, changes in energy consumption and GHG emissions trends are not the 

same. For example, in the smelting and refining, the energy consumption increased by 20% 

between 1990 and 2014, while overall GHG emissions decreased by 14%.  

This lack of correlation highlights the fact that besides gross energy consumption, factors such as 

fuel type and emissions factor affect system-level GHG emissions, and that emphasizes the 

importance of decomposition analysis in identifying the impacts of different factors when 

comparing energy consumption and GHG emissions trends at sector or sub-sector levels.   

2.3. Results and discussion 

2.3.1. Decomposition analysis 

Figure  2-3 shows the results of decomposition analysis. These were calculated based on the 

Equation  2-3 to Equation  2-7. The bars represent the impacts of individual factors on overall 

GHG emissions and the line shows the aggregated impacts of all the factors. All the data in 

Figure  2-3 are relative to the 1990 baseline. The positive values indicate an increase in GHG 

emissions and the negative values are interpreted as GHG emissions reduction. While the results 

of decomposition analysis are shown in Figure  2-3, in the following section we analyzed the 
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changes in the driving forces and interpreted how they impacted the overall industrial GHG 

emissions. 
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Figure 2-3: Results of decomposition analysis 
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2.3.2. Activity level and structure of the industry 

The activity level of the industrial sector appears to be the main driver for the increasing GHG 

emissions. The total production level of Canada’s industries has continuously increased from 

CAD 291 M in 1990 to CAD 432 M in 2014 [106, 107]. Despite slight changes over time, the 

construction and mining sectors remain the main contributors to industrial output in Canada. The 

Canadian construction sector consists of three sub-sectors, residential building, non-residential, 

and engineering, cumulatively accounting for 7% of Canada’s GDP in 2017 [175]. While the 

economic output of the construction industry has shown continuous increase from 72,696 million 

CAD in 1990 to 121,668 million CAD in 2014, the share of the construction sector in overall 

industrial GDP has fluctuated between 20% and 30% over the years.  

The mining sector is one of the fastest growing industrial sectors in Canada. The sector’s 

economic output increased from 83,399 million CAD in 1990 to 132,193 million CAD (Table A-

5 in the Appendix I-II) in 2014 (i.e., 60%). The mining sector’s contribution to overall industrial 

sector output has been almost constant (fluctuating between 29% and 31%). Historically, the 

mining and construction sectors have made up 50 - 60% of the industrial sector’s economic 

output [106, 107].  

Other sub-sectors such as cement, chemical, iron and steel, and petroleum refining have shown 

positive GDP growth, though their shares in overall industrial output are relatively small. For 

example, the GDP from smelting and refining increased by 84%, but its overall contribution is 

less than 2% (Table A-5 in the Appendix I-II). Only the pulp and paper and forestry sector 

outputs decreased between 1990 and 2014 (-15% and -7%, respectively). This is mainly because 

of the changes in the US market (one of Canada’s main pulp and paper import partners) and the 

increases in market competitiveness as a result of globalization [176]. 
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As seen in Figure  2-3, the impacts of industry structure were positive during the initial years of 

the analysis (i.e., until 1999). However, in later years, a shift toward less carbon-intensive 

industries is observed. More precisely, since 2000, the impact of industry structure on overall 

GHG emissions was not only negative but increasingly negative. This is mainly a result of the 

increasing share of construction industries in overall industrial output.  

Broadly speaking, our results suggest that while the activity level of different industrial sub-

sectors is a decisive factor affecting the overall emissions from the sector, the industries with the 

highest activity level are not necessarily those with the highest GHG emissions. For example, 

while the construction industry made up almost 30% of the industrial output, its share in the 

sector’s overall GHG emissions was only 2% - 3% of industrial GHG emissions. This is because 

of the relatively lower emission intensity of the construction sector compared to other sectors 

(i.e., 0.042 ktonne CO2eq/$2007 vs. 0.606 ktonne CO2eq/$2007 for the mining sector).  

2.3.3. Fuel mix 

Since 1994, fuel switching and extended use of low-carbon fossil fuels has resulted in decreasing 

overall industrial GHG emissions. Between 1990 and 2014, there was an obvious shift toward 

the use of low-carbon fuels in Canadian industries. Since 1990, the consumption of heavy fuel 

oil (HFO), coal, and coke (i.e., carbon-intensive fuels) have decreased by 80%, 12% and 21%, 

respectively [106, 174]. 

Several environmental policies and regulations from the federal and provincial governments on 

fuel use and emission reduction have helped fuel switching in Canadian industries. Examples of 

facility-level GHG emissions regulations and standards include Quebec’s Clean Air Regulations 

(Environmental Regulatory Act), which aims to establish particle and gas emissions standards, 

air quality standards, etc. [177], and the Government of Manitoba’s 2011 Emissions Tax on Coal 
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and Petroleum Coke Act, a tax for individuals and companies who consume more than one tonne 

of coal or petroleum coke annually [178]. 

Sectoral and economy-wide regulatory measures and legislations include the Government of 

Alberta’s 2007 Specified Gas Emitters Regulation for large industrial facilities in Alberta, which 

set pre-defined GHG emission limits [179]. That same year, the Government of Quebec imposed 

a carbon tax on fuel use. This program was expanded in 2013, when Quebec and California 

formed a joint carbon market wherein industries in each jurisdiction are allowed to buy carbon 

offsets from each other [180]. British Columbia has had a carbon tax system since 2008 [181]. 

In order to avoid the extra costs imposed by these regulations, industrial stakeholders are 

incentivized to adopt low-emissions fuels. In addition, financial measures provided by energy 

suppliers (e.g., interruptible contracts) have facilitated the shift toward the use of lower-carbon 

fuels by industries such as pulp and paper [182] and cement [183]. This has resulted in a 

relatively large share of low-carbon fuels in the industrial energy consumption fuel mix. More 

specifically, in 2014 more than 86% of the final energy consumption in Canadian industries was 

dominated by relatively low-carbon fuels such as natural gas (41%), electricity (20%), still gas 

(13%), and wood waste (12%), an increase from the 1990 cumulative share of low-carbon fuels 

of 79% [106, 174]. Overall, analysis of historical data indicates that fuel switching and the use of 

less carbon-intense fuels has continuously taken place in Canadian industries, and high-carbon 

fuels (i.e., diesel, heavy fuel oil, coal, LPG, coke, and coke oven gas) accounted for less than 

14% of the sector’s energy consumption in 2014. 

2.3.4. Energy intensity 

The impact of industrial economic-energy-intensity (energy consumption per unit of economic 

output) on overall GHG emissions has varied. That is, while economic-energy-intensity 
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improvement helped reduce sectoral GHG emissions between 1997 and 2006, it led to an 

increase in the emissions since then [182]. The sudden change (from negative to positive) in the 

impact of energy efficiency on overall industrial GHG emissions occurred in 2008 and was 

mainly due to the 13.2% reduction in industrial output that year as a result of the global 

economic crisis. In the same year, overall industrial energy consumption increased by 10%. The 

two factors together led to a 56% increase in industrial energy intensity.  

The overall economic-energy-intensity of industry improved by almost 11% (i.e., from 9.3 to 8.3 

MJ/$2007-GDP in 1990 and 2014, respectively), yet the trend is not consistent among industrial 

sub-sectors [106]. The economic-energy-intensity of the industrial processes varies considerably 

(Figure  2-4). 

 

Figure 2-4: Changes in economic-energy-intensity among industrial sub-sectors [106] 

The economic-energy-intensities of construction, pulp and paper, smelting and refining, 

petroleum refining, cement, and other manufacturing have decreased, while the mining, forestry, 
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iron and steel, and chemical sectors have increased. The economic-energy-intensities of 

construction and smelting and refining industries have improved significantly, by 33% and 32%, 

respectively. Forestry and mining showed the biggest increases, i.e., 185% and 131%, 

respectively.  

The energy consumption per unit economic output product (i.e., economic-energy-intensity) in 

the forestry and construction sectors is only a fraction of the industry average. Therefore, even 

big changes (by percentage) in these sub-sectors are expected to have minimal impacts on overall 

industrial energy consumption and GHG emissions compared to high energy-intensive industries 

such as mining, even though the sector might have similar economic output [184].  

The main contributor to the increasing industrial economic-energy-intensity is the mining sector, 

in which the shift toward more energy-intensive extraction technology from surface mining (with 

a process-energy-intensity of 63.22-88.76 MJ/GJ of bitumen) to steam-assisted gravity drainage 

(SAGD) (with a process-energy-intensity of 128.32-422.20 MJ/GJ of bitumen) was the main 

driver [185]. While oil sands production has grown from 343 thousand barrels per day in 1990 to 

2163 thousand barrels per day in 2014, the share of oil sands extraction using SAGD technology 

increased from 39% to 54% during the same time period [186].  

When considering process-level energy consumption, while energy is consumed for lighting, 

industrial transportation, etc., most industrial energy consumption is the fuel for heat generation 

(75% of the total) and in motor systems (e.g., compressors, fans, and pumps) [184]. For both 

major energy-consuming categories, several regulatory measures have resulted in energy 

efficiency improvement between 1990 and 2014. These programs range from awareness raising ( 

information campaigns) to regulatory standards and rebates for energy management and retrofits 
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[187]. Historically, these programs have been in place (at the federal and provincial levels) to 

help industries improve their energy efficiency and increase their level of competitiveness and 

profitability [188]. For example, NRCan provides financial incentives to industries to implement 

ISO 50001 Energy Management System Standard, Energy Management Information System 

projects, and Process Integration and Computational Fluid Dynamics studies [189]. Through the 

ENERGY STAR Challenge for Industry program, NRCan incentivizes industries to reduce their 

facilities’ energy consumption by 10% over a 5-year period [190]. By improving energy 

efficiency, these programs have helped several industries reduce their operating costs and 

improve their productivity and environmental performance [191].  

2.3.5. Emissions factor 

Except the decade between 1998 and 2008, when the GHG emission factor (EF) contributed to 

the increase in industrial GHG emissions, for the rest of the study period, the GHG emissions 

factor helped lower GHG emissions from the industrial sector. The GHG emissions factors from 

both fuel combustion and electricity generation have changed over time. While the combustion 

EF is the result of improvement in fuel grades and the implementation of GHG emissions 

reduction technology at combustion facilities, the electricity generation EF is mainly due to the 

decarbonizing of the electricity supply sector. The GHG emissions factor from fossil fuel 

combustion is considered to be unchanged. 

Of all the fuels used in Canada’s industrial sector, coal and coke/coke oven gas have the highest 

GHG emissions factors, followed by heavy fuel oil and diesel fuel oil. The combustion of wood 

and wood products has the lowest GHG emissions factor of almost zero. This is because of the 

fact that biofuels are considered to be carbon neutral (i.e., the emissions from biofuel combustion 

equals to the amount that the plants absorb while growing) and there is a negligible amount of 
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emissions associated with its transportation and processing [192, 193].  Analysis of the historical 

data confirms that the GHG emission factors from the combustion of different fuels have not 

changed noticeably over time; they have remained constant [106].  

Compared to fossil fuels, electricity is often considered a cleaner energy source as it has no GHG 

emissions at the point of consumption. However, when life cycle emissions (i.e., electricity 

generation, transmission, distribution, and consumption) are considered, there is an 

environmental footprint associated with electricity generation. Historically, in Canada, the fossil 

fuels used for electricity generation are coal, natural gas, and heavy fuel oil. Between 1990 and 

2014, electricity generation in Canada has increased from 468 TWh to 638 TWh (i.e., 36.5%). In 

this period, while electricity generation from low-carbon fuels has increased, electricity 

generation from coal, petroleum coke, and heavy fuel oil has decreased, mainly as the result of 

environmental regulations at federal and provincial levels. This has resulted in decarbonization 

of the electricity supply sector. More specifically, between 1990 and 2014, GHG intensity in 

terms of tonne CO2eq/TJ electricity generated decreased by 24.4% [173].  

The only exception to this trend is the years 1998-2008. In the 2000s, the Government of Ontario 

set an initial timeline for a coal phase-out (initially for 2007 and then postponed to 2014). In 

order to address concerns about the reliability of electricity supply in the absence of coal, several 

nuclear plants underwent early maintenance and were taken offline (while the coal plants were 

still operating) [194, 195]. This resulted in an increase in the average GHG emissions factor from 

the electricity sector in that time period. The emissions factor fell when nuclear plants came 

online again and coal power plants were phased out (Figure  2-5). 
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Figure 2-5: Carbon intensity of electricity generation in Canada
2
 [173] 

2.3.6. The dynamics of the driving forces 

The results in Figure  2-6 highlight the fluctuating impacts of individual factors on industrial 

sector GHG emissions overall. Figure  2-6 shows changes during different time periods (1990-

1994, 1995-1999, 2000-2004, 2005-2009, and 2010-2014). The impacts of each key factor are 

compared to the initial year of the sub-period. For example, the year 1995  used to analyze the 

changes between 1995 and 1999. Each line in the graph shows the changes in different factors in 

a specific time period.  

                                                 
2
 Excludes hydro and nuclear 
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Figure 2-6: Impacts of individual factors on overall industrial GHG emissions 

 

In every sub-period, activity level has the biggest impact on industrial GHG emissions. The 

impacts were relatively high in 2010-2014, 1995-1999, and 2000-2004 and low in 2005-2009 

during the global economic crisis. In general, energy intensity has two components, constant and 

variable energy consumption. The former is uniform for industry regardless of the activity level 

and the latter is proportional to the activity level. Increasing the utilization factor (i.e., proportion 

of the nominal production capacity used for production) of the industry reduces the energy 

intensity of the industry. In other words, by increasing the utilization factor, the numerator of the 

energy intensity equation (
𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑒𝑛𝑒𝑟𝑔𝑦 𝑢𝑠𝑒+𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑢𝑠𝑒

𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑜𝑛
) increases less than the 

denominator and therefore the overall energy intensity decreases accordingly. The global 

economic crisis resulted in a decrease in Canada’s industry utilization factor and therefore 

increased the energy intensity [196]. The trend reversed after 2010 [182].  
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The contribution of energy intensity to overall industrial GHG emissions was the highest during 

between 2004-2009 (i.e., the GJ/GDP denominator decreased dramatically, leading to an 

increase in the contribution of energy intensity). In fact, except for the years 1995 and 1999, the 

changes in energy intensity led to an increase in overall industrial sector emissions. This means 

that the energy consumption reduction rate has been slower than the economic growth rate in 

Canada’s industrial sector.  

The role of industry structure in GHG emissions reduction from the sector has continuously 

increased. The shift toward low-carbon industries not only has helped GHG emissions reduction 

in the sector (except between 1990 and 1994) but its impacts are becoming more substantial (i.e., 

the impacts on GHG emissions reduction in consecutive time periods are higher).  

Similarly, during most of the time period of the study, the fuel mix helped reduce industrial 

sector GHG emissions. After 2009, however, changes in the fuel mix led to an increase in GHG 

emissions. These changes were from a 25% increase in LPG and LNG consumption and a 6% 

increase in coke and coke oven gas consumption. These increases were the result of a 70% 

increase in activity level in the iron and steel sector, the largest industrial consumer of coke and 

coke oven gas in Canada.  

The GHG emissions factor contributed to the increase in industrial GHG emissions during the 

years 1995-2004, mainly due to the increase in electricity generation emissions factors [173]. For 

the rest of the study period, decarbonizing the electricity supply chain indirectly helped reduce 

industrial sector emissions.  
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2.3.7. Drivers of change in industrial sub-sectors 

Between 1990 and 2014, the aggregated impacts of individual factors show in an overall increase 

in industrial GHG emissions in Canada, from 141.5 Mt CO2eq in 1990 to 179.9 Mt CO2eq in 

2014 (i.e., 26%). However, the trend is not consistent among the sub-sectors. Between 1990 and 

2014, the pulp and paper, smelting and refining, construction, and iron and steel industries 

showed considerable environmental improvement (53%, 53%, 29%, and 21% GHG emissions 

reduction per $ output, respectively). The cement and petroleum refining industries showed 

moderate improvement, 10% and 1%, respectively. Yet the forestry, mining, and chemical 

industries showed increasing GHG emissions intensity, and the intensity of these sectors 

increased by 158%, 126%, and 11%, respectively.  

The main drivers of change in the GHG emission intensity of different industrial sub-sectors are 

summarized in   
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Table  2-4. 
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Table 2-4: Drivers of change in GHG emission intensity of different industrial sub-sectors 

Industry Drivers of change in GHG emissions 

Cement  The sector’s energy intensity  has decreased by 11% (mainly in terms of thermal energy 

consumption) [197] 

 The clinker-to-cement ratio decreased from 87% to 80% [197] 

 Fuel switching and increasing natural gas use helped reduce the GHG intensity of the process 

mainly after 2011 [198].  

Pulp and 

paper 
 Decrease in HFO consumption due to interruptible contracts by fuel suppliers [182] 

 Decreasing share of natural gas in fuel share from 15.8 to 12.9% [106] 

 Increasing share of wood fuel from 44.2 to 61.1% [106] 

 Improved energy intensity from 87.6 to 74.9 MJ/$2007-GDP [106] 

 More than 50% decrease in newsprint production in the time period of the study [182] 

Iron and 

steel 
 Increasing share of electric arc furnaces over basic oxygen furnaces in final steel product 

production [106, 199] 

Smelting 

and refining 
 Increasing share of electricity in the fuel mix from 72.6 to 80.6% [106] 

 Decrease in energy intensity from 46.8 to 31.9 MJ/$2007-GDP [106] 

 The increase in aluminum production of almost 90% contributed to an increase of almost 70% in 

this sector’s energy consumption [182] 

Construction  Energy intensity has decreased by 33% [106] 

Petroleum 

refining  
 Increasing share of still gas from 61.9% to 72.2% [106] 

 Decreasing energy intensity from 59.7 to 56.2 MJ/$2007-GDP [106] 

Forestry  Increase in energy intensity by almost 300% from 1.3 to 3.8 MJ/$2007-GDP [106] 

Mining  Increase in energy intensity from 4.2 to 84.2 MJ/$2007-GDP [106] 

 Reduction in the share of electricity from 29.8% to 8.5% [106] 

 Increase in the cumulative share of natural gas and still gas from 33.1% to 80% [106] 

 Reduction in the share of high-carbon fuels such as coal, coke, LPG, and diesel fuel oil [106] 

Chemical  Decrease in the share of electricity from 29.4% to 23.7% [106] 

 Increase in the share of natural gas from 59.7% to 70.6% [106] 

 Increase in energy intensity from 73.9% to 92.2% [106] 

 

As shown in the table, the drivers of change in sectoral GHG emissions differ from one sub-

sector to the next. For example, in the mining sector, both the increase in activity level and the 

shift toward the extraction of unconventional oil are the main drivers of the sector’s increase in 

GHG emissions. In the pulp and paper industry, the main drivers are the decrease in activity level 

(i.e., newsprint production) as well as fuel switching (resulting from favorable regulations 

around low-carbon fuels). In petroleum refining, the increase in utilization rate improved the 

energy intensity of the sector. In smelting and refining, the increase in production level in the 

aluminum industry is the primary driver of increased GHG emissions, and in the iron and steel 
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industry, industrial restructuring and increasing the share of electric arc furnaces (compared to 

basic oxygen furnaces) for steel production are the main drivers of change in GHG emissions.  

2.4. Implications for policy 

In order to develop effective GHG mitigation policies in the industrial sector, it is critical for 

policy makers and industrial stakeholders to understand the sector’s main GHG emission drivers. 

This is important because Canada’s industrial sector has a considerable share of emissions and 

increasing GHG emissions trends. The key observations from decomposition analysis, drivers of 

change in industrial GHG emissions, and the scale of the impacts on overall GHG emissions are 

summarized in Table  2-5. 
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Table 2-5: Key observation from the historical trends of individual factors (between 1990 and 2014) 

Factor Key observations Drivers of change Impacts on overall industrial emissions 

Activity 

level 
48% increase in industrial activity level 

 The mining and construction industries were the main 

drivers of the jump in activity level with increases of 

67% and 58%, respectively, from the 1990 level. 

 Increase in activity levels of all industrial sub-sectors 

except pulp and paper (-15%) and forestry (-7%). 

 Activity level is the biggest contributor to the increase in 

industrial GHG emissions. 

 The mining and construction industries play the biggest 

role in the overall impacts of this factor. 

 The overall impact on industrial GHG emissions was +57 

Mt CO2eq between 1990 and 2014. 

Industry 

structure 

Other manufacturing, mining, and 

construction industries are the main 

contributors to the industrial sector’s 

overall output. 

 The share of these sub-sectors increased from 89% in 

1990 to 92% of overall industrial output in 2014. 

 Shares of the construction and mining industries 

increased by 3% and 2%, respectively, and the share 

of other manufacturing decreased by 2.4%
3
. 

 The factors has been continuous and increasingly 

effective in GHG mitigation over time.  

 The overall impact on industrial GHG emissions was -24 

Mt CO2eq between 1990 and 2014. 

Energy 

intensity 

The overall energy intensity of the 

industrial sector decreased by 11% (from 

9.3 MJ/$2007 GDP in 1990 to 8.3 

MJ/$2007 GDP) 

 Of the 10 industrial sub-sectors, the energy intensity 

of 7 has improved. 

 In construction, smelting and refining, and other 

manufacturing, the energy intensity improved by 

almost 33%. 

 The energy intensity of the forestry and mining 

sectors increased by 185% and 131%, respectively.  

 The impact of this factor on industrial GHG emissions 

was be +23 Mt CO2eq between 1990 and 2014. 

 The rate of energy efficiency improvement is slower than 

economic growth in Canadian industries. 

Fuel mix 

A shift toward the use of less carbon-

intensive fuels was observed between 1990 

and 2014. 

 The consumption of heavy fuel oil, coke, and coal 

products decreased by 80%, 12%, and 21%, 

respectively. 

 In 2014, more than 86% of final energy consumption 

in the industrial sector was in the form of relatively 

low-carbon fuels (natural gas, electricity, still gas and 

wood wastes). 

 The overall impact of the fuel mix on industrial GHG 

emissions was -7 Mt CO2eq between 1990 and 2014. 

 The move toward low-carbon fuels has helped reduce 

overall GHG emissions from the industrial sector over 

time. 

Emission 

factor 

The emission intensity of Canada’s 

electricity grid decreased by 24% in the 

time period of the study. 

 The share of natural gas in the overall electricity 

generation mix increased from 2% in 1990 to 9% in 

2014. 

 In the same time period, the share of heavy fuel oil 

decreased from 2% to almost 0% and the share of coal 

decreased from 16% to 10%. 

 The overall impact of the EF on industrial GHG 

emissions was -10 Mt CO2eq between 1990 and 2014, 

which makes the EF the biggest contributor to GHG 

mitigation from the industrial sector. 

 Carbon-intense electricity generation is the main factor 

affecting the emissions factor component. 

                                                 
3
 While changes in the overall shares of the mentioned industries range between -2.4% to +3%, the industries’ overall activity level changed considerably (for example, from 1990 

to 2014, the mining industries’ activity level increased from 83,399 million CAD in 1990 to 132,193 million CAD). The combination of activity level of these industry and the 

large share that they have in the overall industrial output have resulted in the observed impact of industry structure on the overall industrial emissions. 
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2.4.1. Industrial activity and structure 

Canada is a resource-rich nation, and industrial activities play a crucial role in the country’s 

economic prosperity. Therefore, the increasing trends of industrial activities are expected to 

continue in the coming decades [200]. Economic diversification and increasing the shares of less 

carbon-intensive industries such as construction and forestry are expected to help reduce 

industrial GHG emissions in the long term. While the move toward less-carbon intensive 

industries has started in different Canadian provinces, more aggressive programs such as 

Alberta’s economic diversification program, which was established recently and supports clean 

energy industries (among others) [201] and CleanBC which aims at reducing GHG emissions 

from different economic sectors including industrial sector [202], could be adopted by other 

provincial governments and the federal government to accelerate the transition toward low-

carbon economy.  

2.4.2. Energy efficiency 

Analysis of the historical trends shows that industrial energy efficiency improvement has not 

helped mitigate GHG impacts in Canada. Currently there are 175 industrial energy efficiency 

programs at regional, provincial, and federal levels [203]. Yet there are no binding regulations 

for energy efficiency improvement. In other words, although industrial energy efficiency 

improvement is suggested as one of three action plans for GHG emissions reduction in the 

industrial sector in the Pan Canadian Framework on Clean Growth and Climate Change 

(PCFCGCC) [101], there are no binding targets or industry-specific requirements for energy 

efficiency improvement, and this needs to be addressed in the emerging regulations. The 

development of industry-specific energy and emissions benchmarks and standards could be the 

first step in quantifying energy efficiency targets in Canada’s industrial sector.  
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In addition, historically, industrial energy efficiency improvement has not been among the 

government’s top priorities for energy-related funding allocation [204]. Moreover, as a member 

of Mission Innovation, Canada committed to doubling its 2014-15 funding for clean energy and 

clean technology development to $775 million by 2020 [203], but energy efficiency is not among 

the challenges addressed by Mission Innovation [205]. While from the technology perspective 

energy efficiency measures are mature and often regarded as the most economically feasible 

measures for energy saving and GHG mitigation in industrial sector [19], from the practical point 

of view, financial incentives from governments and public agencies are crucial in accelerating 

energy efficiency in a sector as capital-intensive and resistant to change as the industrial sector.   

2.4.3. Emission factor and electricity decarbonization 

From the data, we found that Canada’s industrial and electricity generation sectors are on the 

right path in terms of supporting fuel switching and decarbonizing electricity and should 

continue to support these initiatives. More specifically, the emissions factors from Canada’s 

electricity generation are much lower than in other OECD countries [206, 207] and are expected 

to fall further because of recent regulations such as coal phase-out plans in Alberta, where most 

oil sands industries (the biggest contributor to national GHG emissions) are located [208]. 

Phasing out coal will escalate the impacts of fuel switching, i.e., increase the share of electricity 

in the industrial fuel mix. Therefore, maintaining the existing decarbonization regulations in 

Alberta, Ontario, and BC and adopting similar policy measures (e.g., coal phase-out in the 

electricity sector) in other industrial provinces such as Saskatchewan and Manitoba are expected 

to be the way forward for policy makers. However, as such regulations already exist in most 

electricity-consuming provinces, the trends of electricity decarbonization are expected to slow 

down in the coming decades.  
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2.5. Conclusion 

In this study, the logarithmic mean Divisia index (LMDI) was applied as the decomposition 

method to disaggregate the Canadian industrial sector’s GHG emissions to their driving forces. 

The study covers the full spectrum of the sector (both manufacturing and non-manufacturing). 

Activity level, industry structure, fuel mix, energy intensity, and GHG emission factors were 

considered as the main drivers of GHG emissions. In terms of the scope, 46 industrial sub-

sectors were considered in the analysis. Furthermore, unlike earlier studies, this study analyzed 

the historical changes in each factor between and 1990 and 2014 and investigated how changes 

in factors affected industrial GHG emissions. 

The results of decomposition analysis suggest that the biggest contributor to the increase in 

industrial emissions over the time period of the study is activity level. Changes in industry 

structure by promoting less carbon-intensive industries, increasing the share of low-carbon fuels, 

and improving the emissions factors of electricity generation helped reduce GHG emissions from 

the industrial sector both directly and indirectly. Despite the improvement in the energy intensity 

of several industrial sub-sectors, the overall energy intensity of the sector has worsened.  

From a policy-making perspective, the study highlights that to realize the ultimate energy 

efficiency potential in Canada’s industrial sector, binding energy efficiency standards and 

regulations are needed. While industry-specific standards and benchmarks are required to 

develop effective energy efficiency regulations, financial incentives will help accelerate the 

adoption of energy efficiency measures in the industrial sector.   
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 : Long-term energy efficiency improvement and Chapter 3

greenhouse gas emissions mitigation in the cement industry: A case 

study for Canada
4
 

3.1. Introduction 

Historically, the cement sector has been responsible for between 5% and 9% of global 

greenhouse gas (GHG) emissions [209-211]. In 2010, more than 2,800 million tonnes of GHGs 

were emitted from the industry, a figure corresponding to 9% of global CO2 emissions [211]. In 

addition, the fast growth rate of the industry (more than 200% increase between 2003 and 2015) 

[212] highlights the increasing role of the cement industry in global CO2 emissions; and 

emphasizes the importance of GHG mitigation in this sector.  

In the cement industry, CO2 is generated not only through fuel combustion but also as an inherent 

part of the process (i.e., calcination) [209]. Direct fuel-related emissions result from fuel 

combustion on the production site, and indirect emissions are generated as a result of electricity 

consumption. Depending on the source of emissions, there are various GHG mitigation 

strategies, i.e., process modification, energy efficiency improvement, and the use of alternative 

materials [213].  

The applicability of the GHG mitigation options in the cement industry is subject to several 

factors including technological and economic performance and the effectiveness of the options in 

reducing GHG emissions. For example, for assessing the energy savings and GHG mitigation 

                                                 
4
 A version of this chapter was published as Talaei A, Pier D, Iyer AV, Ahiduzzaman M, Kumar A. “Assessment of 

long-term energy efficiency improvement and greenhouse gas emissions mitigation options for the cement 

industry.” Energy, 2019; 170: 1051-1066. 
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potential in the cement industry, detailed technology assessment has been proved to be an 

effective tool [209]. Scenario analyses are also used in some studies to investigate the 

performance of the cement industry on regional and national levels [214, 215]. While these 

studies mainly focus on the long-term applicability of different options and analyze the 

achievable mitigation potential through implementing the options, other studies assess the 

economic performance of the energy efficiency technologies through various economic 

indicators. In a European-wide study, for instance, different techniques such as payback period, 

net present value, and internal rate of return were used to analyze the economic feasibility of 

energy efficiency improvement in the cement industry [216]. Similar studies have been done in 

China  and the United States [217, 218], where economic factors together with the performance 

indicator of different technologies (i.e., energy savings potential) are used to analyze the cost of 

saved energy and develop conservation supply curves. Madlool et al. [25] reviewed the global 

status of the cement industry in terms of energy use and energy saving potential. They also 

analyzed various energy saving options, their GHG mitigation potential (calculated based on the 

reduction in energy consumption), and the payback period (calculated for some of the options 

where calculations were based on the energy saving alone) [219]. 

Analyzing the existing literature reveals that despite the important role that cement industry 

could play in the global GHG mitigation, the long-term system-level evolution of the sector and 

the role that energy efficiency improvement could play in mitigating GHG emissions from the 

sector is less understood. In other words, comprehensive literature review reveals that the most 

common methods for analyzing the industrial energy efficiency improvement are techno-

economic assessment [216-226] and policy analysis [227-231]. While the former set of studies 

focus mainly of the specific energy efficiency process or technology, the latter applies a high 
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level perspective to assess the energy efficiency improvement potential at system level (with less 

emphasize on the technological performance of individual processes).  

Application of bottom-up energy modelling and scenario analysis could help bridging the gap 

between technology-specific energy efficiency analysis and system-wide GHG mitigation 

assessment (while considering the development of the energy system at different levels). 

Although the bottom-up energy modelling techniques has been widely used to study the long-

term development of the sectors such as electricity generation, residential, transportation etc., 

[32, 50-58, 82, 102, 232, 233], complexity of the industrial sector and the role of energy carriers 

both as a source of energy and in some industries as a feedstock has imposed limitations on 

application of the method in industrial sector energy efficiency analysis.  

Therefore, the primary objective of the current study is to develop a detailed and technology-rich 

bottom-up energy modeling framework (including both energy supply and demand sides) to 

assess the technologically feasible GHG mitiation potential while accounting for the intractions 

between the energy supply and demand sectors. This helps, analyzing the actual emissions 

mitigation potential (a combination of direct mitigation at the demand point and indirect 

mitigation as a result of electricity conumption). In addition, different economic indicators 

(namely cost of saved energy and GHG mitigation cost) are calculated to assess the economic 

performanc of different GHG mitigation efforts. 

In summary, the proposed framework is applicable for analyzing the current status of the system 

by  identifing the major energy consumers (at process and technology level) and assessing the 

applicable energy efficiency measures and their adoption potential. This provides the ground to 
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develop long term mitigation scenario to evaluate the GHG mitigation potential and its 

associated cost.  

The detailed and technology-rich framework is flexible and could be easily transferred in the 

scientific community to study the long-term GHG mitigation potential of the cement industry in 

different jurisdictions. In addition, given the considerable share of the energy in the overall cost 

of industry, share of cement industry in the global GHG emissions and the existing and emerging 

regulations around carbon emissions at both national and global levels, the results of the analysis 

are expected to provide invaluable input to both industrial stakeholders and policy makers. 

3.2. Methods and material 

3.2.1. The Canadian cement industry 

The cement industry accounts for about 1.6% of energy consumption and about 2.4% of the 

GHG emissions in Canada´s industrial sectors [234]. The overall emission intensity (i.e., kg 

CO2/tonne cement) of the industry decreased by slightly less than 10% over between 2002 and 

2010 (see Figure  3-1). This decrease is due to both energy intensity improvement and process 

modification.  
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Figure 3-1: Historical GHG emissions from the Canadian cement industry (derived from [197]) 

In terms of process energy intensity improvement, over the past decade, the industry has shown 

continuous improvement, i.e., the overall energy intensity of the cement production process 

decreased from 3.909 GJ/tonne cement in 2002 to 3.481 GJ/tonne cement in 2010. This was 

achieved mainly through improvements in thermal energy efficiency. The electrical energy 

intensity of the process has remained almost constant [197].  

In terms of process modification, the clinker-to-cement ratio decreased from 87% to 80% 

between 2002 and 2010. Substituting clinker with alternative materials such as fly ash, kiln dust, 

and steel slag has reduced the demand for kiln-fired materials. Although the clinker-to-cement 

ratio has improved considerably in the past few years, compared to the global best practices, 

Canada is still lagging behind and industry performance is lower than the global average [197].  
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3.2.2. The LEAP model 

The Long-range Energy Alternative Planning system (LEAP model) is long-term GHG 

mitigation scenario analysis and policy development framework [32, 35]. The model is an 

integrated planning tool that can be used to track the energy flow through all economic sectors 

including energy consumption, production, and extraction (Figure  3-2). LEAP model is one of 

the few energy modelling tools with the features to conduct both top-down and bottom-up energy 

modeling [32, 33]. In other words, LEAP is a hybrid model which combines the features of 

various energy system accounting, evolution and simulation models [35].  

Energy modelling in LEAP provides the opportunity to account for the interaction between 

different modules within the energy system. More specifically, simultaneous consideration of 

energy supply, transformation, distribution, and demand sectors helps the energy modeler to 

account for sectoral development and the progress in the energy system at different levels.  
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Figure 3-2: Simplified structure of energy system in the LEAP model 
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While the detailed description of the developed energy supply model is provided by the earlier 

studies of the authors [66], detailed description of the model development for cement industry is 

provided in sections  3.2.3 to  0. 

3.2.3. Overall methodology for model development 

Energy modelling and scenario analysis are proven methods for energy system analysis and 

energy forecasting [81, 82, 235-238]. In this study, long-term scenario analysis was used to 

evaluate the GHG mitigation potential in the cement industry. Following an analysis of the 

current status of the cement industry a baseline scenario was developed in order to forecast the 

cement sector development and associated energy consumption. In addition, several mitigation 

scenarios were developed to assess the achievable GHG reduction potential in the sector. In 

order to assess the incremental costs of implementing energy efficiency measures (i.e., 

mitigation scenarios), a cost benefit analysis was conducted. Then the incremental costs and the 

GHG reduction potential were used to develop emissions mitigation cost curves, which help 

understand the cost to mitigate one tonne of carbon by a particular technology over a particular 

period of time. Figure  3-3 shows the overview of the methodology used in this study. 
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Figure 3-3: Overview of the methodology for developing GHG mitigation cost curve 
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As shown in Figure  3-3, modelling has different stages including analyzing the historical and 

current status of the industry (i.e., energy consumption demand tree development and data 

validation), developing scenarios (baseline and GHG mitigation), and performing cost benefit 

analyses. The details of each step (i.e., assumptions and model development) are described 

below. 

3.2.4. System analysis and base year model development 

The system analysis includes investigating the cement production process, identifying the major 

energy-consuming sub-processes, and developing the energy consumption demand tree. In other 

words, in order to develop an energy consumption demand tree, the energy intensity
5
 of the 

major energy-consuming sub-sectors needs to be analyzed. 

3.2.4.1. Process analysis 

The Portland cement manufacturing process involves almost 80 separate and continuous precise 

operations, the use of heavy machinery and equipment, and large amounts of heat and energy. In 

general, the Portland cement production process is identical for gray and white cement. 

However, depending on the type of cement, the proportions of raw materials vary. For example, 

in gray cement production, limestone, silica, alumina, iron are the main feedstock, while for 

white cement, almost no iron is required. For both gray and white cement, there are three main 

stages in the production process: kiln feed preparation, clinker production, and grinding, 

finishing, and distribution. 

  

                                                 
5
 In this Chapter, energy intensity is defined as the amount of energy consumed per unit of final product (i.e., 

GJ/Tonne cement) 
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 Kiln Feed Preparation 

Raw material for cement production comes from quarried materials like limestone and chalk as 

well as clay from mines. Limestone supplies the CaCO3 and is the primary raw material, and 

silica, alumina, MgCO3, and iron are also used [26]. Raw material processing is an electricity-

intensive process. The moisture content of raw material (i.e., products of the kiln feed 

preparation process) vary depending on the clinker production process [217]. More precisely, the 

moisture content of the materials is between 0 and 0.7% for the dry process and between 24% 

and 28% for the wet process [217]. While further drying of the feedstock (for the dry process) 

results in more electricity consumption, the process needs much less thermal energy in the 

subsequent stages (i.e., clinker production)
6
 [26]. 

 Clinker Production 

Clinker production is the biggest energy-consumer sub-sector in the cement production process 

and accounts for almost 90% of the energy use in production processes [217]. Clinker is 

produced in large kilns through pyro-processing. These kilns heat the mixture, evaporate the free 

water, calcine the carbonate constituents in a process called calcination, and form Portland 

cement material (i.e., clinkerization). In the clinkering process, the temperature reaches about 

1800- 2000° Celsius (in the sintering zone) [217]. In order to ensure cement hardness, the 

products need to be cooled down rapidly; this  is usually done in a grate or  planetary cooler 

[217]. There is usually a pre-calciner/preheater included in the clinker process, which improves 

energy efficiency (per tonne of clinker production) by more than 36% [26]. 

 Grinding, Finishing, and Distribution 

                                                 
6
 Various degrees of wet processing exist (e.g., semi-wet [moisture content of 17-22%]), to reduce the fuel 

consumption of the kiln. 
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In this stage, clinker is transported to the finishing process using different types of conveyors. In 

order to control the properties of cement, 5% gypsum is added during clinker production [217]. 

The main energy carrier used in the finishing and grinding process is electricity, the amount of 

which varies depending the properties of the final product but does not exceed 5% of the total 

energy consumption of cement production [217]. The typical cement production process is 

shown in Figure  3-4 (adapted from [217, 239]). 
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Figure 3-4: Cement production process [217, 239] 
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3.2.4.2. Energy intensity analysis 

In order to evaluate the energy intensity of different sub-sectors, a comprehensive literature 

review was done, and the process-level data was validated against aggregated industry-level data 

reported by Natural Resources Canada (NRCan) [234]. As shown in Table  3-1, the energy 

intensity of the cement industry in the United States improved from 4.45 GJ/t in 1999 to 3.65 

GJ/t in 2009 [240-242]. This is in line with the data from the Canada Centre of Mineral and 

Energy Technology, where the energy intensity of cement production was forecast to reach 3.85 

GJ/tonne by 2010 [243], and the data reported by the Cement Association of Canada that gives 

the energy intensity data for 2002 and 2010 to be 3.909 GJ/tonne cement and 3.481 GJ/tonne 

cement, respectively [197]. In other words, similarities in  the Canadian and American cement 

industries justify considering the data interchangeably [114].  

Table 3-1: Energy intensity of cement production (Portland cement) (derived from [240-242]) 

  

World Best 

Practices 

US Cement Industry  

(1999) 

US Cement Industry  

(2009) 

  
Heat Electricity Heat Electricity Heat Electricity 

  (GJ LHV/tonne cement) 

Kiln Feed 

Preparation 
- 0.07 

- 0.24 
- 0.20 

Clinker 

Production 
2.71 0.08 

3.85 0.156 
3.12 0.11 

Finish Grinding - 0.07 
- 0.206 

- 0.21 

Total 
 

2.93 4.45 3.65 
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As shown in Table  3-1, the energy intensity of average North American cement industries is 

higher than world best practices. This is mainly because of the long lifetime of the industrial 

infrastructure and its slow turnover rate. In other words, while more energy-efficient 

technologies are available on a commercial scale globally, their adoption rate by industry is 

relatively slow and therefore the average energy intensity of existing technologies is higher than 

the state-of-the-art technologies. Despite improvements in sector energy intensity between 1999 

and 2009, there is still potential for efficiency improvement (i.e., comparing existing 

technologies with the world best practices). 

As shown in Figure  3-5, different types of energy are used in the Canadian cement industry. 

While overall energy consumption of the industry shows decreasing trends, the shares of 

different fuels are changing over time. More precisely, in the past decade, the shares of 

electricity and petroleum coke have been almost constant whereas natural gas has been steadily 

replacing coal [244]. It is important to consider the fuel share of the overall energy consumption 

in the industry as combustion of heavier fuels such as coal and petroleum coke would result in 

higher emissions compared to the lighter hydrocarbon fuels such as natural gas. In other words, 

Figure  3-5 shows that in the past decade the share of natural gas in the fuel mix of cement 

industry has increase (while the share of coal has decreased) which has helped improving the 

carbon intensity of the industry (Figure  3-1).  
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Figure 3-5: Fuel shares for the clinker production process in Canada [244] 

 

3.2.4.3. Energy consumption demand tree 

The energy intensity data (Table  3-1) and the share of different fuel types consumed in each 

process (Figure  3-5) are used to develop the energy consumption demand tree (Figure  3-6). The 

intergovernmental Panel on Climate Change’s Tier one default emission factors are used to 

calculate the direct emissions at the point of consumption [245]. Where applicable, these data 

were updated to represent the case of Canada. The indirect emissions from electricity 

consumption were derived from the supply side model and represent the structure of the current 

and future structure of the electricity sector in Canada. 

While the 2009 data are shown here to illustrate the analysis, the gradual changes in intensity 

between 1999 and 2009 are accounted for during the system analysis and model verification. 
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Figure 3-6: Energy consumption demand tree 

 

3.2.5. Model verification 

The assumptions about the energy intensity of different sub-processes are validated by 

comparing the LEAP model results on aggregated energy consumption and GHG emission data 

at the industry level with those reported by Natural Resources Canada (NRCan)’s actual energy 

consumption. The verification results for industry-wide energy consumption and GHG emissions 

are shown in Figure  3-7 and Figure  3-8 respectively.  

 

Figure 3-7: Total energy consumption by the cement industry in Canada 
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Figure 3-8: GHG emissions from the Canadian cement industry 

 

As shown in Figure  3-7 and Figure  3-8, the results of the LEAP model are in line with 

aggregated industry data reported by NRCan [234]. Data validation is done not only for 

aggregated fuel consumption but also for different energy carriers. Details of the analysis for 

different fuel types are provided in Appendix II-I. 

3.2.6. Scenario analysis 

In order to assess the future energy saving and GHG mitigation potential, a baseline scenario 

(also referred to as the reference or business-as-usual scenario [BAU]) and several GHG 

mitigation scenarios were developed. The year 2010 is considered the base year. This ensures the 

availability and consistency of different data used in the analysis
7
 (i.e., cement production, 

energy consumption, and GHG emission data).  

Two time horizons (ending in 2030 and in 2050) are used to develop fast and slow penetration 

scenarios. For each scenario, it is assumed that the full implementation of the energy saving 

                                                 
7
Where applicable, more recent data are used, for example for systems-level data analysis and validation. 
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measures would be realized by the end of the study period. In other words, in the fast penetration 

scenario (i.e., 2030 time horizon), it is considered that the full potential for energy efficient 

technology diffusion would be realized by the end of 2030. In the slow penetration scenario (i.e., 

2050 time horizon), it is considered that energy efficient technology penetration would occur 

gradually and full implementation potential would be realized by the end of 2050. 

In terms of system development, the national demand for cement and concrete products together 

with the average historical demand-to-export ratio of 63% is considered for predicting future 

industry development [246]. The North American cement production forecast [246] together 

with the historical share of import and export and the clinker production share are used to 

forecast cement production in Canada to 2050. Based on these, an annual growth rate of 0.71% is 

considered for industry development from 2017-2050. 

3.2.6.1. Baseline scenario 

The reference scenario was developed to predict future cement sector development and to 

forecast associated energy consumption and GHG emissions if no action for emission mitigation 

takes place. As the basis for comparison, it is assumed that sector development would follow the 

historical trend, and sectoral development plans (as announced by the provincial and federal 

governments and the private sector) will take place as planned. In terms of energy efficiency 

improvement, it is assumed that there will be no major changes in the energy intensity of 

different cement production sub-sectors.  
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3.2.6.2. Alternative scenarios 

Energy efficiency improvement scenarios were developed to assess the long-term effectiveness 

of each technology option in reducing the energy consumption and mitigating the GHG 

emissions from the cement industry. There are two steps in developing the alternative scenarios: 

I) identifying the energy saving options and II) assessing the technological performance of the 

technologies. 

 Identification of energy efficiency options 

The energy efficiency and environmental performance of the Canadian cement industry has 

improved steadily in the past decade. From 2002 to 2010, cement plant modernization has led to 

a 17% improvement in overall energy efficiency of the process [197]. However, as shown in   
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Table  3-2, there is potential for further energy efficiency improvement (when comparing the 

North American industry with world best practices) by implementing energy efficiency measures 

or even by applying emerging technologies/processes with lower energy and environmental 

footprints. In other words, in addition to energy efficiency measures that could help the industry 

reach the world’s best practice standards, the intensity could be further improved if fundamental 

changes in the process occur. For example, using fly ash and blast furnace slag (by-products of 

iron and steel industry) can reduce the energy intensity to 2.11 GJ/t and 1.75 GJ/t, respectively, 

(as shown in   
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Table  3-2) compared to the existing intensity of 3.65 GJ/t. 
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Table 3-2: World best practices for fly ash- and blast furnace slag cement (GJ/tonne cement) [247] 

 

Fly ash cement Blast furnace slag cement 

Heat Electricity Heat Electricity 

Kiln feed preparation 
 

0.05 
 

0.03 

Clinker production 1.9 0.05 
1.0 0.03 

Finish grinding 
 

0.08 
 

0.15 

Additives preparation 
 

0.03 0.45 0.09 

Total in GJ/t 2.11 1.75 

 

A comprehensive literature review was conducted to identify the globally available energy 

efficiency measures for the cement industry [217, 241-243, 248-263]. Increasing the share of 

semi-dry and dry processes [26], waste heat recovery [264-267], and  energy recovery from 

different processes [27, 268, 269] helps improve energy efficiency in the industry. With the 

considerable potential for CO2 capture, carbon capture and storage (CCS) is a mitigating 

technology that is expected to be introduced in the industry in mid to long term [270]. 

Application of alternative materials is also found to be an effective measure for reducing carbon 

emissions from the industry. The alternative materials considered in scientific studies are 

classified as alternative fuels or alternative raw materials to replace clinker; they are expected to 

reduce the emissions related to fuel consumption and the clinker production process, 

respectively. Examples of alternative fuels are animal waste [271], wood waste [272], and 

sewage sludge [273]. Alternative fuels could replace the commonly used fossil fuels in the 

cement industry and therefore potentially reduce CO2 emissions [213]. Industry by-products 

could be used as substitutes for clinker. Examples include fly ash [274] and blast furnace slag (a 
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by-product of the steel industry) [275], which could replace some of the clinker in the cement 

process (i.e., decrease the clinker factor) and therefore help reduce the overall emissions from the 

industry. 

A list of the 41 identified energy efficiency/emissions mitigation measures in the cement 

industry is provided in Appendix II-II. In general, the different measures for reducing CO2 

emissions from the cement industry could be classified in three main categories as shown in 

Figure  3-9. 

Process modification

Energy efficiency 
improvement

Alternative materials

CO2 mitigation strategy

Dry process

Alternative process 
route

Semi dry process

Carbon capture and sequestration/
utilization

State of the art 
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Alternative raw 
materials

Alternative fuels
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Figure 3-9: CO2 mitigation strategies in the cement industry 
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The applicability of the identified options was assessed for the Canadian industry and selected a 

final set of 10 technologies for scenario analysis. The applicability of energy efficiency measures 

was assessed based on several assumptions:  

 The identified energy efficiency options for the wet kiln processing were excluded from 

the analysis (i.e., they had an applicability rate of zero) as the last two wet kiln processing 

plants (located in Woodstock) were closed in 2008 and currently only dry processes exist 

in Canada. 

 Only state-of-the-art technologies were considered. More precisely, observing the 

considerable energy intensity improvement between 2000 and 2013, technologies such as 

ball mill load level control system, high efficiency separators, etc. as identified by 

Holderbank [243] were excluded from the current study. The options identified in that 

study were expected to be implemented in the Canadian cement industry by 2000 and it is 

reasonable to assume that the industry adopted those technologies 17 years later (by 

2017).   

 The identified options were classified based on their operations and purpose of 

implementation. For example, all the preheating technologies were classified in one 

category, from which only low pressure drop cyclones were considered for the analysis. 

In other words, it is considered that the implementation of low pressure drop cyclones 

would eliminate the need for other types of preheaters. Similarly, among all the heat 

recovery options in the clinker production process, only one technology was chosen 

where the criterion for selection was energy saving and GHG mitigation potential. 

A list of the selected energy efficiency measures is provided in Table  3-3. 
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Table 3-3: Energy efficiency options for Canadian cement industry 

Efficiency 

measure 
Description 

Adjustable speed 

drive for kiln fan 

Adjustable or variable speed drives (ASDs) for the kiln fan reduce maintenance costs and power 

consumption. Depending on the configuration of the plant, they can save up to 40% of electricity 

consumption.[252] Lafarge Canada´s Woodstock replaced their kiln fans with ASDs and reduced 

electricity use by 5 kWh/t [253]. 

Blended cement 

For the production of blended cement, additives (i.e., granulated blast furnace slag, fly ash, silica fume, or 

volcanic ash) are interground in the clinker. Intergrinding the additives reduces energy consumption and 

carbon emissions and will offset the environmental impact. Energy savings are estimated at 0.4-1.6 

MBTU/ton cement [256].  

Conversion to 

reciprocating grate 

cooler 

Modern reciprocating grate coolers (3rd generation) increase the productivity of the kiln and have a higher 

heat recuperation efficiency (70-75%). By upgrading a planetary or rotary cooler, fuel savings up to 8% 

are possible. Upgrading modern coolers is economically attractive when production needs to be expanded 

or a precalciner is installed [254, 256]. 

Energy 

management and 

process control 

systems 

Optimization of the combustion process and conditions using expert systems, model-predictive control 

(MPC), or fuzzy logic systems can lead to energy savings between 2.5 – 10 %, 0.04-0.17 MBTU/ton, 

respectively [256]. A process control of the clinker cooler can reduce energy consumption by 5%, increase 

cooler throughput by 10%, reduce free lime by 30%, and reduce NOx emissions by 20% [276]. 

Fuel switching 

Switching the fuel can increase  clinker fuel consumption by 0.26 MBTU/ton or decrease it 0.17 

MBTU/ton, depending on the switch [256]. Because combustion accounts for one-third of the overall CO2 

emissions, switching fuels can reduce/increase CO2 emissions. 

Improved 

refractories for 

clinker making 

Refractories protect the steel kiln shell against chemical, mechanical, and heat stress. New refractories 

have extended lifetimes and additional energy savings of about 54 kBTU/ton [277]. 

Indirect firing for 

clinker making 

This technology is standard for modern plants. Because primary air supply is decoupled from the coal 

mill, lower percentages of primary air are used, which can save 43-63 kBTU/ton (by upgrading a mono- to 

multi-channel burner [256].  Upgrading from a direct to an indirect firing system can reduce energy by up 

to 162 kBTU/ton[277]. 

Kiln combustion 

system 

improvements 

Improved combustion systems optimize the mixing of combustion air and fuel while reducing the use of 

excess air and also optimize the shape of the flame. Fuel savings of up to 10% can be achieved [278]. 

Optimized heat 

recovery upgraded 

clinker cooler 

The clinker cooler reduces the clinker temperature from 1200 °C to 100 °C. Upgrading the clinker cooler 

can save 0.08 MBTU/ton [257]. 

Replacing vertical 

shifts with 

suspension 

preheater 

Upgrading cyclones will reduce the power consumption of the kiln exhaust gas fan system. For older 

kilns, energy consumption when cyclones are replaced, can be reduced by 4kWh/ton [253]. 

 

As expected, the majority of the identified and selected energy efficiency options are in the 

clinker production process. This is because kiln production accounts for 90% of the total energy 
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consumption of the cement production process, or almost 33% and 99% of the overall electricity 

and fuel consumption, respectively. 

 Technological performance 

Each of the technology options identified in  0 are assessed in terms of their fuel and electricity 

saving potential, their associated costs, and their applicability in the Canadian cement industry (  
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Table  3-4). According to the Canadian Cement Industry Energy Benchmarking study, only 4 of 

the 15 existing cement plants in Canada are performing better than the technical best practices 

(TBP) where finish grinding is the best performing sub-sector and feedstock preparation sub-

process (Figure  3-10) [279]. This, together with the real-world adoption data provided by the 

Industrial Efficiency Technology Database (IETD) [280], is used to estimate the applicability 

and adoption rate of the identified technologies. 

 

 

 

Figure 3-10: Penetration of applicable technical practices by plant and process [279] 
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Table 3-4 Energy efficiency options for the cement industry [217, 241-243, 248, 250, 252-257] 

N

O. 

Energy Efficiency Options 

 Fuel 

Saving  

Electricity 

Saving  
Selected Values 

Capital Cost 

(CAD /tonne) 
Ap

p.  

(%) 

 
(GJ/t) (kWh/t) 

FS 

(GJ/t) 

ES 

(kWh/t) 

Literatu

re 

Selecte

d 

1 Adjustable speed drive for kiln fan 
0.05 - 

0.068 
4.95 - 6.1 0.06 5 0.23 0.23 50 

2 Blended cement 
0.46 - 

1.86 
NA 0.5 0 7-14 10.5 50 

3 Conversion to reciprocating grate cooler 0.22 NA 0.22 0 
0.5 - 

12.6 
10 60 

4 
Energy management and process control 

systems 
0.1 - 0.2 0- 4.2 0.14 2.6 0.3 -1.7 0.9 90 

5 Fuel switching 
0.18 - 

0.32 
0 - 2.5 0.25 1.25 1.5 - 4.5 3 30 

6 Improved refractories for clinker making 
0.06 - 

0.63 
NA 0.35 0 

0.17 - 

0.6 
0.6 30 

7 Indirect firing for clinker making 
0.015-

0.18 
NA 0.12 0 7.4 - 8.4 8 50 

8 Kiln combustion system improvements 0.2 NA 0.2 0 0.98-1 1 20 

9 
Optimized heat recovery upgraded clinker 

cooler 
0.05-0.1 NA 0.08 0 

0.1 - 

0.33 
0.2 50 

10 
Replacing vertical shifts with suspension 

preheater 
2.4 NA 2.4 0 28 - 41 35 80 

 

3.2.7. Economic analysis 

An economic analysis is done to calculate the cost of saved energy (CSE) and the GHG 

mitigation cost (CSC). We calculated the CSE using an external techno-economic model and the 

CSC in the LEAP model using the net present value (NPV) method.  

3.2.7.1. Cost of saved energy 

The cost of saved energy (CSE) is defined as the cost associated with mitigating one unit of 

energy consumption (i.e., CAD/GJ) and is used as an exogenous parameter in the LEAP model. 
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The CSE is an index for assessing the economic feasibility of an energy efficiency investment 

and is defined as shown in Equation  3-1 [281].   

𝐶𝑆𝐸 =
∑(𝐶𝐸𝐸−𝐶𝐵𝑎𝑠𝑒)+∑(𝑂&𝑀𝐸𝐸−𝑂&𝑀𝐵𝑎𝑠𝑒)+∑(𝐹𝐸𝐸−𝐹𝐵𝑎𝑠𝑒)

∑ 𝐸𝐶𝐵𝑎𝑠𝑒−𝐸𝐶𝐸𝐸
   Equation  3-1 

 

In Equation  3-1, different cost components including capital cost (C), operation and maintenance 

cost (O&M), and cost of fuel (F) are considered for both existing technologies (Base) and the 

energy efficient technology (EE). For the years 2015-2035, National Energy Board projections 

(reference scenario) are used for the price of fuel [282]; the data were simply extrapolated to 

forecast fuel price after 2035. All the costs are annualized, and the difference between the 

summation of the costs for energy efficiency and base technologies are used in the numerator of 

the equation. The denominator is the difference between the energy consumption of the energy 

efficiency and the base technologies. A cost value of 5% is used to account for the time value of 

the investment and expenses. In addition, technology lifetime and annual changes in fuel costs 

are considered in the analysis [282]. 

To calculate the CSE, we used the National Energy Board’s fuel price projections [282]. In the 

techno-economic model, the fuel price projection is the weighted average among the Canadian 

provinces where cement is produced
8
.  

3.2.7.2. GHG mitigation cost 

The CSC is defined as the cost associated with reducing one tonne of carbon dioxide emissions. 

The net present value is used as the economic indicator for calculating the GHG mitigation cost. 

                                                 
8
 It is considered that the share would not change during the time period of the study. 
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The NPV is an economic index that presents the value of investment using the future cash flow 

(revenues minus expenses) and the discount rate and is calculated as shown in Equation  3-2: 

𝑁𝑃𝑉 = ∑
𝐶𝐹𝑖

(1 + 𝑟)𝑖

𝑛

𝑖=0

 
Equation 3-2 

 

 

In Equation  3-2, i is the year, n is the time period of the study, CFi is the net cash flow in year i, 

and r is the discount rate. The NPV of different options is directly extracted from LEAP. The 

GHG mitigation cost is calculated using the cumulative GHG emission reduction and NPV of 

each option.  

3.3. Results and discussion 

A baseline scenario together with twenty mitigation scenarios was developed in the LEAP 

model. The baseline scenario was developed to serve as the basis for comparison and represent 

the system development following the business-as-usual trends. Ten energy efficiency/emissions 

mitigation scenarios were considered for alternative scenario analysis. The effectiveness of each 

of the energy efficiency options in reducing GHG emission was assessed in both fast and slow 

penetration scenarios. In the fast and slow penetration cases, it was assumed that the identified 

technologies would be fully implemented by the end of 2030 and 2050 respectively. In other 

words, while the overall uptake potential of these technologies was calculated and considered to 

be constant, two different technology penetration pathways (i.e., fast and slow penetration 

scenarios) were considered for each option and the impacts of penetration rate of the 

technologies on the overall achievable GHG mitigation potential from the industry was analyzed. 

Equation  3-1 was used assess the cost of saved energy for different options and develop a 
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techno-economic model. The model results (i.e., the CSEs) as presented in Table  3-5 are used as 

input for the LEAP model.   

Table 3-5: Cost of saved energy by scenario 

Scenario No. Energy-efficiency improvement scenarios 

CSE (CAD/GJ) 

2010-

2020 

2020-

2030 

2030-

2040 

2040-

2050 

Scenario 1: Adjustable speed drive for kiln fan -5.61 -6.17 -6.93 -8.02 

Scenario 2: Blended cement -0.31 -0.5 -0.7 -0.93 

Scenario  3: Conversion to reciprocating grate cooler 6.15 5.97 5.76 5.53 

Scenario 4: 

Energy management and process control 

systems -2.16 -2.55 -2.98 -3.56 

Scenario 5: Fuel switching -0.68 -0.93 -1.2 -1.53 

Scenario6: 
Improved refractories for clinker making -0.94 -1.12 -1.33 -1.56 

Scenario 7: Indirect firing for clinker making 4.27 4.09 3.89 3.65 

Scenario 8: Kiln combustion system improvement -0.68 -0.86 -1.06 -1.3 

Scenario9: 

Optimize heat recovery/upgrade clinker 

cooler 
-0.88 -1.06 -1.26 -1.5 

Scenario 10: 

Replacing vertical shifts with new 

suspension preheater 
3 2.82 2.62 2.38 

 

The CSE is used in the as input factor in the LEAP model. In the model, the simultaneous 

development of energy supply and demand was assumed. More precisely, the development of 

electricity generation and the distribution sector and its impact on associated emission factors 

with electricity consumption were taken into consideration. Cumulative energy saving and GHG 

mitigation potential for different mitigation options are given in Table  3-6 for both the fast and 

slow penetration scenarios. Energy savings and GHG mitigation data in Table  3-6 are cumulative 

and represent the cumulative saving compared to the baseline scenario during the time period of 

the study.
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Table 3-6: Results of the LEAP model 

Scenario No. Energy-efficiency improvement scenarios 

Fast penetration scenario (2010-2030)  Slow penetration scenario (2010-2050)  

Cumulative energy 

reduction, PJ & 

GHG mitigation, Mt 

compared to 

reference scenario 

Incremental NPV 

(million $) & GHG 

abatement cost 

$/tonne of CO2eq. 

Cumulative energy 

reduction, PJ & 

GHG mitigation, Mt 

compared to 

reference scenario 

Incremental NPV in 

million $ and GHG 

abatement cost 

$/tonne of CO2eq. 

Energy GHG NPV (m)  $/ tonne Energy GHG NPV (m)  $/ tonne 

Scenario 1: Adjustable speed drive for kiln fan 6.56 0.50 -267.59 -535.7 14.1 1.05 -360.3 -343.8 

Scenario 2: Blended cement 87.12 8.13 -23.22 -2.86 188.9 17.6 -37.2 -2.11 

Scenario  3: Conversion to reciprocating grate cooler 21.64 2.02 296.71 146.94 46.7 4.4 343.9 78.96 

Scenario 4: 
Energy management and process control 

systems 

22.14 
2.1.96 -201.06 -102.38 

47.7 
4.2 -280.3 -66.6 

Scenario 5: Fuel switching 26.13 2.44 -12.61 -5.17 113.3 10.6 -38 -3.6 

Scenario6: Improved refractories for clinker making 52.17 4.86 -89.97 -18.49 27.6 2.57 -107.7 -41.86 

Scenario 7: Indirect firing for clinker making 3.93 00.37 67.57 184.11 8.5 0.8 77.2 97.46 

Scenario 8: Kiln combustion system improvements 16.4 1.53 -38.09 -24.9 35.4 3.3 -55 -167 

Scenario9: 
Optimized heat recovery upgraded clinker 

cooler 

6.56 
0.0.61 -46.77 -76.44 

14.1 
1.3 -65.5 -49.63 

Scenario 10: 
Replacing vertical shifts with suspension 

preheater 

52.27 
4.88 69.3 14.2 

297.1 
10.6 77.3 7.31 
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The results of the analysis both in terms of GHG mitigation potential and associated costs are 

shown in the emissions reduction cost curves (Figure  3-11 and Figure  3-12). In the cost curves, 

the horizontal axis shows the cumulative emissions reduction and the vertical axis shows the cost 

of emissions reduction in terms of CAD per tonne CO2 reduction. In other words, the width of 

the bars represents the cumulative mitigation potential and the height shows the associated costs 

(incremental NPV/tonne CO2 reductions). For the bars below the horizontal axis, the GHG 

mitigation cost is negative and for those above the horizontal axis, there is a cost associated with 

implementing the options.  

 As shown in Figure  3-11, by 2030, the projected GHG mitigation potential in the Canadian 

cement industry is 27.3 Mt CO2eq. In terms of economic performance, slightly more than 74% of 

the overall emissions reduction is achievable with negative cost (i.e., the cost of implementing 

the energy saving option is less than the achievable revenues associated with it). 

The GHG mitigation potential of different options ranges from 0.37 Mt CO2eq for indirect firing 

for clinker making to more than 8 Mt CO2eq for blended cement. The GHG mitigation cost 

fluctuates between -536 $/ Mt CO2eq for adjustable speed drive for kiln fan and 184 $/ Mt CO2eq 

for indirect firing for clinker making. 
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Figure 3-11: Carbon abatement cost curve (fast penetration scenario, 2010-2030) 

 

For the slow penetration scenario, the total achievable emissions reduction is 56.4 MTCO2eq. . 

Use of alternative feedstock and fuel and replacing the vertical shafts with suspension preheaters 

are the biggest contributors to GHG emissions reduction. In terms of the GHG mitigation cost, 

more than 72% of emissions reduction is achievable at a negative cost (Figure  3-12). 
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Figure 3-12: Carbon abatement cost curve (slow penetration scenario, 2010-2050) 

 

From the results of both the fast and slow penetration scenarios, the identified energy saving 

options can be classified into three different categories: revenue generating, cost neutral, and 

costly options. The revenue-generating options are those in which the associated fuel saving cost 

would not only compensate the capital and O&M costs but also result in further savings that 

could be regarded as additional revenue for the industry. Among the options are easily 

implementable ones such as energy management, advanced control system, and process heat 

recovery. The implementation of adjustable speed fans is also an economically attractive option 

that, despite the comparatively low energy saving and GHG saving potential, is the most 

economically attractive.  



84 

 

The second group of options is categorized as cost neutral (i.e., the GHG mitigation cost is 

fluctuating around zero CAD/tonne CO2eq.). Options in this group can be broadly categorized as 

fuel switching and alternative feedstock. The use of low-carbon fuels such as natural gas and 

renewables (rather than coal and coke) would not only reduce the emissions intensity of the 

process but also are economically attractive, considering the low cost and ample availability of 

natural gas and renewables in Canada. Similarly, the use of additives/different feedstock such as 

steel slag, fly ash, and kiln dust will not only reduce emissions and save energy in the cement 

industry but will also help use the low-value products from other industries (such as iron and 

steel). This is even more important when considering the geographical location of the cement 

and iron and steel industries (Canada’s eastern provinces are the industrial hub for both). 

In both the fast and slow penetration scenarios, less than 30% of the overall GHG mitigation 

potential is costly; and the implementation of the options in this category will impose 

considerable costs to the system. More precisely, for this group of options, the cost of emissions 

reduction is from 147 CAD/tonne CO2eq to 184 CAD/tonne CO2eq and 78 CAD/tonne CO2eq 

to 97 CAD/tonne CO2eq in the fast and slow penetration scenarios, respectively.  

3.4. Conclusion 

In this study, the current status of the industry was analyzed. The results of the analysis suggest 

that despite historical improvement in the energy intensity of the cement production process, the 

Canadian cement industry is less efficient than the global average and there is considerable 

potential for GHG mitigation. In order to conduct a bottom-up scenario analysis, a detailed data-

intensive model was developed in the LEAP model. The applicability of the globally available 

energy efficiency options for the Canadian industry was assessed, and ten technologies  were 

chosen for scenario analysis. Scenario analysis was done for the 2030 and 2050 time horizons 
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(representing the fast and slow penetration of the technologies). The achievable GHG mitigation 

was assessed to be 27 and 56 Mt CO2eq in the time horizons of 2030 and 2050, respectively.  

Based on their economic performance, the energy efficiency technologies are classified in three 

different categories: economically attractive, cost neutral, and costly options. Options such as 

implementing energy management systems and heat recovery provide the lowest GHG 

mitigation cost. Fuel switching and the use of alternative feedstock are found to be almost cost 

neutral and result not only in emissions reduction but also in the use of less-valued co-products 

from other industries, i.e., iron and steel factories. The third category of options are those that 

overall impose cost to the system. Replacing vertical shafts with suspension pre-heaters, 

conversion to reciprocating coolers and indirect firing for clinker making belong to this group of 

technologies. In terms of the economic performance of the energy saving options, the results 

suggest that in both the fast and slow pentation scenarios, more than 70% of emissions reduction 

is achievable with negative costs.  

In summary, the results of the analysis suggest that the cement sector could play an important 

role in helping Canada reach its ambitious emissions reduction targets. While in the short and 

medium term the GHG mitigation options in categories 1 and 2 (e.g., energy management, heat 

recovery, fuel switching, and feedstock change) are economically attractive, the economic 

performance of process modification options (i.e., category 3) will improve in the long term.  
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 : Potential for energy efficiency improvement and Chapter 4

greenhousegasmitigationfromCanada’sironandsteelindustry 

4.1. Introduction 

Between 2000 and 2015, annual global steel production increased by more than 89% and reached 

1.62 billion tonnes [283, 284]. In 2012, the industry was responsible for 22% and 31% of global 

industrial energy use and CO2 emissions, respectively [285]. In other words, with 2.3 Mtonne 

CO2 eq. emissions, iron and steel is the largest industrial source of emissions [286-288]. The 

global steel production level is projected to reach 2.2 billion tonnes in 2050 [289], which will 

result in an increase of 100% in the industry’s GHG emissions [286]. It is expected that fossil 

fuel based energy consumption will remain the main source of GHG emissions in the iron and 

steel industry. In addition, as energy accounts for 20-40% of steel production costs [283], saving 

energy will play an important role in ensuring the economic competitiveness of the industry 

[290]. 

Despite high levels of energy consumption, the iron and steel industry is one of the pioneer 

industries for energy efficiency improvement, and the energy intensity (energy consumption per 

unit production) of steel production has shown continuous improvement over time. Between 

1960 and 2014, the introduction of technologies and techniques such as oxygen lancing, 

secondary metallurgy, water cooled walls, ladle furnace, and scrap preheating improved energy 

efficiency by 60% [233, 283]. While continuous improvement in the energy performance of steel 

production processes has been observed since the 1760s, the pace differed in different time 

periods [233]. For example, according to the World Steel Association (WSA), the global 
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intensity of steel production has been almost unchanged in the past decade and there have not 

been any major changes in the energy and carbon intensities of processes (Figure.  4-1) [291].  

The slow energy efficiency improvement of the industry in recent years is in contrast with the 

considerable potential for improving energy intensity in the iron and steel industry. More 

precisely, compared to the best available technologies, there is the potential to improve the 

energy and emissions performance of the industry by about 20% [280]. This potential could be 

realized by implementing the world’s best available technologies [292] or by applying alternative 

iron and steel production routes such as smelting and direct reduction technologies [293]. A 

recent study by the International Energy Agency indicates that there is the potential to improve 

energy efficiency by 9-18% in the industry [118]. A study by Energetics [294] , however, reports 

minimum energy efficiency improvements in the integrated and electric arc furnace (EAF) steel 

production routes of 31% and 47%, respectively. 

 

Figure. 4-1: Historical energy intensity of the global steel industry [291] 

Several studies use scenario analysis to investigate the long-term energy efficiency improvement 

and GHG mitigation potential in the iron and steel industry [236, 295]. While in some studies 

GHG mitigation scenarios were developed to assess the impacts of macro-economic factors such 

0

5

10

15

20

25

30

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

G
J/

to
n

n
e

 c
ru

d
e

 s
te

e
l 

Year 



88 

 

as research and development (R&D), investment trends, and labor productivity on the energy 

efficiency of the industry [227], others assessed the impacts of policies such as fuel switching 

and energy efficiency improvement on the long-term emission mitigation potential [228]. This 

category of studies (i.e., system-level scenario analysis) gives insight into possible future 

developments in the industry. However, detailed technological requirements to reach the 

expected energy intensity improvement is not usually used for scenario studies [233]. This is a 

key gap. 

In another set of studies, energy efficiency improvement in the iron and steel industry was 

investigated from the technology-level perspective. While some studies used a bottom-up 

approach to identify energy-saving measures [23, 296] or assess their technical applicability 

[221] and economic feasibility [220], others analyzed the long-term effectiveness of the 

technologies [297]. In order to assess the economic effectiveness of various energy efficiency 

measures at the sector-level, energy conservation cost curves were applied in a number of studies 

[23, 298, 299]. However these studies do not assess the impacts of these technological level 

improvements over a long term planning horizon and the overall impact on the sector. This is a 

key gap. 

The current research combines scenario analysis and techno-economic assessment techniques to 

assess the long-term technically feasible emissions reduction potential in the iron and steel 

industry and address the gaps in the literature as detailed above. In other words, the research 

synchronizes a bottom-up system analysis, scenario development, and economic techniques to 

assess the long-term emissions reduction potential from the iron and steel industry. To this end a 

case study is conducted for the iron and steel industry in Canada.  
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Canada is the 3
rd

 biggest producer of steel in North America (after the US and Mexico) [283]. 

The industry accounts for 6% and more than 8% of energy consumption and GHG emissions in 

Canadian industries, which puts it among the top four biggest industrial energy consumers in the 

country [234]. The GHG emissions from the industry are expected to increase by more than 25% 

(compared to the 2010 level) and reach 20 Mtonne CO2 eq. by 2030, accounting for 12% of 

industrial emissions
9
 [300]. This highlights the importance of GHG abatement strategies in the 

iron and steel sector to help Canada reach its ambitious GHG mitigation goals.  

The specific objectives of the current study are to: 

 Analyze the current status of the industry in terms of technological progress, energy 

consumption, and GHG emissions;  

 Identify the major energy-consuming sub-sectors and develop an energy consumption 

demand tree by using the energy intensity (energy consumption per unit of final product) 

of each sub sector; 

 Analyze various energy-efficiency improvement measures and assess their applicability 

to the Canadian iron and steel industry; 

 Evaluate the long-term energy and environmental impacts and the cost associated with 

implementing the identified technologies by developing various energy efficiency 

improvement scenarios in the Long-range Energy Alternative Planning (LEAP) model;  

 Develop marginal GHG abatement cost-curves for the Canadian iron and steel industry. 

The structure of the chapter is as follows: Section  4.2 describes the overview of the 

methodology. System analysis, scenario analysis, and economic analysis are discussed in 

Sections  4.3 to  4.5. Results and discussion are presented in Section  4.6, and Section  4.7 is the 

conclusion.  

                                                 
9
 Equal to 2% of national emissions. 
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4.2. Material and methods 

4.2.1.  The Canadian LEAP model 

The analysis was done using the Long-range Energy Alternative Planning system (LEAP) [301, 

302]. LEAP is an energy policy analysis and GHG mitigation assessment framework developed 

by the Stockholm Environment Institute. It is an integrated planning tool that can be used to 

track the energy consumption, production, and extraction of resources in all economic sectors 

(Figure  4-2). Energy modelling in LEAP provides the opportunity to account for the interaction 

between different modules within the energy system. More specifically, simultaneous 

consideration of energy supply, transformation, and distribution and demand sectors helps the 

energy modeler to account for sectoral development and the progress in the energy system at 

different levels.  

 

Figure 4-2: Structure of energy system in the LEAP model 

The Canadian LEAP model was developed for different provinces and territories using the data 

from the National Energy Board (NEB), Natural Resources Canada (NRC), Canadian Steel 
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Producers Association (CSPA), as well as Statistics Canada’s CANSIM tables and other similar 

databases [65]. 

A detailed model was developed for each province and territory in Canada [61]. On the supply 

side, province-specific electricity systems (generation, transmission, and distribution) are 

modelled to represent the electricity supply side, its future development, and the associated 

emissions factor. While the comprehensive and data-intensive model covers all the stages in the 

energy system (i.e., resources, transformation, and demand side including residential [62], 

commercial [63], agriculture [303] and industrial sector [79, 80]), the main focus of this Chapter 

is the iron and steel production industry.  

4.2.2.  Demand side energy modeling in LEAP 

The main steps in analyzing the long-term GHG mitigation potential in the iron and steel 

industry are system analysis, scenario development, and cost-benefit analysis. The sub-steps of 

each phase are shown in Figure  4-3. 

In summary, the main steps for the analysis are the assessment of the current status of the 

industry, the development of the business as usual
10

 (BAU) and GHG mitigation scenarios, and 

the economic analysis.  

                                                 
10

 Also referred to as the baseline scenario in this thesis. 
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Figure 4-3: Overview of GHG mitigation cost curve methodology 

 

The goal of the system analysis is to identify the major energy-consuming subsectors and 

develop the energy consumption demand tree. The results of this step will be used to populate 

the LEAP model database and are the starting point for scenario analysis. In order to assess the 

mid- to long-term energy saving and GHG mitigation potential from the industry, two sets of 

scenarios were developed: fast penetration and slow penetration scenarios with time horizons 

ending in 2030 and 2050, respectively. The BAU scenario was developed as the most probable 

pathway for future development of the system and serves as the basis for comparison (i.e., the 

effectiveness of different energy-efficiency measures are assessed by comparing the energy 

consumption and GHG emissions from various mitigation scenarios and the BAU scenario). 

Different emissions reduction pathways are assessed in the alternative (i.e., GHG emissions 

reduction/energy efficiency) scenarios. 

System 
analysis 

•Identify the major energy consuming sub-sectors 

•Develop the technology-level energy demand tree for different sub-sectors 

•Populate the base-year database and verify the accuracy of process-level energy intensity and 
emissions factors data 

Scenario 
analysis 

•Develop business-as-usual scenario based on historical trends adn approved sectoral plans 

•Identify the energy efficiency improvement measures in major energy consuming sub-sectors 

•Estimate the environmental loading for each scenario in LEAP 

•Estimate of GHG mitigation between baseline and mitigation scenarios in LEAP 

Economic 
analysis 

•Develop the techno-economic assessment model to calculate the cost of saved energy (input for 
LEAP model) 

•Estimate of incremental costs between baseline and mitigation scenarios in LEAP 

•Develop cost curves for various GHG mitigation scenarios 
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In order to assess the economic performance of each option, the cost of saved energy (CSE) and 

the GHG abatement cost were calculated in the techno-economic model and the LEAP model, 

respectively. In this way the specific characteristics of the Canadian energy system can be 

accounted for [79, 304]. In other words, the CSE was calculated by considering the type of fuel 

used in the iron and steel industry and the Canadian-specific fuel price. The calculated GHG 

abatement cost not only accounts for the direct emissions reduction in the steel production site 

(i.e., as a result of fossil-fuel combustion at the steel factory) but also the indirect emissions 

associated with electricity generation. In the final step of the analysis, incremental GHG 

mitigation and their associated cost (i.e., the results of the LEAP model) were used to develop 

the GHG abatement cost curves.  

4.3. Process analysis 

In Canada, the major pathways for steel production are integrated and EAF
11

 production routes, 

which mainly use iron ore and steel scrap, respectively, as feedstock [111, 305-307]. A 

simplified schematic of the integrated EAF and steel production routes is shown in Figure  4-4 

[111, 306, 307]. Other steel production routes, such as direct reduction and smelting, are not 

considered, as their share in Canadian steel production is negligible. The sub-processes are 

described in Appendix III-I.  

                                                 
11

 Direct reduced iron production in Canada is limited to 0.7 Mt. 
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Figure 4-4: Different steel production routes [287] 

Integrated plants produce steel from iron ore in blast furnaces and basic oxygen furnaces (BOF). 

In a blast furnace, iron ore, coal, and limestone are used to produce molten iron. In a BOF, the 

molten iron and small amounts of scrap steel (up to 30%) are transformed into liquid steel that 

will be cast into slabs and billets for further processing. EAF plants produce steel by melting 

steel scrap in the electric arc furnace. The primary raw material for the process is recycled scrap 

steel that is reheated, purified, and re-cast in the EAF and then sent to billets and slabs for further 

processing [308].  

Although the steel recycling rate in Canada is reported to be between 40% and 60% [111, 306], 

the historical share of the EAF route in total steel production has been around 40% [118, 305, 

309]. There are four integrated plants in Canada with an overall production capacity of 9 million 
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tonnes per year. The steel produced in Ontario basically provides the raw material to the auto 

industry, whereas the western Canadian steel industry is mostly oriented to meet the needs of the 

oil, gas, and other resource industries [310].  

4.3.1. Energy consumption analysis 

The total energy consumption in the Canadian iron and steel industry in 2016 was slightly more 

than 221 PJ. The breakdown by energy type is shown in Table  4-1. 

Table 4-1: Energy consumption in the Canadian iron and steel industry in 2016 (TJ) [199] 

Type of Energy PJ 

Electricity 29324 

Natural gas 66748 

Heavy fuel oil 1709 

Middle distillates 1209 

Propane 47 

Petroleum coke 74 

Coal 8336 

Coal coke 85307 

Coke oven gas 28345 

Total 22100 

 

Despite some fluctuations, the energy intensity of the Canadian iron and steel industry has not 

shown a noticeable change in the past 25 years (Figure  4-5).  
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Figure 4-5: Historical energy intensity of the Canadian iron and steel industry [199, 234] 

In the steel industry, different types of primary and secondary energy are used as both energy 

source and reducing agents (  
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Table  4-2). Both the energy consumption per tonne of steel produced (i.e., energy intensity) and 

the type of energy carrier vary depending on the steel production route. More precisely, energy 

consumption in an integrated plant is approximately 2.2-2.6 times higher than in an EAF plant 

[111, 311, 312], mainly because of the need for more chemical energy, which is used to reduce 

iron ore to iron [228, 313, 314]. Also, due to differences in feedstock type (i.e., in an integrated 

plant, feedstock is at least 70% iron ore and up to 30% recycled steel, whereas the main 

feedstock for an EAF is recycled steel), the type of energy consumed differs considerably [315]. 

In general, blast furnaces, coke plants, electric arc furnaces, and finishing processes are the most 

energy-intensive sub-processes in the iron and steel industry.  
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Table 4-2: Application of energy inputs in steel production [314, 316, 317] 

Source of energy Application as energy Application as reducing agent 

Oil Steam production BF Injection 

Natural gas Furnaces BF Injection, DRI production 

Electricity EAF, rolling mills, and various 

other motors 

- 

Coal - Coke production, BF pulverized coal 

injection, DRI production 

4.3.1.1. Energy intensity analysis 

In order to assess the energy intensity of the steel production industry, we analyzed the intensity 

of each sub-process. More precisely, the energy intensity of each sub-sector was assessed by 

conducting a comprehensive literature review (  
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Table  4-3). The data from the literature were used to develop the demand tree and validate the 

assumptions (i.e., process-level energy intensity) using the industry’s historical energy 

consumption and GHG emissions [234]. In summary, the energy intensity analysis was done in 

three steps: a) the energy intensity of sub-processes was analyzed (i.e., the energy consumption 

demand tree was developed) b) the process energy intensity was aggregated and the systems-

level energy consumption was calculated (in the LEAP model), and c) the model was validated 

using the systems-level data available in the public domain.  
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Table 4-3: Energy intensity of different sub-sectors in the iron and steel industry [25, 83, 111, 221, 318-321]
12

 
S

u
b

-s
ec
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Process 

Integrated route EAF route 

Electricity 

(GJ/tonne crude 

steel) 

Fuel  

(GJ/tonne 

crude steel) 

Electricity 

(GJ/tonne crude 

steel) 

Fuel  

(GJ/tonne 

crude steel) 

Ir
o

n
 

M
ak

in
g
 Sintering 0.20 2.29 NA NA 

Coke making 0.23 5.23 NA NA 

Iron making 0.08 12.26 NA NA 

S
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m
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n
g
 

BOF 

steelmaking 0.09 0.78 NA NA 

EAF 

steelmaking NA NA 1.98 0.81 

R
o
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d

 F
in
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h

in
g

 

Vacuum 

degassing and 

ladle metallurgy 0.13 0.35 0.40 0.12 

Continous 

casting 0.12 0.00 0.12 0.00 

Ignot casting 0.65 1.41 NA NA 

Slab mill 0.42 2.14 NA NA 

Hot rolling (inc. 

reheating) 0.33 1.74 1.19 0.76 

Hot dip 

galvanneal 0.93 2.33 0.79 1.16 

 

4.3.1.2. Energy consumption demand tree 

The energy intensity and the type of energy carrier used in the major energy consuming 

subsectors were used to develop the energy consumption demand tree (Figure  4-6). As shown in 

the figure, there are three major steps in the steel production process: iron making, steelmaking, 

and finishing.

                                                 
12

 For each data point in the table, data were acquired from different sources, harmonized and selected to represent 

the Canadian iron and steel industry. 
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Figure 4-6: Energy demand tree for the iron and steel sector 

4.3.1.3. Model verification 

The energy intensities of the different sub-sectors in the energy consumption demand tree 

together with the historical production data were used to validate the model. The LEAP model 

was validated for the years 2004-2012. The factors are used for model verification include:  

 Steel production: Data on the physical production of steel [283]. 

 The shares of different routes (i.e., the integrated route vs. the EAF route): the historical 

shares of the BOF and EAF routes were adopted from the Canada-specific published data 

[283]. 

 The capacity load of each sub-process: the shares of the final products were estimated 

[283] and the efficiency of different processes was considered to be similar to the plants 

considered in the literature [83]. 

 Emissions factors: for fossil fuel combustion, the Intergovernmental Panel on Climate 

Change (IPCC) Tier 1 default emission factors available in the Technology 

Environmental Database in the LEAP model were used. The emission factors of the 

electricity sector were based on the detailed supply side model developed for different 

Canadian provinces and considering future development of the system. More precisely, 

depending on the location of the iron and steel factory, the emissions factors for 

electricity consumption and production differ, and this is accounted for in modelling.    

The results of model verification for system-level energy consumption and GHG emissions are 

shown in Figure  4-7 and Figure  4-8, respectively. 
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Figure 4-7: Historical energy consumption in the Canadian iron and steel industry (model verification) 

 

 

Figure 4-8: Historical greenhouse gas emissions in the Canadian iron and steel industry (model verification) 

As shown in Figure  4-7 and Figure  4-8, the results of the LEAP model are in line with the actual 

data reported by Natural Resources Canada (NRC), thereby confirming the validity of 

assumptions for the energy and emissions intensities of different sub-processes in the iron and 

steel industry and also enhances the reliability of the model for scenario analysis. 
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4.4. Scenario analysis in the LEAP model 

4.4.1.  Baseline scenario 

The following assumptions were made in developing the baseline scenario: 

 2010 is considered the base year for study. Real-world data from 2010 for the physical 

production of iron and steel and actual consumption of different energy carriers were 

used to populate the base-year database in the LEAP model. Where applicable, real-world 

data were used for the subsequent years. 

 The energy intensity of the processes was considered to be constant during the time 

period of the study.  This is in line with both historical trends in the Canadian iron and 

steel industry and experts’ opinions [199, 234, 311, 322]. 

 The long-term steel production in different provinces in Canada was calculated to be 

similar to the data shown in Figure  4-9. A detailed methodology that we developed to 

predict future steel production is provided in Appendix III-II. 

 

Figure 4-9: Projection of steel production in Canada and in various provinces 

To calculate the production shares of each steel production route, a combination of historical 

trends and market analysis was used. Over the past 14 years, the share of EAFs in Canada’s total 
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steel production has not changed much; it has remained constant at around 40% [199]. However, 

following the trends in pioneering countries, the situation is expected to change in Canada. More 

qprecisely, in their study, Arens et al. indicate that 75% of specific energy consumption (SEC) 

improvement in the German iron and steel industry between 1991 and 2007 was due to the shift 

from integrated to EAF steel production [287]. In China it is expected that there will be similar 

structural changes toward vast application of EAF [286]. The increasing EAF use is due to the 

high flexibility of the technology in producing low to high alloyed steel grades, the range of 

insertable input materials, and the lower energy consumption compared to integrated plants 

[323]. In addition, for the case of Canada, an EAF is a favorable option because of the lower 

capital cost compared to integrated plants, the abundance of natural gas, and the restrictions in 

the use of coal (i.e., for coke production) imposed by the government [177, 178]. In addition, 

Ontario as the biggest steel producer in the country has always had a scrap surplus [310] and 

therefore, EAFs are expected to be favored in that province [286].  

Nevertheless, there are some limitations that restrict the vast application of EAF technology. The 

lack of a appropriate quality of steel produced from salvaged scrap [111], the long lifetime of 

steel products, and the slow recycling rate of steel, along with increasing demand for steel 

products, highlight the need for a combined use of primary (i.e., integrated route) and secondary 

(i.e., EAF) steel production methods [314]. 

Based on the above justifications, for this study, it is considered that in Canada the capacity of 

integrated plants will remain constant over the time period of the study and the additional 

capacity would be solely through EAFs. 
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4.4.2.  Alternative scenarios 

Literature review found examples of efforts to improve energy efficiency in the iron and steel 

industry. For example, in the past two decades, SEC improvements in Germany were 0.4% per 

annum. Energy efficiency improvement was the biggest contributor to SEC in the industry, with 

rolling and blast furnace showing the largest improvements of 1.4 and 0.2% [287]. In a blast 

furnace (BF), SEC improvement was in BF gas recovery [287]. Similarly, in the US, historical 

trends show that in a period of 20 years, the SEC of integrated plants improved by more than 

40% [311] and there were opportunities to  improve energy efficiency by as much as 18% more 

[221]. Unlike the basic oxygen furnace and the blast furnace, the SECs of sinter plants and EAFs 

were constant or changes were negligible [287, 311]. 

In order to develop alternative scenarios for the Canadian steel industry, we identified the 

globally available energy saving options. We then analyzed the applicability of the identified 

options for the Canadian industry and assessed their technical performance, their associated 

costs, and the penetration potential of each technology. Extensive literature review was 

conducted for data acquisition and development. 

For the purpose of the current study, only the technological improvement options that fall within 

the specified system boundary (as illustrated in Figure  4-4) were analyzed; the general non-

process-specific energy efficiency options are considered to be beyond the scope of this study. In 

other words, energy saving options in the coking plant, sintering plant, BF, steel workshop (both 

BOF and EAF), and finishing processes were considered. To identify energy efficiency 

measures, we compared the existing Canadian technologies with EcoTech and the best available 

mature technologies worldwide [111, 324] and subsequently identified the areas of improvement. 
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Of the 113 identified energy efficiency technologies [280], 26 were selected for the analysis. The 

criteria used to screen the options include technology readiness level, applicability to the 

Canadian iron and steel industry, and availability of data. In terms of development status, only 

commercially available technologies were considered. The applicability of the technology to the 

Canadian iron and steel industry was assessed based on the current and expected development 

status of the industry. For example, in the material preparation stage, the energy efficiency 

measures for pelletizing plants were excluded because, based on review of Canadian industry, all 

of the iron production plants in the country are equipped with sintering plants rather than 

pelletizing plants. As another example, in Canada, continuous casting technology could be 

implemented in only 3% of the plants because 97% of these are already equipped with the 

technology [283]. The injection of coal in blast furnaces was not considered because of national 

and provincial limitations on coal consumption as well as the cheap price and abundant 

availability of natural gas in Canada. In general, wherever data are available for Canada, 

country-specific limitations were considered when choosing the technologies. Otherwise, due to 

similarities between Canada and the United States, the applicability of energy efficiency 

measures was considered to be comparable in the two countries and US data were used. The 

selected technologies can be categorized to cover different sub-sectors within the industry (as 

shown in the energy consumption demand tree) and are summarized in   
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Table  4-4. 
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Table 4-4: List of energy efficiency measures applicable to the Canadian iron and steel industry [23, 221, 280, 

318] 

Technology/ 

measure 

Description 

Sintering 

Heat recovery 

from the sinter 

cooler 

The waste heat from a sintering plant is generally classified as sensible 

heat from either the main exhaust/sintering machines or the sinter cooler. 

In order to avoid unacceptable condensation and corrosion, the only 

practical method for heat recovery from process gases is to transfer 

sensible heat directly to the sinter bead by hot gases (i.e., waste gas 

recirculation). However, the heat from the sinter cooler could be 

recovered through steam generation in the waste gas boiler, hot water 

generation for district heating, preheating combustion air, preheating the 

sinter raw mix, or using the waste heat in a recirculation system. 

Improved 

process control 

The application of numerical/simulation models and automated control 

systems will help improve operational parameters and optimize energy 

consumption, productivity, and safety.  

Use of waste 

fuels in sinter 

plants 

Waste material such as oil from the cold rolling mills could be used as a 

source of energy (substituting coke breeze). This will impact the 

emissions of air pollutants and organic compounds. The application of oil 

might be limited by the permitted emissions limit and may also depend on 

existing emission control systems. The energy content of the waste fuel is 

another factor affecting the rate at which these materials are used.  

  Coke making (in the steel industry) 

Coal moisture 

control 

The heat from the coke oven gas could be used to reduce the moisture 

content of coal from the normal 8-10% to 6%. The reduced moisture 

content of the coal will improve coke quality and reduce the carbonization 

energy (heat) 

Automation and 

process control 

system 

 

Programmed heating (as opposed to the conventional continuous heating) 

of coke oven will optimize the supply and use of fuel. It also stabilizes the 

operation of the coke battery and therefore prolongs battery life and 

improves coke quality.  

 

Coke dry 

quenching 

(CDQ) 

Using inert gas instead of the traditional sprayed water reduces energy 

loss in the quenching process. The thermal energy in the quenching gas 

can be recovered and used to produce steam and electricity or preheat the 

coking coal.  

Iron Making — blast furnace 

Injection of 

natural gas in 

the BF 

In this process, natural gas is used instead of coke in the blast furnace. The 

hydrogen content of natural gas acts as the reducing agent and therefore 

reduces the formation of carbon dioxide. It is technically feasible to 

retrofit existing plants, and capital investment for this is minimal. The 

technology is attractive where natural gas is cheap.  
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Technology/ 

measure 

Description 

Improved 

recovery of BF 

gas 

The gases leaving the BF contain almost 30% of the heat content of the 

gross energy consumption in the blast furnace. This energy could be 

recovered and used as fuel or for electricity generation after being 

enriched by coke oven gas or natural gas. 

Improved hot 

stove process 

control 

The operation of hot stoves could be maintained close to optimum 

conditions by implementing automatic control. Automatic control will not 

only help minimize the fuel consumption but also maximize the reliability 

and lifetime of the stove.  

Recuperator hot 

blast stove 

The recovery of the flue gases from the blast stove (with typical 

temperatures of around 250°C) will improve the efficiency of the stove. 

This heat, together with the heat from sinter cooling, can be used to 

preheat the fuel and the air entering the stove.  

Improved blast 

control systems 

Different parameters such as the rate of the reducing agent can be 

controlled. Using different parameters, such as burden control and 

distribution, mass and energy balance, and silicon prediction, etc., will 

help diagnose the process disturbance and therefore make it possible to 

change the process parameters to optimize performance.  

 Steelmaking – BOF basic oxygen furnace 

Efficient ladle 

preheating 

Ladle preheating is estimated to use 0.02 GJ/t steel. This could be lowered 

by using temperature control technologies, installing hoods, or reducing 

preheating needs with recuperative and oxyfuel burners. 

Hot Rolling 

Hot charging In the still plants where caster and reheating furnaces are located near one 

another, charging the slabs in the reheating hot-rolling furnace is possible. 

Hot charging not only reduces energy consumption but also improves the 

productivity and quality of the products.  

Process control 

in hot strip mills 

In the hot strip mill, when combustion is optimized, the downtime of the 

process and therefore the energy consumption will decrease.  

Recuperative 

burners 

In principle, the recuperator is a gas-to-gas heat exchanger that transfers 

the heat from exhaust gas to the combustion air. The performance of 

modern recuperatives is noticeably higher than the older technologies and 

thus replacing them will save energy through more efficient pre-heating of 

the combustion air. 

Insulating 

furnaces 

Replacing conventional insulating materials with ceramic low thermal 

mass insulation materials can reduce the heat losses through furnace walls. 

Controlling 

oxygen levels 

and VSDs on 

combustion air 

fans 

The technique helps optimize combustion in the furnace by controlling the 

flow of combustion air and oxygen levels and therefore maximizing 

combustion efficiency.  

Energy-efficient 

drives (rolling 

mill) 

Energy-efficient drives can replace the currently used AC drives, thereby 

saving energy. 
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Technology/ 

measure 

Description 

Waste heat 

recovery 

(cooling water) 

Absorption heat pumps could be used to recover the heat from the cooling 

water, which is sprayed on rolled steel. The technology is particularly 

attractive where the generated low-pressure steam could be used on site.  

 

Adopt 

continuous 

casting 

As the intermediate storage and therefore the need for reheating is 

eliminated in continuous casting, it uses much less energy than the ingot 

casting process. The product of the ladle process (i.e., liquid steel) flows 

to the holding tank where it will be ultimately solidified in a water-cooled 

copper mold and continue through the caster.  

Steelmaking – EAF 

Improved 

process control 

(neural network) 

Modern process control systems in the EAF integrate real-time monitoring 

of process variables (e.g., temperature, carbon level, etc.), and by 

optimizing the process, significantly reduce electricity consumption.   

 

Flue gas 

monitoring and 

control 

By using optical sensors and monitoring the furnace exhaust gas flow rate 

and composition, it will be possible to investigate the post-combustion 

off-gases and optimize their operation and chemical energy recovery. This 

will help reduce energy consumption considerably.  

Transformer 

efficiency — 

UHP 

transformers 

The installation of new transformers or paralleling existing transformers 

will make it possible to convert the furnace operation to high power or 

even ultra-high power (UHP). UHP operation will reduce energy losses, 

which are as high as 7%, of transformer losses in conventional 

transformers.  

Foamy slag 

practice 

Foamy slag is obtained by injecting carbon (granular coal) and oxygen or 

by lancing the oxygen only. The foamy slag is used to cover the ark and 

melt surface, which minimizes the radiation heat losses.  

Bottom 

stirring/stirring 

gas injection 

The injection of inert gases in the bottom of the EAF improves heat 

transfer and also the yield of liquid metal. The applicability of the 

technique is limited to the furnaces where oxygen is already injected in 

the furnace.  

Electric bottom 

tapping 

Electric bottom tapping will result in several improvements in the process 

including reducing the electrode consumption, reducing the tap-to-tap 

time, and increasing the ladle life.  

 

For both the fast and slow penetration scenarios, it was considered that the energy efficient 

technologies would reach their maximum penetration potential by the end of the study period. 

For example, if the current and maximum penetration potentials of an energy efficiency 

technology are 0% and 70%, respectively, it was considered that the 70% penetration potential 
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would be realized during the time horizon of the study following a linear trend. As the base for 

comparison, a baseline scenario was developed for both time periods of the study. 

4.5. Economic analysis 

4.5.1. Technological performance 

The techno-economic performance of the energy efficiency options in terms of energy savings 

potential and their associated costs (both capital and O&M costs) are summarized in Table  4-5. 

Data in Table  4-5 are taken from different sources (mainly from Worrel et. al., 2011 [325], 

Hasanbeigi et. al., 2013 [23], Institute for Industrial Productivity Database [280]). The costs were 

then harmonized to 2010 CAD (using discount rates and different currency exchange values). 

and the penetration values were calculated based on specific characteristics of the Canadian iron 

and steel industry (Section  4.4.2). 

Table 4-5: Techno-economic performance of energy efficiency options  

No

. 

Energy Efficiency Options 

 Fuel saving  
Electricity 

saving  

Cost (CAD$ /tonne) 

Life

time 
(yea

rs) 

Penetrati

on 
potential 

(%) 
(GJ/tonne 

steel) 

(GJ/tonne 

steel) 

Retrofit 

Cap. cost 

Changes 

in O&M 

1 Adopt continuous casting 0.24 0.08 12.31 -5.49 20 3% 

2 

Automation and process control 

system (coke making) 0.05 0 0.07 0.00 10 90% 

3 Bottom stirring/stirring gas injection 0 0.07 0.62 -2.06 0.5 11% 

4 Coal moisture control 0.09 0 15.14 0.00 10 70% 

5 Coke dry quenching 0.37 0 21.63 0.15 18 70% 

6 

Controlling oxygen levels and VSDs 

on combustion air fans 0.29 0 0.45 0.00 10 50% 

7 
Electric bottom tapping (EBT) on 

0 0.05 3.30 0.00 10 52% 
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No

. 

Energy Efficiency Options 

 Fuel saving  
Electricity 

saving  

Cost (CAD$ /tonne) 

Life
time 

(yea

rs) 

Penetrati
on 

potential 

(%) 
(GJ/tonne 

steel) 

(GJ/tonne 

steel) 

Retrofit 

Cap. cost 

Changes 

in O&M 

existing furnace 

8 Efficient ladle preheating 0.02 0 0.05 0.00 30 90% 

9 Energy-efficient drives (rolling mill) 0 0.01 0.18 0.00 20 50% 

10 Flue gas monitoring and control 0 0.05 2.06 0.00 10 50% 

11 Foamy slag practice 0 0.07 10.31 -1.85 10 30% 

12 Hot charging 0.52 0 13.49 -1.19 10 36% 

13 Improved blast control systems 0.36 0 0.33 0.00 10 60% 

14 Improved hot stove process control 0.33 0 0.28 0.00 10 50% 

15 

Improved insulation of reheating 

furnace 0.14 0 9.00 0.00 10 30% 

16 Improved process control (sintering) 0.01 0 0.03 0.00 10 100% 

17 

Improved process control (neural 

network) 0 0.11 0.98 -1.03 10 90% 

18 Improved recovery of blast furnace gas 0.06 0 0.28 0.00 15 60% 

19 Injection of natural gas to 140 kg/thm 0.8 0 4.60 -1.83 20 70% 

20 Process control in hot strip mill 0.26 0 0.63 0.00 10 69% 

21 Recuperative burners 0.61 0 2.25 0.00 10 20% 

22 Recuperator hot blast stove 0.07 0 1.29 0.00 10 30% 

23 Sinter plant heat recovery 0.12 0 0.68 0.00 10 100% 

24 

Transformer efficiency — UHP 

transformers 0 0.06 2.83 0.00 15 40% 

25 Use of waste fuels in sinter plant 0.04 0 0.04 0.00 10 90% 

26 Waste heat recovery (cooling water) 0.03 0 0.72 0.06 15 69% 
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4.5.2.  The cost of saved energy 

The cost of saved energy is defined as the cost to reduce one unit of energy consumption (e.g., 

CAD/GJ). The cost of saved energy (CSE) is calculated in a techno-economic model using the 

factors outlined in Table  4-6. 

Table 4-6: The input data for techno-economic modeling 

Capital cost 

The capital cost is the capital investment associated with implementing the 

technology. The investment happens at the implementation time of the technology 

and happens again at the end of the technology’s lifetime.  

O&M cost 

Operation and maintenance costs are those related to the operation of the plant. 

The costs include the labor and regular maintenance costs that are required to 

maintain the operation of the plant. Both fixed and variable costs are considered. 

While the former remains constant during the production of products, the latter 

varies with the production level. 

Fuel saving 

cost 

The fuel saving cost/revenue is the revenue associated with reducing energy 

consumption. In other words, the implementation of each energy efficiency 

measure will reduce the amount of energy consumption in specific processes, 

which will accordingly reduce the overall costs of the production process.  

 

Equation  4-1 is applied to calculate the cost of saved energy. 

𝐶𝑆𝐸 =
∑(𝐶𝐸𝐸 − 𝐶𝐵𝑎𝑠𝑒) + ∑(𝑂&𝑀𝐸𝐸 − 𝑂&𝑀𝐵𝑎𝑠𝑒) + ∑(𝐹𝐸𝐸 − 𝐹𝐵𝑎𝑠𝑒)

∑ 𝐸𝐶𝐵𝑎𝑠𝑒 − 𝐸𝐶𝐸𝐸
 

Equation 4-1 

 

 



114 

 

As shown in the equation, capital cost (C), operation and maintenance cost (O&M), and fuel 

saving cost/revenue (F) together with the energy consumption (EC) of both existing (base) and 

energy-efficient (EE) technologies are used to calculate the CSE. For the analysis, a discount rate 

of 5% and inflation rate of 2% are considered and fuel prices are adopted in the literature [79]. 

We used the weighted average of the fuel price for the provinces in which steel is produced. The 

results of techno-economic assessment and the costs of saved energy are summarized in 

Table  4-7 and are used as inputs in the LEAP model. 

 

Table 4-7: Costs of saved energy (CAD/GJ) by scenario 

Scenario 

No. 

Energy-efficiency 

improvement scenarios 

Time period 

2010-

2020 

2020-

2030 

2030-

2040 

2040-

2050 

Scenario 1: Adopt continuous casting -3.82 -4.66 -5.38 -6.19 

Scenario 2: 

Automation and process control 

system -4.03 -5.38 -6.34 -7.54 

Scenario  3: 

Bottom stirring/stirring gas 

injection -24.12 -26.74 -28.71 -31.17 

Scenario 4: 
Coal moisture control 

17.57 16.22 15.26 14.06 

Scenario 5: Coke dry quenching 3.41 2.06 1.10 -0.10 

Scenario6: 

Controlling oxygen levels and 

VSDs on combustion air fans -4.01 -5.37 -6.33 -7.53 

Scenario 7: Efficient ladle preheating -1.28 -1.56 -1.84 -2.11 

Scenario 8: 

Electric bottom tapping (EBT) 

on existing furnace -15.53 -17.50 -19.96 -15.53 

Scenario9: 

Energy-efficient drives (rolling 

mill) -19.19 -21.77 -23.76 -26.22 

Scenario 10: Flue gas monitoring and control -16.11 -18.73 -20.70 -23.16 

Scenario 11: Foamy slag practice -5.81 -8.44 -10.41 -12.87 

Scenario 12: Hot charging -1.15 -2.51 -3.47 -4.66 

Scenario 13: Improved blast control systems -4.10 -5.45 -6.41 -7.60 

Scenario 14: 

Improved recovery of blast 

furnace gas -3.61 -4.97 -5.93 -7.12 

Scenario 15: Improved hot stove process -5.46 -6.42 -7.61 -5.46 
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Scenario 

No. 

Energy-efficiency 

improvement scenarios 

Time period 

2010-

2020 

2020-

2030 

2030-

2040 

2040-

2050 

control 

Scenario 16 
Improved insulation of 

reheating furnace 4.11 2.75 1.79 0.59 

Scenario 17 
Improved process control – 

EAF neural network -21.51 -24.13 -26.10 -28.56 

Scenario 18 
Improved process control – 

sintering -1.22 -1.49 -1.77 -2.04 

Scenario 19 
Injection of natural gas to 140 

kg/thm -3.77 -5.12 -6.08 -7.28 

Scenario 20 Process control in hot strip mill -3.90 -5.26 -6.22 -7.42 

Scenario 21 Recuperative burners -3.73 -5.10 -6.06 -7.25 

Scenario 22 Recuperator hot blast stove -0.08 -0.13 -0.15 -0.18 

Scenario 23 Sinter plant heat recovery -0.88 -1.16 -1.44 -1.71 

Scenario 24 
Transformer efficiency – UHP 

transformers -15.33 -17.95 -19.92 -22.39 

Scenario 25 
Use of waste fuels in the sinter 

plant -1.48 -1.76 -2.04 -2.31 

Scenario 26 
Waste heat recovery (cooling 

water) -0.83 -2.19 -3.15 -4.35 

 

4.5.3.  GHG abatement cost 

The GHG abatement cost (cost per unit of mitigated GHG emissions in CAD/tonne CO2 eq) is 

calculated using the net present value (NPV) and the cumulative emissions reduction in each 

scenario (calculated over the time period of the study). NPV analysis is an established economic 

assessment technique that takes into account the cash flow of the project (i.e., both costs and 

revenues) and discounts those values to the implementation year of the project. As shown in 

Equation  4-2, the cash flow (CF) is discounted using the discount rate (r) for each year (i) over 

the lifetime of the project (n). For emissions reduction, the cumulative mitigation over the time 

period of the study (i.e., 2030 and 2050 for the fast and slow penetration scenarios, respectively) 

is taken into consideration. 
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𝑁𝑃𝑉 = ∑
𝐶𝐹𝑖

(1 + 𝑟)𝑖

𝑛

𝑖=0

 
Equation 4-2 

The results of the analysis, including cumulative energy and emissions reduction as well as the 

NPV and GHG abatement cost for each option, are presented in Section  4.6. 

4.6. Results and discussion 

An analysis of the baseline scenario shows that the large-scale adoption of EAF technology 

would lower the energy and GHG intensity of the Canadian iron and steel industry considerably. 

More precisely, the increased shares of EAF technology (i.e., from 40% in the base year to 52% 

in 2050) would lower the energy intensity of steel production by slightly more than 11%. This is 

in addition to the achievable energy intensity improvement through the implementation of energy 

efficiency measures. 

The results of the analysis for both fast and slow penetration scenarios are presented in 

Table  4-8. In the table, the technological performance of each technology in terms of cumulative 

energy savings and GHG mitigation is presented. In addition, two different economic parameters 

are presented to assess the economic competitiveness of each technology. More precisely, while 

the net present value of the technology provides insight into the long-term viability of 

investment, by comparing the GHG abatement cost, the comparative economic performance of 

each technology for GHG mitigation can be assessed. 
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Table 4-8: Results of the LEAP model 

No. 
Energy-efficiency improvement 

scenarios 

Fast penetration scenario (2010-

2030)  

Slow penetration scenario (2010-2050)  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental 

NPV & GHG 

abatement cost  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental NPV & 

GHG abatement cost  

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ 

tonne of 
CO2eq. 

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ tonne of 

CO2eq 

1 Adopt continuous casting 0.78 

                                                                

0.03  -0.08 -2.43 1.53 

                                                              

0.06  

                                                               

-0.08  

                                  

-1.27  

2 Automation and process control system 3.66 

                                                                

0.16  -6.24 -38.31 7.18 

                                                              

0.32  

                                                               

-7.46  

                                

-23.34  

3 Bottom stirring/stirring gas injection 0.47 

                                                                

0.01  -0.36 -29.38 1.24 

                                                              

0.02  

                                                               

-0.59  

                                

-38.06  

4 Coal moisture control 5.10 

                                                                

0.23  25.7 113.26 10.00 

                                                              

0.44  

                                                              

25.27  

                                  

56.79  

5 Coke dry quenching 21.07 

                                                                

0.94  12.53 13.37 41.30 

                                                              

1.84  

                                                                

7.64  

                                    

4.16  

6 

Controlling oxygen levels and VSDs on 

combustion air fans 19.72 

                                                                

1.10  -31.01 -28.12 44.16 

                                                              

2.47  

                                                            

-44.26  

                                

-17.92  

7 Efficient ladle preheating 1.45 

                                                                

0.08  -0.83 -10.26 2.84 

                                                              

0.16  

                                                               

-0.88  

                                  

-5.53  

8 

Electric bottom tapping (EBT) on existing 

furnace 1.49 

                                                                

0.04  -3.42 -88.15 3.89 

                                                              

0.05  

                                                               

-5.84  

                              

-119.46  

9 Energy-efficient drives (rolling mill) 7.39 

                                                                

0.02  -4.31 -286.71 25.88 

                                                              

0.02  

                                                               

-5.67  

                              

-258.64  

10 Flue gas monitoring and control 1.44 

                                                                

0.04  -3.79 -101.46 3.74 

                                                              

0.05  

                                                               

-6.35  

                              

-135.00  

11 Foamy slag practice 1.29                                                                 -0.91 -27.24 3.37                                                                                                                                                              
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No. 
Energy-efficiency improvement 

scenarios 

Fast penetration scenario (2010-

2030)  

Slow penetration scenario (2010-2050)  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental 

NPV & GHG 

abatement cost  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental NPV & 

GHG abatement cost  

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ 

tonne of 
CO2eq. 

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ tonne of 

CO2eq 

0.03  0.04  -1.67  -39.35  

12 Hot charging 25.52 

                                                                

1.43  -14.04 -9.84 57.16 

                                                              

3.20  

                                                            

-23.02  

                                  

-7.20  

13 Improved blast control systems 17.60 

                                                                

1.91  -18.38 -9.62 34.51 

                                                              

3.75  

                                                            

-21.70  

                                  

-5.80  

14 Improved recovery of blast furnace gas 2.95 

                                                                

0.32  -2.81 -8.76 5.79 

                                                              

0.63  

                                                               

-3.34  

                                  

-5.32  

15 Improved hot stove process control 13.44 

                                                                

1.46  -11.85 -8.12 26.34 

                                                              

2.86  

                                                            

-13.84  

                                  

-4.84  

16 
Improved insulation of reheating furnace 

5.69 

                                                                

0.32  2.52 7.93 12.74 

                                                              

0.71  

                                                                

1.92  

                                    

2.70  

17 

Improved process control — EAF neural 

network 5.82 

                                                                

0.15  -34.23 -226.49 15.16 

                                                              

0.19  

                                                            

-56.64  

                              

-297.36  

18 
Improved process control-sintering 

0.85 

                                                                

0.09  -0.46 -4.99 1.67 

                                                              

0.18  

                                                               

-0.47  

                                  

-2.59  

19 Injection of natural gas to 140 kg/thm 45.58 

                                                                

4.95  -75.05 -15.17 89.35 

                                                              

9.70  

                                                            

-88.96  

                                  

-9.17  

20 Process control in hot strip mill 24.25 

                                                                

1.36  -51.8 -38.2 54.23 

                                                              

3.03  

                                                            

-74.28  

                                

-24.50  

21 Recuperative burners 16.52 

                                                                

0.92  -9.89 -10.71 36.96 

                                                              

2.07  

                                                            

-14.27  

                                  

-6.90  

22 Recuperator hot blast stove 1.70                                                                 -1.82 -9.86 3.34                                                                                                                                                                
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No. 
Energy-efficiency improvement 

scenarios 

Fast penetration scenario (2010-

2030)  

Slow penetration scenario (2010-2050)  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental 

NPV & GHG 

abatement cost  

Cumulative 

energy saving& 

GHG mitigation 

compared to 

reference 

scenario 

Incremental NPV & 

GHG abatement cost  

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ 

tonne of 
CO2eq. 

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ tonne of 

CO2eq 

0.18  0.36  -2.27  -6.26  

23 Sinter plant heat recovery 9.75 

                                                                

1.06  -3.81 -3.6 19.11 

                                                              

2.07  

                                                               

-4.59  

                                  

-2.21  

24 

Transformer efficiency — UHP 

transformers 1.44 

                                                                

0.04  -2.77 -74.19 3.74 

                                                              

0.05  

                                                               

-4.70  

                                

-99.92  

25 Use of waste fuels in sinter plant 2.90 

                                                                

0.31  -1.66 -5.29 5.68 

                                                              

0.62  

                                                               

-1.94  

                                  

-3.15  

26 Waste heat recovery (cooling water) 3.02 

                                                                

0.17  -2.72 -16.06 6.84 

                                                              

0.38  

                                                               

-4.45  

                                

-11.64  
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The results of the analysis were used to develop GHG abatement cost curves (GACC) (shown in 

Figure  4-10 and Figure  4-11). The figures show both the effectiveness of each energy efficiency 

option in mitigating GHG emissions and their economic performance. The horizontal axis shows 

the cumulative emissions reduction achievable by implementing each option and the vertical axis 

represents the associated cost to reduce one unit of the emissions (i.e., CAD/tonne CO2 eq). In 

terms of mitigation costs, the options with overall negative cost are below the horizontal axis. 

For these options, the achievable revenues over the time period of the study exceeds the costs 

associated with implementing the option. The options with the lowest mitigation cost are on the 

left side of the figure and the more expensive options are on the right side. The options for which 

the GHG abatement costs are positive (the costs exceed the revenue over the time period of the 

study) are shown by the bars above the horizontal axis.
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Figure 4-10: Fast penetration scenario GHG emission cost curve (2030 time horizon)
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As shown in Figure  4-10, the cumulative GHG mitigation potential that is achievable over the 

time horizon of 2030 is slightly more than 17 million tonne CO2 eq. More than 92% of the 

emissions reduction is achievable with negative cost. The injection of natural gas in the blast 

furnace provides the biggest mitigation potential with a cumulative emissions reduction potential 

of more than 4.95 million tonnes (equal to more than 30% of the overall achievable emissions 

reduction potential). For this option, the GHG abatement cost is calculated to be almost -15 

CAD/tonne CO2 eq, which highlights the economic attractiveness of the fuel switching option. 

Although there are several options with an abatement cost of less than -25 CAD/tonne CO2 eq, 

the implementation of only few of them would result in considerable GHG savings. Among the 

10 cheapest GHG mitigation options, only process control in hot strip mills and controlling the 

oxygen level of combustion air fans would result in cumulative emissions reduction of more than 

1 million tonne CO2 eq. The cumulative emissions reduction of the rest of the options (those 

among the 10 least expensive) is less than 0.5 tonne CO2 eq. The GHG abatement costs of more 

than 66% of the overall achievable emissions are between -15 and -8 CAD/tonne CO2 eq. Process 

control in different units and fuel switching are among the most promising options in this group. 

Heat recovery from the sinter plant and the adoption of continuous casting are almost cost 

neutral. Among all the options, only the insulation of reheating furnaces, coke dry quenching, 

and coal moisture control impose costs to the system. The options cumulatively account for less 

than 10% of the total emissions reduction potential.



 

 

 

 Figure 4-11: Fast penetration scenario GHG emission cost curve (2050 time horizon)



 

 

In the slow penetration scenario, the cumulative emissions reduction potential is calculated to be 

more than 35 million tonnes of CO2 eq, more than 94% of which is achievable with a negative 

GHG abatement cost. The higher percentage of achievable emissions reduction with negative 

cost in the slow penetration scenario (compared to the fast penetration scenario) is mainly due to 

the increasing trend of the fuel prices in future years.  

4.6.1. Sensitivity analysis 

In order to assess the sensitivity of the results to input variables, we analyzed the impacts of fuel 

price and discount rate on the GHG abatement cost of different energy efficiency measures in the 

fast penetration scenario (i.e., 2030 time horizon).  While the observations from sensitivity 

analysis are presented here; detailed results are presented in Appendix III-III.  

In the analysis, we used nominal discount rate of 5% (Section  4.5.1). In order to assess the 

sensitivity of the results to this assumption, we also considered discount rates of 4% and 6% (i.e., 

±20% of the initial assumption). The results show that impacts of ±20% change in the discount 

rate will result in changes in the GHG abatement cost in the range of ±15%. We found that 

changes in the discount rate will not impact the relative economic performance of different 

energy efficiency measures (i.e., the relative position of different GHG mitigation measures in 

the cost curve). In addition, we observed that regardless of the considered discount rate, more 

than 90% of the emissions reduction is achievable with negative GHG abatement cost. 

In order to assess the sensitivity of the results to the price of fuel, we used different projections 

by the National Energy Board [282]. More specifically, while the reference fuel price projections 

was used for scenario analysis, in the sensitivity analysis we also applied the low and high fuel 

price scenarios as shown in Table  4-9.



 

 

 

 

Table 4-9: End-use industrial fuel price (CAD/GJ)[282] 

Fuel price scenario Fuel price 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Low fuel price 

Natural gas 4.38 3.90 2.63 3.91 3.56 3.56 3.56 3.58 3.61 3.63 3.64 3.70 3.83 3.96 4.06 4.16 4.27 4.36 4.45 4.54 4.61 

Coke 1.50 1.52 1.55 1.57 1.59 1.62 1.62 1.65 1.67 1.70 1.72 1.75 1.78 1.80 1.83 1.86 1.88 1.91 1.94 1.97 2.00 

Electricity 17.60 19.78 21.25 22.32 22.27 21.97 21.80 21.85 21.88 21.68 21.64 21.61 21.57 21.66 21.72 21.73 21.99 22.37 22.86 22.91 23.21 

Reference fuel price 

Natural gas 4.38 3.90 2.63 4.00 4.10 4.19 4.29 4.47 4.63 4.80 4.97 5.13 5.24 5.35 5.44 5.54 5.63 5.72 5.80 5.88 5.95 

Coke 1.50 1.52 1.55 1.57 1.59 1.62 1.64 1.66 1.69 1.72 1.74 1.77 1.79 1.82 1.85 1.88 1.90 1.93 1.96 1.99 2.02 

Electricity 17.60 19.78 21.24 22.34 22.37 22.12 22.04 22.17 22.27 22.11 22.16 22.69 22.87 23.43 23.55 23.60 24.34 24.51 24.71 24.83 25.62 

High fuel price 

Natural gas 4.38 3.90 2.63 4.10 4.85 5.70 5.79 5.96 6.11 6.26 6.42 6.58 6.69 6.78 6.87 6.96 7.05 7.14 7.22 7.30 7.37 

Coke 1.50 1.52 1.55 1.57 1.59 1.62 1.66 1.68 1.71 1.73 1.76 1.78 1.81 1.84 1.87 1.89 1.92 1.95 1.98 2.01 2.04 

Electricity 7.60 19.78 21.24 22.35 22.39 22.38 22.49 22.73 22.94 22.82 23.73 24.77 25.03 25.31 26.18 26.42 26.49 26.81 27.13 28.16 29.11 



 

 

The impacts of fuel price on the economic performance of mitigation options vary among 

different measures. More specifically, changes in the GHG abatement cost were minimal (i.e., 

less than 1%) for use of waste fuels in sinter plant, efficient ladle preheating, sinter plant heat 

recovery, improved process control-sintering. For measures such as waste heat recovery (cooling 

water), improved insulation of reheating furnace, hot charging, coke dry quenching, the impact 

of fuel price on the GHG abatement cost is considerable. For the first category of technologies 

(with minimal impact of fuel price on the GHG abatement cost), the main energy saving is in 

form of reduction in coke consumption. As shown in Table  4-9, the difference in the price of 

coke is minimal among different fuel price scenarios and that results in a negligible fluctuation in 

the GHG abatement cost when considering different fuel price scenarios.  For the second group 

of technologies, the share of fuel price in total cost of the technology (i.e., capital cost, O&M 

cost and fuel cost) is relatively high and therefore the changes in the fuel price have resulted in 

considerable changes in the GHG abatement cost. Overall, we found that changes in the fuel 

price will neither impact the relative positioning of different measures in the GHG abatement 

cost curve nor they will change the amount of GHG emissions which is achievable with negative 

cost. 

4.7. Conclusion 

In Canadian industries, the iron and steel sector accounts for 6% and more than 8% of overall 

energy consumption and GHG emissions, respectively. The continuation of historical trends is 

expected to result in an increase of 25% in the industrial sector’s overall GHG emissions by 

2030. This makes the iron and steel sector accountable for 12% of industrial GHG emissions. 

Considering the ambitious government targets for GHG mitigation, emissions reduction from 

industry is critical. In order to assess the GHG emissions reduction potential in the industrial 
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sector, scenario analysis was applied to assess long-term energy efficiency improvement and 

GHG mitigation potential. An analysis of the results of the BAU scenario suggests that structural 

change in industry (i.e., increasing shares of EAFs rather than the integrated route) will lead to 

more than 11% improvement in the energy of the iron and steel industry.  

26 mitigation scenarios were developed over the time horizons of 2030 and 2050. In order to 

assess the economic performance of each, the cost of saved energy and GHG abatement cost 

were calculated. The results suggest that if energy efficiency options are implemented, more than 

17 and 35 million tonnes of CO2 eq emissions reduction are achievable in the fast and slow 

penetration scenarios, respectively. This translates to approximately 5% reduction in annual 

emissions compared to the baseline scenario. In both scenarios, more than 90% of the achievable 

emissions reduction is achievable with negative costs.  

Overall, the results of the analysis suggest that the biggest factor affecting GHG emissions in the 

sector are structural change (i.e., the EAF versus the currently dominant EAF route). In addition, 

the implementation of energy efficiency options results in an average 5% reduction in GHG 

emissions from the industry. The negative cost of emissions reduction is expected to improve the 

economic competitiveness of the Canadian iron and steel industry.  
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 : Assessment of the impacts of process-level energy Chapter 5

efficiency improvement on greenhouse gas mitigation potential in 

the petroleum refining sector
13

 

5.1. Introduction 

The industrial sector is responsible for more than 30% of global greenhouse gas (GHG) 

emissions [326, 327]. Within the sector, the oil and gas industry accounts for 39% and 37% of 

the energy consumption and GHG emissions, respectively [328]. In petroleum refining industry, 

fossil fuels are used as both feedstock and a source of process energy. In addition to its 

environmental footprint, energy makes up almost 50% of the operating cost in petroleum refining 

industry [329]. Therefore, energy efficiency improvement in the refining sector offers not only 

potential for GHG mitigation but also significant potential for cost savings [330, 331]. This 

becomes more important when considering the economic impacts of environmental regulations 

and GHG mitigation targets on the profitability of petroleum refining industry [332].   

A detailed literature review found that there is limited research which focuses on integrated 

analysis of process-level energy efficiency improvement and its impact on systems-level GHG 

mitigation potential. In other words, despite the crucial importance of fact-based climate change 

policy making, the existing literature either solely focusses on efficiency improvement in a 

specific process (without much focus on its impact at the systems level) or conducts high-level 

system analysis (without comprehensively assessing the technical feasibility of the energy 

efficiency options). This is a key gap. 

                                                 
13

 A version of this chapter is submitted  Journal of Cleaner Production as Talaei A, Oni A, Ahiduzzaman Md, 

Roychaudhuri  P, Rutherford J, Kumar A. “Assessment of the impacts of process-level energy efficiency 

improvement on greenhouse gas mitigation potential in the petroleum refining sector”, 2019 (submitted) 
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Most studies assess the technological and economic performances of a single measure. For 

example, Tahouni et al. assessed the impact of flare gas recovery networks on energy in a 

petroleum refining plant [20]. Other studies assessed the technological performance of measures 

such as the effectiveness of the fuel gas network on reducing the flaring [21], the feasibility of 

thermal coupling between the crude distillation unit and the delayed coking unit [22], and the 

impacts of the integrated heat exchanger network on the energy consumption in the crude 

distillation unit (CDU) [333]. In addition to energy saving potential, the economic performance 

of energy efficiency measures was analyzed in several studies. For instance, studies assess waste 

heat recovery potential and the economic implications in different petroleum refining sub-units 

[29], the application of the recovered waste heat for thermal desalination and electricity 

generation [30], and the effect and economic effectiveness of visbreakers on NO2 [31]. In a study 

by Liu et al., a new absorption-stabilization process in gasoline and liquid petroleum gas (LPG) 

production was proposed and it was found that the new two-stage condensation section has the 

potential to reduce cold and hot utility demand (by 18% and 26%, respectively) with a payback 

period of 17 months [334].  

Few studies apply systems-level approaches to analyze energy efficiency in the petroleum 

refining sector. Studies in this category either focus on analyzing the energy efficiency potential 

in a refining complex or in the refining sector as a whole. For example, in the study by Holmgren 

and Sternhufvud, the short-term potential for energy efficiency improvement and CO2 mitigation 

were analyzed in several Swedish refineries [335].  When considering the sectoral analysis, 

earlier studies conducted under the Environmental Protection Agency and International Energy 

Agency GHG Programs provide a comprehensive list of energy efficiency measures and their 

technology readiness level (TRL) [336]. Despite the inclusiveness of the above-mentioned 



130 

 

studies in terms of technology operation, data on potential efficiency improvement and the 

technology cost are missing for most of the technologies assessed. Worrel and Galitsky identified 

energy efficiency opportunities in the US petroleum refining sector. They presented a 

comprehensive list of energy efficiency measures based on findings from the literature and real-

world projects and analyzed the economic performance (i.e., payback period) for some of the 

opportunities. They suggested further analysis on the applicability and economic performance of 

the measures [337].  

Overall, a review of the literature suggests that there is an obvious gap in systems-level analysis 

of long-term GHG mitigation potential from the refining sector. In addition, while there are 

several technical and engineering analyses of energy efficiency in the refining sector, we found 

that there is minimal data on the economic performance of these technologies. These limitations 

impose uncertainties not only in the cost of emission reduction but also in the adoption rate of 

efficiency technologies, which is highly affected by the economic attractiveness of the energy 

efficiency technologies.  

A system-level quantitative assessment of energy efficiency improvement and GHG mitigation 

potential from the sector are crucial for both climate mitigation policy making and industrial 

investment. More specifically, an overall estimate of the achievable GHG emissions reduction 

from the sector provides the ground for policy makers to assign sectoral GHG emissions budgets 

while developing long-term national and regional emissions reduction strategies. Moreover, 

considering the increasing number of environmental regulations and in order for industries to 

remain competitive in a carbon-constrained world, it is important for industrial stakeholders to 

understand the available GHG mitigation options, their role in helping industry respond to the 



131 

 

requirements of environmental standards, and the cost/benefits associated with implementing the 

energy efficiency and GHG mitigation options it.  

The main objective of the current study is address research gaps by developing a framework that 

integrates process modelling, long-term integrated resource planning, and techno-economic 

analysis to assess the long-term energy efficiency improvement and GHG mitigation potential in 

the refining sector and the long-term economic performance of the identified energy efficiency 

measures. The specific objectives are to: 

 Identify the major energy-consuming sub-sectors in the refining industry; 

 Determine process improvement options, their costs, and energy saving potential through 

process modeling; 

 Assess the long-term GHG emissions mitigation potential and abetement cost for each 

process improvement option; and 

 Analyze the applicability of the framework for long-term climate change policy making. 

The contribution of the current research is two-fold. First, a comprehensive data-intensive 

framework that includes process simulation, energy planning, and economic models is 

developed. Different types of refining processes (conventional and non-conventional oil refining 

processes) are modeled, making the model flexible and the study the GHG mitigation potential in 

other juristications possible. Second, to the best of the authors’ knowledge, the reseach in this 

Chapter is the first study that analyzes the long-term GHG mitigation potential in the Canadian 

petroleum refining sector. 

The Chapter is structured as follows: Section  5.2 describes the method used to develop the 

framework and Section  5.3 gives the details of the application of this framework in a case study 
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of the refining sector in Alberta. The results of the case study are presented in Section  5.4, and 

applicability of the resutlts for long-term policy making is presented in Section  5.5. Section 

Error! Reference source not found. is the conclusion.  

5.2. Framework development 

A comprehensive and data-intensive model was developed in Long range Energy Alternative 

Planning (LEAP) model to assess the status and performance of the petroleum refining industry. 

In addition, a simulation model was developed in Aspen HYSYS to simulate processes and 

analyze the technical and economic performance of various energy efficiency options in the 

major energy-consuming processes. The simulation results were integrated with the LEAP model 

to develop long-term GHG mitigation scenarios. In addition, models were developed to analyze 

the long-term economic performance of different energy efficiency measures and develop carbon 

abatement cost curve.   

5.2.1. Modelling tools 

5.2.1.1. LEAP model 

The LEAP model is a long-term scenario analysis and energy planning framework [302]. The 

model uses a bottom-up approach in which technology-level energy consumption is aggregated 

to analyze overall energy demand in the system. The scenarios developed in the LEAP model are 

used to assess and forecast the growth of sectoral energy demand, energy transformation, and the 

distribution sectors and ultimately the demand for different types of primary energy [32, 35]. In 

addition, the LEAP model has a built-in Technological and Environmental Database (TED), 

where detailed environmental impacts of different processes and fuel combustion are available 

[79]. Like the other modules in LEAP, the TED can be modified based on the specific 
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characteristics of a process. For instance, the emission factors for energy consumption could be 

changed depending on the specific process characteristics or the specifications of the consumed 

fuel. Further details on LEAP model are given in section  5.3.1. 

5.2.1.2. Aspen HYSYS model 

Simulation models such as Aspen HYSYS are used as a substitute for real processes [338, 339]. 

As it may be too expensive to experiment on pilot plants or real processes, process engineers 

study the process using process simulation models. Aspen HYSYS is a process modelling tool 

that can replicate real life refining processes. Its capabilities cover a wide range of petroleum 

refining processes. Aspen HYSYS has been widely used to refine process analysis, identify 

alternatives that improve systems and reduce costs [340, 341], and investigate the impact of 

increasing throughput [342]. 

5.2.1.3. Integrated modeling framework 

An integrated framework was developed to unify Aspen HYSYS and LEAP models as shown in 

Figure  5-1. The initial sets of input data (both process- and system-level) were acquired through 

comprehensive literature review and consultation with industrial stakeholders. Wherever data 

was not available, it was developed based on fundamental engineering principles. These data 

were used to populate the LEAP model and the Aspen HYSYS model. The two models were 

then set to interact dynamically. More specifically, in each step of simulation, the outputs from 

one model were used as inputs or validation indices for the other model. The techno-economic 

performance of different energy saving measures (the results of the process simulation model) is 

used to develop GHG mitigation scenarios in the LEAP model.  The technologies’ long-term 

performance at the system level together with the macroeconomic data such as fuel price, 

inflation, and discount rates are then used in the techno-economic model to assess the long-term 
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economic performance of different scenarios. The step-wise modeling procedure is shown in 

Figure  5-1 and described in sections  5.2.2 to  5.2.4. 

 

Figure 5-1: Method for GHG mitigation cost curve development  

 

5.2.2. System analysis 

System analysis in this study involves investigating the production process, identifying the major 

energy-consuming sub-processes, and developing an energy demand tree. To develop an energy 

demand tree for the petroleum refining industry, the energy intensity (i.e., energy consumed per 

unit of input feedstock) of the major energy-consuming processes needs to be analyzed. The 

process-level energy intensities are used to develop the base year database in the LEAP model. 

In the model, the plant’s operational capacity and the capacity factor of each sub-process 

together with process-level energy intensity and emission factors are used to calculate the 

industry-level energy consumption and GHG emissions. These data are verified against the 

industrial-level aggregated data available through governmental datasets.  
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5.2.3. Scenario analysis 

The first step in scenario analysis is to define the base year. The year 2010 is considered the base 

year in order to ensure the availability and consistency of various data used in the analysis. More 

updated data were used where available. In order to assess future energy saving and GHG 

mitigation potential, a baseline scenario (also referred to as the reference or business-as-usual 

[BAU] scenario) and several GHG mitigation scenarios were developed.  

In order to assess the impacts of gradual and holistic energy efficiency improvements on the 

sectoral GHG mitigation potential, two time horizons (the first from 2010 to 2030 and the second 

from 2010 to 2050) were used to develop the fast and slow penetration scenarios for each energy 

efficiency option. It is assumed that the full penetration of the energy saving measures would be 

realized by the end of each time horizon. That is, for the fast and slow penetration scenarios (i.e., 

2030 and 2050 time horizons, respectively), it is considered that the full potential for energy-

efficient technology diffusion would be realized by the end of 2030 and 2050, respectively.  

5.2.4. Economic analysis 

The cost of saved energy (CSE) and the GHG mitigation cost were calculated and used as 

indicators to analyze economic performance in different energy efficiency options. The CSE is 

defined in detail later in this section. The CSE and the GHG mitigation cost were calculated 

through development of techno-economic models and in the LEAP model, respectively. In 

addition to macroeconomic factors such as discount rate, inflation rate, fuel price, and carbon 

price, several technology-level characteristics (e.g., capital cost and O&M cost) of different 

energy efficiency options were considered.  
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5.2.4.1. Cost of saved energy 

The cost of saved energy (CSE) is defined as the cost associated with mitigating one unit of 

energy consumption (i.e., CAD/GJ) and is used as an exogenous parameter in the LEAP model. 

The CSE is an index for assessing the economic feasibility of an energy efficiency investment 

and is defined as shown in Equation  5-1 [79].   

𝐶𝑆𝐸 =
∑(𝐶𝐸𝐸−𝐶𝐵𝑎𝑠𝑒)+∑(𝑂&𝑀𝐸𝐸−𝑂&𝑀𝐵𝑎𝑠𝑒)+∑(𝐹𝐸𝐸−𝐹𝐵𝑎𝑠𝑒)

∑ 𝐸𝐶𝐵𝑎𝑠𝑒−𝐸𝐶𝐸𝐸
   

Equation 5-1 

In Equation  5-1, annualized capital cost (C), operation and maintenance cost (O&M), and fuel 

cost (F) are considered for both the existing technology (base) and the energy-efficient 

technology (EE). National Energy Board projections, a federal agency in Canada, were used for 

the reference scenario fuel price for the years 2015-2035 [282]; these data were extrapolated to 

forecast fuel price after 2035.  

All the costs were annualized, and the difference in the total costs for energy-efficient and base 

technologies was used as the numerator in the equation. The denominator is the difference 

between the energy consumption of the energy-efficient and the base technologies. A nominal 

discount rate of 5% and an inflation rate of 2% were used to account for the time value of the 

investment and expenses. In addition, the lifetime of each technology was considered [282].  

5.2.4.2. GHG abatement cost 

The GHG abatement cost is defined as the incremental cost associated with reducing one tonne 

of greenhouse gas emissions (i.e., equivalent CO2 emissions) with respect to the baseline. The 

net present value (NPV) is used as the economic indicator for calculating the incremental GHG 

mitigation cost (CAD/tonne of CO2). The NPV is an economic index that presents the value of 
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the investment using the future cash flow (revenues minus expenses) and the discount rate and is 

calculated as shown in Equation  5-2: 

𝑁𝑃𝑉 = ∑
𝐶𝐹𝑖

(1 + 𝑟)𝑖

𝑛

𝑖=0

 
Equation 5-2 

 

In Equation  5-2, “i” is the year, “n” is the time period of the study, “CFi” is the net cash flow in 

year “i” compared to the baseline, and “r” is the discount rate. The NPV of different options is 

directly calculated through the LEAP model. The GHG mitigation cost is calculated using the 

cumulative GHG emissions reduction and NPV of each option. 

5.2.4.3. The development of GHG abatement cost curves 

Incremental GHG abatement cost curves were developed to assess the costs and benefits of 

various mitigation scenarios. Cost curves show the estimated incremental abatement costs to 

avoid a tonne of GHGs (CAD/tonne of CO2 mitigated).  

5.3. Framework application: Case study for Alberta 

To demonstrate the effectivenss of the proposed framework, a case study was conducted for 

Alberta, a western province in Canada. With a crude distillation capacity of 1.98 million barrels 

per day (0.31 million cubic meter per day), Canada hosted more than 2% of the global petroleum 

refining capacity in 2015 [343]. In Canada, the 10
th

 biggest oil refining country in the world 

[344], the petroleum refining industry made up 9.5% of the country’s GHG emissions in 2014 

[345]. Almost 25% of Canada’s refining capacity is located in Alberta, which makes the 

province home to the largest refining capacity in the country [346].  

Considering the anticipated increasing trend in GHG emissions from the petroleum refining 

sector [65] (i.e., as a result of capacity expansion plans [347]) and Alberta’s ambitious targets for 
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emissions reduction and energy efficiency improvement [208], it is crucial to understand the 

energy efficiency improvement and GHG emissions mitigation potential in the petroleum 

refining sector. 

5.3.1. Alberta LEAP model 

We developed a detailed LEAP model for the Canada [61]. In order to assess the interactions 

between different energy system subsectors, a data-intensive model, covering all stages of the 

energy system (i.e., resources, transformation [301], and demand side including residential [62], 

commercial [63], cement [79], and chemical industries [80] etc.), was also developed 

(Figure  5-2) [301]. The model (including both supply and demand sectors) was used to insure 

that the interactions between various modules in the energy system are accounted for [61]. The 

following sections focus on the petroleum refining industry in the demand side only.  

 

Figure 5-2: Structure of energy system in the LEAP model 

5.3.2. Energy consumption in the refining process 

The starting point in the analysis is to identify the major energy-consuming processes in the 

petroleum refining sector. The typical refining operations are classified into three categories: 

separation, conversion, and treatment [348]. Each of these operations includes several sub-



139 

 

processes with specific pressure and temperature as working conditions. In general, the sub-

processes of the main section in a refinery are: 

 Separation: desalting and distillation (vacuum and atmospheric distillation). 

 Conversion: cracking, alkylation and reforming 

 Treatment: hydro-treating and blending 

5.3.2.1. Energy consumption demand tree 

The operating loads of different unit processes combined with their energy intensity are 

determining factors in the total energy consumption of each unit process. In terms of energy 

consumption, petroleum refining uses energy in the form of fuel, steam, and electricity. Energy is 

consumed to heat crude units and feed streams or to produce steam for powering mechanical 

devices [349]. Because petroleum refining is a multi-product industry, it is difficult to allocate 

the energy consumption and GHG emissions to specific refinery products [350]. That said, 

furnaces, boilers, and utilities are known to be the main energy consumers in a typical petroleum 

refinery [351] . 

Specific energy consumption (SEC) in refineries is affected by different factors such as crude 

quality, refinery complexity, product type, and the shares of final products [352, 353]. Generally, 

heavier feedstocks need more energy per unit of refined product [354]. In Alberta, specific 

energy consumption in oil sands refineries is reported to be almost 17% higher than in refineries 

using conventional oil as feedstock. The breakdown of energy consumption in different refining 

subsectors of conventional and oil sands refineries is shown in   
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Table  5-1.  
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Table 5-1: Energy intensities in different refinery sub-processes
14,15

 

PROCESS 

CONVENTIONAL 

REFINERY 

OIL SANDS REFINERY 

FUEL TYPE 
Steam  Fuel  Electricity  Steam  Fuel  Electricity  

GJ/m
3
 MMBtu/m

3
 kWh/m

3
 GJ/m

3
 MMBtu/m

3
 kWh/m

3
 

Desalting
16

 0.00 0.00 0.31 - - - Electricity, steam, 

still gas
17

 

Crude 

distillation 

0.27 0.46 4.28 0.27 0.33 3.96 Electricity, steam, 

still gas 

Vacuum 

distillation 

0.33 0.33 2.20 -0.20 0.33 3.33 Electricity, steam, 

still gas 

Alkylation 2.19 0.00 45.29 4.11 0.00 8.55 Electricity, steam 

Coking -0.07 0.80 39.00 0.13 0.86 32.96 Electricity, steam, 

fuel oil, still gas, 

coke Fluid catalytic 

cracking 

0.00 0.40 23.40 -0.93 0.33 2.45 Electricity, steam, 

fuel oil, still gas 

Hydrocracking 0.46 0.93 70.45 0.60 0.53 64.03 Electricity, steam, 

still gas 

Catalytic 

reforming 

0.60 1.19 18.43 -0.66 1.59 4.15 Electricity, steam, 

natural gas 

Isomerization 1.33 0.00 12.27 4.65 0.00 5.72 Electricity, steam 

Hydro-treating 0.46 0.46 26.42 0.20 0.53 12.89 Electricity, steam, 

still gas 

 

In addition to energy intensity, the operating load of a specific sub-unit in the petroleum refinery 

is a determining factor in energy consumption in different unit processes.  

Table  5-2 shows the typical operating load of each unit process as a percentage of the refinery 

load (i.e., total crude oil entering the process unit/operating load of the crude distillation unit). 

                                                 
14

 The negative figures indicate that the process is a net energy producer. 
15

 Due to the non-disclosure agreement between the Industrial Research Chair Program and the industrial 

stakeholders, the sources for industrial data are not cited here. 
16

 Generally, oil sands refineries do not have a desalting unit as desalting is usually done during the upgrading 

process.  
17

 Synonymous with refinery gas or fuel gas  
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Table 5-2: Typical distribution of the different refining processes [348] 

Unit process Distribution (share of 

CDU capacity (%)) 

Oil sands 

refinery 

Conventional 

refinery 

Crude distillation 100.0 100.0 

Vacuum distillation 33.9 41.6 

Thermal processes (delayed coking, thermal cracking, visbreaking) 11.3 14.6 

Fluid catalytic cracking 25.2 32.5 

Catalytic reforming 6.3   19.3 

Hydrocracking 14.2 10.0 

Hydrotreating 94.2 87.9 

C4 alkylation 7.9 6.6 

Isomerization 4.5 3.7 

 

The energy intensity of different processes was combined with the type of energy carrier used in 

each process to develop the energy consumption demand tree. It needs to be noted that this 

analysis does not include oil sands upgrading and mining processes; it focuses solely on the 

refining process. The petroleum refinery energy demand tree is developed as shown in 

Figure  5-3 and is used to analyze energy consumption in different process units.   
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Figure 5-3: Petroleum refinery energy consumption demand tree 

5.3.2.2. Model verification 

The demand tree was used to populate the LEAP model database. The database was then 

validated with publicly available data and the developed process simulation models. That is, the 

production capacity of each refinery in Alberta and the specific energy consumption data at the 

technology- and process-level used to populate the LEAP model database were aggregated to 

calculate the energy consumption of Alberta’s petroleum refining industry. The data were then 

compared to the cumulative industry-level actual energy consumption data from Natural 

Resources Canada (NRCan) for the years 2000-2013 [355]. 

For model verification, it is important to distinguish between petroleum refining capacity and the 

actual run-to-stills. In other words, petroleum refinery use rates fluctuate depending on the 

availability of the refining unit and the demand for products. Also, for safety reasons, the actual 

capacity of a refinery is usually larger than the nominal capacity, and therefore the refinery could 

operate above its nominal capacity. As shown in Figure  5-4, despite historical under-utilization 

of the refineries in Alberta, in recent years refinery use rate has hovered around full capacity. 

The refinery use rate in Alberta, moreover, is higher than the national average. While the 
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national average has fluctuated between 78% and 95% since 2000, in Alberta the rate has been 

almost constant and slightly less than 100% [356]. 

 

Figure 5-4: Production capacity vs run-to-stills production in Alberta 

The historical energy intensity of refining sub-processes together with the run-to-stills capacity 

of each refinery were used to calculate Alberta’s refining sector energy consumption and GHG 

emissions. The results are shown in Figure  5-5 and Figure  5-6.  

 

Figure 5-5: Overall energy consumption in Alberta's refining sector 
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As shown in Figure  5-5, the results of the LEAP model developed for total energy consumption 

are consistent with the data reported in Natural Resources Canada’s Comprehensive Energy Use 

Database [234]. The model effectively captured the energy consumption peaks in 2002 and 2004 

as well as the sudden decline in energy consumption in 2008 and 2009.  

Except for 3 years (2002, 2004, and 2009), the results of the LEAP model are within 10% of 

actual energy consumption data. Although the actual production of the refineries and the energy 

intensities of different sub-processes are the main factors affecting the energy consumption in a 

refinery (i.e., process-specific energy consumption), energy is used in other subsectors where it 

is not directly proportional to the use rate. For example, a certain amount of lighting and cooling 

and heating water, etc., is needed for a refinery complex to run regardless of its operation 

conditions; the use of this type of energy is considered to be beyond the scope of the current 

work. 

For natural gas and different oil products, the International Panel on Climate Change’s (Tier 1) 

default emission factors available in the Technology Emission Database of LEAP were used 

[357]. For still gas, petroleum coke, and fuel oil, emissions data were taken from the US 

Environmental Protection Agency (EPA) [358]. The GHG emissions from the sector were 

calculated, and the results are presented in Figure  5-6. 
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Figure 5-6:GHGemissionsfromAlberta’srefiningsector 

5.3.3. Scenario analysis 

5.3.3.1. Baseline scenario 

The baseline scenario was developed both as the base for comparison and to represent the most 

probable pathway for petroleum refining sector development in Alberta. To develop both 

baseline and mitigation scenarios, it is essential to predict future development in the sector. The 

continuation of historical capacity expansion together with confirmed governmental plans for 

new refineries were considered to forecast future sectoral capacity. No refineries have been built 

in Alberta since the 1970s [359]. However, since the 1950s, refining capacity has increased 

steadily, and it stabilized after 2000 [359] (Figure  5-7). The simultaneous increase in refining 

capacity and decline in the number of refineries over time highlights the fact that the complexity 

of the refining sector in Alberta is increasing. In other words, rather than building new refineries, 

industry has focused on increasing the capacity of existing plants (by adding complex process 

units) where the demand for final refining products could be met more economically.   
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Figure 5-7: Petroleum refining capacity in Alberta [359] 

The Sturgeon Refinery’s capacity expansion plans were considered in developing the baseline 

scenario. The first phase of the Sturgeon Refinery plant became operational in 2017 and full 

capacity of 7,949
18

 m
3
/day is expected by 2022 [360-363]. Figure  5-8 shows the long-term 

capacity projection that is used for scenario analysis.  

 

Figure 5-8: Long-term capacity of the refining sector in Alberta 

                                                 
18

 The following conversing factor can be used to convert cubic meters to barrels of oil: 1m
3
=6.29 bbl 
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 In terms of technology performance, it is considered that in the baseline scenario there would 

not be any major changes in the energy intensity of the processes. In other words, the baseline 

scenario is the case where no major actions take place for energy efficiency improvement. 

5.3.3.2. Alternative scenarios 

As discussed in section  5.2.3, the purpose of developing alternative scenarios is to assess the 

energy savings and GHG mitigation potential achievable by implementing various energy 

efficiency options in the system. We developed the alternative scenarios in two stages: first, we 

identified the energy measures and assessed their technical and economic performance through 

development of process simulation models in the Aspen HYSYS and second, we integrated the 

results in the LEAP model to forecast their long-term impact on sectoral GHG emissions.  

The comprehensive literature review shows that there is energy efficiency improvement potential 

in almost all subsectors of the refining process. Following the review, we developed a refinery 

process model in Aspen HYSYS version 8.8 to simulate the existing processes for each process 

and analyze the impacts of implementing the efficiency option on energy consumption in the unit 

of interest (assumptions and process flow diagrams for different units are provided in Appendix 

VI-I). The capital cost associated with implementing each option was extracted from the process 

model and then modified in order to represent the situation in Alberta. For consistency, all the 

cost data were converted to the Canadian dollar (CAD) (using the exchange rate and inflation 

rate) for the year 2010, the base year of the current study.  

The eleven energy efficiency options selected in this study were classified into four categories:  

 Heat integration  

 Preheating the combustion air 
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 Application of new technologies (i.e., heat pumps) 

 Energy-efficient equipment (i.e., pumps).  

 

These energy efficiency options are practical approaches used by various chemical and petro-

chemical industries to reduce the energy consumption of process plants.   

To analyze each option, the following assumptions were made:  

(1) The system is in a steady state flow condition 

(2) Kinetic and potential energy are negligible 

(3) The temperature (To) and pressure (Po) at the reference state (ambient) is 

To = 25 °C = 298.15 K and Po = 101 kPa, respectively. 

(4) The efficiency of all the refinery furnaces considered is 70%. 

 

Descriptions of the eleven options are given in Table  5-3.
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Table 5-3: Energy efficiency measures 

No. Process unit Option name Type of EE 

option 

Energy efficiency option 

1 CDU CDU-HI&WHR Heat integration 
and waste heat 

recovery 

Pinch analysis, an approach to saving energy by integrating process stream heat, is applied to reduce the 
fuel used in the furnace. Additional heat exchangers are added to increase the temperature of the feed 

stream to the furnace19.  

2 CDU CDU-AP&PO Air preheating 

and process 
optimization 

The furnace duty is optimized by preheating the combustion air. We have assumed that the combustion air 

is preheated from 30o to 425oC using the furnace flue gas. 
 

3 VDU VDU-AP&PO Air preheating 

and process 
optimization 

The furnace duty is optimized by preheating the combustion air. We assumed that the combustion air is 

preheated from 30o to 425oC using the furnace flue gas. 
 

4 Hydro-

treating units 

HTU--AP&PO Air preheating 

and process 

optimization 

The combustion air to the furnace is preheated by the furnace flue gas (exhaust gas). When the combustion 

air temperature increases, the furnace duty also increases. The increase in furnace duty reduces the fuel 

required to maintain the existing furnace duty. We assumed that the combustion air is preheated from 30o 
to 425oC. 

5 Catalytic 

reforming 
unit 

CRU-AP&PO Heat integration Heat recovery systems are used to preheat the feed/steam.   

6 DCU DCU-AP Air preheating  The combustion air to the furnace is preheated by the furnace flue gas (exhaust gas). When the combustion 

air temperature increases, the furnace duty increases as well. This increase in furnace duty reduces the fuel 

required to maintain the existing furnace duty. We assumed that the combustion air is preheated from 30o 
to 425oC. 

7 FCC FCC-HI  

Heat integration  

Pinch analysis, an approach to saving energy by integrating process stream heat, is applied to reduce the 

fuel used in the furnace. Additional heat exchangers are added to increase the temperature of the feed 
stream to the furnace.  

8 Hydro 

cracking 

HC-AP Air preheating  When the feed stream temperature increases, fuel consumption in the furnace falls. It is assumed that the 

combustion air is preheated from 30o to 425oC. 

9 Alkylation 
unit 

AU-HPAD Heat pump-
assisted 

distillation 

The conventional steam reboiler unit of the distillation system is replaced by a compressor, which leads to 
the need for additional heat exchangers. (Note: steam is not required to reboil the bottom product; rather, 

the top product (distillate) is compressed with a compressor to generate heat to reboil the bottom product; 

electrical energy is used in this case). 

10 Isomerization 

unit 

IU-HPAD Heat pump-

assisted 

distillation 

The conventional steam reboiler unit of the distillation system is replaced by a compressor, which leads to 

the need for additional heat exchangers. (Note: steam will not be required to reboil the bottom product; 

rather, the top product (distillate) will be compressed with a compressor to generate heat to reboil the 
bottom product; electrical energy will be used in this case). 

11 Pumps PUMP Energy-efficient 

equipment 

The installation of high-efficiency motors and adjustable speed drives (ASD) that better match speed to 

load requirements for motor operations reduces energy losses. 

 

                                                 
19

 An increase in the feed stream temperature reduces the amount of fuel used by the furnace 
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Alternative scenarios were then developed based on forecasted capacity development in the 

baseline scenario. For each alternative scenario, energy efficiency improvement of specific 

process was assessed by considering the penetration of the energy efficiency options. The 

interactions between efficiency options were considered and the scenarios were developed in a 

way that ensured they could be implemented simultaneously. In other words, the different 

options were modelled independently, and it was ensured that implementing one option would 

not impact the performance of the other options; the impact of different scenarios is therefore 

mutually exclusive and can be considered additive.  

5.4. Results and discussion 

5.4.1. Process simulation 

The refinery models developed in this study are based on simplified and yet realistic 

assumptions. The predicted process conditions from the process simulator were compared with 

typical plant data. A good agreement was obtained between the simulator prediction and typical 

process data with an average absolute error of 6.8%. The basic input parameters for the 

simulation exercise and process flow diagram of each process is presented in Appendix IV-I.  

The application of the improvement methods described in Table  5-4 provided energy saving 

alternatives for the processes. Pinch analysis is a well-known method for energy savings in a 

process plant’s heat exchange network. We have applied the pinch method to evaluate the energy 

saving potential of the Crude distillation unit (CDU), Fluid catalytic cracking (FCC), and 

Catalytic reforming unit (CRU) units only. With the application of pinch, the percentage energy 

savings of the CDU, FCC, and CRU unit when compared to the base case are 1.0%, 2.38%, and 

9.54%, respectively. The energy saving in each case was achieved by reducing the minimum 
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temperature differences of the network, and splitting and adding new heat exchangers. Fuel 

savings in the furnaces are achieved in each process plant except the alkylation unit, 

isomerization unit, and the CRU. As the exiting temperature of the exhaust stream from these 

units is relatively high, the user needs to ensure that they do not operate above their design 

limits. The source of heat is exhaust gas, which leaves at an elevated temperature of 538
o
C for 

each furnace considered. The percentage fuel savings varies depending on the existing operating 

conditions of the furnaces. As earlier mentioned, when the exhaust temperature is high, the 

furnace should not be operated above the design limits. Of the furnaces considered, the CDU 

furnace improved the most (17.2%) and the delayed coker furnace the least (2.0%). For the 

alkylation and isomerization units, the application of the mechanical heat pump system to its 

corresponding distillation unit resulted in energy savings of 7.88% and 9.33%, respectively. 

Lastly, the pumps are assumed to be replaced with high-efficient motors and adjustable speed 

drives (ASD) that better match speed to load requirements for motor operations. The application 

of efficient pumps resulted in percentage energy savings of about 12% compared with the base 

case. 

The Aspen HYSYS model process simulation results in terms of the techno-economic 

performance of the identified energy efficiency options are shown in Table  5-4.  
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Table 5-4: Techno-economic performance of the energy efficiency options 

 

Refinery Unit Energy 

savings 

(MJ/m
3
 

input) 

Capital cost (2010 

CAD/barrel/day)
20

 

Type of fuel Life 

time 

(years) 

Penetr

ation 

potenti

al (%) 

1 
Crude distillation unit (CDU) – 

Heat integration 

18.87 14.9 NG/Still gas 10 90 

2 
Crude distillation unit (CDU) – 

Combustion air preheating 

56.61 27.1 NG/Still gas 10 90 

3 Vacuum distillation unit (VDU) 
25.16 31.4 NG/Still gas 10 90 

4 Delayed coking unit (DCU) 
18.87 25.5 NG/Still gas 10 90 

5 Fluid catalytic cracking (FCC) 
6.29 11.2 NG/Still gas 10 90 

6 Alkylation unit (AU) 
333.37 1866.8 Steam 10 90 

7 Isomerization unit (IU) 
408.85 4705.0 Steam 10 90 

8 Hydrocracking unit (HCU) 
75.48 154.5 NG/Still gas 10 90 

9 Hydrotreating unit (HTU) 
37.74 612.9 NG/Still gas 10 90 

10 Catalytic reforming unit (CRU) 
144.67 239.0 NG/Still gas 10 90 

11 Energy efficient pumps 
0.13

21
 59.3 Electricity 10 90 

 

The process modelling results show that specific energy saving potential is highest in the 

Isomerization and alkylation units (409 and 333 MJ/m
3
 input, respectively). However, as shown 

in Table  5-4, capital costs associated with energy saving from these units are also very high 

(1867 and 4705 CAD/barrel/day from alkylation and isomerization units, respectively). Despite 

the relatively limited specific energy saving potential, FCC has the lowest capital cost (i.e., 11.2 

CAD/barrel/day). 

                                                 
20

 In order to be consistent with the common industrial units for reporting the capacity of a petroleum refining plant, 

we used bbl/day in this article. The following conversing factor can be used to convert a barrel of oil to cubic 

meters: 1m
3
=6.29 bbl 

21
 kWh/m

3
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5.4.2. Scenario analysis 

Results of the scenario analysis shows that in the baseline scenario, the energy consumption and 

GHG emissions from the sector will continue to increase until it reaches its maximum in 2022 

(mainly as the result of capacity expansion (i.e., Sturgeon refinery)). While the impacts of 

integrating different energy efficiency measures on the annual energy consumption are shown in 

Figure  5-9 and Figure  5-10 (for fast and penetration scenarios, respectively), the cumulative 

impacts on the sectoral emissions reduction is presented in  5.4.4. 

Total energy consumption in Alberta’s refining sector is expected to reach 108.93 PJ in 2022 

which will remain constant during the rest of the study period. Integration of different energy 

efficiency measures will result in reduction in the sector’s energy consumption.  

 

Figure 5-9: Energy saving compared to baseline scenario (fast penetration scenario, 2010-2030) 
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Figure 5-10: Energy saving compared to baseline scenario (fast penetration scenario, 2010-2050) 

As shown, in Figure  5-9 and Figure  5-10, as a result of slow penetration rates at the beginning of 

time period of the study, the energy saving potential of individual measures is relatively small. 

On the other hand, at the end of the study period, when the full penetration potential is realized, 

simultaneous implementation of the energy efficiency measures will result in almost 8% 

reduction in energy consumption compared to the reference scenario cumulatively.  As expected, 

air preheating and heat integration in CDU provide the biggest potential for energy saving 

because first, CDU has the biggest capacity factor among various refining units ( 

Table  5-2) and second, the energy intensity improvement of these options are relatively high 

compared to other options (Table  5-4). For alkylation and hydrotreating units the main factor 

affecting the relatively high energy saving potential is the improvement in the energy intensity 

rather that utilization rate of the process unit. 



156 

 

5.4.3. Techno-economic performance of different GHG mitigation scenarios 

We evaluated the performance of each energy efficiency measure in terms of medium- to long-

term energy savings, GHG mitigation potential, and associated costs. The results of both the 

techno-economic model (based on the developed process simulation model) and the LEAP 

model are presented in this section. The costs of saved energy over the time period of the study 

are shown for each scenario in Table  5-5. As mentioned in Section  5.2.4, in order to calculate the 

cost of saved energy, we considered not only the technology specific costs (e.g., capital and 

O&M costs) but also the cost of fuel and the time value of the money (i.e., through using 

inflation and discount rates). 

Table 5-5: Cost of saved energy (CAD) 

Scenario No. Scenario name 2010-20 2020-2030 2030-2040 2040-2050 

Scenario 1:  
Crude distillation unit (CDU) – Heat integration 

1.5 2.8 3.7 4.8 

Scenario 2:  
Crude distillation unit (CDU) – Combustion air preheating 

2.2 3.5 4.4 5.5 

Scenario 3:  
Vacuum distillation unit (VDU) 

0.4 1.7 2.6 3.8 

Scenario 4:  
Delayed coking unit (DCU) 

0.2 1.5 2.4 3.5 

Scenario 5:  
Fluid catalytic cracking (FCC) 

-0.8 0.5 1.4 2.6 

Scenario 6:  
Alkylation unit (AU) 

-6.1 -4.8 -3.9 -2.8 

Scenario 7:  
Isomerization unit (IU) 

-16.0 -14.7 -13.8 -12.7 

Scenario 8:  
Hydrocracking unit (HCU) 

-1.3 0.0 0.9 2.0 

Scenario 9:  
Hydrotreating unit (HTU) 

-33.0 -31.7 -30.8 -29.7 

Scenario 10:  
Catalytic reforming unit (CRU) 

-0.5 0.8 1.7 2.9 

Scenario 11:  
Energy efficient pumps 

-262.5 -255.0 -249.6 -242.2 

 

The technical energy saving and GHG mitigating potential achievable through the integration of 

each energy saving option into the system were calculated for both mid- and long-term time 

planning horizons (i.e., 2030 and 2050 scenarios, respectively). In addition, we calculated the net 

present value (the system-level net economic impact of the energy saving option over the time 
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period of the study) and the cost per tonne of saved carbon. For this, we considered the carbon 

cost applicable to large-scale industrial emitters through the Alberta Carbon Competitiveness 

Incentive Regulation (CCIR). The CCIR includes all the large-scale industrial plants with annual 

emissions of 100,000 tonnes or more in or after 2003 [364]. Among the existing refineries in 

Alberta (Table  5-6), Imperial Oil, Shell Scottford, and Suncor refinery in Edmonton are included 

the CCIR [365]. 

Table 5-6: Alberta operating refineries & their feedstocks (2016)  

Refinery Feedstock 

Production 

capacity (bbl/day) 

[366, 367] 

GHG emissions 

(Ktonne CO2eq) 

[200] 

Suncor 

Edmonton 

Sweet & sour SCO
22

 142,000 1316.43 

Imperial Oil 

Edmonton 

Conventional oil 187,200 1547.09 

Shell Scotford SCO from the adjacent Shell 

Scotford upgrader 

100,000 844.78 

Husky Asphalt 

Refinery 

SCO from the Lloydminster 

upgrader 

29,000 94.22 

 

In the CCIR, emissions are allocated to an industrial plant based on its performance against the 

benchmark that is defined for the specific industrial sub-sector [368]. Similar to other carbon-

intensive industries, the CCIR has established a benchmark for petroleum refining in the 

province and provides guidelines for carbon pricing in the sector (Table  5-7). 

Table 5-7: Established benchmark for petroleum refining sector [369] 

Year 2018 2019 2020 2021 2022 2023 and 

subsequent years 

Benchmark value tonne CO2eq 

per Alberta CWB
23

*1000 

3.831 3.831 3.793 3.755 3.717 BEY-BEY-1-0.038 

                                                 
22

 Synthetic crude oil 
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In Table  5-7, BEY and BEY-1 shows the established benchmark for current and the previous year 

for which the emissions are calculated, respectively. 

We used this benchmark data to calculate the amount of taxable emissions (i.e., above the 

defined threshold) and applied the carbon price to assess the monetary values associated with 

that. The suggested carbon price is included in the LEAP model as external cost and its impacts 

on the price of saved carbon were assessed. The scenario-specific energy saving potential, GHG 

emissions profile, and technology implementation costs are presented in Table  5-8.  

 

                                                                                                                                                             
23

 “Complexity-Weighted-Barrel: is an equivalent barrel divisor for refinery throughput indicative of GHG 

emissions potential based on a refinery’s configuration and processing complexity” 
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Table 5-8: Results of the LEAP model 

 

Energy efficiency improvement scenarios 
Fast penetration scenario (2010-2030)  Slow penetration scenario (2010-2050)  

Cumulative energy 

saving& GHG 

mitigation compared to 

reference scenario 

Incremental NPV & 

GHG abatement cost  

Cumulative energy 

saving& GHG 

mitigation compared 

to reference scenario 

Incremental NPV& 

GHG abatement cost  

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ 

tonne of 

CO2eq. 

Energy 

(PJ) 

GHG 

(Mtonne) 

NPV  

(m CAD) 

CAD/ 

tonne of 

CO2eq 

Crude distillation unit (CDU) – Heat integration 8.82  0.56 0.02 0.04 18.44 1.17 2.44 2.08 

Crude distillation unit (CDU) – Combustion air preheating 21.14  1.34 13.38 9.96 44.28 2.81 23.83 8.47 

Vacuum distillation unit (VDU) 5.24  0.33 -7.13 -21.43 11.01 0.70 -9.77 -13.97 

Delayed coking unit (DCU) 0.80  0.08 -2.38 -29.97 1.68 0.17 -3.05 -18.42 

Fluid catalytic cracking (FCC) 0.49  0.1 -2.05 -21.18 1.02 0.20 -3.03 -15.33 

Alkylation unit (AU) 11.63  0.65 -38.88 -59.77 24.36 1.36 -41.29 -30.31 

Isomerization unit (IU) 7.28  0.41 -59.07 -145.08 15.33 0.86 -67.92 -79.24 

Hydrocracking unit (HCU) 3.83  0.24 -3.89 -16.02 8.06 0.51 -3.43 -6.69 

Hydrotreating unit (HTU) 11.64  0.74 -207.83 -281.06 24.34 1.55 -242.41 -156.74 

Catalytic reforming unit (CRU) 2.41  0.13 -2.4 -17.82 5.04 0.28 -3.09 -10.96 

Energy efficient pumps 7.18  0.11 -7584 -679.00 14.84 0.13 -85.78 -638.35 

 

While the data in Table  5-8 provide invaluable information about the technical and economic performance of individual energy 

efficiency options, we have used them further to develop carbon abatement cost-curves. 
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5.4.4. GHG abatement cost curve 

The cost curves show incremental abatement cost estimates required to avoid a certain amount of 

GHGs (in CAD/tonne of CO2 mitigated). The GHG abatement cost is the difference between the 

cumulative costs of the system in the energy efficiency scenario and baseline scenario. The costs 

are calculated over the time periods of the study (i.e., 2010-2030 and 2010-2050 for the fast and 

slow penetration scenarios, respectively). The cost is further calculated in terms of the per unit 

GHG mitigation potential of the efficient technologies compared to the existing ones. The overall 

GHG abatement costs are the incremental costs of the alternative scenario compared to the 

baseline scenario per unit GHG mitigated. The mitigation potential is cumulative over the 

planning horizons of the study (i.e., 2010-2030 and 2010-2050). 

The GHG mitigation cost for each energy saving option and the cumulative GHG mitigation 

potential of the different scenarios are shown in Figure  5-11 and Figure  5-12. In the graphs, the 

horizontal axis shows the cumulative emissions reduction and the vertical axis shows the cost of 

emissions reduction (in CAD) per tonne CO2 reduction. In other words, the width of the bars 

represents the cumulative mitigation potential and the height shows the associated GHG 

mitigation cost (incremental NPV/tonne CO2 reduction). The bars in Figure  5-11 and Figure  5-12 

represent the different GHG mitigation scenarios. For the bars below the horizontal axis, the 

GHG abatement cost is negative and attractive. For those above the horizontal axis, there is a 

cost associated with implementing the options.  

As shown in Figure  5-11 (for the fast penetration scenario), the cumulative GHG mitigation 

potential over the time horizon 2010-2030 is 4.91 Mtonnes CO2 eq. The cumulative emissions in 

the baseline scenario were calculated to be 97 Mtonne CO2 eq. over the time period of study. In 

other words, the simultaneous implementation of energy efficiency options in the refining sector 
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would help reduce GHG emissions from the sector by 5.1% by 2030. The GHG mitigation costs 

for different measures range from -697 CAD/tonne CO2 eq. for implementing energy-efficient 

pumps to 9.96 CAD/tonne CO2 eq. for air preheating in the crude distillation unit. Almost 80% of 

the emissions reduction is achievable through implementing energy saving options in the CDU, 

hydrotreating, alkylation, and isomerization units. In terms of economic performance, 60% of 

emissions can be reduced with negative cost (i.e., the economic benefits exceed the 

implementation costs) which indicates the attractiveness of the options. 

 

Figure 5-11: GHG abatement cost curve (fast penetration scenario, 2010-2030) 

The GHG abatement cost curve for the slow penetration scenario is shown in Figure  5-12. As 

shown in the figure, over the time horizon 2010-2050 the cumulative GHG mitigation potential 

is 9.74 MTonne CO2 eq., or 5.3% of the baseline scenario emissions by 2050. The GHG 
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mitigation costs range from -638 CAD/tonne CO2 eq. for energy efficient pumps to 8.47 

CAD/tonne CO2 eq. for air preheating in in the crude distillation unit. Similar to the fast 

penetration scenario, the majority of CO2 mitigation can be achieved by implementing energy 

efficiency measures in the CDU, HRU, alkylation, and isomerization units. More than 59% of 

emissions can be reduced with negative cost. 

 

Figure 5-12: GHG abatement cost curve (slow penetration scenario, 2010-2050) 

While the GHG mitigation potential in the refining sector is reported to be between 10 and 20% 

[370], the energy efficiency improvement share in overall GHG mitigation from the sector is 

calculated by Chan et al. to be marginal [351]. In other words, the effects of energy efficiency 

improvement on the sector’s GHG mitigation are limited and substantial GHG reduction can be 

achieved only through technologies such as solar and carbon capture and storage [371-373]. This 
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is mainly because a significant portion of energy efficiency potential in the refining sector has 

been already realized by the industry [374]. For example, in Canada, large petroleum refineries 

such as Shell and Petro-Canada started implementing energy efficiency measures in the 1990s 

[375]. 

5.4.5. Sensitivity analysis 

We analyzed the sensitivity of the results to the input variables by assessing the impacts of 

discount rate, fuel price, and carbon price on the GHG abatement cost in different scenarios in 

the 2030 time horizon. Assumptions for the fuel prices and carbon price that are used for 

sensitivity analysis and the observations from the sensitivity analysis are presented in this 

section; detailed results of the sensitivity analysis are presented in Appendix VI-II. 

5.4.5.1. Discount rate 

In order to account for the time value of money, we considered a discount rate and nominal 

inflation rate of 5%  [80] and 2% [376], respectively. In other words, for the initial analysis, a 

real discount rate (i.e., nominal discount rate-inflation rate) of 3% was considered in the analysis. 

To assess the sensitivity of the results to this assumption, a range of ±10% was considered. The 

results of the analysis suggest that a ±10% fluctuation in the nominal discount rate (i.e., nominal 

rate of between 4.5% and 5.5%) will have minimal impacts on the GHG abatement cost for 

different scenarios. More specifically, the changes in the GHG abatement cost due to the change 

in the discount rate will be limited to ±7% for all the scenarios except for the CDU heat 

integration scenario, where the impact of a change in discount rate will result in a ±13% change 

in the GHG abatement cost. In summary, we found that changes in the discount rate will impact 

neither relative GHG abatement cost for different scenarios nor the percentage of overall GHG 

mitigation achievable with negative cost. 
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5.4.5.2. Fuel price 

Industrial end-use energy price projections by the National Energy Board (NEB) were used in 

this study to calculate the cost of saved energy and the GHG abatement cost [282]. In order to 

analyze the sensitivity of the results, in addition to the reference fuel price scenario, we also 

considered the NEB’s high and low fuel price projections (Table  5-9). 
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Table 5-9: End-use industrial fuel price (CAD/GJ) [282] 

Fuel 

price 

scenario 

Fuel  2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 

R
e
fe

r
e
n

c
e
 

Electricity 20.0 25.3 29.4 32.8 31.8 30.3 30.1 29.8 29.7 29.6 29.8 32.3 33.0 35.1 35.1 35.1 38.8 39.3 40.0 40.3 43.5 40.7 40.5 40.7 40.2 40.0 

Natural 

Gas 
3.5 3.2 1.8 3.0 3.1 3.2 3.3 3.4 3.6 3.8 3.9 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.8 4.9 5.0 5.0 5.1 5.2 5.3 

Light Fuel 

Oil 
13.1 15.6 15.8 15.6 15.6 15.6 15.9 16.1 16.3 16.6 16.8 16.9 17.0 17.1 17.2 17.3 17.3 17.4 17.5 17.6 17.7 17.8 17.9 18.0 18.0 18.1 

H
ig

h
 

Electricity 20.0 25.3 29.4 32.8 31.6 30.6 30.8 30.5 30.5 30.5 34.4 38.8 39.5 40.0 42.9 43.4 43.4 44.4 45.5 49.5 52.6 50.4 45.8 46.7 46.6 46.2 

Natural 

Gas 
3.5 3.2 1.8 3.1 3.8 4.7 4.8 4.9 5.1 5.3 5.4 5.6 5.7 5.8 5.9 6.0 6.1 6.2 6.3 6.3 6.4 6.5 6.5 6.6 6.7 6.8 

Light Fuel 

Oil 
13.1 15.6 15.8 18.3 20.6 20.6 20.8 21.0 21.3 21.5 21.8 21.8 21.9 22.0 22.1 22.2 22.3 22.4 22.4 22.5 22.6 22.7 22.8 22.9 23.0 23.1 

L
o

w
 

Electricity 20.0 25.3 29.4 32.8 31.6 30.2 30.0 29.7 29.6 29.4 29.4 29.4 29.3 29.1 29.0 28.9 30.5 32.7 35.4 35.7 36.6 36.2 36.0 36.2 36.1 35.9 

Natural 

Gas 
3.5 3.2 1.8 2.9 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.6 2.7 2.8 2.9 3.0 3.1 3.2 3.3 3.3 3.4 3.5 3.5 3.6 3.7 3.8 

Light Fuel 

Oil 
13.1 15.6 15.8 13.3 10.7 10.7 10.9 11.2 11.4 11.6 11.9 12.0 12.1 12.1 12.2 12.3 12.4 12.5 12.6 12.7 12.8 12.8 12.9 13.0 13.1 13.2 

 



 

 

The results suggest that the range of changes in the GHG abatement cost is the smallest for heat 

integration in the fluid catalytic cracking scenario (i.e., 2.42 CAD/tCO2eq. and 9.78 

CAD/tCO2eq. for the low and high fuel price scenarios, respectively). On the other hand, the 

largest fluctuation was observed for the heat integration in the catalytic reforming unit scenario, 

where GHG abatement cost fluctuates between -4.71 CAD/tCO2eq. and 30.03 CAD/tCO2eq. for 

the low and high fuel price scenarios, respectively. The fuel price was also found to impact the 

overall economic performance of various scenarios. While the percentage of achievable GHG 

mitigation with negative cost is similar in the low and reference fuel cost scenarios, in the high 

fuel cost scenario, 100% of the GHG emissions reduction is achievable with negative cost. In 

other words, the higher price of energy carriers was found to positively impact the economic 

attractiveness of GHG mitigation options.    

5.4.5.3. Carbon price 

The current carbon price in Alberta is CAD 30/tonne CO2eq. and is set to increase in the coming 

years (i.e., to CAD 40/tonne CO2eq. and CAD 50/tonne CO2eq. in 2021 and 2022, respectively) 

to comply with the federal price of carbon. In the current analysis, we assumed that the price of 

carbon will remain constant after 2022.  

In order to assess the sensitivity of the results to this assumption, we considered two carbon price 

scenarios. In one, we assumed there will be no cost for GHG emissions from petroleum refining 

and in the other; we considered that after 2022 the cost of carbon will increase in CAD 10/tonne 

CO2eq. increments until it reaches CAD 100/tonne CO2eq. in 2027 (Table  5-10).  
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Table 5-10: Carbon Price (CAD/Tonne CO2) 

Carbon 

price 

scenario 

2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Confirmed 

carbon 

Price 30 30 30 40 50 50 50 50 50 50 50 50 50 

High 

Carbon 

Price 30 30 30 40 50 60 70 80 90 100 100 100 100 

 

As expected, in the no-carbon cost scenario the GHG abatement cost is higher for all GHG 

mitigation scenarios compared to the reference scenario. The results also suggest that in the no-

carbon cost scenario, the GHG abatement cost will increase to CAD 1.76/tonne CO2eq. 

(compared to CAD -16.02/tonne CO2eq.) in the reference-carbon cost scenario. In other words, if 

no carbon cost is imposed on the refining sector, only 56% of the overall mitigation potential is 

achievable with negative cost, compared to 61% in the reference-carbon cost scenario. On the 

other hand, if the cost of carbon increases to CAD 100/tonne CO2eq., the GHG abatement cost in 

the CDU heat integration scenario will fall to CAD -9.21/tonne CO2eq. (compared to CAD 

0.04/tonne CO2eq. in the reference-carbon cost scenario), which means that in this case 73% of 

the overall mitigation potential is achievable with negative cost. 

In conclusion, the results of sensitivity analysis suggest that while discount rate has minimal 

impact on the overall economic performance of GHG mitigating options, the impacts of fuel 

price and carbon costs are considerable. Of the two, fuel price was found to have the highest 

impact, and if the NEB high fuel price scenario is to occur, 100% of the overall mitigation 

potential is achievable with negative cost.  
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5.4.6. Implication for policy 

In order to develop the industrial benchmark, the total regulated emissions including the 

facilities’ combustion emissions, imported and exported emissions from the facility, and the CO2 

use within the facility need to be calculated [377]. The energy consumption demand tree 

developed in this study provides invaluable insights for the energy consumption and GHG 

emissions at process/technology level within the refining sector and therefore can be effectively 

used to develop and revise existing petroleum refining sector CCIR benchmarks.  

In jurisdictions such as Canada, where both conventional and oil sand refineries (with different 

energy and carbon intensity) exist, establishing an industry-wide benchmark (as currently exists 

in Alberta) has both advantages and disadvantages. On the positive side, the industry-wide 

benchmark provides incentive to oil sands refineries to reduce their emissions intensities further 

to compete with the conventional refineries with approximately 17% lower energy intensity. This 

will result in the sharp reduction of emissions from the industry as a whole and help the province 

reach its ambitious targets of emissions reduction as outlined in the Alberta Climate Leadership 

Plan [208]. On the other hand, it might adversely impact the economic competitiveness of oil 

sands refineries as they have to invest more in emissions reduction than do conventional oil 

refineries. 

The current industrial carbon regulation in Alberta (CCIR) does not include refining plants with 

the GHG emissions of less than 100,000 tonnes per year. Thus Husky Energy’s refinery is not 

included in the CCIR program because its emissions are below the emissions threshold limits. 

This is despite the findings from the energy consumption demand tree where we found that the 

plant refines relatively heavy feedstock and is more energy- and carbon-intensive than 

conventional refineries (Section  5.3.2.1). Although this refinery accounts for only 6% of 
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Alberta’s refining capacity, including the plant in the CCIR program will not only incentivize its 

emissions reduction but also help economic competitiveness among all the stakeholders in the 

sector. 

The results also suggest that more than 60% of the GHG mitigation potential from the sector is 

achievable with negative cost. Information campaigns and familiarizing industrial stakeholders 

with this potential can facilitate the implementation of the identified energy efficiency measures 

within the sector. Also, the price of fuel and price of carbon is an important factor than can 

positively impact the economic attractiveness and therefore the adoption rate of the identified 

energy efficiency measures within the system.  

5.5. Conclusion 

An integrated process modeling and resource planning framework was developed in this study 

that uses the results of process simulation to develop long-term GHG mitigation strategies at the 

system level. The comprehensive and data-intensive refining model developed in this research 

can be used to study the future development of the refining sector in other jurisdictions. In 

addition, the model provides a flexible platform in which the impacts of the integration of 

various energy efficiency options, as well as emerging technologies on systems-level GHG 

emissions, can be assessed and further applied for policy making. For Alberta, the continuation 

of historical trends and the government plans for capacity development would result in a sectoral 

increase of 8% in GHG emissions (from 2010 levels) by the end of 2050. A process model of the 

refinery was developed and eleven energy efficiency options were assessed and classified into 

four categories: heat integration, process optimization and preheating the combustion air, the 

application of new technologies (i.e., heat pumps), and the use of energy-efficient equipment 

(i.e., pumps). The results of process simulation (i.e., of the identified energy efficiency options) 
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were used to develop GHG mitigation scenarios in the LEAP model. The scenario analysis 

results suggest that compared to the baseline scenario, the simultaneous implementation of 

energy efficiency options would help reduce cumulative GHG emissions from the sector by more 

than 5%. The cost of GHG mitigation varies among the options. The GHG abatement cost is 

from -679 CAD/tonne CO2eq. to CAD 10/tonne CO2eq. in the slow penetration scenario and 

from -638 CAD/tonne CO2eq. to CAD 8.5/tonne CO2eq. in the fast penetration scenario. For 

both scenarios, almost 61% of the anticipated GHG emissions reduction potential can be 

achieved with negative cost. The use of energy-efficient pumps was identified to be the most 

economically attractive GHG mitigation option. It was also found that most of the GHG 

mitigation can be achieved by implementing energy efficiency measures in the crude distillation, 

hydro-treating, alkylation, and isomerization units.  



 

 

 : Assessment of Long-term Energy Efficiency and Chapter 6

Greenhouse Gas Emissions Mitigation Potential in the Chemical 

Sector: A Canadian Case Study
24

 

6.1. Introduction 

The industrial sector accounts for more than one-third of global energy consumption and 

greenhouse gas (GHG) emissions [102, 118]. Energy consumption in industries increased more 

than 66% between 1971 and 2014 [378]. With historical annual average increases of 2.2% in 

energy consumption [118], in 2011 the chemical sector accounted for almost 28% (including 

feedstock) of total energy consumption in the industrial sector globally
25

 [102]. In terms of cost, 

energy can be up to 60%-80% of total production costs in the chemical industry [118]. High 

levels of energy consumption, along with associated environmental impacts and costs, highlight 

the importance of energy conservation in the sector. 

6.1.1. Brief literature review 

The existing literature on energy efficiency improvement in the sector generally focuses on the 

major energy consumers such as the petrochemical and fertilizer sub-sectors. Some of these 

studies focus on specific energy efficiency technologies. For example, Ren and Patel (2009) 

compared the energy and emission intensity of petrochemical products using different 

                                                 
24

 A version of this chapter was published as Talaei A, Ahiduzzaman M, Kumar A. “Assessment 

of long-term energy efficiency improvement and greenhouse gas emissions mitigation potentials 

in the chemical sector.” Energy, 2018; 153: 231-247. 

 
25

 i.e., in 2011, total energy consumption in the chemical sector was reported to be 949 Mtoe. 
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conventional and biomass feedstock [222]. In a study by International Energy Agency (IEA), it 

was found that catalytic processes could help reducing the energy intensity of chemical processes 

by 20-40% in long term and also highlights the importance of biomass and renewable hydrogen 

for deep reduction of emissions from the sector [223]. Innovative technologies for application in 

naphtha cracking process (as the most energy intensive process in chemical industry) were 

analyzed by Ren et. al., (2006) where the results suggest a 20% energy intensity improvement 

potential in the process [224]. Similarly, the impacts of demand-side management (application of 

energy efficiency motors) and on-site cogeneration technology on the overall energy 

consumption of the chemical plants were assessed in by Pillay and Fendley [225] and Szklo et. 

al. [226], respectively. Menezes et al., (2017) assessed the economic feasibility of steam traps 

and insulation for energy efficiency improvement in the steam system of a petrochemical plant in 

Brazil [379].  

Other studies assess the implementation of energy efficiency measures through high-level 

scenario and policy analyses. For example, Fan et al., used decomposition analysis to evaluate 

the impacts of industry output, structure of industry and the technical factors on the GHG 

emissions from China’s petrochemical industry [380]. Griffin et al., identified the opportunities 

for reducing energy demand and emissions reduction in the UK chemical sector. The high-level 

approach used in that study has led to qualitative analysis of the short- to mid-term (process 

improvement, process substitution and carbon sequestration) and long-term (i.e., utilization of 

biomass as feedstock) energy efficiency improvement options in the sector [381]. Chan et al., 

identified the major energy consuming chemical sub-sectors in Taiwan and compared their 

energy intensity with the global best practices to assess the energy intensity improvement 

potential [382]. Levi and Cullen, analyzed the flows of chemical from resources to final products 
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and highlighted the importance of martial flow analysis for GHG emissions mitigation [383]. 

Ren, analyzed the barriers and drivers of energy efficiency improvement in chemical industry 

[384]. Zhou et. al., developed different scenarios to estimate the GHG mitigation potential in 

China’s ammonia industry. In that study, a top-down approach focusing on the fuel consumption 

with less emphasize on technological energy efficiency improvement was applied for scenario 

analysis [385]. The long-term impacts of different energy efficiency clusters on sectoral GHG 

emissions were quantified thorough developing three top-down scenarios in the UK [386] and in 

Thailand [387].   

Review of the literature suggests that application of technology-level analysis to develop system-

level energy efficiency strategies is less common in the studies which focus on chemical sector. 

A few studies assessed overall energy saving potential in the industry at the systems level.   
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Table  6-1 provides an overview of existing studies on different aspects of energy savings in the 

chemical sector.  
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Table 6-1: Summary of chemical sector energy efficiency studies 

Study purpose Industry subsector Methodology 
Geographical 

jurisdiction 
Ref. 

Analysis of energy efficiency potential. Petrochemical 
Comparison of actual and theoretical 
energy consumption in petrochemical 

plants.   

Western Europe; the 
Netherlands; the 

world 

[229] 

Analysis of the impacts of catalytic 

processes on energy consumption and the 
technology roadmap in the chemical 

industry. 

Chemical  Process analysis. global [223] 

Development of a benchmark for 

industrial energy consumption. 

Different industries 

including chemical 

Comparison of actual and reference-
specific energy consumption in selected 

industries. 

The Netherlands [230] 

Analysis of the innovative approaches for 

reducing energy consumption in steam 
cracking. 

Chemical 

Analysis of state-of-the-art technologies 

for energy saving in the steam cracking 
process.  

NA [224] 

Assessment of energy saving potential in 

the Dutch ammonia industry.  
Fertilizers 

Analysis of different energy saving 

measures in the ammonia industry and 

their economic feasibility (bottom-up 

approach). 

The Netherlands [388] 

Assessment of the penetration potential of 

renewable energies in the industrial 
sector. 

Different industries 

including chemical 

Industrial-level techno-economic 

assessment.  
global [389] 

Analysis of process innovation and 

efficiency improvement. 
Petrochemical Policy analysis. NA [384] 

Assessment of the impacts of modern 
electric motors on energy saving. 

Petrochemical and 
petroleum refining 

Cost-benefit analysis. Louisiana, US [225] 

Assessment of GHG mitigation in the 

ammonia industry though fuel switching 
and technology innovation. 

Fertilizers  Scenario analysis. China [390] 

Estimation of energy saving potential in 

the chemical industry 
Chemical industry 

Scenario development and policy 

analysis. 
China [391] 

Assessment of the potential for 
cogeneration technology in the chemical 

sector. 

Chemical sector Techno-economic assessment. Brazil [226] 

Assessment of energy saving potential. 
Petrochemical 

sector 

Comparison of energy consumption for 

petrochemical production using different 

feedstock and technologies.  

NA [222] 

Analysis of energy efficiency potential. 

Chemical and 

petrochemical 
sectors 

Development of energy efficiency 

indicators and comparison of actual data 
with best practices. 

global [231] 

Analysis of the status of energy 

consumption. 
Chemical sector 

Process analysis of different sub-sectors 

of the industry. 
United States [392] 

 

As   
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Table  6-1 shows, a limited number of studies use a buttom-up approach to analyze energy 

consumption in a system as a whole. A bottom-up approach provides the opportunity to assess 

energy consumption at a process/facility level, from which a systems-level analysis could be 

conducted. Despite the proven features for system analysis [32, 81], application of buttom-up 

energy modelling techniques for industrial sector is limited. This is basically due to the 

complexity of the industrial sector, variations in industrial products, and the role of energy 

carriers both as a source of energy and in some industries as a feedstock.  

6.1.2. Aims and objectives 

The current study aims at addressing the existing gap in the literature and developing a 

comprehensive bottom-up framework to analyze the energy efficiency improvement and GHG 

mitigation potential from chemical industry and its associated cost in mid- to long-term. To this 

end, a combination of techniques including energy modelling and scenario analysis, techno-

economic assessment and policy analysis are applied. The specific objectives of this research are 

to: 

 Develop a comprehensive and flexible framework for analyzing the long-term GHG 

mitigation from different industrial sectors. 

 Apply the framework and develop a data-intensive, technology-rich and transferrable 

model to analyze the process-level energy consumption in different chemical sub-sectors; 

 Identify the major energy consuming sub-sectors and the areas with potential for energy 

efficiency improvement; 

 Identify the process-level energy savings technologies within the chemical sector; 

 Assess the applicability of the energy saving options and their  potential for GHG system-

level GHG mitigation in mid-to long-term; 
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 Analyze the economic performance of different energy efficiency options; and 

 Develop an emissions reduction cost curve to assess and prioritize options based on their 

GHG mitigation potential and on associated cost. 

In order to meet these objectives, a case study was conducted for Alberta’s (a western province 

in Canada) chemical sector. In Alberta, the sector is responsible for 12% and 9.6% of industrial 

energy consumption and GHG emissions, respectively. The considerable GHG emissions from 

the chemical industry and the expected increasing trend make the sector one of the most 

important areas to achieve GHG mitigation. 

To the author’s knowledge, currently there is no study exist in the literature that assesses the 

long-term energy efficiency improvement and GHG mitigation potential in the Canadian 

chemical sector. Therefore, the contribution of the of the current work is two-folded: a) to 

develop a comprehensive and data intensive frameworks which is flexible and transferable to 

study the long-term GHG mitigation potential from chemical sector in other jurisdiction and b) to 

conduct and case study and analyze the low-carbon pathways through which the Alberta’s 

chemical sector would develop. 

The next section provides an overview of the methodology and the developed framework for the 

analysis. The case study and the steps involved in applying the framework to analyze the long-

term GHG mitigation from the industry are discussed in Sections  6.3 and  6.4, respectively. 

Results are presented in Section  6.5. Section  6.6 is the conclusion.  



178 

 

6.2. Methodology 

6.2.1. The LEAP model 

We used The Long-range Energy Alternative Planning (LEAP) model (version 2015.0.19.0) 

[393]. LEAP is an energy modelling and policy development framework that can model different 

stages of the energy system from energy extraction from resources to the energy consumption in 

the demand sector. In addition, the scenario management module in the LEAP model provides 

the opportunity to analyze individual policy measures and assess different pathways for future 

energy system evolution [32]. Furthermore, LEAP has a built-in Technological and 

Environmental Database (TED) where the detailed environmental impacts of different processes 

and fuel combustion are available. The TED database can be modified based on the specific 

characteristics of the process. In other words, the emission factors for energy consumption could 

be altered depending on the specific process characteristics and also characteristics of the 

consumed fuel. These features provides capabilities to LEAP to analyze the mid- to long- term 

development of the energy system in different sectors  

6.2.2. LEAP model for Alberta 

A detailed energy system model is developed for both energy supply and demand sectors in 

Alberta. This provides the opportunity to account for the life cycle emission (e.g. from electricity 

generation sector) associated with the final product [66]. In addition, simulation of the energy 

supply system development provides the opportunity to account for the impacts electricity sector 

decarbonization strategies and their impacts on the GHG emissions at the demand side.   

6.2.3. Framework for analyzing the GHG emissions in the industrial sector 
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Figure  6-1shows the overview of the framework that is used for analyzing the long-term GHG 

long-term GHG mitigation potential in the industrial sector.  As the first step in the analysis and 

in order to assess the current performance of the industry, an energy consumption demand tree 

was developed. The energy consumption demand tree helps identifying the major energy 

consuming sub-processes and their energy intensities (i.e., energy consumption per unit of final 

product). Following the analysis of the current status of the system, a baseline scenario was 

developed to project the sectoral development pathways and assess the associated energy 

consumption and GHG emissions. In addition, several mitigation scenarios (each associated with 

energy efficiency improvement in various sub-processes in the chemical sector) were developed 

to assess the achievable GHG reduction potential from the sector. In order to analyze the 

incremental costs of implementing energy efficiency measures (i.e., mitigation scenarios), a cost 

benefit analysis was conducted. Then the incremental costs and the GHG reduction potential 

were used to develop emissions mitigation cost curves, which help understand the cost to 

mitigate one tonne of carbon by a particular technology over a particular period of time 
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Develop the technology-level energy demand tree for 
different sub-sectors

Identifying the major energy consumers sub-sectorsIdentify the major energy consumers’ sub-sectors

Develop emission factors for each unit process using the 
Technology Environmental Database (TED)

Verification: do the total 
emissions from the model match 

the historical data

Verification: does the total energy 
consumption from the model match 

the historical data?

yes

No

No

Develop business-as-usual scenario based on historical trends 
and approved sectoral development plans

Yes

Identify the energy efficiency improvement measures in the 
major energy consuming sub-sectors

Estimate of environmental loading for scenarios in LEAP

Estimate of GHG mitigation between baseline and mitigation 
scenarios in LEAP

Develop the techno-economic model to calculate the cost of 
saved energy (input for LEAP model)

Estimate of incremental cost difference between baseline and 
mitigation scenarios in LEAP

Develop cost curves for various mitigation scenarios
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Figure 6-1: Overview of the methodology for developing GHG mitigation cost curve 
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The cost curve shows the incremental GHG mitigation potential and its associated cost for any 

specific GHG mitigation scenario. The net present value (NPV) of the costs associated with 

implementing energy saving measures and the calculated GHG mitigation (given in megatonnes 

of CO2 equivalent) are used to develop the emissions abatement cost curves. In order to calculate 

the NPV for each scenario, different components of cash flow (i.e., capital cost, operating and 

maintenance [O&M] cost, and fuel costs) were considered and discounted over the time period 

of the study.  

An external techno-economic model was developed to calculate the cost of saved energy (used as 

input for the LEAP model). In the model, data on existing and energy efficient technology costs 

(both capital and O&M costs), energy saving potential, and macro-economic data (i.e., discount 

rate, industry development predictions, and fuel price for different energy carriers) were used to 

calculate the cost of saved energy. These calculations were made using   6-1: 

𝑪𝑺𝑬 =
∑(𝑪𝑬𝑬 − 𝑪𝑩𝒂𝒔𝒆) + ∑(𝑶&𝑴𝑬𝑬 − 𝑶&𝑴𝑩𝒂𝒔𝒆) + ∑(𝑭𝑬𝑬 − 𝑭𝑩𝒂𝒔𝒆)

∑ 𝑬𝑪𝑩𝒂𝒔𝒆 − 𝑬𝑪𝑬𝑬
 

               Equation 6-1 

In the equation, EE and Base are the energy efficiency and existing technologies, respectively. C 

is the technology’s capital cost, O&M is the operating and maintenance cost (excluding the fuel 

cost), and F is energy consumption cost. EC is the energy consumption of each technology.  

In equation 1, capital cost shows the fixed one-time investment that occurs at the time of 

implementing the technology. This cost re-occurs only at the end of the lifetime of the 

technology when the energy efficiency technology needs to be replaced. O&M cost refers to the 

cost associated with operation of the unit. O&M has both fixed and variable cost components. 

Examples of O&M costs are labor cost, regular maintenance cost and fuel cost. In the current 

analysis the cost of fuel is considered as a separate component and is not included in the O&M. 
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In order to account for the time value of money discount rate of 5% and inflation rate of 2% is 

considered in the analysis. All the cost factors were annualized using the discount factor, and the 

lifetime of the technologies was also considered details of which is provided in Appendix V.  

6.3. CasestudyofAlberta’schemicalsector 

Alberta, the energy capital of North America, is home to large industrial plants. Of all the 

industries in Alberta, the chemical industry is the second biggest contributor to both energy 

consumption and greenhouse gas (GHG) emissions (second only to the mining sector). The main 

products from Alberta’s chemical sector include petrochemicals, pesticides and fertilizers, 

industrial gases, and organic and inorganic chemicals. Of the 8.6 billion pounds of 

petrochemicals are produced annually [394, 395], ethylene is the main product (51.6% mass 

basis) [396] followed by styrene, propylene, and benzene with shares of 9.5%, 6.4% and 5.5%, 

respectively. Very few formulated products and specialty chemicals (FPSCs) are manufactured 

[397].  

6.3.1. Identification of the most energy- and GHG-intensive sub-sectors 

Currently, available data on energy end uses and on energy intensities of equipment/devices used 

in Alberta’s chemical sector are limited. Only cumulative energy consumption data of various 

types of energy are available (i.e., total annual consumptions of natural gas, electricity, etc.). 

This level of data makes it difficult to identify the most energy-intensive sub-sectors and assess 

the energy efficiency and GHG mitigation potential in the industry. To evaluate the GHG 

mitigation potential in the chemical sector, it is critical to understand the current performance of 

the industry’s sub-sectors in term of both energy consumption and GHG emissions.  
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The major energy consumers in the chemical industries were identified through a bottom-up 

approach and considered for detailed analysis. Specific energy consumption (SEC) and 

production levels were used as the decision factors to identify the biggest energy consumers.  

Based on process energy intensity and production level, the petrochemical (ethylene production 

subsector) and fertilizer (ammonia production subsector) sectors were chosen for further 

investigation in this study.  

6.4. Model development 

We used publically available data from key provincial and federal agencies to develop the LEAP 

model for Alberta. Some of the main institutions from which the data were acquired are the 

National Energy Board (NEB), Natural Resources Canada (NRCan), the Chemistry Industry 

Association of Canada (CIAC) as well as Statistics Canada’s CANSIM tables and other similar 

databases. A detailed model was developed for the province of Alberta in Canada. While the 

comprehensive and data-intensive model covers all stages within the energy system (i.e., 

resources, transformation and demand side), the main focus of the current study is the chemical 

sector in the demand side.  

Modelling was done in different stages for both the ethylene and ammonia production sectors. 

The stages are demand tree development, base year data collection, model verification and 

scenario analysis. 

6.4.1. Demand tree development 

Energy is consumed in different chemical sub-sectors. An energy consumption demand tree 

helps identify the major energy consuming sub-sectors and provides insights on the identified 
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sectors for energy efficiency improvement. In the following sections, the development of 

demand trees for ethylene and ammonia production processes is discussed in detail. 

6.4.1.1. Ethylene production 

 

Thermal cracking of alkanes such as ethane, naphtha, and butane is the commonly used method 

of ethylene production [222, 224]. In Alberta, however, steam cracking of ethane is the main 

method for ethylene production
26

. In terms of process design, the cracking of ethane and naphtha 

for ethylene production is almost identical (except for the separation and compression processes) 

[224]. Of all feedstocks, steam cracking of ethane is the most efficient for producing ethylene 

(Table  6-2). In the ethylene production process, steam cracking is the most energy intensive sub-

process. Worldwide, about 40% of the chemical and petrochemical industries use final energy 

for the steam cracking process [398]. 

 
Table 6-2: Influence of feedstock on yield for ethylene production (weight %) [392] 

Feedstock Ethane Propane Butane Naphtha Atmospheric 

gas oil 

Vacuum 

gas oil 

Ethylene yield (%) 78 42 40 34 26 21 

 

A simplified ethane cracking process diagram is shown in Figure  6-2. Compared to other 

feedstocks, ethane cracking requires higher temperatures in the furnace, the capacity of a C2 

splitter, and fewer infrastructure facilities. No additional recovery equipment for propylene is 

required. Several byproducts are generated during ethylene production. However, when ethane is 

the feedstock used, almost no propylene, butadiene, or aromatics are formed [392].  

                                                 
26

 In European countries, naphtha is the main feedstock in the ethylene production process.  
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Figure 6-2: Simplified ethylene production process from ethane 

The energy intensity of ethylene production from ethane ranges from 17 to 21 GJ/tonne ethylene 

[399]. Generally, steam cracking of ethane is up to 33% more energy efficient than steam 

cracking of naphtha [224]. Major energy consumers in the ethylene production process are 

shown in the demand tree (Figure  6-3). 
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Figure 6-3: Ethylene production demand tree (derived from Worrell et al. [392])  

 

In terms of the type of energy used in each process, while the main energy carrier in the cracker 

and steam system is natural gas, electricity is used in both the chiller and compression
27

 units.  

 

6.4.1.2. Ammonia production 

 

Ammonia is the starting material for the production of all nitrogen-based fertilizers [400]. 

Ammonia is produced through a reaction between hydrogen and nitrogen. While the main source 

of nitrogen is the atmosphere, hydrogen comes from a variety of sources including natural gas, 

water
28

,
 
and other hydrocarbons. In Alberta, natural gas is the main feedstock used for ammonia 

production. Natural gas also serves as the source of energy for providing heat, steam generation, 

and electricity generation.  

Depending on the feedstock used for ammonia production, hydrogen is produced through either 

steam reforming or partial oxidation. When natural gas is used as the feedstock, steam reforming 

is the main process for hydrogen production, but when coal is the feedstock, the dominant 

                                                 
27

Electricity for compressors is generally produced on site.  
28

Hydrogen could be produced from water either through electrolysis of the water or via steam reforming.  



187 

 

process is partial oxidation.  In ammonia production in Alberta, where natural gas is the main 

feedstock, natural gas is both feedstock and energy source. In general, about one-third of GHG 

emissions are from fuel combustion and the remaining from the use of natural gas as the 

feedstock in the natural gas-based production route. Figure  6-4 shows a simplified flow of 

energy in the ammonia production process. 
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Steam

Loss
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Figure 6-4: Simplified ammonia production process from natural gas 
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The synthesis of ammonia is the most energy-intensive process in the production of N-fertilizers 

[401]. The energy intensity of natural gas-based ammonia production plants in Canada ranges 

from 29.7 to 42.3 with an average of 34.4 GJ/tonne NH3 [401], and feedstock accounts for more 

than half the net energy consumption
29

 [402]. In modern plants, where the total net energy 

consumption is around 28 GJ/t, the share of feedstock is almost three-quarters of the total energy 

consumption [402]. In these plants, even a net steam export is feasible [402, 403]. The ammonia 

production demand tree is shown in Figure  6-5.  
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Figure 6-5: Ammonia production demand tree 

6.4.2. Base year data collection 

The energy model for the province of Alberta was developed as described in earlier studies by 

Subramanyam and colleagues [404-408]. The data available in different publically available 

sources, including the Alberta Electric System Operator (AESO), the National Energy Board 

(NEB), Natural Resources Canada (NRCan), and several other provincial and national databases, 

were used to populate the model.  

                                                 
29

 Natural gas is used as both energy source and feedstock. Net energy is an index to report the cumulative 

consumption of natural gas both as feedstock and as energy carrier.  
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The model includes various modules in the energy supply, transformation, and demand sectors. 

For the chemical sector, specific data on production level, energy intensity of different sub-

sectors (including equipment-level data), types of energy carriers used in each section, and the 

emissions associated with each unit were used. The results of the techno-economic model (i.e., 

the cost of saved energy) were also used as inputs in the LEAP model. 

6.4.3. Model verification 

The data were validated by comparing the results of LEAP model with the historical data from 

NRCan (for both energy consumption and GHG emissions). For the verification, two major 

obstacles were faced, the availability of data on the physical production of petrochemical 

products [409] and the energy consumption and environmental footprint of different chemical 

sub-sectors (the publically available data on energy consumption of the chemical industry were 

aggregated) [234, 410].  

To address the first challenge, data for the physical production of ethylene were extracted from 

the only publically available source, the Canadian Energy Research Institute [411]. In order to 

assess the share of the petrochemical and fertilizer industries, data on the production level of 

these two sub-sectors, together with national disaggregated data on energy consumption in the 

chemical industry [234], were taken into consideration. For GHG emissions, in addition to the 

above-mentioned sources, Government of Alberta data  were considered [412]. The analysis 

suggests that the two sectors together account for 80% of overall energy consumption and GHG 

emissions from the provincial chemical sector. This confirms the study’s initial assumption that 

the petrochemical and fertilizer sectors are the main energy consumers and GHG emitters.  

We validated the model by comparing the results with actual energy consumption and GHG 

emissions, as shown in Figure  6-6 and Figure  6-7, respectively.  
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Figure 6-6: Historical energy consumption in the chemical sector 

 

Figure 6-7: Historical GHG emissions in the chemical sector 

As shown in Figure  6-6 and Figure  6-7, the results of the LEAP model for both energy 

consumption and GHG emissions are in line with the data reported in the Natural Resources 

Canada database [234]. 
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6.4.4. Scenario development 

The scenarios were developed using historical production and energy efficiency improvement 

trends as well as government plans for sector development. The authors consulted industrial 

experts including representatives from Alberta Innovates – Energy and Environment Solutions 

(AI-EES).  

Scenarios were developed for mid- to long-term time horizons. In the 2030 (mid-term) scenario, 

it is assumed that the technological changes occur fast and energy efficiency measures would 

reach their ultimate market shares by 2030. This is in line with the Government of Alberta’s 

Climate Leadership Plan. In the 2050 scenario, a more conservative approach is taken and it is 

assumed that complete penetration of energy efficiency technologies will take place by the end 

of 2050. 

6.4.4.1. Baseline scenario 

In order to predict future energy consumption and GHG emissions in the BAU scenario, a two-

step approach was used. The first step was to predict the expansion capacity in Alberta’s 

chemical industry, for which historical production trends and projected development plans for 

both the petrochemical and the fertilizer sectors were studied in detail
30

 and expansion capacity 

trends from 2016 to 2030/2050 were simulated. In the second step, energy intensity improvement 

in the sector was predicted with historical data. Further, energy intensity improvement 

restrictions, which are mainly imposed by the thermodynamic limitations of the processes, were 

also considered.  

 Future production in the petrochemical sector 

                                                 
30

 The recently announced petrochemical diversification program is not considered here as the program is in the 

early stages of development and its impact on industry expansion cannot be quantified at this stage.  
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Several factors affect future development of petrochemical industries including feedstock 

availability, overall production costs, and the sectoral market dynamic [411]. The historical and 

future perspectives of these factors are summarized in Table  6-3. 

Table 6-3:FactorsaffectingthedevelopmentofAlberta’spetrochemicalsector 

Factor Comments/Remarks 

Production costs Energy costs account for more than 70% of overall production costs of 

ethylene [413]. The cost of natural gas, the main feedstock used in 

North America and the Middle East, is significantly lower than 

naphtha, the main feedstock used in Europe and Asia. Thus Canada, 

and specifically Alberta, is an attractive location for investment in 

petrochemical projects. However, the competitiveness of feedstock 

prices (i.e., Canadian vs American) is a considerable barrier for 

investment in Alberta’s petrochemical industry. 

Feedstock availability  Available Ethane for ethylene production is expected to reach 350,000 

barrels per day and could provide feedstock for three world-class 

chemical manufacturing plants [414]. This feedstock is expected to 

become available through various sources including projects approved 

under the Government of Alberta’s Incremental Ethane Extraction 

Program, Vantage Pipeline from Saskatchewan and Dakota, and also 

oil sands upgraders off-gas projects [415].   

Market dynamics Because of low feedstock costs and convenient market access in the 

Middle East and the Asia Pacific, in recent years major global 
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Factor Comments/Remarks 

petrochemical investors have been attracted to that part of the world, 

where low feedstock costs have increased the economic 

competitiveness of petrochemical production. In Canada, eastern 

petrochemical industry hubs (i.e., Quebec and Ontario) have better 

access to markets in north and central United States and Canada. 

Alberta’s petrochemical products are mainly exported to central and 

western US and offshore. In terms of recent industry developments, 

there have been major national petrochemical developments in Alberta 

(mainly in Fort Saskatchewan and Red Deer). 

Capital investment Economic uncertainty, uncertainty about the treatment of capital 

expenditures (e.g., reductions in supporting schemes such as the 

Accelerated Capital Cost Allowance [ACCA]), high cost, and the 

uncertainty of electricity for industrial use are among the main 

challenges facing chemical industries. However, improved investment 

conditions resulted in provincial investments 30% above the 2013 

level in 2015 [416]. These were followed by more governmental 

incentives for further development in the petrochemical sector as well 

as more support programs that were announced in  2016 [417]. 

 

Interactions among the factors listed in Table  6-3 are expected to affect the development rate of 

the industry. A continuation of the historical development trend, along with government plans 
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for industry development, is taken into account in predicting future capacity. An analysis of 

historical data shows that ethylene production capacity in Canada has been almost constant 

between 2002 and 2007 and decreased slightly in 2008. In that year, Petro Mont closed its 

Montreal ethylene cracker and polyethylene unit 40 (whose main feedstocks were naphtha and 

gas oil), thus taking offline about 300 kt/yr from Canada’s total ethylene capacity as well as 

associated co-products. However, the decrease in production capacity is compensated for by an 

increase in existing capacity use (i.e., capacity factor), and actual production has remained 

almost constant with a fluctuation of less than 10% over the past several years. Therefore, 

historical production is considered to represent future expansion capacity. 

 Future production in the fertilizer industry 

In the past few years, the ammonia production capacity in Canada has remained almost constant. 

However, there are plans for two new ammonia production plants in Quebec and Saskatchewan 

with capacities of 820 and 750 kt per year, respectively. There are also expansion plans for the 

Brandon plants in Manitoba and the Agrium Redwater plant in Alberta. For the former, a 15% 

expansion capacity was announced in 2012. However, expansion plans for the Agrium Redwater 

plant in Alberta have been suspended, and it is unlikely that the expansion plant will become 

operational [418]. Therefore, despite the projected increase in ammonia production capacity 

nationally [418], it is assumed that the production capacity will follow the historical trend in 

Alberta. That is, it is expected that provincial ammonia production will increase from 2,384 

ktonne in 2002 to 2,562 ktonne and 2,755 ktonne in 2030 and 2050, respectively (increases of 

7.5% and 15.6% from 2002). 

Like the petrochemical sector, there has not been any radical improvement in the energy 

intensity of ammonia production processes in recent years. This is basically because the process 
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is mature and the Canadian ammonia industry is currently among the most efficient worldwide 

[401]. Therefore, a continuation of historical energy efficiency trends is assumed in developing 

the BAU scenario. 

6.4.4.2. Alternative scenarios 

Several alternative scenarios were developed in order to analyze how the penetration of energy 

efficient technologies would affect energy consumption and GHG emissions in the chemical 

sector. The energy demand tree described in Section  6.3 provided the opportunity to apply a 

bottom-up approach to evaluate these impacts. In the demand tree, energy efficiency 

technologies in different sub-processes were identified and their impacts on the system’s energy 

consumption were analyzed. A comprehensive literature review, as well as expert judgments, 

was used to analyze the energy efficiency potential in each sub-process/technology identified for 

different sub-sectors. 

Although the Canadian ammonia industry is among the top performing worldwide, there is room 

for energy efficiency improvement, largely in individual sub-process performance. All the sub-

processes in the demand tree were analyzed in detail, and areas where efficiency could be 

improved were identified. In addition, general energy efficiency improvement in the ammonia 

industry was studied, and improvement potential was assessed. For the market penetration of the 

technologies, where data were available, the technology readiness level was used to estimate the 

market share of the technology at the end of the study period. For other technologies (where no 

data were available), the current status of the ammonia industry in Canada and its relative 

performance compared to other countries were used as decision factors [401, 419].  
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For the ethylene industry, despite the high energy consumption, little data are available in the 

public domain on specific energy consumption and applicable measures for energy intensity 

improvement. Most of the available data are very general and not plant-specific; moreover, these 

are very high-level regional and national data that are not applicable for a bottom-up industrial 

energy system analysis. Nonetheless, it needs to be noted that data availability differs depending 

on the ethylene production route, and there are more specific data available for ethylene 

production from naphtha than from natural gas [224]
31

. These limitations make it difficult to 

identify energy efficiency measures, assess their applicability to Alberta’s ethylene production 

sector, and analyze the cost and environmental benefits associated with their implementation.  

However, to the extent possible, state-of-the-art (SOA) and emerging technologies that could be 

integrated into existing and new plants were identified. The results of the literature review reveal 

that due to the long life of a petrochemical plant, the suggested energy efficiency measures for 

petrochemical industries have not changed in the past several years, and this has been confirmed 

through expert judgement [322].  

Johansson  and Nakićenović identify the following process-specific energy efficiency measures:  

more selective furnace coils, improved transfer line exchangers, secondary transfer line 

exchanger, increased efficiency cracking furnaces, pre-coupled gas turbine to cracker furnace, 

higher gasoline fractionator bottom temperature, improved heat recovery quench water, reduced 

pressure drop in compressor inter-stages, additional expander on de-methanizer, additional re-

boilers (cold recuperation), extended heat exchanger surface, optimization steam and power 

balance, and improved compressors [420]. However, the availability of cost and energy saving 

                                                 
31

For example, in their study, Ren et al. (2006) identified state-of-the-art technologies that could be used in the 

ethylene production process using naphtha feedstock. Similarly, Worrell et al. (2007) analyzed different industrial 

sectors (including ethylene production) and compared the energy intensity of the existing processes with best 

practices. 
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data as well as their applicability in the short to mid-term are subject to debate and therefore 

none of these technologies were considered for scenario development.  

Other energy efficiency measures were used to develop long-term GHG mitigation scenarios in 

the LEAP model in the current study. The scenarios for energy saving and GHG mitigation in 

Alberta’s chemical sector are shown in Table  6-4.
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Table 6-4: GHG mitigation scenarios 

 Scenario Description 

Scenario 1: Adiabatic pre-

reformer 

An adiabatic steam pre-reformer reduces energy consumption in the reforming section because its use lowers the reformer duty. The highly active 

nickel catalyst in the pre-reforming will help partially reform the desulphurized hydrocarbon feed by using waste heat from the convection section 

of the reformer. The technology is commercially available and it is expected that its market share will reach 90% by the end of the study periods. A 

linear extrapolation was used to predict the penetration trend during the study periods. Compared to existing technologies, the adiabatic pre-

reformer will reduce the energy intensity of the reforming section by 1.03 GJ/tNH3. [280, 402] 

Scenario 2: Heat recovery 

from reformer flue gas 

Low quality heat from the reformer flue gas is recovered and used to preheat the combustion air, to produce steam at low pressure, or to preheat the 

boiler feed water. The technology is commercially available and it is expected that its market share will reach 90% by the end of the study periods. 

Compared to existing technologies, this technology will reduce the energy intensity of the reforming section by 0.22 GJ/tNH3. [280, 419, 421] 

Scenario 3: Low-energy 

CO2 removal technologies 

Conventionally, CO2 is removed from a process using chemical absorption methods with the application of monoethanolamine (MEA) as the 

solvent. Using physical absorption processes (which use an organic solvent and operate through the partial pressure) lead to less circular loading and 

therefore reduce utility consumption. In addition, using vacuum flashing and air stripping reduces energy consumption for solution regeneration. 

The market share of the technology is expected to increase by 24% by the end of the study periods. Compared to existing technologies, this 

technology will reduce the energy intensity of the process by 5.8 GJ/tNH3 [419] 

Scenario 4: Autothermic 

non-constant pressure 

methanolizing-methanation 

process 

This process is applicable in the shift conversion and CO2 removal sections. The market share of the technology is expected to increase by 38% at 

the end of the study periods. Compared to existing technologies, this technology will reduce the energy intensity of the process by 1.13 GJ/tNH3 

[419] 

Scenario 5: Low-

temperature conversion 

technology 

The low temperature shift (LTS) guard reactor will be installed before the LTS convertor, thus lowering CO spillage. This itself will lower the 

hydrogen consumption and therefore increase the ammonia production.  The market share of the technology is expected to increase by 17.5% by the 

end of the study periods. Compared to existing technologies, this technology will reduce the energy intensity of the process by 0.45 GJ/tNH3 [419] 

Scenario 6: Unpowered 

ammonia recovery 

technology 

The conversion rate in the ammonia synthesis process is between 20 and 30%. The co-products of the process are methane and argon, which could 

exit the system in the form of purge gas. There is some ammonia in the purge gas that could be recovered to improve overall system efficiency. The 

market share of the technology is expected to increase by 41% at the end of the study periods. Compared to existing technologies, this technology 

will reduce the energy intensity of the process by 0.5 GJ/tNH3 [402, 419] 

Scenario 7: Automatic 

control and optimization of 

ammonia synthesis reactor 

temperature 

Automatic control of temperature in the ammonia synthesis reactor will allow the reactor to operate at the lowest stable operating temperature, 

which itself will result in optimal reactor performance. The market share of the technology is expected to increase by 43% by the end of the study 

periods. Compared to existing technologies, this technology will reduce the energy intensity of the process by 0.65 GJ/tNH3 [419]. 

Scenario 8: Large-scale 

axial and radial ammonia 

synthesis tower 

Axial and radial ammonia synthesis towers (instead of a conventional axial tower, in which the process gas travels axially through the catalyst bed) 

will increase process efficiency and decrease the pressure drop in the process. The market share of the technology is expected to increase by 44% by 

the end of the study periods. Compared to existing technologies, this technology will reduce the energy intensity of the process by 3.3GJ/tNH3 
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[419] 

 

Scenario 9: Combined heat 

and power 

The overall efficiency of combined heat and power technology is roughly three times higher than conventional technologies. With a cogeneration 

efficiency of 88-92%, CHP provides considerable energy efficiency improvement in the chemical industry. The market share of the technology is 

expected to increase by 38% by the end of the study periods. Compared to existing technologies, the technology will reduce the energy intensity of 

the process by 2.3GJ/tNH3 [419] 

Scenario 10: Evaporative 

condenser cooling 

technology 

An evaporative condenser eliminates the need for treating and pumping large quantities of water. The demand for fan horsepower is considerably 

lower than in air-cooled systems. In addition, as these systems can work at lower temperatures, they need less energy input. The market share of the 

technology is expected to increase by 27% by the end of the study periods. Compared to existing technologies, the technology will reduce the 

energy intensity of the process by 0.09 GJ/tNH3 [419] 

Scenario 11: Synthesis gas 

molecular sieve dryer and 

direct synthesis converter 

feed 

Molecular sieves used as dryers will help free the make-up gas steam from water and carbon dioxide before they enter the synthesis reactor. The 

market share of the technology is expected to increase by 29% by the end of the study periods. Compared to existing technologies, technology will 

reduce the energy intensity of the process by 0.067GJ/tNH3 [419] 

 

Scenario 12: Energy 

integration (combined 

refrigeration) 

Refrigeration cogeneration systems generate power along with cooling. The system offers an optimized arrangement of energy and exergy flows 

that ultimately reduce energy consumption compared to separate power generation and cooling systems. The technology is expected to enter the 

market in 2025 [224]. An energy saving of 1 GJ/t ethylene is achievable by implementing this technology [402] 

Scenario 13: High pressure 

combustion 

Combustion under high pressure is more efficient than in atmospheric pressure. However, it needs more oxygen (more than the stoichiometric 

amount needed for the combustion). The market share of the technology is expected to increase by 40% by the end of the study periods. Compared 

to existing technologies, the technology will reduce the energy intensity of the process by 1GJ/t ethylene  

Scenario 14: 

Methanolization-

hydrocarbylation 

purification technology 

Methane purification technologies are applicable in the shift conversion and CO2 removal sections. The market share of the technology is expected 

to increase by 31% by the end of the study periods. Compared to existing technologies, the technology will reduce the energy intensity of the 

process by 1.06 GJ/tNH3 [419]. 



 

 

6.5. Results 

As discussed in Section  6.2, a techno-economic model was developed to calculate the cost of 

saved energy (CSE) from implementing each energy saving option. The model results (which 

were used as the input for the LEAP model) are presented in Table  6-5. Differences in the capital 

costs, technology operation and maintenance costs, and the amount and type of saved energy are 

the main factors affecting the CSE. The CSE changes over time because of changes in fuel cost 

and the impacts of discount rates.  

Table 6-5: Cost of saved energy (CAD/GJ) by scenario 

Scenario 2010-20 2020-30 2030-40 2040-50 

Scenario 1: Adiabatic pre-reformer -2.77 -4.59 -5.17 -5.75 

Scenario 2: Heat recovery from reformer flue gas -8.86 -12.82 -13.88 -14.88 

Scenario 3: Low-energy CO2 removal technologies -3.54 -5.37 -5.95 -6.53 

Scenario 4: Autothermic non-constant pressure methanolizing-

methanation process 

-3.35 -5.17 -5.75 -6.33 

Scenario 5: Low-temperature conversion technology -1.55 -3.37 -3.95 -4.53 

Scenario 6: Unpowered ammonia recovery technology -4.18 -6.01 -6.59 -7.17 

Scenario 7: Automatic control and optimization of ammonia synthesis 

reactor temperature 

-4.18 -6.01 -6.59 -7.17 

Scenario 8: Large-scale axial and radial ammonia synthesis tower -4.67 -6.75 -7.38 -8.01 

Scenario 9: Combined heat and power -3.79 -5.61 -6.19 -6.77 

Scenario 10: Evaporative condenser cooling technology -28.85 -42.21 -45.35 -48.21 

Scenario 11: Synthesis gas molecular sieve dryer and direct synthesis 

converter feed 

-3.60 -5.42 -6.00 -6.58 

Scenario 12: Energy integration (combined refrigeration) -2.83 -4.65 -5.23 -5.81 

Scenario 13: High pressure combustion 9.48 7.66 7.07 6.49 

Scenario 14: Methanolization-hydrocarbylation purification technology -7.69 -11.47 -12.48 -13.45 

 

The medium- to long-term impacts of different energy efficiency options on overall GHG 

emissions from the industry were analyzed using the results of the LEAP model. Table  6-6 

provides the results of the modelling. 



 

 

Table 6-6: Results of the LEAP model 

Energy-efficiency improvement scenarios Fast penetration scenario (2010-2030)  Slow penetration scenario (2010-2050)  

Cumulative energy 

reduction, PJ & GHG 

mitigation, Mt 

compared to reference 

Incremental NPV 

(million $) & GHG 

abatement cost 

$/tonne of CO2eq. 

Cumulative energy 

reduction, PJ & GHG 

mitigation, Mt 

compared to reference 

Incremental NPV in 

million $ and GHG 

abatement cost 

$/tonne of CO2eq. 

 

Energy GHG NPV (m)  $/ tonne Energy GHG NPV (m)  $/ tonne 

 
Scenario 1: Adiabatic pre-reformer 12.2 0.7 269 389 20.5 2.8 864 305 
Scenario 2: Heat recovery from reformer flue gas 2.6 0.1 118 801 10.7 0.6 273 451 

Scenario 3: Low-energy CO2 removal technologies 18.4 1.0 -10.5 -10.9 75.2 4.3 -61.5 -14.5 

Scenario 4: Autothermic non-constant pressure methanolizing-methanation 

process 

5.6 0.5 6.9 15.1 23.2 1.9 14.2 7.5 

Scenario 5: Low temperature conversion technology 2.4 0.1 -10 -80 10 0.5 -20 -39.4 

Scenario 6: Unpowered ammonia recovery technology 2.7 1.2 -114.3 -92 11.07 0.3 -40 -132 

Scenario 7: Automatic control and optimization of ammonia synthesis reactor 

temperature 

7.9 0.6 -120 -213 32.5 2.3 -346 -150 

Scenario 8: Large-scale axial and radial ammonia synthesis tower 13.8 0.8 -71 -85 56 3.4 -208 -61 

Scenario 9: Combined heat and power 11.7 0.7 -10 -15 48 2.7 -30 -11 

Scenario 10: Evaporative condenser cooling technology 0.32 0.1 22 354 1.3 0.3 125 485 

Scenario 11: Synthesis gas molecular sieve dryer and direct synthesis converter 

feed 

2.6 0.2 -7.6 -50.4 10.8 0.6 -23 -37 

Scenario 12: Energy integration (combined refrigeration) 47 2.8 -29 -10.4 119 6.7 -81 -12 

Scenario 13: High pressure combustion: 1.59 0.4 37 97 6.6 1.2 16 14 

Scenario 14: Methanolization-hydrocarbylation purification technology 4.3 0.3 8.6 25 17.7 1.4 29 20 
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6.5.1. Discussion and policy implication 

GHG emission reduction cost curves were developed using the results of the LEAP energy 

modelling. The cost curves, provides a comprehensive overview about the performance of 

different energy efficiency options in terms of both GHG mitigation potential and its associated 

costs. To develop the abatement cost curves, the costs of saved carbon were calculated. In the 

cost curve, emissions reduction and their associated costs are shown on the horizontal and 

vertical axes, respectively. In other words, the achievable emissions reduction from 

implementing each scenario (MT CO2eq) is shown on the horizontal axes and the height of each 

column shows the costs of GHG mitigation that are associated with that particular measure 

(CAD/ MT CO2eq). Different bars in the cost curve represent different GHG mitigation scenarios.  

The GHG abatement cost is the difference between the cumulative cost associated with 

implementing the energy efficiency measure and the existing technologies over the lifetime of 

the study. This difference in cost is further calculated in terms of per unit GHG mitigation 

potential of the efficient technologies compared to the existing technologies. The overall GHG 

abatement cost is the incremental cost of the alternative scenario compared to the BAU scenario 

in per unit GHG mitigated. The mitigation potential is cumulative over the time horizons of the 

study (i.e., 2030 and 2050 in the fast and slow penetration scenarios, respectively). 

The cost of GHG mitigation for each energy saving option and the cumulative GHG mitigation 

potential of the options are shown in Figure  6-8 and Figure  6-9. In order to develop the cost 

curves, the results were analyzed in two stages. In the first stage, the different energy efficiency 

options for the chemical sector were assessed in terms of GHG mitigation and associated GHG 

abatement costs. In the second stage, maximum GHG mitigation potential through the 

implementation of the selected GHG mitigation options was assessed. 
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In the first stage, individual mitigation potential for all the options was analyzed for both the fast 

and slow penetration scenarios. However, because not all the options can be implemented 

simultaneously, cost curves were developed to assess practical mitigation potential. More 

precisely, while general efficiency measures, such as an evaporative condenser and combined 

heat and power technologies, could be implemented at the same time, the simultaneous 

implementation of sub-sector-specific measures is not possible. For example, low-energy CO2 

removal technologies and CO2 removal using methyl diethanolamine (MDEA) as solvent will 

not occur at the same time, as these technologies are practically identical and the implementation 

of one would considerably affect the performance of the other. In order to account for this, in the 

second stage of the analysis, mitigation options in each sub-sector were carefully revisited and 

only those that could be implemented simultaneously were considered in developing the cost 

curve.  

An assessment of the practical mitigation potential for the fast penetration scenario shows that 

the emissions mitigation potential for the identified options ranges from 0.1 MT to 1.7 MT CO2 

eq.  (Figure  6-8). While the maximum GHG mitigation potential from the chemical sector is 

calculated to be 7.1 MT CO2eq., the largest emissions reduction is achievable through 

implementing energy integration measures (scenario 12) (i.e., 1.7 MT CO2eq followed by low-

energy CO2 removal technology (1.0 MT CO2eq.) (Sceanario3). On the other hand, the CO2 

mitigation potential for technologies such as heat recovery from reformer flue gas (scenario 2), 

low temperature conversion technology (scenario 5), evaporative condenser cooling technology 

(scenario 10), synthesis gas molecular sieve dryer and direct synthesis converter feed (scenario 

11), synthesis gas molecular sieve dryer and direct synthesis converter feed (scenario 13) is only 

0.1 MT CO2eq. in the same time period. 
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The results are in line with an earlier study, where it has been suggested that by the year 2030 the 

overall GHG mitigation potential in the OECD countries would be limited to 20% and 25% in 

the ethylene and ammonia industries, respectively [422]. The lower range of GHG mitigation 

potential in Alberta compared to the OECD average could be justified by the fact that the 

Canadian ammonia industry is among the most energy efficient industries globally, with an 

energy intensity of 33.1 GJ/tonne NH3, compared to the global average of 38.6 GJ/tonne NH3. In 

addition, ethylene production using natural gas (the main feedstock for ethylene production in 

Alberta) as feedstock is less energy intensive than using naphtha. Therefore, as the main 

feedstock for ethylene production in Alberta is natural gas, there would be limited potential for a 

change (such as using natural gas instead of naphtha) that would increase overall mitigation.   

Figure  6-8 shows that almost 75% of emissions reduction options have negative GHG abatement 

costs. For these options, the achievable cost saving due to reduced energy consumption exceeds 

the capital investment needed to implement the technology. For the options that have positive 

GHG abatement costs, their implementation will impose a cost to the system. The GHG 

mitigation cost for different technologies ranges from -213 CAD/tonne saved carbon to +801 

CAD/tonne CO2eq. with an average cost of +8 CAD/tonne CO2eq. 
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Figure 6-8: Carbon abatement cost curve (fast penetration scenario, 2010-2030) 

An analysis was done for the slow penetration scenario and the results are shown in Figure  6-9. 

The results of the analysis suggest that the cumulative emissions mitigation through the 

implementation of scenarios with negative GHG mitigation cost is 21.7 MT of CO2eq. In other 

words, like fast penetration scenario, almost 75% of the overall mitigation potential (i.e., 

cumulative mitigation potential of 29.7 MT of CO2eq.) is achievable with negative GHG 

mitigation cost. 
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Figure 6-9: Carbon abatement cost curve (slow penetration scenario, 2010-2050) 

6.6. Conclusion and future work 

In this study, a comprehensive and data intensive framework is developed to analyze the mid- to 

long-term energy efficiency and GHG mitigation potential in the chemical sector. The proposed 

framework enables the modeler to analyze the impacts of energy efficiency improvement on 

GHG emissions from the industrial sector not only at the point of demand (i.e., the chemical 

production site) but also the life cycle emission occurs as a result of electricity generation and 

transmission. 

The detailed and technology-rich framework is flexible and could be easily transferred in the 

scientific community to study the long-term the chemical industry different jurisdictions. In 
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addition, given the considerable share of the energy in the overall cost of industry, share of 

chemical industry in the global GHG emissions and the existing and emerging regulations 

around carbon emissions at both national and global levels, the results of the analysis are 

expected to provide invaluable input to both industrial stakeholders and policy makers. 

An analysis of both the ammonia and ethylene production industries in Alberta shows that they 

are more efficient than the world average. In fact, the fertilizers industry in  Canada was found to 

be one of the best performing  in the world [401]. The main advantage of Alberta’s chemical 

industry is the use of natural gas (as a low carbon hydrocarbon) as both feedstock and energy 

carrier.  

However, the results of the current study show that there is still potential for energy efficiency 

improvement and GHG mitigation. In order to assess the long-term energy saving and GHG 

mitigation potential in the industry, different scenarios were developed in the Long-range Energy 

Alternative Planning model. The impacts of efficiency measures on overall GHG mitigation 

potential in the chemical sector were assessed in two different time horizons, up to 2030 and 

2050. The results of the modelling suggest that in the chemical sector and compared to the 

business-as-usual scenario, 7.1 and 29.7 Mtonne CO2eq. can be mitigated by 2030 and 2050, 

respectively. The results also suggest that for more than two third of the emission reduction, 

energy efficiency measures would result in economic benefits for the industry and the cost 

associated with the options is less than the economic benefits  achievable from implementing the 

options.    
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 : Conclusion and recommendation Chapter 7

7.1. Conclusion 

Data analysis and decomposition techniques were used to analyze the historical trends of GHG 

emissions from the Canadian industrial sector and investigate the contribution of various 

technical and economic factors. In addition, several industry-specific frameworks were 

developed  to analyze the current status of Canada’s manufacturing sector in terms of energy 

consumption and GHG emissions as well as to identify process-level efficiency options and the 

sector’s system-level energy saving and GHG mitigation potential. The developed framework 

helps address the gaps and limitations in the existing literature. Long-term GHG mitigation 

scenarios were developed for four manufacturing industries: cement, iron and steel, petroleum 

refining and chemical (petrochemical and fertilizers).  

The following sub-sections present the key findings from the analysis. 

 Analysis of historical trends in Canada’s industrial greenhouse gas7.1.1.

emissions: An index decomposition analysis 

In Canada, industrial sector GHG emissions increased by almost 25% between 1990 and 2015. 

The biggest contributing factor was the increase in activity level in various industrial sub-sectors. 

The overall economic-energy-intensity of the industrial sector fell by 11% (from 9.3 MJ/$2007 

GDP in 1990 to 8.3 MJ/$2007 GDP in 2015). In the 25 years ending in 2015, the energy 

intensities of the construction, pulp and paper, smelting and refining, petroleum refining and 

cement industries decreased, while in the mining, forestry, iron and steel and chemical sectors, 

energy intensity increased. In terms of fuel mix, a shift toward the use of less carbon-intensive 

fuels between 1990 and 2014 was observed. The emission intensity of Canada’s electricity grid 
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fell by 24% in the past 25 years and helped reduce the indirect emissions from in the industrial 

sector. While industry-specific standards and benchmarks are needed to develop effective energy 

efficiency regulations, our analysis of historical trends suggests that financial incentives will 

accelerate the adoption of energy efficiency measures.   

 Analysis of the long-term GHG mitigation potential in different 7.1.2.

industrial sub-sectors 

7.1.2.1. Cement industry 

The overall energy and GHG emission intensity of Canada’s cement industry decreased by 

almost 10% in the first decade of this century. In addition to the historical improvement in the 

industry’s emission intensity, there is potential for emissions reduction through process 

modification, energy efficiency improvement, and the use of alternative materials (as both raw 

material and fuel source). 20 mid- to long-term emissions reduction scenarios were developed. 

The cumulative GHG emissions reduction potential from the industry was calculated to be 27.3 

MtCO2eq and 59.9 MTCO2eq by 2030 and 2050, respectively (Figure  7-1).  Using alternative 

materials as feedstock (i.e., blended cement) was found to have the biggest potential for GHG 

mitigation (i.e., slightly less than 30% of the overall GHG mitigation potential). Almost 70% of 

GHG emissions reduction in the sector can be met with negative cost (that is, the financial gains 

from implementing the option exceed its cost).
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Figure 7-1: GHG mitigation cost curve inCanada’scementsector (slow penetration scenario, 2010-2050)
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7.1.2.2. Iron and steel industry 

In iron and steel sector, data from a business-as-usual scenario (i.e., continuation of historical 

trends) suggest that the emissions from Canada’s iron and steel industry will grow by 25% by 

2030 with no emissions reduction actions. Changes in industry structure and increasing shares of 

secondary steel production (using scrap steel as feedstock) over primary steel production (using 

iron ore as feedstock) are expected to reduce iron and steel industry GHG emissions by 11%.  

Twenty-six applicable energy efficiency options were identified. Their cumulative impact on 

GHG emissions reduction was calculated to be 5% of the overall BAU emissions.  More than 

90% of the overall GHG emissions reductions were achievable with negative cost (Figure  7-2). 
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Figure 7-2: GHGmitigationcostcurveinCanada’sironandsteelsector(slowpenetrationscenario,2010-2050)
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7.1.2.3. Petroleum refining industry 

There are two types of petroleum refineries in Alberta, conventional and oil sands refineries. In 

terms of process-energy-intensity, the specific energy consumption of oil sands refineries is 17% 

higher than that of conventional refineries.  The energy consumption of the catalytic reforming 

unit (CRU), the crude distillation unit (CDU), and the fluid catalytic cracking (FCC) can be 

reduced by 9.54%, 6.39% and 2.38%, respectively, through process heat integration. Air pre-

heating is most effective in the CDU unit, where energy intensity can be improved by 17%. In 

the alkylation and isomerisation units, mechanical heat pumps will reduce energy intensity by 

8% and 9%, respectively.  Compared to the baseline scenario, using the identified energy 

efficiency measures cumulatively will reduce the sector’s emissions by 5%. Almost 80% of the 

reduction can be met by implementing energy saving options in the CDU, hydro-treating, 

alkylation, and isomerization units. In term of economic performance, 60% of emissions can be 

reduced with negative cost (Figure  7-3).
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Figure 7-3: GHGmitigationcostcurveinAlberta’spetroleumrefiningsector(slowpenetrationscenario,2010-2050)
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7.1.2.4. Chemical industry 

Alberta’s chemical sector is among the world’s most energy efficient sectors, mainly due to the 

use of natural gas as feedstock and as a main fuel source (instead of the heavier hydrocarbons 

used in other parts of the world). Petrochemical and fertilizers industries are the main sub-sectors 

of the chemical industry in Alberta and cumulatively account for more than 80% of the sector’s 

overall energy consumption and GHG emissions. Twenty-eight GHG mitigation scenarios were 

developed for the time periods ending 2030 and 2050 (fourteen for each). The overall cumulative 

emissions reduction potentials were calculated to be 7.1 and 29.7 MTCO2eq by 2030 and 2050, 

respectively, more than three-quarters of this achievable with negative cost (Figure  7-4). 
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Figure 7-4: GHGmitigationcostcurveinAlberta’schemicalsector(slowpenetrationscenario, 2010-2050)
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The combined GHG mitigation cost curves for the Canada (cement and iron and steel industries) 

and Alberta (chemical and petroleum refining industries) are shown in Figure  7-5 and Figure  7-6, 

respectively. These figures show the relative positioning of different GHG mitigation measures 

in different industries and can be used in developing industrial climate policy for different 

industrial sub-sectors.  

Comparison of cement and iron and steel industries shows that by 2050, relatively high GHG 

emissions reduction (59.9 Mt CO2eq.) is achievable with limited number of GHG mitigation 

options (10) in the cement industry. In the iron and steel industry the cumulative GHG mitigation 

option from implementing 26 measures is only 35.3 MT CO2eq. In terms of GHG abatement 

cost, while the GHG abatement cost for different options in the cement industry ranges from -

343 (CAD/t CO2eq.) for adjustable speed drive for Kiln production to 97 (CAD/t CO2eq.) for 

indirect firing for clinker making, the range is much smaller in the iron and steel industry (i.e., 

from -297 CAD/t CO2eq to 57 CAD/t CO2eq for improved process control-EAF neural network 

and coal moisture control, respectively). 
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Figure 7-5:CombinedGHGmitigationcostcurveinCanada’scementandironandsteelindustries(slowpenetrationscenario,2010-2050)



219 

 

In Alberta and by 2050, the achievable GHG mitigation potential from chemical (29.7 Mt 

CO2eq.) is more than three times higher in the acheviable GHG mitigation from petroleum 

refining (9.7 Mt CO2eq.) (Figure  7-6). This is mainly due to the higher share of chemical 

industry in the overall industrial GHG emissions within the industry (in 2016, chemical and 

petroleum refining accounted for 11.1% and 4% of the overall GHG emissions from industrial 

sector, respectively).  Compared to the baseline scenario, almost 5% of the emissions can be 

mitigated in both sectors. On the overall bases, the GHG mitigation from petroleum refining is 

relatively cheaper compared to that of chemical sector. This is mainly because Alberta’s 

chemical industry is currently among the most efficient industries globally and further 

improvement in energy efficiency and GHG mitigation requires relatively expensive process 

modification and industrial retrofits.
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Figure 7-6:CombinedGHGmitigationcostcurveinAlberta’schemicalandpetroleumrefiningindustries(slowpenetrationscenario,2010-2050)
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 Cross sectoral observations 7.1.3.

Historically, energy efficiency has played an alternating role in GHG mitigation from Canada’s 

industrial sector. In terms of both energy consumption ad GHG emissions, Canada’s chemical, 

and iron and steel industries perform better and worse, respectively, than the global average.  The 

historical rates of energy efficiency improvement and GHG mitigation vary from one industry to 

another. While the energy intensity in petroleum refining has been almost constant, the iron and 

steel sector has benefited from structural changes and changes in the cement industry have 

improved its energy efficiency by 10% in less than one decade.  In all the studied sectors, there is 

considerable potential for GHG mitigation through energy efficiency improvement (cumulatively 

accounting for at least 5% of the overall GHG emissions from the BAU scenario). Most of the 

GHG mitigation potential can be met with negative cost (i.e., the implementation of the 

technologies will result in economic gains). Therefore, energy efficiency improvement is often 

considered the low hanging fruit when it comes to decarbonizing the industrial sector.  

7.2. Contribution and implication for policy 

The contribution of the current research is twofold. First, the sub-sectoral frameworks presented 

in this thesis are comprehensive, technologically rich, and flexible. These make the frameworks 

easily transferable, and the models can be used by academics and policy makers to study long-

term industrial energy efficiency and GHG mitigation potential in other jurisdictions. For each 

sector, we developed energy consumption demand trees, which provide invaluable insights on 

the process energy intensity as well as the type of fuel used in each process. These data are 

transferable and can be used to develop identical energy models for the industrial sector in other 

jurisdictions. Also, the different cost components used in the analysis allow the user to account 
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for technology-specific costs (i.e., capital and operation and maintenance cost) as well as macro-

economic factors (such as fuel cost and carbon cost) in the analysis. 

In the developed framework, the user can consider the carbon cost as an external cost or include 

it as a component of the operational cost. We assessed the performance of a carbon pricing 

scheme in Canada using the former approach and identified areas of improvement for the 

existing pricing scheme that could help the scheme reach the maximum mitigation potential. 

Using this approach also allowed us to consider different carbon cost scenarios and assess the 

sensitivity of the findings to the changes in the price of carbon. 

Second, this study addresses the gaps in knowledge in Canada’s industrial climate policy. By 

developing fact-based scenarios, the work quantifies the long-term achievable GHG emissions 

from Canada’s manufacturing industries.  

The results of the analysis provide invaluable input to policy makers on the long-term potential 

for sectoral GHG mitigation, its associated cost, and specific areas of energy efficiency 

improvements to be considered when developing regional and national climate policies. In 

addition, with the existing and emerging environmental regulations in the carbon-constrained 

world, the results of this study can be effectively used by industrial stakeholders for their future 

investment and development decisions. 

7.3. Recommendations for future work 

The following recommendations for future work were identified from this research study: 

 Alternative and emerging GHG mitigation technologies 7.3.1.

This study analyzed energy efficiency improvements and their impacts on GHG mitigation from 

Canada’s manufacturing industries. In order to evaluate the ultimate GHG mitigation potential 
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from these sectors, in addition to energy efficiency, it is crucial to assess the applicability of 

emerging technologies such as carbon capture, utilization, and storage and their impact on 

sectoral GHG mitigation potential. Techniques such as geographical information system (GIS) 

analysis can be used to link emissions sources and sinks and evaluate the technical feasibility of 

the technology in different jurisdictions.  

The potential for industry to adopt renewable energies (i.e., decentralized electricity production), 

energy storage potential, and the impacts of adopting them on overall industrial GHG emissions 

can also be the subject of future studies. The share of electricity in Canada’s industrial fuel mix 

has increased over time. This trend is expected to continue, and therefore it would be beneficial 

to assess potential future trends of industrial electrification and its impacts on sectoral GHG 

emissions. 

 Other environmental impacts 7.3.2.

The current research analyzed the long-term GHG mitigation potential in Canada’s 

manufacturing industries. The impacts of modifications on the emissions of other air pollutants 

and on water consumption were not analyzed and could be considered in future studies. 

 Policy analysis 7.3.3.

From the climate policy perspective, there are two ways in which the current study can be 

expanded. The first uses the implications of the findings for long-term climate change policy 

making. For example, we investigated the limitations of current climate policies in the petroleum 

refining sector and, based on the results of the current research, proposed some modifications to 

improve the performance of the industrial carbon pricing system in Alberta. Similar work can be 

done for other industrial sub-sectors. Second, the effectiveness of climate policies on promoting 

energy efficiency in the industrial sector needs to be analyzed. It is important to develop policies 
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that will promote energy efficiency in the sector. Such policies will help realize the areas of 

GHG mitigation potential identified in this thesis.  
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Appendix 

Appendix I-Supplementary information for Chapter 2 

Appendix I-I: Model for decomposition analysis 

clear all 

close all 

clc 

for t=1:25 

    E=xlsread('C:\Users\kheradma\Desktop\alireza\New Folder\2018-01-18 E-Decompostion 

Energy raw data.xlsx',t); 

    C[423][423][423]=xlsread('C:\Users\kheradma\Desktop\alireza\New Folder\2018-01-07-C-

Decompostion Emissions raw data.xlsx',t); 

    Q(:,t)=xlsread('C:\Users\kheradma\Desktop\alireza\New Folder\2018-02-15-Q-

Decomposition GDP raw data.xlsx',t); 

    I(:,t)=xlsread('C:\Users\kheradma\Desktop\alireza\New Folder\2018-02-15-EtoQ-

Decomposition Energy intensity raw data (MJper2007gdp).xlsx',t); 

    UR(:,t)=xlsread('C:\Users\kheradma\Desktop\alireza\New Folder\2018-01-07-U Capacity 

Utilization Rate (%).xlsx',t); 

end 

for t=1:25 

    SE=E[423][423][423]; 

    SC=C[423][423][423]; 

    SC=SC([3 4 8 1 2 6 5 7 9 10],[2 4 6 9 7 8 5 3 1 10]);     

    for i=1:10 

        for j=1:10 

            if isnan(SE(j,i)) 

                SE(j,i)=0; 

            end 

            if isnan(SC(j,i)) 
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                SC(j,i)=0; 

            end 

            if SE(j,i)==0 

                SE(j,i)=.002; 

            end 

            if SC(j,i)==0 

                SC(j,i)=.002; 

            end           

        end 

    end 

    E[423][423][423]=SE; 

    C[423][423][423]=SC; 

end 

SC0=C[423][423][423]; 

SE0=E[423][423][423]; 

for t=1:25 

    SC=C[423][423][423]; 

    SE=E[423][423][423]; 

    DP=0;DM=zeros(1,10);DE=zeros(1,10); 

    for i=1:10 

        ms=0; 

        mI=0; 

        mU=0; 

        for j=1:10 

            L=(SC(j,i)-SC0(j,i))/(log(SC(j,i)/SC0(j,i))); 

            if isnan(L) 

                L=SC(j,i); 
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            end 

            DP=DP+L; 

            ms=ms+L; 

            mI=mI+L; 

            mU=mU+L; 

            M(j,i)=SE(j,i)/(sum(SE(:,i))); 

            U(j,i)=SC(j,i)/SE(j,i); 

            M0(j,i)=SE0(j,i)/(sum(SE0(:,i))); 

            U0(j,i)=SC0(j,i)/SE0(j,i); 

            DM(i)=DM(i)+L*log(M(j,i)/M0(j,i)); 

            DE(i)=DE(i)+L*log(U(j,i)/U0(j,i)); 

        end 

        DS(i)=ms*log(Q(i,t)*sum(Q(:,1))/Q(i,1)/sum(Q(:,t))); 

        DI(i)=mI*log(I(i,t)/I(i,1)); 

        DU(i)=mU*log(UR(i,t)/UR(i,1)); 

    end 

    DP=DP*log(sum(Q(:,t))/sum(Q(:,1))); 

    production(t)=DP; 

    structure(t)=sum(DS); 

    intensity(t)=sum(DI); 

    utlization(t)=sum(DU); 

    Fuelmix(t)=sum(DM); 

    emission(t)=sum(DE); 

end 

for k=1:25 

    total(k)=production(k)+structure(k)+intensity(k)+utlization(k)+Fuelmix(k)+emission(k); 

end
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Appendix I-II: Input data for the decomposition analysis 

Table A-1: Historical Energy consumption in Canada's industrial sector-Energy use by industry (PJ) 

 

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Total  2710 2675 2686 2704 2855 3017 3020 3086 2999 3046 3167 3023 3140 3203 3367 3306 3307 3435 3294 3136 3237 3321 3416 3525 3584 

Construction 67 58 58 51 54 49 50 49 48 51 51 51 58 63 68 71 72 75 75 66 73 79 82 79 76 

Pulp & Paper 728 496 488 491 516 833 806 845 796 851 868 794 827 816 902 827 750 724 633 579 553 541 525 560 576 

Smelting & 

Refining 183 188 198 211 223 219 230 229 237 235 231 246 251 256 248 261 263 256 261 228 240 249 230 225 229 

Petroleum 

Refining 323 320 324 323 311 356 350 357 351 275 338 355 381 363 397 357 371 380 347 339 344 339 343 321 319 

Cement 59 51 51 51 59 62 59 59 61 63 67 64 68 68 70 71 76 67 65 62 60 58 57 55 57 

Chemicals 223 233 222 211 242 248 252 262 262 265 260 230 231 214 244 236 248 243 242 231 249 272 272 285 292 

Iron & Steel 219 235 245 242 250 247 251 253 256 261 260 229 247 241 250 240 252 254 247 187 213 227 231 215 231 

Other 

Manufacturing 551 756 752 706 772 550 541 551 523 532 564 515 523 525 542 547 532 542 522 479 472 489 501 522 508 

Forestry 8 7 7 8 8 8 10 11 12 15 17 20 20 23 28 29 31 30 31 21 22 20 19 19 18 

Mining 348 332 341 411 419 446 469 471 451 498 510 518 535 634 619 667 712 863 872 943 1011 1048 1156 1244 1276 

 

Table A-2: Historical Energy consumption in Canada's industrial sector-Energy use by energy source (PJ) 

 

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Total Energy Use (PJ) 2710 2675 2686 2704 2855 3017 3020 3086 2999 3046 3167 3023 3140 3203 3367 3306 3307 3435 3294 3136 3237 3321 3416 3525 3584 

Electricity 658 668 673 695 713 733 738 748 757 771 796 793 801 804 804 842 834 819 794 721 730 730 721 723 721 

Natural Gas 837 821 825 825 866 910 937 971 910 920 961 835 917 927 934 904 896 1036 1037 1007 1111 1185 1293 1428 1476 

Diesel Fuel Oil, Light 

Fuel Oil and Kerosene 128 119 108 115 128 115 130 133 130 131 141 138 133 145 159 170 173 186 190 175 211 226 221 222 208 

Heavy Fuel Oil 201 179 161 162 160 147 156 155 148 139 143 144 125 150 156 134 119 120 101 90 60 45 44 42 40 

Still Gas and 

Petroleum Coke 310 303 334 342 348 412 395 390 387 370 376 415 438 438 481 470 509 526 474 513 501 500 498 477 468 

LPG and Gas Plant 

NGL 26 28 32 33 28 32 29 31 32 30 39 41 36 32 34 46 49 52 55 51 60 65 78 67 63 

Coal 49 43 42 40 44 47 47 48 48 52 58 61 54 58 59 53 57 57 57 48 54 56 54 47 44 

Coke and Coke Oven 

Gas 131 145 143 136 135 134 135 133 131 135 137 129 127 127 125 126 135 126 126 98 110 120 120 99 103 

Wood Waste and 

Pulping Liquor 341 337 344 338 408 458 425 452 426 463 479 430 470 476 573 523 499 477 427 394 375 364 356 391 423 

Other 28 31 24 19 27 30 29 25 31 35 37 37 39 45 42 38 38 35 33 41 25 30 31 30 37 
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Table A-3: Historical GHG emissions in Canada's industrial sector (including electricity)-GHG emissions by industry (Million tonne of CO2eq.) 

 

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Total 

141 138 140 138 140 148 149 155 156 153 160 159 161 168 170 167 167 178 170 158 169 169 175 179 178 

Construction 4.3 3.7 3.7 3.3 3.5 3.2 3.3 3.2 3.2 3.3 3.4 3.4 3.8 4.1 4.5 4.7 4.8 5.0 5.0 4.5 4.9 5.3 5.5 5.4 5.1 

Pulp & Paper 24.5 23.5 22.8 21.9 21.8 22.5 22.5 24.0 24.3 24.1 24.9 23.9 23.3 23.5 22.8 20.0 17.5 17.3 14.3 12.4 11.9 10.9 9.8 10.4 9.9 

Smelting & 

Refining 10.9 10.9 11.8 11.4 11.9 11.9 12.2 12.9 14.6 13.5 13.6 15.3 15.2 16.2 15.0 15.1 14.9 14.7 14.3 11.5 12.5 11.7 10.3 10.1 9.5 

Petroleum 

Refining 18.2 18.2 18.4 18.5 17.6 20.7 20.3 20.7 20.4 16.2 19.3 20.3 21.1 20.3 23.6 20.9 21.1 21.7 19.2 18.8 19.8 19.1 20.3 19.1 18.9 

Cement 4.4 3.9 3.9 3.9 4.5 4.7 4.6 4.5 4.6 4.8 5.2 5.1 5.3 5.6 5.8 5.8 6.2 5.5 5.3 5.0 4.8 4.7 4.3 4.1 4.3 

Chemicals 10.9 10.9 10.9 10.3 11.6 11.9 12.2 13.3 13.8 13.7 13.5 12.1 11.9 11.3 12.6 12.0 12.4 12.2 11.9 10.9 11.9 12.6 12.4 12.9 13.0 

Iron & Steel 16.5 18.0 18.7 18.2 18.0 18.2 18.3 18.4 18.9 19.1 19.2 17.3 18.1 17.8 18.3 17.4 18.6 18.8 18.1 13.6 15.6 16.5 16.6 14.7 15.8 

Other 

Manufacturing 28.7 27.2 27.2 24.3 24.8 26.6 25.9 27.0 25.9 25.5 27.3 26.3 26.0 26.0 25.8 26.3 24.5 25.4 23.7 20.5 21.5 21.2 21.3 21.7 19.5 

Forestry 0.6 0.5 0.5 0.6 0.6 0.6 0.7 0.8 0.9 1.1 1.3 1.5 1.5 1.7 2.1 2.1 2.3 2.2 2.3 1.6 1.6 1.5 1.4 1.4 1.4 

Mining 22.5 21.2 21.6 25.5 26.0 27.7 29.2 30.1 29.5 31.3 32.8 33.5 34.5 41.3 40.1 42.2 45.0 55.1 55.6 59.6 64.5 66.0 73.3 79.2 80.5 

 

Table A-4: Historical GHG emissions in Canada's industrial sector (including electricity)-GHG emissions by energy source (Million tonne of CO2eq.) 

Total 141 138 140 138 140 148 149 155 156 153 160 159 161 168 170 167 167 178 170 158 169 169 175 179 178 178 

Electricity 37 36 38 35 35 37 36 40 46 43 46 49 48 50 48 47 45 45 41 34 36 31 29 29 27 26 

Natural Gas 44 42 43 43 44 47 49 51 47 48 51 44 49 51 51 49 49 59 59 57 64 68 74 82 85 87 

Diesel Fuel Oil, Light Fuel Oil and Kerosene 9 9 8 8 9 8 9 10 10 10 10 10 10 11 12 13 13 14 14 13 16 17 16 17 15 16 

Heavy Fuel Oil 15 14 12 12 12 11 12 12 11 10 11 11 9 11 12 10 9 9 8 7 5 3 3 3 3 2 

Still Gas and Petroleum Coke 18 17 19 20 20 24 23 23 23 22 22 24 25 25 29 28 30 31 27 30 30 29 31 30 29 30 

LPG and Gas Plant NGL 2 2 2 2 2 2 2 2 2 2 2 3 2 2 2 3 3 3 3 3 4 4 5 4 4 4 

Coal 5 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 4 5 5 5 4 4 4 

Coke and Coke Oven Gas 12 14 14 13 13 13 13 13 13 13 13 12 12 12 12 12 13 12 12 9 10 11 11 9 10 9 

Wood Waste and Pulping Liquor 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Other 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 
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Table A-5: Historical activity level in Canada's industrial sector-Activity level by industry (GDP (million CAD 2007)) 

 

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Construction 72696 66953 62007 59814 61639 59346 61464 64885 66935 70058 73707 79042 82439 85194 90086 94414 98021 

10209

8 

10473

8 98211 

10555

9 

10920

8 

11756

7 

12247

5 

12563

2 

Pulp and 

paper 8313 7885 8103 8698 9142 9048 9204 9256 9015 9832 10316 9836 10301 10317 10409 10435 9375 9304 8615 7029 7606 7328 6932 6662 6985 

Smelting and 

refining 3921 3818 3514 3282 4367 4855 4847 5658 6317 6727 7662 8453 8302 8027 9039 9504 9357 8963 8888 7245 7579 8101 7841 7389 8142 

Petroleum 

refining 5712 5438 5615 5639 5812 5792 5911 6260 6621 6222 5954 6782 6598 6759 6677 6408 6045 6147 6007 6320 5947 5617 5800 5862 6083 

Cement 699 519 486 492 527 541 643 894 849 836 897 950 936 952 1064 1236 1253 1217 1112 933 914 932 900 900 1006 

Chemicals 2826 2552 2571 2618 2753 3013 3073 3552 3515 3502 3724 3367 3216 3548 3439 3643 3771 3540 3135 2436 2859 3131 2997 3132 2901 

Iron and steel 2592 2315 2477 2939 3328 3932 3503 3806 4079 4087 4262 3588 4152 3910 3892 3807 3790 3809 3298 2018 2728 3033 3095 2927 3063 

Other 

manufacturin

g 

10526

8 97688 99260 

10504

5 

11247

1 

11815

6 

11975

2 

12724

8 

13411

3 

14649

7 

16497

7 

15605

8 

15717

4 

15550

6 

15809

7 

16080

2 

15933

9 

15481

2 

14631

6 

12658

3 

13196

3 

13701

3 

14022

8 

13979

0 

14405

6 

Forestry 5974 5255 5387 5600 5849 6064 5648 5213 5358 5626 5914 5924 6056 5977 6315 6402 6147 5730 5352 4509 5037 5451 5339 5531 5287 

Mining 83399 87018 89590 93432 97523 

10099

8 

10207

8 

10455

1 

10611

4 

10591

6 

10926

2 

10938

3 

11200

5 

11518

2 

11713

3 

11840

7 

12175

1 

12310

7 

12033

7 

10838

2 

11508

5 

12331

9 

12072

6 

12648

2 

13584

1 

 



 

 

Appendix II: Supplementary information for Chapter 3 

Appendix II-I: Model verification 

 

Figure B-1: Electricity Consumption of the Cement Industry in Canada 

 

Figure B-2: Natural Gas and Coal verification



 

 

Appendix II-II: Energy efficiency measures in cement industry 

Table B-1: Globally available energy efficiency measures for cement industry 

Raw Material Preparation 

Efficient Transport System The switch from pneumatic systems to mechanical conveyors energy savings is estimated at 2.0 kWh/tonne [243]. 

Conversion is cost effective only when replacement is needed to increase reliability and reduce downtime. Using 

pneumatic conveyors with high capacity bucket elevators can reduce power consumption by 2/3[424]. Upgrading the 

pneumatic system to a fluidized conveying system (FLC) can lead to an estimated 1 kWh/ton energy savings  

Raw Meal Blending (Homogenizing) 

Systems 

Improved raw material blending can reduce heat and power requirements for clinker production and increase production 

by 5% [277]. The use of gravity-type homogenizing silos can reduce energy consumption by 0.5 – 2.3 kWh/ton[425]. 

Advanced Raw Meal Grinding Replacing ball mills with high efficiency roller mills, ball mills combined with high-pressure roller presses, or by 

horizontal roller mills can lead to energy savings of 6-7 kWh/ton [251, 277] 

An advantage of vertical roller mills is the combination of raw material drying with the grind process by using low-grade 

waste heat from the kilns or clinker coolers [255]. 

Separate Raw Material Grinding Grinding materials with a high proportion in the raw mix in mills with low specific use and grinding materials that are 

harder to grind in vertical roller mills can be more efficient. Electricity savings are estimated at 0.55-0.77 kWh/ton [256] 

Raw Meal Process Control To avoid vibration trips of vertical roller mills a model-predictive multivariable controller can be used. Energy savings 

are estimated at 0.8-1 kWh/t [249]. 

High-Efficiency 

Classifiers/Separators 

High-efficiency classifiers have 80-90% separation efficiency  

(compared to 50-60% of the first generation classifiers), an improved air distribution system, and advanced control of the 

air flow. Electricity savings of 2.5-3.4 kWh/t can be achieved [426]. 

Clinker Production 

Process Control & Management 

Systems – Kilns 

 

Optimization of the combustion process and conditions using expert systems, model-predictive control (MPC), or fuzzy 

logic systems can lead to energy savings between 2.5 – 10 %, 0.04-0.17 MBTU/ton, respectively [256]. 

A process control of the clinker cooler can reduce energy consumption by 5%, increase cooler throughput by 10%, 

reduce free lime by 30%, and reduce NOx emissions by 20% [276]. 

Kiln Combustion System 

Improvements 

Improved combustion systems optimize the mixing of combustion air and fuel while reducing the use of excess air and 

optimizing the shape of the flame. Fuel savings up to 10 can be achieved [278]. 

Mineralized Clinker  Mineralizers are used to improve raw mill burnability and can reduce the temperature in the sintering zone, which results 

in 5% fuel savings and 0.04-0.11 MBTU/ton clinker,. On the other hand, electricity consumption could increase by 0-

0.09 kWh/t [256]. 
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Indirect Firing  This technology is standard for modern plants. Because primary air supply is decoupled from the coal mill, lower 

percentages of primary air are used, which leads to energy savings of 43-63 kBTU/ton (by upgrading a mono- to multi-

channel burner [256].  Upgrading a direct to an indirect firing system reduces energy by up to 162 kBTU/ton [277]. 

Seals Replacement Seals are used to reduce false air penetration and heat losses at the kiln inlet and outlet.  Upgrading seals can reduce fuel 

consumption, up to 0.01 MBTU/ton [427]. 

Refractories Refractories protect the steel kiln shell against chemical, mechanical, and heat stress. New refractories have extended 

lifetimes and additional energy savings of about 54 kBTU/ton [277]. 

Efficient Kiln Drives To rotate the kiln, synchronous motors are most often used. Upgrading the drives to single pinion drives with an air 

clutch and a synchronous motor would reduce power use by 0.5 kWh/ton [259]. 

Adjustable Speed Drive for Kiln 

Drives 

Adjustable or variable speed drives for the kiln fan reduce maintenance costs and power consumption. Depending on the 

configuration of the plant , these drives can save up to 40% of electricity consumption [252]. Lafarge Canada´s 

Woodstock replaced their kiln fans with these drives and reduced electricity use by 5 kWh/t[253]. 

Conversion to Efficient Clinker 

Cooler Technology 

Modern reciprocating grate coolers (3rd generation) increase the productivity of the kiln and have a higher heat 

recuperation efficiency (70-75%). By upgrading a planetary or rotary cooler, fuel savings up to 8% are possible. 

Upgrading modern coolers is economically attractive only when production needs to be expanded or a precalciner is 

installed [254, 256]. 

Optimization of Heat 

Recovery/Upgrade Clinker Cooler 

The clinker cooler cools the clinker temperature from 1200 °C to 100 °C. Upgrading the clinker cooler can result in 

energy savings of 0.08 MBTU/ton [257]. 

Low Pressure Drop Cyclones for 

Suspension Preheaters 

Upgrading cyclones will reduce the power consumption of the kiln exhaust gas fan system. For older kilns the energy 

consumption when replacing them can be reduced by 4kWh/ton [253]. 

Heat Recovery for Power Generation The waste gas of the kiln, the clinker cooler system and the kiln pre-heater system can be used for power generation or 

raw/fuel drying. It can result in electricity savings of up to 30% and 10% primary energy saving [268].Only for long-dry 

kilns the temperature of the exhaust gas is high enough to operate cost effectively; for low heat recovery, ORC or Kalina 

cycles are possible but currently not economically attractive [428]. 

Dry Process Conversion to Multi-

Stage Preheater Kiln 

Installing a multi-stage suspension preheating system increase efficiency, reduce heat losses, and reduce energy 

consumption by up to 0.8 MBTU/ton [243]. When turning a long-dry kiln into a preheater kiln energy savings of about 

1.4 MBTU/ton may result [277]. 

Increase the Number of Preheater 

Stages 

Additional preheater stages will not always result in system energy savings. It depends on the moisture content of the 

fuel and raw materials. If heat is used for material or fuel drying, additional stages may not be energy effective. [429] 

Increasing a 5- to a 6-stage preheater may result in energy savings of 0.12 MBTU/ton clinker [277]. 

Installation or Upgrading of a 

Preheater to a Preheater/Precalciner 

Kiln 

A preheater kiln can be converted to a multi-stage preheater precalciner kiln, which will increase the capacity while 

lowering the fuel consumption. Average energy savings are estimated to be 0.34 MBTU/ton [430]. 

Conversion of Long Dry Kiln to 

Preheater/Precalciner Kiln 

Converting a long dry kiln can result in higher throughput, and energy savings are about 0.9 MBTU/ton clinker of 

thermal energy and 5 kWh/ton of electricity,  respectively [256]. 
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Increase the Number of Preheater 

Stages 

Additional preheater stages will not always result in system energy savings. It depends on the moisture content of the 

fuel and raw materials. If heat is used for material or fuel drying, additional stages may not be energy effective [429]. 

Increasing a 5-to a 6-stage preheater may result in energy savings of 0.12 MBTU/ton clinker [277]. 

Installation or Upgrading of a 

Preheater to a Preheater/Precalciner 

Kiln 

A preheater kiln can be converted to a multi-stage preheater precalciner kiln, which will increase the capacity while 

lowering the fuel consumption. Average energy savings are estimated to be 0.34 MBTU/ton [430]. 

Conversion of Long Dry Kiln to 

Preheater/Precalciner Kiln 

Conversion of a long dry kiln can result in higher throughput and  energy savings are about 0.9 MBTU/ton clinker of 

thermal energy, 5 kWh/ton of electricity [256]. 



 

 

Appendix III: Supplementary information for Chapter 4 

Appendix III-I: Iron and steel production processes 

The main energy consuming sub-processes in the iron and steel industry are: 

Sinter plant 

In a sinter plant, the raw materials are physically and metallurgically prepared to be fed into the 

blast furnace. This ultimately helps improve the performance of the blast furnace. The feedstock 

for the sinter plant are a combination of iron ore, coke breeze and iron bearing martials   [317, 

431]. 

Coke oven plant 

Certain types of coal such as coking or bituminous could be converted to coke in the pyrolysis 

process, during which coal is heated in an oxygen-free environment 
32

 [317]. In general, one 

tonne of dry coal is consumed to produce 700-800 kg dry coke and 140-200 kg coke oven gas 

(COG) [317].  

Blast furnace  

In a blast furnace (BF), pig iron is produced from iron ore. The main inputs to the blast furnace 

are iron feedstock such as iron ore and sinter, reducing agents such as coke, and additives such as 

slag formers. Iron oxides are reduced to iron metals by CO, which is the product of the reaction 

between air blast and reducing agents. [317]. As the major energy-consumer sub-sector in the 

iron and steel industry, the blast furnace accounts for more than 50% of the energy consumption 

in iron and steel enterprises [319]. 

                                                 
32

 Other materials containing carbon such as petroleum coke and crushed rubber tire could also be used in small 

quantities.  
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Basic oxygen furnace (BOF)  

In the basic oxygen furnace, the carbon content of the hot metal feedstock is reduced, the content 

of the desirable foreign elements is adjusted, and the undesirable elements are removed to the 

extent possible. All of this occurs mainly through oxidization. The output of the blast furnace is 

treated before being used as the feed for the BOF where it is oxidized. The BOF products then 

undergo secondary treatment and casting [317, 318].  

Electric arc furnace (EAF) 

Direct smelting of ferrous scrap is performed in the EAF. In order to adjust the desired 

concentration of non-ferrous metals in the finished steel, some ferroalloys might also be added to 

the feedstock. In the EAF, the feedstocks (mainly steel scrap) are melted and the steel products 

will be fed into the ladle furnace treatment for quality adjustment. The semi-finished product is 

then cast to produce the final product [317]. 

Casting, rolling, and finishing 

The products of both BOF and EAF furnaces are cast in a continuous casting process (in Canada, 

97% of the products of the steelmaking process undergo continuous casting) to produce semi-

finished shapes such as slabs, blooms, etc. [111]. The casting process is usually followed by 

rolling, where final products such as coiled strips and steel sheets are produced. Processes  such 

as hot forming, cold rolling, tempering, and pickling are known as finishing processes and are 

used in only some of the steel processing [307]. 

Appendix III-II: Long-term steel production in Canada 

To predict future steel production in Canada, it is considered that the economic growth and steel 

use intensity are interrelated  such that the rate of steel consumption versus GDP growth follows 

an inverse U-shape curve [432]. More precisely, as the economy grows and becomes more 
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mechanized and construction expands, the rate of steel consumption increases accordingly. 

Consumption reaches a peak and thereafter declines and stabilizes as society moves towards a 

service-based economy [286, 432]. The Canadian per capita steel demand projection till 2050 is 

shown in Table 10 [433].  

 Table C-1: Crude steel demand per capita 2006-2050 [433] 

  Low-demand Scenario High-demand Scenario 

Year 2006 2015 2030 2050 2015 2030 2050 

Kg/Cap 590 550 525 500 550 525 500 

 

As shown in Table 10, the projected per-capita steel demand is similar in both low and high-

demand scenarios. This is in line with IIASA’s general forecast of steel demand in the 

industrialized world, which projects that steel demand is stabilized at 500 kg/capita [434]. In 

addition, assuming that the iron and steel industry in Canada and US share considerable 

similarities [435], and knowing that the per capita steel demand stabilizes at a per capita GDP of 

more than $30,000 (at around 500kg/capita) [286], it is reasonable that the data presented in 

Table 10 are justified to be used in this study. An analysis of the historical data (2003-2010) 

shows that in the past decade the per capita steel demand was around 583 kg/capita (comparable 

to the data reported by the IEA [433]) except for the post-economic crisis in 2009 when the 

figure dropped to 407 kg/capita (Figure 12) [199, 314]. 
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Figure C-1: Per capita steel consumption in Canada (tonnes) [199, 314] 

Historically, around 10% of the demand is met by import and the rest is domestically produced 

[314]. Of the nationally produced steel, around 90% is produced in two of the eastern provinces, 

Ontario (68%) and Quebec (22%). For simplicity, these shares are considered to be unchanged 

throughout the time period of the study.  

The medium-growth scenario (M1) developed by Statistics Canada’s Demography Division 

[436] was used to forecast the future population of the country. According to predictions, the 

country’s population will reach 43.8 and 48.5 million people in 2036 and 2050, respectively. 

Using this and the data reported in Table 10, the total steel in Canada was predicted. Although 

the biggest consumers of steel are expected to be in the west (mainly Alberta and Saskatchewan) 

due to fast-growing energy industries there, Ontario is expected to play the major role in steel 

production mainly because of the proximity to the iron mines. Moreover, currently all four 

Canadian integrated steel plants are in Ontario [111].
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Appendix III-III: Sensitivity analysis  

Figure C-2: Sensitivity of the results to input parameters 

  

(a) (b) 
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Appendix IV: Supplementary information for Chapter 5 

Appendix VI-I: Process Modelling in Aspen HYSYS 

 Atmospheric and vacuum distillation units 

Figure A-1 shows the Aspen HYSYS process flow diagram of the atmospheric distillation unit 

and vacuum distillation unit with their corresponding heat exchangers, columns, coolers, pump-

around units, and furnaces. The crude distillation unit has the capacity to process 150,000 barrels 

(23800 cubic meters) of synthetic crude oil (SCO) per day. Table A-1 lists the properties of 

synthetic crude oil. The corresponding temperatures and heat duty of the feed and product 

streams are presented in Table A-2. The improvements considered in these units are mainly 

preheating crude feed to the furnace and the furnace combustion air. The configuration of the 

system remains the same; however, the heat exchanger sizes were increased to achieve targeted 

heat duty. The base case temperature of the atmospheric feed to the furnace is 254
o
C.  

 

Figure D-1: Aspen HYSYS process flow diagram of the atmospheric and vacuum distillation units 
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Table D-1: Properties of synthetic crude oil 

Properties Unit 

Std. liquid density (kg/m3) 866.2 

Sulfur by wt (%) 0.15 

Nitrogen by wt (%) 0.06 

Rams carbon residue by wt (%) 0.12 

Kinematic viscosity (cSt) @ 40 (C) 3.8 

Paraffins by vol (%) 17.2 

Naphthenes by vol (%) 32.4 

Arom by vol (%) 50.4 

Aniline point (C) 48.4 

  
Table D-2: Feed and products stream temperature of the CDU 

Stream Supply Temperature (
o
C) Target Temperature (

o
C) 

Heat 

Duty 

(kW) 

Crude to desalter 50 128 38266 

Crude to furnace 128 365 169216 

Ker-P 227 50 14597 

Des-P 275 50 20082 

AGO 294 50 11744 

LVGO 206 50 22161 

HVGO 307 50 11572 

Vac-Res 308 50 3428 

PA1 245 75 10800 

PA2 290 121 18627 

PA3 325 180 13504 

VPA1 206 95 30243 

VPA2 307 224 19566 

Naph feed 55 122 7522 

Naphtha 178 113 63925 

     

8.1.1.1. Catalytic reforming unit 

Figure A-2 shows the Aspen HYSYS process flow diagram of the catalytic reforming unit with 

its corresponding heat exchangers, distillation columns, coolers, compressors, reactors, and 

furnaces. The unit has the capacity to process 25,000 barrels of feed per day.  The feed stream 

temperature to each of the reactors is maintained at 523
o
C. The temperature and flow rates of the 
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feed and product streams are presented in Table A-3. The improvement considered in this unit is 

mainly preheating feeds into the furnace. The system configuration remains the same; however, 

the heat exchanger sizes were increased to achieve the targeted heat duty. 

 

Figure D-2: Aspen HYSYS process flow diagram of the catalytic reforming unit 

Table D-3: Temperature and flow rate of the feed and products of the catalytic reforming unit 

 

Streams Temperature (
o
C) Flow rate (kg/h) 

Feed to unit 30 120000 

Feed to reformer 150 76549 

Net hydrogen 28 6274 

Light product 211.7 28963 

Reformate 314.6 41403 

 

   

8.1.1.2. Delayed coking unit 

Figure A-3 shows the Aspen HYSYS process flow diagram of the delay coker unit with its 

corresponding, distillation columns, coolers, pump-around units, and coker (furnace). The unit 

has the capacity to process 153,000 barrels (24300 cubic meters) of vacuum residue per day. The 
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corresponding temperature and flow rates of the feed and product streams are presented in Table 

A-4. The improvement considered in this unit is mainly preheating the furnace combustion air. 

The system configuration remains the same; however, the heat exchanger was added to achieve 

targeted heat duty. 

 

 
 Figure D-3: Aspen HYSYS process flow diagram of the delayed coker unit 

 
Table D-4: Temperature and flow rates of feed and product stream of the delay coker unit 

 

Stream Flow rate (m
3
/day) Temperature (

o
 C) 

Vacuum Feed 24324.32 316 

LPG 0.00 65 

Naphtha 2947.06 125 

LGO 8364.71 173 

HGO 933.07 338 
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8.1.1.3. Fluid catalytic cracking, hydrocracking and the naphtha hydrotreating 

units 

Figures A-4 and A-5 show the Aspen HYSYS process flow diagram of the fluid catalytic 

cracking (FCC) and naphtha hydrotreating units. The hydrocracking unit considered in this study 

is similar to that of hydrotreating unit. These units require calibration to predict product yields. 

In this study, because no data was available, each unit was calibrated using Aspen HYSYS’ 

default calibration factors. A processing capacity of 22,436 m
3
/day of heavy gas oil from a 

delayed coker was considered for the FCC unit. A processing capacity of 15,898 m
3
/day of light 

and heavy gas oils from a delayed coker was considered as feed for the hydrocracker unit, while 

3,453 m
3
/day of naphtha was considered for the naphtha hydrotreating unit. The improvements 

considered in these units are either feed preheating or the combustion air. The configuration of 

the systems remains the same; however, the heat exchanger sizes were increased to achieve 

targeted heat duty. 

 

 

  
Figure D-4: Aspen HYSYS process flow diagram of the fluid catalytic cracking unit 
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Figure D-5: Aspen HYSYS process flow diagram of the naphtha hydrotreating unit 

 

8.1.1.4. Isomerization unit 

The isomerization unit and its proposed modification, using heat pump models, is simulated in 

the Aspen HYSYS 8.8 simulation program. A mixture of 527.3 kmol/h propane (0.1%), i-butane 

(0.44%), n-butane (0.54%), and n-pentane (0.02%) was considered as the feed stream. The feed 

conditions (i.e., temperature, pressure, feed composition, and flow rate) into the column were 

maintained in all cases considered. The temperatures of the feed stream and the top and bottom 

product are 55
o
C, 40 

o
C, and 59.3

o
C, respectively. The corresponding pressures of the feed 

stream and top and bottom product are 689.5, 690, and 709 kPa, respectively. The Peng-

Robinson property package was used to develop the system models. This equation-of-state 

model is adequate to predict the equilibrium of light hydrocarbon mixtures. The Aspen HYSYS 

simulation model is for the base case model; the modified model is presented in Figure A-6 (a) 

and (b), respectively. 



252 

 

 
Figure D-6: Aspen HYSYS process flow diagram of (a) base case isomerization unit and (b) modified 

isomerization unit  

8.1.1.5. Alkylation unit 

The alkylation unit and its proposed modification, using heat pump models, is simulated in the 

Aspen HYSYS 8.8 simulation program. A feed stream flow rate of 187.5 kmol/h was considered. 

Table A-6 presents the feed composition. The feed operating conditions (i.e., temperature, 

pressure, feed composition, and flow rate) into the column were maintained in all cases. The 

temperatures of the feed stream and the top and bottom product are 69.5
o
C, 45

o
C, and 64

o
C, 

respectively. The corresponding pressures of the feed stream and the top and bottom product are 

975.1, 559.8, and 668.8 kPa, respectively. The Peng-Robinson property package was used to 

develop the system models. This equation-of-state model is adequate to predict the equilibrium 

of light hydrocarbon mixtures. The Aspen HYSYS simulation model is for the base case model; 

the modified model is presented in Figure A-7 (a) and (b). 
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Figure D-7: Aspen HYSYS process flow diagram of (a) a base case alkylation unit and (b) a modified 

alkylation unit  

 

8.1.1.6. Pumps 

Existing pump efficiency was assumed to be 75%. The installation of high efficiency motors and 

adjustable speed drives (ASD) that better match speed to load requirements for motor operations 

was assumed for energy loss reduction. An ASD is 11%-40% more efficient than a conventional 

pump. We assume an efficiency improvement of 11% in this study.
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Appendix VI-II: Detail results of sensitivity analysis 

Figure D-8: Sensitivity of the results to input parameters 

  
(a) (b) 

  
(c) (d) 
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(e) (f) 

  
(g) (h) 
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(i) (j) 

 
(k) 

 



 

 

Appendix V: Supplementary information for Chapter 6 

Appendix V-I: Assumptions and input data for the analysis 

SEC is a commonly used index to measure the energy intensity of a process. SEC measures the 

energy consumed to produce each unit of a final product. Depending on the considered boundary 

for the process and the choice of final or primary energy, the SEC of chemical products varies 

considerably. Of all the chemical products, ethylene, ammonia, and chlorine have the highest 

SECs (Appendix A-2 and A-3). 

Table E-1: Input data for the Techno-economic model
33

 

NO. scenario name 

Energy 

saving 

potential 

(GJ/tonne 

product) 

Penetration 

rate by the 

end of 

2030/2050 

period (%) 

Capital 

Cost of EE 

technology 

(CAD/tonne 

product) 

Capital cost 

of existing 

technology 

(CAD/tonne 

product) 

Changes in 

O&M 

(CAD/tonne 

product) 

1 Adiabatic pre-reformer  1.03 90 15 0 0 

2 Heat recovery from reformer flue gas 0.22 90 1 0 0 

3 Low energy CO2 removal technologies 3.31 24 61 48 27 

4 Autothermic non-constant pressure methanolizing-methanation process 1.13 38 49 39 0 

5 Low temperature conversion technology 0.45 17.5 20 7 0 

6 Unpowered ammonia recovery 0.5 41 2 1 0 

7 Automatic control and optimization of ammonia synthesis reactor  0.65 43 1 1 0 

8 Large-scale axial and radial ammonia synthesis tower 3.3 44 44 40 0 

9 Combined cycle technology 2.3 38 49 39 0 

10 Evaporative condenser cooling technology 0.09 27 3 1 0 

11 synthesis gas molecular sieve dryer and direct synthesis converter feed 0.67 29 11 7 0 

12 Energy integration (combined refrigeration) 1.17 90 1 0 0 

13 High pressure combustion 1 40 12 0 0 

14 Methanolization-hydrocarbylation purification technology 1.06 31 27 16 0 

 

  

                                                 
33

 All costs are in 2010 Canadian Dollar (CAD) 
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Table E-2: 1994 Estimated U.S. final energy consumption (HHV) for selected key chemicals
34

 (including 

feedstock) [392] 

Product Final Energy Consumption (GJ/tonne) 

Ethylene  and co-products 67.5 

Methanol 38.4 

Polyethylene 9.3 

Polypropylene 10.5 

Polyvinyl chloride 11.6 

Polystyrene 9.3 

Nitrogen 1.8 

Oxygen 1.8 

Ammonia 39.8 

Urea 2.8 

Chlorine 19.2 

 

Table E-3:Keychemicalprocesses’energyconsumptionlevelsforselectedcountries(GJ/tonne-output) [437] 

 World USA Canada Germany China India 

Steam cracking  

(high value chemicals) 
16.9 18.3 18.3 15.7 16.7 16.7 

Ammonia 

(including feedstock) 
41.6 38 37.9 37.3 49.6 40.2 

Methanol 

(excluding feedstock) 
10.9 11.4 10 12.4 15 10.9 

Chlorine 2.9 4.7 4.7 2.3 2.7 0.6 

Soda ash (fuel and steam) 10.9 6.9 6.9 11.6 13.8 13.6 

Soda ash (electricity) 0.2 0.0 0.0 0.3 0.2 0.3 

 

Alberta has four major ethylene plants, two of which are among the largest in the world (see 

Appendix A-4) [396]. Ethylene is a key product in Alberta’s petrochemical industry and is used 

to produce various petrochemical products such as polyethylene, glycol, ethylene oxide, alpha 

olefin, ethylene dichloride, benzene p xylene, and styrene. Ethylene production and demand are 

about 4 million tonnes (MT) per year in Alberta [397, 438].  

  

                                                 
34

 Similarities between the US' and Canada’s chemical industry, both in terms of industry advancement and the 

feedstock used (mainly natural gas in North America), justify the comparability of the chemical sector’s specific 

energy consumption (SEC) in the two countries (See Table A-3). 
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Table E-5: Production capacity of ethylene and its derivatives in Alberta [439] 

Company Location of plant Product Capacity (MT) 

Dow Chemical Fort Saskatchewan Ethylene 1.304 

Dow Chemical Fort Saskatchewan Polyethylene 0.848 

Dow Chemical Fort Saskatchewan Ethylene dichloride 1.095 

Dow Chemical Prentiss Polyethylene 0.5 

MEGlobal Canada Fort Saskatchewan Ethylene glycol 0.34 

MEGlobal Canada Prentiss Ethylene glycol 0.31 

MEGlobal Canada Prentiss Ethylene glycol 0.35 

NOVA Chemicals Joffre Ethylene 0.726 

NOVA Chemicals Joffre Ethylene  0.817 

NOVA & Dow Chemicals Joffre Ethylene  1.3 

NOVA Chemicals Joffre Polyethylene 0.6 

NOVA Chemicals Joffre Polyethylene 0.386 

Shell Chemicals Fort Saskatchewan Ethylene glycol 0.45 

 

Like the petrochemical sector, the fertilizer industry is a major sub-sector of Alberta’s chemical 

industry. Of the nine fertilizer producers in Canada, six are located in Alberta (Appendix A-5). In 

general, fertilizers are classified in three categories: nitrogen fertilizers35 (N-Fertilizers), 

phosphate fertilizers36, and potassium (potash) fertilizers. The main fertilizer product in Alberta 

is the N-fertilizer (80-85%) (mainly ammonia and urea) [440]. No potash fertilizers are produced 

in the province [440].  

Table E-6:Canada’smajorfertilizerproducersandtheirproducts[397] 

Company Location Ammonia Urea Nitric acid Ammonia nitrate Ammonium phosphate, 

sulphate 

Agrium Redwater, AB × ×  × × 

Agrium Fort Sask, AB × × ×   

Agrium Carseland, AB × ×    

Agrium Joffre, AB ×     

Canadian Fertilizers Medicine Hat, AB × ×    

Orica Carseland, AB   × ×  

Saskferco Belle Plaine, SK × ×    

Koch Brandon, MB × × × × × 

Terra Industries Courtight, ON × × × ×  

 

                                                 
35

Urea; nitric acid; ammonia (liquid and aqueous); ammonium nitrate; ammonium sulphate. 
36

Phosphoric acid; ammonium phosphate; single superphosphate; triple superphosphate; sulphuric acid 
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