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Abstract  

The warm vaporized solvent injection process has been proposed as a more 

environmentally friendly alternative to steam-based technologies for bitumen recovery. 

The process typically involves injecting heated solvent vapor into a horizontal injector; the 

solvent condenses and dissolves into bitumen, while the diluted oleic phase would flow 

towards a horizontal producer. An optimization process is important because of its potential 

reduction of solvent loss to the reservoir and energy requirements while maximizing 

bitumen recovery. Hence, this research proposes a workflow for optimizing the multiple 

conflicting performance objectives associated with the warm vaporized solvent injection 

process. Specific considerations phase behavior constraints, multiple realizations of 

reservoir heterogeneity, and computational efficiency are considered. It is expected that 

this workflow can be readily integrated into the design and decision-making processes in 

reservoir management, especially where multiple geostatistical realizations are involved. 

Apart from performing automated optimization and quantification of geological 

uncertainties and requiring lower computational effort compared to reservoir simulation, 

data-driven models offer better accuracy than semi-analytical or proxy models based on 

Butlerôs equation. Hence, this thesis also presents another workflow for real-time 

forecasting, uncertainty assessment of SAGD profiles, and optimization of steam allocation 

using a real SAGD dataset which includes operational data, geological, and well design 

parameters. The workflow includes the development of a predictive model using the 

random forest algorithm, and clustering, Bayesian updating, Monte Carlo sampling, and 
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genetic algorithm for the real-time prediction of SAGD injection and production data. This 

workflow can update predictions in real-time, perform uncertainty quantification of the 

forecasts, and optimize steam allocation, making it a practical tool for development 

planning and field-wide optimization. 
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Introduction  

Most of Canadaôs oil sands are located in Western Canada, notably in the provinces of Alberta and 

Saskatchewan, and the heavy oil/bitumen resources can be produced through in-situ thermal and/or 

solvent-based methods. Due to the high viscosity of bitumen, thermal and solvent based methods 

are implemented to lighten bitumen viscosity through heat transfer (in the form of steam or hot 

water injection) and/or mass transfer (injection of light hydrocarbon solvents or carbon-dioxide). 

The most common thermal extraction technique is steam-assisted gravity drainage (SAGD) 

method, which involves the injection of high-quality steam into the reservoir to thermally mobilize 

viscous heavy oil or bitumen. The recent challenges that are associated with SAGD include high 

operating costs, technical constraints, water consumption, and greenhouse gas (GHG) emissions, 

hence non-thermal methods (e.g., solvent-aided recovery processes) have been proposed as 

promising alternatives. 

Solvent-based and steam-solvent hybrid methods often utilize a similar well-pair configuration as 

the SAGD process. For example, the warm Vapor Extraction (VAPEX) process, which involves 

the injection of vaporized solvent between the dew point to superheated conditions in-situ, such 

that it can dissolve into the bitumen. Compared to the SAGD, solvent-based techniques usually 

cost more to operate, hence the need for optimization of the pertinent operational constraints using 

techniques such as the genetic algorithm (GA)., however, one of its limitations is slow computation 

time. 

This research focuses on three major workflows which consists of: (1) multi-objective 

optimization of the warm VAPEX process assuming homogeneous reservoir while considering 
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phase behavior constraints; (2) is an expansion of (1) to consider a heterogenous reservoir; (3) 

real-time forecasting and optimization of real-world SAGD injection and production data. (1) and 

(2) are performed using the Non-dominated Sorting Genetic Algorithm II (NSGA-II) proposed by 

Deb et al. (2000). Chapter 3 elaborates the problem statement and objectives of this research. 

A practical workflow for optimizing various design variables associated with solvent-based 

bitumen recovery processes is important. Therefore, a workflow, which optimizes multiple 

conflicting objective functions for the warm VAPEX process assuming homogeneous reservoir, is 

proposed in Chapter 4. The addition of non-condensable gas (methane) into the solvent (propane) 

is examined. The design variables are propane mole fraction, injection pressure and temperature, 

and the objective functions (i.e., oil recovery factor, solvent retained-to-oil ratio, and energy 

consumption), are defined. The workflow combines experimental design, proxy modeling through 

the artificial neural network (ANN), and NSGA-II to estimate the optimal decision variables. The 

ANN technique is incorporated to reduce the computational costs associated with reservoir 

simulations. Specific considerations including phase behavior constraints and computational 

efficiency are examined and incorporated. It is anticipated that this workflow can be readily 

integrated into the design and decision-making processes in reservoir management. 

Chapter 5 elaborates on a robust multi-objective optimization workflow, similar to the one in 

Chapter 4, but for a more practical scenario of the warm VAPEX process involving geostatistical 

realizations of reservoir heterogeneities. To account for geologic uncertainty, a separate proxy 

model is constructed for each realization, and for each objective function, the minimum, the 

weighted mean, and the maximum over these realizations are considered. The developed approach 

can identify a set of optimal design variables in a computationally efficient manner. The presence 
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of shale baffles or barriers can affect the performance of the warm vaporized solvent injection 

process. 

In Chapter 6, a novel algorithm for real-time forecasting and optimization (based on the Net 

Present Value (NPV)) of SAGD process is proposed. This machine learning framework can update 

predictions in real-time, be applied for the quantification of the uncertainties associated with the 

forecasts, and optimize steam allocation, making it a practical tool for development planning and 

field-wide optimization. 

Since this is a paper-based thesis, Chapters 4, 5, and 6 consist of literature review and summary. 

Chapter 7 highlights the general conclusions and recommendations from this work. 
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Chapter 2  Problem Statement and Research Objectives  

For solvent-based bitumen extraction processes, trade-offs exist between its performance 

objectives such (e.g., solvent loss, recovery factor, energy requirement), therefore requiring the 

multi-objective optimization (MOO) framework. Also, it is imperative to incorporate the phase 

behavior/thermodynamic properties of non-condensable gases in a MOO problem since these 

gases are usually present in solvents. Usually, since it is impossible to determine the actual 

distribution of reservoir heterogeneities, reservoir models are represented with multiple 

realizations of properties (e.g., low-case, mid-case, and high-case) using stochastic methods. The 

uncertain distribution of the reservoir properties can make optimization to be challenging, 

therefore the optimal solutions may be identified by considering a worst-case scenario, best case 

scenario or simply by finding the average of a performance objective over the realizations. 

However, the process of determining the optimal decision variables using reservoir modeling and 

sensitivity analysis is computationally inefficient and less effective, hence the need for the 

integration of data-driven or machine learning (ML) technique. 

Also, a ML-based approach for real-time forecasting, uncertainty quantification and optimization 

of the SAGD method, while considering operational and reservoir uncertainty is uncommon, and 

the use of real field data for this data-driven approach is not in public domain. Although, semi-

analytical models (Dehdari and Dong, 2017) have been proposed for SAGD production 

forecasting, they have not been widely adopted because of the difficulty in integrating operational 

data into the models. 
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Therefore, the objective of this research is to create a ML-based workflow that includes numerical 

reservoir modeling, proxy modeling and a Pareto-based MOO algorithm for the optimization of a 

solvent-based process. Another data-driven workflow which uses actual field dataset for dynamic 

forecasting, uncertainty quantification, and optimization of steam allocation during SAGD 

operation is also proposed. 

 

  



6 

 

Chapter 3  Methodology  

Several techniques exist in searching for the optimal decision variable for a constrained 

optimization problem, which may be expresed in terms of minimizing or maximizing an objective 

function f(x) of decision vector x = (ὼ, ὼ, é.., ὼ ) whose values limited to the bounds ὼ 

 ὼ  ὼ , and are constrained to meet a set of constraints including equality Ὤ ὼ π and 

inequality constraints Ὣ ὼ π. However, an optimization problem may be expressed such that 

there are no constraints and no bounds for x, and this is referred to an unconstrained optimization 

problem. 

Optimization problems can also be categorized based on x,  f(x), Ὤ ὼ and Ὣ ὼ. For example, 

single-variable and multi-variable problems are unconstrained problems with one-dimensional x 

and multi-dimensional x respectively. An optimization problem comprising of a linear Ὤ ὼ and 

Ὣ ὼ, and non-linear Ὤ ὼ and Ὣ ὼ are linearly constrained and non-linearly constrained 

optimization problems respectively. For the linearly constrained problems, if f(x) are linear and x 

are continous variables, such problems are called linear programs. A non-linearly constrained 

optimization problem with a non-linear objective function may be referred to as a non-linearly 

constrained non-linear program. The proposed workflows in Chapters 4 and 5 consist of a multi-

variable, multi-objective, non-linearly constrained non-linear program.  

To find the solutions for an optimization problem, several algorithms exist. These algorithms or 

heuristics can be gradient-based (e.g. gradient descent, stochastic gradient descent), Hessian-based 

(e.g. Newtonôs method, Quasi-Newtonôs method) Marquardtôs method etc.), or algorithms with 

non-differentiable objective functions (e.g. simulated annealing, particle swarm optimization, 
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differential evolution, genetic algorithm, etc.). The genetic algorithm is implemented in this 

research due to its advantages such as; ability to do a global search, resistance to being trapped in 

local optima (Sivanandam and Deepa, 2008), capacity to handle noisy objective functions, use of 

function evaluations instead of derivatives (Bittencourt and Horne, 1997), etc. The algorithm is 

explained below. 

 

3.1. Genetic Algorithm 

The genetic algorithm (GA) is an optimization technique inspired by natural evolution, which 

operates based on a populution of artificial chromosomes or solutions, where each chromosome 

has a fitness value or objection function, which is a measure of the quality of the solutions to an 

optimization problem. The GA begins by randomly creating a population, then the process of 

selection which is based on the fitness function, and recombination is performed to produce a new 

generation of population. Usually selection is done with replacement with highty fit chromosomes 

having the possibility of being selected more than once. Examples of selection methods include 

Roulette Wheel, tournament, random stochastic and truncation selection.  

Recombination consists of two probabilistic genetic operators which are crossover and mutation. 

The crossover operation involves the genetic mixing of two parent chromosomes selected to 

produce offspring chromosomes. The execution of the crossover operator is dependent on a 

random number between 0 and 1, which is generated based on a uniform probability distribution. 

This number is compared to a pre-determined crossover rate, and if this is greater, no crossover 

occurs. A crossover operator is applied when the  random number is less than or equal to the 
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crossover rate. One-point, multi-point and uniform crossover are common crossover operations. 

The mutation is performed after crossover and this operation is applied to one parent chromosome 

by flipping one or more allele (the value occuring at a position in a chromosome). The decision on 

whether to perform mutation is similar to crossover (i.e. based on a comparision between a pre-

determined rate to a random number). Since mutation rates are usually small, it is less likely for it 

to occur. 

The process of selection and recombination is performed iteratively and a sequence of successor 

generations of a population are created with a decrease or increase in the fitness values of the 

chromosomes, depending on whether the optimization is a minimization ot maximization problem, 

until a stopping criterion is met.  

For multi-objective optimization problems, variant of the GA, such as the Non-Dominated Sorting 

Genetic Algorithm (NSGA) can be used. 

 

3.2. Data-Driven Modeling Concepts 

As previously discussed, the determination of optimal decision variables using GA is based on the 

minimization or maximization of a fitness or objective function. For petroleum engineering 

problems, objective functions can be reservoir models, however, since these functions are 

evaluated for each chromosome in a population, and reservoir simulations may take several hours 

or days to complete, the solution of such problems may require huge computional footprint and lot 
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of time. Hence, making data-driven or machine learning (ML) techniques to be effective. The ML-

based objective functions are usually referred to as proxy models. 

Machine learning is the use of statistical, mathematical tools or heuristics, coupled with domain 

knowledge to model a physical system of interest. ML algorithms are categorized as supervised 

(e.g., linear regression, random forest algorithm, artificial neural network (ANN), support vector 

machines, etc.), unsupervised (K-means, hierarchical clustering, principal component analysis 

(PCA), etc.) and reinforcement learning. To develop a data-driven model, three sets of data are 

required, which are: training set, test set and validation set. The training set is employed for model 

training, and the validation set provides an unbiased assessment of the model performance during 

training, which sometimes triggers the termination of the training process. The test set is required 

to perform an unbiased evaluation of the model at the end of the training process. Usually, the 

training set take a larger proportion of the entire dataset or observations compared to the test and 

validation set. A subset of a particular observation fed into the model is referred to as input 

variables or predictors, while the expected output (in the case of supervised learning) is called a 

target variable. Therefore, in supervised learning, there is a functional mapping from the predictors 

to the target variables. Unsupervised learning algorithms do not require target variables. In 
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reinforcement learning, an agent learns from interaction with its environment through different 

trial and error techniques in order to maximize a reward function. 

The data-driven methods that are employed in this research include ANN, random forest algorithm, 

PCA and K-means clustering. 

 

3.2.1. Artificial Neural Network 

The artificial neural network (ANN) is created to mimic a biological neuron by accepting signals 

(inputs) from neighbouring neurons and processing them. Based on the results of the processing, 

a neuron can decide whether to fire an output signal or not. If the output signal is triggered, it may 

either be 0 or 1, or real value between 0 and 1. An ANN architecture typically consists of an input 

vector/layer, one or more hidden layers, and an output layer. The processing process is 

implemented by feeding an input vector X into each neuron, and the output is calculated based on 

the function g(f(x)). f(x) is a linear combination of the elements in X (i.e.  ὼ; i = 1, 2é., m) with 

the weights ύȟ and/or bias b, and g is a non-linear transfer function for f(x) to the output value a 

in the hidden layer. To calculate the output for a successor hidden layer, a is fed and g(f(a)) is 

implemented until the final output value y (i.e., the output from the output layer) is obtained. 
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Figure 3-1: ANN Architecture 

The weights are updated through a backpropagation algorithm which includes an optimization 

framework where the error between the actual target values and model predictions (e.g., the Mean 

Squared error, MSE) is minimized after several batches of training. 

 

3.2.2. Random Forest Algorithm  

The random forest algorithm is an ensemble learning method which combines predictions from 

decision trees for better predictive accuracy. The algorithm uses bootstrap aggregation or bagging, 

which is a random sampling with replacement that reduce the variance of decision trees. The 

bootstrapped dataset is the same size as the original dataset, and depending on the number of 

decision trees, multiple trees are trained, and the average of outputs from the trees is the predicted 

output. Compared to ANN, the random modeling technique has less computational footprint, with 

fewer tuning parameters (Muhammad et. al., 2017). 
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3.2.3. Principal Component Analysis 

Principal component analysis (PCA) performs dimensionality reduction for a dataset by projecting 

it to a lower dimension space. For the input data X of dimension m×n (n = number of variables; m 

= number of samples), a mean-adjusted data Z (of dimension m×n) is calculated by subtracting the 

mean of variable ὢ (j = 1, 2é, n) from each of its data point ὢ  (i = 1, 2é, m) to eliminate bias. 

Next, using a singular value decomposition (SVD) technique, the eigenvectors (or principal 

components) of a n×n covariance matrix of Z. The covariance matrix „ is computed thus: 

„
ρ

ά
ὤ ὤȟ (1) 

 

3.2.4. K-means Clustering 

K-means is a common cluster analysis method for recommender systems, anomaly detection, 

reservoir characterization, etc. Other clustering algorithms include density-based scan and 

hierarchical clustering. K-means identifies internal groupings within data by grouping 

observations or samples into k-clusters based on similarities in data, and a measure of this 

similarity is the squared Euclidean distance. Cluster assignment of the observations is performed 

by minimizing the mean squared Euclidean distance, J from each observation to its nearest cluster 

centroid. 

ὐ
ρ

ά
ύ ȟ ὼ ‘  ȟ 

(2) 
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Where ‘  is the j-th cluster centroid, ύ ȟ  is 1 if the observation ὼ  is assigned to cluster Ὦ, 

otherwise, ύ ȟ is 0. 

A limitation of K-means is its sensitivity to the initialization of the cluster centroids, hence, a 

common practice is to repeat random initialization of centroids and clustering until optimal 

grouping is obtained. To measure the performance of a clustering process, the silhouette value, 

which measures the similarity between an observation and its cluster compared to other clusters, 

is used. The silhouette value has an interval of [-1, 1]; a value close to -1 means that an observation 

is misclassified while a value close to 1 means that an observation is closer to other observations 

within its cluster compared to the remaining samples in the dataset. A value of 0 suggests that a 

sample can belong to more than cluster. 

 

3.3. Uncertainty Quantification  

In the absence of real-world data, uncertainty assessment is critical to the analysis, prediction, and 

optimization of physical systems, and a common source of this uncertainty is data uncertainty. 

Data uncertainty may occur in form of a random variable in which the accuracy of a distribution 

is dependent on the amount of available data, or from measurement error, or when data exists as a 

range of values (Mahadevan and Sarkar, 2009). Uncertainty in data can also come from subjective 

interpretation of geologic properties. Bootstrapping and the Monte Carlo method are some of the 

widely adopted techniques for uncertainty analysis. For this research, the Monte Carlo sampling 

method is employed as it is used to predict the possible outcomes of an uncertain event through 

the random sampling of a finite number of realizations, which is based on a probability distribution. 
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The application of the Monte Carlo sampling can be found in literatures such as Bieker et. al., 

(2006), Al-Mudhafar and Rao (2016) and Mehana et al. (2019). In this work, the probability 

distribution for sampling is determined using the Bayesian approach (Russell and Norvig, 2016). 

The Bayesian theorem is a posterior probability estimation method for estimating the likelihood 

of an event based on apriori data.  Given events A and B, the Bayesian theorem can be expressed 

as: 

ὖὄȿὃ
ὖὄȿὃ ὖὃ

ὖὄ
ȟ 

(3) 

where P(A|B) is the conditional of A given the occurrence of B, P(A) and P(B) are the probabilities 

of A and B respectively irrespective of any other event, and P(B|A) is the conditional of B given 

the occurrence of A. P(A|B) is posterior probability and P(A) is prior probability. 
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Chapter 4  Incorporating Phase Behavior Constraints in 

Multi -Objective Optimization of Warm Vaporized 

Solvent Injection Process  

Abstract 

The warm vaporized solvent injection process has been proposed as a more environmentally 

friendly alternative to steam-based technologies for bitumen recovery. The process typically 

involves injecting heated solvent vapor into a horizontal injector; the solvent condenses and 

dissolves into bitumen, while the diluted oleic phase would flow towards a horizontal producer. 

Despite the promising results reported from several pilot projects near Fort McKay, Alberta, 

successful commercial-scale extraction is costly and would require a detailed optimization of the 

pertinent design variables. The main challenge is that this is a multi-objective optimization (MOO) 

problem, which aims to balance the trade-offs between conflicting performance objectives while 

honoring the various operational constraints. In this study, a systematic workflow is formulated to 

optimize these multiple conflicting performance objectives considering phase behavior 

constraints. 

A 2D synthetic model based on typical Athabasca oil sands properties is constructed to simulate 

the warm vaporized solvent process. The addition of non-condensable gas (methane) into the 

solvent (propane) is examined. The resultant changes in thermodynamic properties and 

equilibrium phase behavior are considered in determining the practical limits of the decision 

variables (e.g., bottom-hole injection pressure and temperature). The objective functions, 
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including oil recovery factor, solvent retained-to-oil ratio, and energy consumption, are defined, 

and a factorial experimental design is employed to identify a subset of decision variables that 

exhibit minimal redundancy internally and create the dataset for proxy model development. To 

reduce the computational costs associated with reservoir simulations, proxy models, e.g., the 

artificial neural network (ANN), is developed and applied. Finally, a Pareto-based MOO scheme 

is implemented to estimate the optimal decision variables.  

Despite the higher front-end loading requirement of the ANN proxy modeling, the MOO with 

proxy modeling still requires significantly less execution/running time as compared to a MOO 

with traditional flow simulation (e. g., a 97% reduction in CPU time). This reduced running time 

is important for alleviating the computational load when evaluating the objective functions during 

the optimization process. More importantly, this optimization scheme is capable of identifying a 

set of optimal decision variables. 

This work presents a practical workflow for optimizing various design variables associated with 

many solvent-based bitumen recovery processes. Specific considerations including the practical 

limits for operating constraints and computational efficiency are examined and incorporated. It is 

anticipated that this workflow can be readily integrated into the design and decision-making 

processes in reservoir management. 
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4.1. Introduction 

A vast majority of Canadaôs oil sands are located in Western Canada, notably in the provinces of 

Alberta and Saskatchewan. According to the Alberta Energy Regulator (2019), close to 80% of 

Albertaôs heavy oil reserves can be produced through in-situ thermal and/or solvent-based 

methods. Due to their high viscosity and specific gravity, heavy oil and bitumen enhanced oil 

recovery schemes are employed to reduce the oil viscosity through heat (in the form of steam or 

hot water injection) and/or mass transfer (injection of light hydrocarbon solvents). 

Popular thermal extraction techniques are steam-assisted gravity drainage (SAGD) and cyclic 

steam stimulation (CSS). Current challenges associated with these techniques include high 

operating costs, technical constraints, operational safety concerns, water consumption, and 

greenhouse gas (GHG) emissions. Non-thermal methods (e.g., solvent-based processes) have been 

proposed as promising alternatives. These solvent-based (with or without steam) techniques can 

potentially offer the following benefits (Zhang et al., 2019a): 

¶ Injecting pure solvent is suitable for thin reservoirs where heat loss from steam is 

substantial. 

¶ Water treatment cost is lower for solvent-based methods (less or no steam is needed). 

¶ Limited solvent solubility in water renders these solvent-based processes to be more 

effective in reservoirs underlain by a bottom water zone. 
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¶ Heat requirement is lower in the pure solvent injection method in contrast to the steam-

based method since for most light hydrocarbon solvents, the dew point temperature at 

reservoir pressure is usually much lower than the steam temperature. 

Therefore, many simulations, laboratory, and field studies involving the solvent-based and steam-

solvent hybrid methods have been presented. Butler and Mokrys (1991) proposed the vapor 

extraction (VAPEX) method, which utilizes a similar well configuration as in SAGD. This process 

involves the injection of a pure vaporized solvent to reduce the bitumen viscosity. Many previous 

simulation studies have concluded that the production rate from VAPEX is usually too low because 

the solvent diffusion rate is too low (Shi and Leung, 2014a, b). A modification of VAPEX is the 

warm vaporized solvent (warm VAPEX) method. Warm VAPEX or the patented N-Solv® 

technique (Nenniger and Nenniger, 2001) involves the injection of a heated solvent vapor close to 

dew point conditions, allowing the solvent to condense and dissolve once in contact with the in-

situ cold bitumen. The solvent is produced with the bitumen, then separated, and re-injected into 

the reservoir. The mechanisms for viscosity reduction in warm VAPEX are solvent diffusion, 

solvent dispersion, and heat transfer. Additional heat transfer to the bitumen is achieved through 

the release of latent heat after condensation (Nenniger and Dunn, 2008). The N-Solv® process, 

which is a variant of the warm VAPEX method, involves the injection of a pure heated vaporized 

solvent, such as propane (C3), and pilot test results conducted near Fort McKay, Alberta, have 

proven the effectiveness of this technique for commercial-scale bitumen extraction (Nenniger and 

Dunn, 2008). Other simulation studies, such as the high-temperature multicomponent solvent 

vapor extraction (HTMS-VAPEX) and Azeotropic HTMS-VAPEX (AHTMS-VAPEX) processes 
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developed by Khaledi et al. (2018), also demonstrated that it is possible to leverage the benefits of 

solvent dilution with effective heat transfer for achieving optimal recovery.  

Despite the successful implementation of N-Solv® at the pilot scale and, to some extent, the field 

scale (Emissions Reduction Alberta, 2016), commercial-scale extraction still requires detailed 

optimization of the pertinent decision variables. The first challenge is that this is a multi-objective 

optimization (MOO) problem, which aims to balance the trade-offs between multiple conflicting 

performance objectives while considering operational constraints. Secondly, the commercial 

supply of light hydrocarbon solvents usually has about 5ï10% hydrocarbon impurities and non-

condensable gases, such as methane (C1); non-condensable gases may also be added to the solvent 

mixture to delay liquid condensation in the solvent chamber (Das, 2008). However, solvent 

mixtures usually partition into separate phases (oleic and vapor) inside the solvent chamber due to 

variation in solubility for different components (Das, 2008; Zhang et al., 2019a). Lighter 

components (e.g. C1) may accumulate near the top of the reservoir, providing a thermal barrier to 

the overburden heat loss, but it may also be inhibiting the chamber from propagating vertically 

(Das, 2008; Ma and Leung (2020a); heavier components (e.g. C3) tend to stay in the oleic phase 

in the extracted chamber. Apart from reducing the gravity drainage potential (due to density 

differences between the vapor and liquid phases) for the mobilization of bitumen (Das, 2008), the 

accumulation of liquid C3 also leads to solvent retention in the reservoir. Hence, the performance 

of the warm VAPEX process is contingent on the amount of non-condensable gas. Thirdly, for a 

given solvent concentration and pressure, solvent solubility reduces with increasing temperature; 

injection at superheated conditions may hinder liquid condensation at the solvent-bitumen 

interface, with a negative impact on solvent diffusion and viscosity reduction. However, 
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superheated solvents also provide more thermal energy for viscosity reduction. The net effect of 

solvent composition and injection conditions on bitumen recovery and solvent retention is a 

complex function of the dominant rate-controlling step (diffusion or heat transfer) and the extent 

of solvent partitioning (condensation) inside the vapor chamber behind the chamber interface. In 

the end, conducting a simple sensitivity analysis, where one or two variables are varied at a time, 

to identify the optimal solvent concentration, bottom-hole injection temperature, and pressure is 

not feasible. A MOO strategy, which involves all possible combinations of the decision 

parameters, is necessary to assess the trade-offs between multiple conflicting objectives and the 

complex interplay between these decision parameters. 

Three distinct objective functions, including oil recovery, solvent loss, and energy requirement, 

are considered in this study. Solvent type, solvent concentration, bottom-hole injection 

temperature, bottom-hole injection pressure, reservoir heterogeneity, well configuration, and pre-

heating period are factors that can influence the performance of the process. In most optimization 

studies, a single objective function is defined; for example, Al-Gosayir et al. (2013) applied a 

hybrid genetic algorithm technique in the optimization of the steam-over-solvent injection process 

in fractured reservoirs (SOS-FR), where the Money Recovery Factor (MRF) combining the 

cumulative steam/solvent injection and production and oil production, was defined. In other cases, 

a MOO problem can be formulated as a single objective optimization (SOO) problem by 

aggregating all the objectives into one weighted objective function or by changing all but one of 

the objectives into constraints. The limitation, however, is that the trade-offs between objectives 

cannot be easily evaluated when aggregated functions are used. Also, it may be impossible to find 

an optimal solution if the search space is non-convex (Ngatchou et al., 2005). For instances in 
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which there are more than three objective functions, several objective functions can be grouped 

considering the trade-offs among them, reducing the total objective function count (Hutahaean et 

al., 2017). 

Solving a MOO problem entails searching for an optimal set of solutions along the Pareto-optimal 

front. Common MOO techniques include Vector Evaluated Genetic Algorithm (VEGA) (Schaffer, 

1985), Niched Pareto Genetic Algorithm (NPGA) (Horn et al., 1994), Reference Vector 

Evolutionary Algorithm (RVEA) (Cheng et al., 2016), and Multi-Objective Genetic Algorithm 

(MOGA) (Fonseca and Fleming, 2011). Other widely adopted MOOs are elitist Multi-Objective 

Evolutionary Algorithms (MOEAs) such as Non-dominated Sorting Genetic Algorithm-II 

(NSGA-II) (Deb et al., 2000), Strength Pareto Evolutionary Algorithm (SPEA) (Zitzler and Thiele, 

1998), and the Pareto-Archived Evolution Strategy (PAES) (Knowles and Corne, 1999). Many 

studies have utilized MOO workflows in various enhanced oil recovery (EOR), reservoir 

modeling, and well placement applications. For example, Hamdi et al. (2018) proposed a MOO 

approach which is based on the sequential Gaussian process to history match pressure, gas, oil, 

and water production rates from a tight reservoir, while RVEA was implemented to history match 

the production data for a real-field reservoir model considering more than three objective functions 

in Hutahaean et al. (2016). Also, an ensemble-based MOO was applied to the optimization of long- 

and short-term water flooding in Fonseca et al. (2014), and Min et al. (2014) compared a number 

of MOO algorithms for production history matching. Proposed by Deb et al. (2000), the NSGA-

II, which is a variant of the genetic algorithm (GA), finds a diverse set of optimal solutions along 

a Pareto front by using a non-dominated sorting approach and an elitist-based technique. In 

contrast to PAES and SPEA, the NSGA-II is more efficient with a computational complexity of O 
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(MN2), where N is the population size and M is the number of objectives (Deb et al., 2000). Zhang 

et al. (2019b) developed a hybrid NSGA-II workflow to history match and optimize an alkaline-

surfactant-polymer (ASP) flooding process, where two objectives, including oil recovery and 

chemical usage, were considered. The NSGA-II with a similarity-based selection method was used 

to optimize the placement of a non-vertical well (Rostamian et al., 2019), where the net present 

value (NPV) and oil recovery factor are incorporated as the objective functions. (Ma and Leung 

(2020a) applied a Pareto-based multi-objective optimization (i.e., NSGA-II) for the design of a 

warm solvent injection process. In that work, only pure C3 was injected, and the co-injection with 

other non-condensable gases was not explored. 

The objectives of this study include the following: (1) developing a base simulation model to 

examine the influence of C1 co-injection with C3, bottom-hole injection pressure, and temperature 

on the performance of the warm VAPEX process; (2) performing an experimental design to 

identify relevant decision variables and sampling a set of training/ testing data that can be used for 

constructing various proxy models of the objective functions; (3) integrate an artificial neural 

network (ANN) proxy modeling technique with MOO (NSGA-II) to reduce the computational 

costs of physics-based (simulation) models when the evaluating objective function values; (4) 

identifying a set of Pareto-optimal decision variables for a MOO problem including C3 loss, oil 

recovery factor, and injected enthalpy. Although incorporating an economic objective function 

(e.g., Net Present Value, NPV), into the optimization framework could be useful; however, due to 

the uncertainties in the NPV calculations (market conditions and company policies), a single 

aggregated economic function is not considered here. Besides, the three individual objective 

functions are the key economic drivers for most solvent projects. The MOO framework would 
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facilitate the examination of the trade-offs that may exist among these objectives. However, the 

inclusion of an economic objective function may be considered in future work. GHG emissions 

are often quantified by measuring the amount of GHGs produced at the surface: e.g., combustion 

of fuel gas to generate steam, thermal energy and power consumption, or while flaring gas. 

However, one of the limitations of this study is that those surface facilities are not incorporated in 

workflow, and only subsurface conditions and recovery performance are captured. Therefore, 

explicit quantification of GHG emission in the MOO workflow is not considered. Although there 

are some potential sources of GHG emissions for solvent-based technologies, including flaring of 

solution gas and solvent, and consumption of fuel gas for solvent heating, it is widely expected 

that the GHG emissions associated with solvent-based techniques would be lower than those from 

traditional steam-based methods, and that is due to the overall lower operating temperatures 

(usually between 7 and 90 oC), in comparison to typical steam injection at approximately 230 oC 

(Emissions Reduction Alberta, 2016). 

The NSGA-II MOO algorithm is employed not only because of its common applicability but for 

its computational efficiency and elitist approach for selecting the optimal solutions. There are three 

particular contributions from this work. First, a novel parameterization scheme is devised to 

represent the interdependency among the three decision variables, ensuring that the injection 

conditions are either at the dew point or within a particular window of superheating. This scheme 

facilitates crucial phase behavior constraints to be directly incorporated into the MOO framework, 

which is a particularly significant consideration in most EOR applications. Secondly, the results 

offer important insights about the optimal operating strategies for the warm vaporized solvent 

injection process, where complex physical mechanisms including mass and heat transfer are 
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involved. The MOO workflow can reveal subtle patterns in the decision variables that are not 

necessarily detectable based on traditional analyses. Thirdly, although some commercial 

simulation packages have a built-in optimization module that can perform a variety of sensitivity 

analysis, proxy modeling, and multi-objective function optimization, usually, a user is offered 

limited flexibility in terms of the problem formulation; for example, only Particle Swarm 

Optimization (PSO) algorithm can be used, and the number of objective functions may be limited. 

Besides, the interdependency of the three decision variables cannot be explicitly incorporated. 

Therefore, there is a need to formulate a more flexible framework using other widely adopted and 

robust MOO algorithms, such as NSGA-II . 

 

4.2. Methodology 

4.2.1. Reservoir Model Description 

A synthetic 2D, IK Cartesian, single porosity-permeability homogenous reservoir model, with 

reservoir dimensions of 35 × 20 × 32 m is built using a fully implicit thermal-compositional 

reservoir simulator, STARSÊ (CMG, 2019b). Reservoir model properties representative of the 

Athabasca oil sands are assigned (Ma and Leung (2020a, b, c). The simulation is run for 15 years 

(5448 days) and a 4-month preheating period is imposed. A summary of the model inputs is shown 

in Table 4-1. 

Table 4-1: Base model properties for warm VAPEX process 

Description  Parameters  Input  

Grid properties Dimension of reservoir (m) 35 x 20 x 32 
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Permeability for the I direction 

(mD) 
2500 

Permeability for the J direction 

(mD) 
2500 

Permeability for the K direction 

(mD) 
1500 

Porosity (%) 32 

Initial conditions 

Reference depth (m) 200 

Reservoir pressure (kPa) 500 

Reservoir temperature (oC) 10 

Average initial water saturation 

(%) 
13 

Molar concentration of 

dissolved C1 (mole %) 
5 

Components Names 
Bitumen, Propane (C3H8), 

Methane (CH4), Water (H2O) 

Rock/Fluid properties 

Bitumen viscosity at 15oC and 

101.325 kPa (cP) 
562204 

Rock wettability 
Water wet (capillary pressure 

ignored) 

Model for evaluating 3-phase 

kro 
Stoneôs second model 

Relative permeability end 

points 

krw = 0.79, krow = 0.95, krg = 

0.50, krw = 0.95 

Well-pair constraints 
Injector bottom-hole pressure 

(kPa) 
1719 



26 

 

Producer bottom-hole 

pressure (kPa) 
1519 

Injection temperature (oC) 50 

 

Fig. 4-1 shows the model configuration. Only one-half of the reservoir domain is constructed, 

assuming symmetric propagation of the solvent chamber. Moreover, a simple model is created to 

improve simulation speed so that multiple case scenarios can be developed efficiently for 

sensitivity studies and proxy modeling. 

 

Figure 4-1: Illustration of the simulation domain. 

 

4.2.2. Grid Size, Molecular Diffusion, and Mechanical Dispersivity Sensitivity 

To investigate the impact of numerical dispersion only (without molecular diffusion and 

mechanical dispersivity) on model performance, three grid sizes were examined. For the 1 m × 20 

m × 1 m (base case), 0.667 m × 20 m × 0.667 m, and 0.5 m × 20 m × 0.5 m, the total computing 
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time are approximately 5 minutes, 20 minutes, and 30 minutes, respectively using a personal 

computer with 16.0 GB installed RAM and Intel(R) Core i7 processor. 

Figs. 4-2 to 4-4 show that model response is sensitive to grid size. In Fig. 4-2, the solvent 

saturation, oil saturation, gaseous phase C1 mole fraction, and gas saturation for each grid size are 

presented. Solvent saturation is given as: 

Solvent saturation = Ὓ  ὼӶ , (1) 

where Ὓ is oil saturation. ὼӶ  is the solvent volume fraction (assuming additivity), which is 

expressed as: 

ὼӶ  

ρ ὼ   ὓ
”

ὼ   ὓ
”

 
ρ ὼ   ὓ

”
 
Ȣ                   (2) 

ὓ  is the molecular weight of oil, ὓ  is the molecular weight of solvent, ”  and ”  are the 

oil and solvent densities, respectively, and ὼ  is the oil mole fraction. 

From Figs. 4-3 and 4-4, it is noted that as the grid size is reduced beyond 0.667 m, any changes in 

oil recovery factor, enthalpy, cumulative C3 injected, and cumulative C3 produced are not overly 

significant. The grid size of 0.5 m × 20 m × 0.5 m could not be reduced any further due to wellbore 

instability error (wellbore diameter is comparable to the grid size). 

To assess the influence of grid sizes, molecular diffusion, and mechanical dispersivity on 

numerical and physical dispersion, a sensitivity analysis is performed, and the results are 

summarized in Table 4-2. Three different grid sizes, as well as various combinations of molecular 
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diffusion and mechanical dispersivity, are tested. All the values tested are within the ranges that 

were reported in Das and Butler (1996) and Perkins and Johnston (1963). The results in Table 4-2 

also indicate that oil recovery may vary by 15% for the ranges of molecular diffusion and 

mechanical dispersivity tested. Therefore, in the end, values of 2.00 × 10-5 m2/day and 4.32 × 10-5 

m are assigned for diffusion coefficient and dispersion, respectively; this choice is consistent with 

other values reported in the literature (Ji, 2014). As for the grid size, in order to minimize numerical 

dispersion, the finest mesh (0.5 m × 20 m × 0.5 m) is selected. 
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Figure 4-2: Grid size sensitivity. 
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             (a)        (b)                                                               (c) 

Figure 4-3: Grid size sensitivity. (a) ï Oil recovery factor; (b) ï Oil rate; (c) ï Enthalpy Injected. 

 

(a)         (b) 

Figure 4-4: Grid size sensitivity. (a) ï Cumulative solvent injected; (b) ï Cumulative solvent produced. 
 

Table 4-2: Grid size, molecular diffusion, and mechanical dispersivity sensitivity results 

Case 
Grid Size 

(m) 

Molecular Diffusion 

(m2/day)  

Mechanical 

Dispersivity (m)  

Oil  Recovery 

Factor (%)  

1 0.5 4.32 × 10-7 2.00 × 10-4 32 

2 0.5 4.32 × 10-6 2.00 × 10-4 32 

3 0.5 4.32 × 10-5 2.00 × 10-6 46 
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4 0.5 4.32 × 10-5 2.00 × 10-5 47 

5 0.67 4.32 × 10-7 2.00 × 10-4 30 

6 0.67 4.32 × 10-6 2.00 × 10-4 34 

7 0.67 4.32 × 10-5 2.00 × 10-6 47 

8 0.67 4.32 × 10-5 2.00 × 10-5 47 

9 1 4.32 × 10-7 2.00 × 10-4 32 

10 1 4.32 × 10-6 2.00 × 10-4 33 

11 1 4.32 × 10-5 2.00 × 10-6 47 

12 1 4.32 × 10-5 2.00 × 10-5 47 

 

4.2.3. Solvent Phase Behaviour and Fluid Model 

Understanding the phase behavior of solvent mixtures is critical to optimizing the warm VAPEX 

process. Methane, a carrier gas responsible for solvent propagation towards the chamber-bitumen 

interface, may impede overburden heat loss and help to increase the dew point pressure of the C1-

C3 mixture at a particular temperature. However, it also acts as an insulative layer, reducing the 

transfer of thermal energy between the solvent chamber and bitumen, which is detrimental to 

bitumen recovery.  It is desirable to inject at a condition close to the dew point to maximize mutual 

diffusivity between the bulk bitumen and condensed solvent, as well as the transfer of latent heat 

of vaporization to the colder bitumen (Nenninger and Dunn, 2008). On the other hand, injecting at 

superheated conditions may be beneficial in terms of providing additional thermal energy to 

mobilize the bitumen. To illustrate the impacts of bottom-hole injection temperature and pressure, 

the P-T relationship is examined for several C1 mole fractions using WINPROPTM (CMG, 2019a).  
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Fig. 4-5 shows the P-T relationship for a C1- C3 binary mixture. K-values for the reservoir fluids 

are shown in Table 4-3. From Fig. 4-5, it is evident that an increase in C1 mole fraction leads to an 

increase in dew point pressure at a particular temperature. Bitumen viscosity plot is shown in Fig. 

4-6. 

 

Figure 4-5: P-T Diagram of a methane-propane binary mixture. 

 

Table 4-3: Fluid model 

 Propane (C 3H8) Methane (CH 4) Water (H 2O) 

KV1 (kPa) 9.0085 × 105 5.45475 × 105 1.1860 × 107 

KV4 (oC) -1872.46 -879.84 -3816.44 

KV5 (oC) -247.99 -265.99 -227.02 

 

Physically, transport across the gaseous (vaporized solvent) phase and oleic (bitumen) phases is 

due to rapid kinetic processes (condensation and evaporation), while transport within each phase 

is due to convection and diffusion. The bitumen phase close to the interface becomes mobilized 
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where the C3 concentration has increased sufficiently. Convection (mainly driven by gravity) 

would subsequently remove the mobilized bitumen. A boundary layer is formed, where the 

bitumen is mobilized due to solvent diffusion, and the mobilized bitumen is removed, controlling 

the equilibration process. In particular, the rates at which these two mechanisms are occurring 

(diffusion and convection) would depend on the boundary layer thickness. In the numerical 

simulation, both these mechanisms are modeled under the following assumptions: (1) equilibrium 

is attained at each grid block; (2) the smallest resolution is that of a grid block (i.e., it is not possible 

to model a boundary layer thickness less than the grid block size); (3) total dispersion is the 

combination of molecular diffusion, mechanical dispersion, and numerical dispersion. 

 

Figure 4-6: Bitumen viscosity model 

 

It should be emphasized that various assumptions have been made (sections 4.2.1 - 4.2.3), and the 

primary ones are summarized here: (1) 3D effects are not incorporated; the models used here are 

2D along the x-z plane. (2) Blowdown physics are not considered; it is assumed that any solvent 

lost in the reservoir is retained and not recoverable. (3) The temperature dependency of relative 
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permeability functions is neglected. (4) Reservoir heterogeneity is not examined. It is expected 

that reservoir heterogeneity would introduce additional mixing, and the diffusion and dispersion 

represented here in the homogeneous model are less than what would have been observed in a 

heterogeneous reservoir. However, despite the simplifications, the simulation model does capture 

many of the key physical mechanisms relevant to the heat and mass transfer processes. The model 

is also able to provide both qualitative and quantitative information about the effect of C1 co-

injection with C3 on bitumen recovery factor and solvent retention in the reservoir. Most 

importantly, the focus of this work is to illustrate how a MOO workflow can take into account the 

phase envelope constraint and be used to gain insights about optimal ranges for several key 

operational parameters. 

 

4.2.4. Selection of Design Variables and Objective Functions 

The identification of the design variables that strongly influence the warm VAPEX process is 

crucial to any MOO scheme; hence a 2-level full factorial experimental design is employed to 

assess qualitatively the influence of various design variables on the objective functions, examine 

any correlation among them, and eliminating potential redundant variables. The two objective 

functions are solvent retained-oil ratio (SolOR) and recovery factor (RF): 

ὛέὰὕὙ
ὠ ὠ 

ὠ 
ȟ (3) 

where ὠ  is the total volume of gaseous C3 is injected (in m3), ὠ  is the total volume 

of C3 recovered at the surface (in m3) and ὠ  is the total volume of bitumen extracted (in m3). 
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All the parameters are at surface conditions. Tables 4-4 and 4-5 present the experimental design 

set-up and the results. Table 4-4 is sorted in order of decreasing RF. 

Table 4-4: Design input 

Design variables  Low  (-1) High  (+1) 

C3 mole fraction (fraction) A 0.5 0.9 

Bottom-hole injection Pressure (kPa) B 1078 1976 

Bottom-hole injection Temperature (oC) C 25 50 

Preheating period (months) D 4 12 

 

Table 4-5: Standard order table 

# A B C D SOR (m3/m3) RF (%) 

8 1 1 1 -1 80.322 42.532 

16 1 1 1 1 80.456 42.056 

4 1 1 -1 -1 83.582 41.690 

12 1 1 -1 1 83.959 40.611 

11 -1 1 -1 1 108.706 9.383 

10 1 -1 -1 1 97.159 8.707 

15 -1 1 1 1 66.544 8.458 

3 -1 1 -1 -1 110.986 8.340 

2 1 -1 -1 -1 98.266 7.483 

14 1 -1 1 1 60.775 7.388 

7 -1 1 1 -1 66.781 7.259 

6 1 -1 1 -1 59.299 6.063 
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13 -1 -1 1 1 34.511 3.017 

9 -1 -1 -1 1 68.306 2.929 

5 -1 -1 1 -1 30.532 2.185 

1 -1 -1 -1 -1 65.450 1.988 

 

The regression model for a 2-level factorial experiment with four factors may be expressed as. 

ὣ ‍ ‍Ȣὼ ‍Ȣὼ ‍Ȣὼ  ‍Ȣὼ ‍ Ȣὼὼ

‍ Ȣὼὼ ‍ Ȣὼὼ ‍ Ȣὼὼ ‍ Ȣὼὼ

‍ Ȣὼὼ ‍ Ȣὼὼὼ ‍ Ȣὼὼὼ

‍ Ȣὼὼὼ ‍ Ȣὼὼὼ

‍ Ȣὼὼὼὼ ‐ 

 .                                     (4) 

‍ is the intercept, ɓA, ɓB, ɓC, and ɓD represent the effects of Factors, A, B, C, and D respectively, 

ɓAB denotes the effect due to the interaction between Factors A and B, while ɓAC denotes the effect 

due to the interaction between Factors A and C, and so on. Ů is the random error term. 

Fig. 4-7 is a Pareto plot showing the absolute values of all model coefficients in decreasing order 

as horizontal bars. The sign of each coefficient is denoted by the bar colors; black for positive 

coefficients (or effects) and grey for negative coefficients (or effects). The Pareto plot is created 

using the PID package (Dunn, 2021) in R software. Similar Pareto plots can be found in several 

references (Okafor, 2020; Jiju, 2014; Anirban, et. al., 2016). Among the four design variables, the 

preheating period (Factor D) exhibited significant redundancy internallyï effects of Factor D, or 

combinations of D and other factors, are minimal in comparison to Factors A (C3 mole fraction), 

B (bottom-hole injection pressure), and C (bottom-hole injection temperature). This led to the 
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choice of C3 mole fraction, bottom-hole injection pressure, and temperature as the primary design 

variables for this study. It should be mentioned that the maximum operating pressure (MOP) for 

all cases is around 5000 kPa, and the maximum threshold is not exceeded. 

Fig. 4-7 also show that complex interactions between Factors A, B, and C may have an impact on 

the two objective functions: for instance, Factors A and B exhibit a positive effect on SolOR and 

RF, while the combined interaction between several factors (e.g., Factors A and B) has a negative 

and positive effect on both SolOR and RF, respectively. Besides, the magnitude of influence on 

each objective function varies for different combinations of factors. Although these relationships 

cannot be exhaustively studied using a 2-level factorial design, which neglects interactions at the 

intermediate levels, the results offer a preliminary assessment of the complicated trade-offs that 

may exist between these objectives. 

 

(a)     (b) 

Figure 4-7: 2-level factorial experimental design results. (a) - effect on SolOR; (b) - effect on RF. 
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4.2.5. Sensitivity Analysis 

In this section, different injection conditions and C1 co-injection concentrations are tested. First, 

for a given C1 mole fraction, the mixture is injected at different dew point pressure and temperature 

for C1 co-injection ranging from 0% to 50%. Next, the solvent is injected at different superheated 

conditions by varying the temperature at a given pressure. 

 

4.2.5.1. Injection at Dew Point Conditions 

Fig. 4-8 compares the oil viscosity for different C1 concentrations.  As expected, RF is proportional 

to the solvent chamber size. It may also be anticipated that RF would decrease with an increase in 

C1 co-injection (or decrease in C3 concentration); this is true except when C1 mole fraction exceeds 

20%. One of the plausible explanations for this trend reversal is that the dew point pressure of the 

C1-C3 mixture, at a fixed temperature, increases with C1 concentration; therefore, an increase in 

bottom-hole injection pressure is required at higher C1 concentration, and that increase in injection 

pressure leads to a higher RF. The thermal insulation effect of C1 is observed in Fig. 4-9, where C1 

accumulates at the top of the reservoir and acts as a barrier to overburden heat loss. 



39 

 

 

Figure 4-8: Effect of co-injecting C1 on oil viscosity. Bottom-hole injection pressure is the dew point 
pressure at 50oC. 
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Figure 4-9:  Effect of C1 co-injection on gas-phase C1 mole fraction. Bottom-hole injection pressure is the 
dew point pressure at 50oC. 

 

The effect of C1 co-injection on C3 concentration in the oleic phase is also examined in Fig. 4-10. 

In addition to its impact on bottom-hole injection pressure and RF, there is a potential trade-off in 

the retention of C3 in the oleic phase. C1 is needed to keep the solvent in the gaseous phase; 

reducing C1 concentration may cause more liquid C3 to accumulate in the near-wellbore region 

and be retained. As shown in Fig. 4-10, more C3 is accumulated in the oleic phase at the base of 

the reservoir because of gravity segregation. According to Fig. 4-11, for low dew point 

temperatures (< 35oC), the temperature is inversely related to SolOR, and the opposite trend is 

observed for high dew point temperatures (> 40oC). This may be due to increased oil production 






































































































































































































































