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Abstract

The selection of dig limits and well locations in the mining and petroleum industries have 

enormous economic consequences. Sometimes these decisions are easy, but usually the 

decision making process is obscured by uncertainty and an abundance of plausible alternative 

decisions. Geostatistical tools can be employed to  account for uncertainty, but incorporating 

a model of uncertainty into a decision making framework adds another layer of complexity. 

Common practice for decision making under uncertainty is to  construct a global objective 

function th a t quantifies loss and to  use an optimization algorithm to find the decision th a t 

minimizes loss. Many optimization algorithms require th a t the global objective function 

meet certain criteria for use. The dig limit and well location selection problems cannot 

be set up in a way th a t satisfies the constraints for many optimization algorithms. The 

algorithm known as Simulated Annealing has very few constraints and can be used to  select 

dig limits and well locations th a t minimize loss, given a well constructed global objective 

function.

This dissertation develops techniques th a t semiautomatically select dig limits and well 

locations th a t account for subsurface uncertainty. The dig limit selection technique has 

the additional feature of selecting dig limits th a t account for the limitations of the mining 

equipment. The techniques are referred to as semiautomatic because the user must select 

seed dig limits or well locations.

For dig limit selection, applications to  hypothetical and real mines are explored. As 

well, hand drawn dig limits and semiautomatically selected dig limits are compared. In 

experiments, semiautomatic dig limits always outperform the hand drawn dig limits. When 

the semiautomatic dig limit selection technique was applied at the Bingham Canyon mine 

improvements of up to  1.5% are observed. The semiautomatic well location selection tech­

nique is applied to  hypothetical reservoirs and a real data  set: the Smiley Buffalo waterflood 

project. The semiautomatic well location selection outperformed well locations selected by 

the Asset Team by more than  19%.
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C hapter 1

Introduction

1.1 P rob lem  S ettin g

Making decisions in the mineral resources industries is difficult due to inherent uncertainty, 
uncertainty th a t is a consequence of limited knowledge of the subsurface. In the mining 
industry, mining engineers must classify material as ore and waste. Ore is material th a t is 
economic to ship to the mill for processing and extraction of the mineral of interest. Waste 
is material not classified as ore and shipped to the waste dump. Ore misclassified as waste is 
missed opportunity to profit. Waste processed as ore does not recover the cost of processing. 
The mining engineer draws polygons around volumes of ore and waste. The polygons are 
called dig limits. There is limited information for the selection of dig limits and the decision 
has high economic importance. The collected data have large spacing and represent a very 
small fraction of the volume of material to  be classified. There is uncertainty in the grade of 
material between the sample points and it is not clear what dig limits will give the greatest 
value.

In the petroleum industry, the selection of well locations by reservoir engineers is also 
burdened with uncertainty. Reservoirs are sampled far less than mineral deposits. There 
is significant uncertainty in the rock properties between sample locations. An im portant 
hydrocarbon recovery technique is injecting water into the reservoir. The injected water 
displaces hydrocarbon. A good well plan has the water injection well(s) displacing hydro­
carbon towards the producing well(s). A poorly selected well plan can have production 
wells producing only the injected water, or have the injected water displaced away from 
the producer. The rock properties, as well as the reservoir structure affect the hydrocarbon 
displacement process. Wells th a t produce high fractions of water may fail to  payback the 
cost of engineering the location, drilling the well, outfitting the well, or the cost of pumping 
fluids to  or from the well.

In both the mining and petroleum industries, geostatistical tools can be used to  quantify 
uncertainty in the subsurface. Uncertainty is quantified in the form of multiple realizations. 
Each realization is an alternative model of the subsurface. Each realization integrates and 
honors all available information. The collection of realizations is called a model of uncer­
tainty. The realizations could be used to  enumerate the risk associated with selecting a 
particular dig limit or well plan; however, there are few tools th a t an engineer can use to 
select the decision th a t maximizes value over the model of uncertainty. The problem of 
selecting the optimal decision on a model of uncertainty is not trivial. In the case of the 
dig limit selection problem, the number of possible dig limits cannot be counted, and for 
the problem of selecting well locations, the number of possible solutions is a combinatorial 
function of the number of wells and the number of possible locations the wells could take if 
the wells are vertical wells, and uncountable if the wells are not vertical.

The typical approach to solving decision making problems like the dig limit and well 
location selection problems is to  pose the problem in the form of a mathematical equation

1
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called a global objective function and use some sort of optimization technique to  find the 
solution, th a t is the dig limits or well locations, th a t minimizes the function. However, 
it can be prohibitively expensive to  exhaustively enumerate the set of plausible solutions 
in the search for an optimal solution. The global objective function used for evaluating 
the goodness a particular decision may be difficult to evaluate, and the global objective 
function might be poorly behaved and limit types of optimization algorithms th a t can be 
used. The selection of the appropriate optimization algorithm and the formulation of the 
global objective function are essential for selecting dig limits and well locations th a t strikes 
the best balance among multiple objectives housed by the global objective function.

The following Sections, Section 1.1.1 and Section 1.1.2, elaborate on the problem specific 
challenges in selecting dig limits and well locations under uncertainty. The Sections also 
include preliminary examples of the decision making techniques developed in the dissertation 
for selection of dig limits and well locations. The Sections following the discussions of the 
dig limit and well location section problems discuss the layout of the dissertation.

1.1.1 Selection of D ig Limits
In an open pit mine, the mining engineer uses maps of grade information to  delineate regions 
th a t are economic to  process (ore) and regions th a t are uneconomic to  process (waste) with 
dig limits. Usually the dig limits are selected on a short term  basis, th a t is, they contain 
one to  ten days worth of digging.

Dig limits are used in one of two ways. A survey crew surveys the dig limit coordinates 
in the pit using painted stakes. Each side of the stake has a different color. One color always 
faces ore and the other faces waste. When ore and waste cannot be discerned by eye, the 
shovel operator relies on the stakes. The operator digs to  the stakes until they fall into the 
bucket or onto the operating bench. The shovel operator keeps track of the m aterial as it is 
loaded in haul trucks and tells the haul truck driver, either by radio or by horn blasts, if the 
load is ore or waste. The dig limit selection can also be executed is digitally. The engineer 
or geologist selects dig limits using geomodelling software. The software keeps track of the 
progress of the shovel using GPS sensors on the shovel. The software indicates to  the shovel 
operator if the scoop is in ore or waste. The software might also indicate to  the haul truck 
operator if the load is ore or waste otherwise, the shovel operator provides th a t information.

There are economic consequences if material is misclassified. Material th a t is classified 
as ore is shipped to  the mill for processing and mineral extraction. M aterial th a t is really 
waste and misclassified as ore incurs loss because the material that can be recovered does not 
cover the cost of shipping, processing, and mineral extraction. Material th a t is misclassified 
as waste is shipped to  a waste dump and most mines never revisit the waste dump to recover 
misclassified material. Ore misclassified as waste amounts to  a lost opportunity to  profit. 
Loss due to  misclassification on a few days worth of digging may not be significant with 
respect to the to tal profit capacity of the mine; however, a mine’s life may be in the order 
of decades and systematic loss can accumulate to  millions of dollars.

The grade control program is the protocol th a t a mine uses to ensure th a t the mill feed 
is of a minimum quality. A typical grade control program might consist of the following 
steps:

1. Obtain sample information from drill, blast hole, and geologic data;

2. Assay the drill and/or blasthole data  to  obtain grade information. Interpret geological 
data  in the context of a geological conceptual model.

3. Map the grade information to  the bench of interest.

4. Select dig limits.

We are interested in the last three steps, with most of our interest concentrating on the last 
two.
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Figure 1.1: Map a shows dig limits th a t might be too difficult to mine. Map c shows dig 
limits th a t unnecessarily dilute and lose ore. Map b shows dig limits th a t strike the best 
balance between ease of mining and maximum grade.

Prior to the introduction of geostatistics and computers, mining engineers and geologists 
mapped by hand the sample data  and hand drew the dig limits [5, 6, 54, 62]. There are 
some drawbacks to hand mapping and hand drawn dig limits:

1. Uncertainty in grade at unsampled locations is not accounted for in a quantitative 
manner, th a t is, no provision is made for assessing the impact of uncertainty and 
misclassification.

2. Grade information from previously mined benches and exploration drilling is not easy 
to consider.

3. Mining equipment limitations are not systematically accounted for, th a t is, the limits 
may be unrealistically complex or overly simplistic. Dig limits th a t are too complex 
are difficult to  mine and the mining equipment cannot perform efficiently. Simplistic 
dig limits might dilute or waste ore.

4. Hand contoured dig limits are subjective, th a t is, there is neither a reproducible pro­
cedure, or an objective measure of optimality.

Figure 1.1 shows three mining scenarios. The scenario in map a shows dig limits th a t are 
too complex for the mining equipment to mine efficiently; the angles between the vertices 
are too acute and there may not be enough room for the shovel to  operate efficiently or the 
haul trucks to manoeuvre. The operators may spend too much time attem pting to mine 
the dig limits precisely. The scenario in map c shows dig limits tha t are too smooth. Ore is 
either diluted or wasted, so th a t the dig limits can be easily excavated. Optimal dig limits, 
tha t is, dig limits th a t can be shown to minimize loss, minimize diluted and lost ore and 
are not too complex. Map b shows dig limits tha t strike the best balance between ease of 
mining and minimizing lost and diluted ore.

The advent of geostatistics made it possible to construct models of uncertainty in grade 
information. Drill and blasthole samples provide grade information, but only at sampled 
locations. Similarly, geologic information is available only at the mine face or wall, not at 
locations where mining will occur in the future. The model of uncertainty provides a set 
of realizations of possible grade values at unsampled locations. This information is used to 
help select dig limits.

The challenge th a t the mining engineer or geologist faces is how to use the set of realiza­
tions to select dig limits th a t minimize loss. For each realization, there is a corresponding 
dig limit th a t minimizes loss. This is not particularly useful information for the shovel op­
erator, who is faced with the reality of having to load haul trucks with ore or waste; the 
shovel operator can mine only to a single dig limit, not to a set. W ithin the literature there
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is documentation of how other researchers have used models of grade uncertainty to identify 
regions of ore and waste.

Deutsch et. al. [23] present a geostatistical simulation based technique for identifying ore 
and waste blocks th a t maximizes profit. They call the technique Maximum Profit Selection 
(MPS). The method starts with a model of uncertainty in grade. The realizations are 
processed to  provide a distribution of profit if the block were classified as ore and as waste. 
The block is classified as ore if the expected profit as ore is higher than  the expected profit 
of the block as waste. The profit of a block depends on the mineral commodities present, 
the price of the commodities, the cost of recovery, the ore and waste mining cost, and the 
lost profit due to wasting ore. This technique is repeated over all blocks in the orebody 
model. The dig limits are interpreted as the interface between ore and waste blocks. This 
type of dig limit will be referred to  as “blockwise” dig limits.

Srivastava et. al. [77] use simulation to  propose dig limits tha t incorporate the swing 
radius of a shovel into dig limit selection. They start with an initial data  set and construct 
a model of uncertainty. Then, on each realization, a swing radius is superimposed on each 
node. If all the blocks with centers in the radius can be mined profitably, the block centered 
on the node is called ore; otherwise, it is waste. Next, the algorithm counts the fraction of 
times a node is called ore. If a node shows too much uncertainty, the authors recommend tha t 
a sample be obtained at this location. Using the new information, the model of uncertainty 
is rebuilt and the process of superimposing a swing radius is repeated. The whole process 
is repeated until all nodes can be identified as ore or waste within an acceptable level of 
uncertainty. The final dig limits are interpreted as the blockwise representation of dig limits.

Glacken [30] develops a grade control technique th a t replaces the traditional approach 
for block selection with a probabilistic approach. The probability of a block to  exceed a 
deterministic cutoff grade is compared to a threshold probability th a t is calculated in a 
way th a t accounts for the mine’s risk profile. Blocks are classified as ore if they exceed the 
probability threshold and as waste otherwise.

Schofield et. al. [74] develop a profit based grade control system. They construct a 
distribution of grades at unsampled locations and transform subsequently transform the 
distribution into profit. They use the profit values to  classify blocks such th a t profit is 
maximized. The criteria used to  classify blocks is not discussed in the work. The authors 
claim to have implemented the technique successfully at several Australian mines.

Rem ark

While the techniques discussed above account, to  varying degrees, for uncertainty and mis­
classification, they do not account for the limitations of the mining equipment. The final dig 
limits are represented by the interface between ore and waste blocks and assume th a t the 
mining equipment can perfectly mine blocks of material. There is a need for an algorithm 
tha t optimally selects dig limits according to  the selectivity of the mining equipment.

The proposed dig limits need to  account for the cost of misclassification, the limitations 
of the mining equipment, and ultimately minimize loss. Accounting for the limitations of the 
mining equipment and minimizing loss are competing objectives. Dig limits th a t account 
for the limitations of the mining equipment may not minimize loss, and dig limits th a t 
minimize losses in equipment efficiency may lose or dilute too much ore. A large number 
of plausible solutions must be evaluated to  find the optimal solution. The set of plausible 
solutions is a function of the number of vertices defining the dig limit and their locations 
and are constrained by the limitations of the mining equipment, and the location of the 
ore. The “goodness” of a dig limit polygon might be poorly behaved with changes in the 
location or number of vertices.

D ig L im it Selection  P relim inary E xam ple

This Section presents a preliminary example of the dig limit selection algorithm. The general 
approach for selecting optimal well locations consists of the following steps:
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Figure 1.2: This m ap shows the sample locations and the corresponding grades used in the 
preliminary example.

1. Construct a model of uncertainty on the mineral grade(s).

2. Transform the model(s) of uncertainty to  an expected profit map.

3. Use the expected profit map to select initial dig limits by hand.

4. Use a global objective function tha t quantifies the goodness of the dig limits and 
simulated annealing to select optimal dig limits.

The data  are from a copper mine in Chile. Figure 1.2 shows the locations and grades of 
the blasthole samples. The model of grade uncertainty was built using Sequential Gaussian 
simulation, and the grid has 24x24 blocks th a t measure 4x4x5m. The model of grade 
uncertainty is transformed into the map of expected profit shown in Figure 1.3. The expected 
profit map summarizes the profitability of a block of material and accounts for the risk of 
misclassification.

The legend for the expected profit map shows a grey scale gradation of profit values 
from waste to  ore. The darkest blocks have the highest expected profit and the lightest have 
the least profit. The dark areas represent regions th a t would be profitable to  ship to the 
mill (ore), and the lighter regions would not be as profitable (waste). The large connected 
shaded region in the top right corner will be used to select dig limits and the other regions 
will be ignored.

Initial dig limits are shown in Figure 1.4 as a polygon th a t outlines a high profit region. 
The enclosed region contains an expected profit of $407,437. By observation, the initial dig 
limit polygon unnecessarily dilutes and wastes ore. Optimal dig limits minimize dilution 
and still account for the limitations of the mining equipment.

Figure 1.5 shows the dig limits at selected intervals during the optimization. The first 
interval is shown in map a and is for 500 accepted perturbations. Map b through h are after 
1000, 2000, 4000, 8000, 16000, 32000, and 64000 accepted perturbations respectively.

The maps show some interesting features:

• The dig limits in Map a are noisier than  the initial dig limits.

• Map b shows smoother dig limits th a t have begun to close in on an ore region.

• The dig limits in maps c through /  eliminate the noisy areas of low values and get to 
the “core” of the ore body.
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Figure 1.3: The map shows the expected profit values used in the preliminary example.
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Figure 1.4: The polygon shown in the map is the initial dig limit polygon.
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Perfect Selection
Tonnes Initial 

Profit ($)
Final 
Profit ($)

Ore
Waste
Total

66720
25440
92160

443047
-25440
417607

443047
-25440
417607

Inside Dig Limits
Tonnes Initial 

Profit (S)
Final 
Profit ($)

Ore
Waste
Total

52884 
1
52885

410072
-2635
407437

411948
-460
411488

Outside Dig Limits
Tonnes Initial 

Profit ($)
Final 
Profit ($)

Ore
Waste
Total

13835
25438
39274

32975
-22805
10170

31098
-24979
6119

Table 1.1: This Table presents the numerical results for the second comparison.

Perfect Selection Inside Dig Limits Outside Dig Limits
Tonnes Profit Tonnes Profit Tonnes Profit

Ore 90200000 7534.06 70375096 7079.78 19824904.00 454.28
Waste 35192000 -603.92 2255850 -8.29 32936150 -595.63
Total 125392000 6930.14 72630946 7071.49 52761054 -141.35

Table 1.2: The Table shows the tonnes of ore and waste for the preliminary example

• Maps g and h work out the fine details of the dig limits. The coarse features give the 
biggest improvement on the dig limits. The fine details give smaller improvements 
and require many perturbations to  resolve.

The final dig limits are shown in Figure 1.6. The dig limits are smooth, but not arbitrarily 
smooth. If a block has high profit the dig limits are more tortuous. Consider the areas 
outlined as Area 1 and Area 2 in Figure 1.7. The expected profit values for each area are 
shown in Figure 1.8. The dig limits for the areas are shown as grey lines. The dig limits for 
Area 1 are more tortuous than  those for Area 2, so th a t the block valued at 2.003 in Area 
1 is almost fully within the dig limits. Area 1 also has more dilution than  Area 2. Waste is 
mined as ore to  incorporate the high grade block in Area 1.

A summary table of results is shown in Table 1.1. The fraction of ore increases in the 
final dig limits. The overall increase comes to about 1%. This may not seem like a big 
improvement, but profit accumulates over a large number of dig limits.

Figure 1.9 shows the fraction of each block contained in the dig limits for the preliminary 
example. The fraction of blocks map can be used to estimate tonnes of ore and waste. W ith 
an assumed average density of ore of 2750 k g / m 3 and 2650 k g / m 3 for waste, a 5m bench 
height, and a price for copper of $2.75/kg the results for the dig limits are shown in Table 1.2. 
The results in Table 1.2 could be used for plant scheduling.

7

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



a b

9 h

Figure 1.5: The maps show the dig limit polygon during the optimization. Maps a shows the 
dig limits after 500 perturbations. Subsequent maps double the number of perturbations, 
i.e. map b shows dig limits after 1000 perturbations.
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Figure 1.6: This map shows the final dig limits after 57601 perturbations.

254031
24548

Figure 1.7: The two areas identified as Area 1 and Area 2 will be examined more closely.
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- 0.249 4.407

2.003 6.224

[|- —.............

-0 '02 1.301

Area 2

1.642 0.087 0.334 ,

- 1.351 0.419 0.087

Figure 1.8: The two maps shown present the expected profit values for the two areas iden­
tified in Figure 1.7. The map on the left is for Area 1 and the map on the right is for Area
2. The dig limit polygons are superimposed on the areas under consideration.

25499

24548 24644

Figure 1.9: The map shows the fraction of the blocks falling inside the dig limits. The black 
blocks fall completely inside the dig limits and the white ones do not fall in the dig limits 
at all.
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C om m ents

The preliminary example demonstrates the dig limit selection technique developed in Chap­
ter 3. One advantage th a t the dig limit selection technique enjoys is consistency. The 
technique provides dig limits tha t consistently account for the limitations of the mining 
equipment, are reproducible despite the initial dig limits or the random number seed.

1.1.2 Selection of W ell Locations
Well locations have significant economic importance. Petroleum companies rely on the well 
locations for demonstration of reserves and for generation of income. A multidisciplinary 
team called an asset team  uses a reservoir model to  highlight candidate well locations. The 
reservoir model might be as simple as a structure map or as complex as a detailed 3D digital 
reservoir model. The candidate locations might be exploration or appraisal wells, infill wells, 
or injectors.

Ideally, candidate well locations are evaluated using the reservoir model and flow simu­
lation. Flow simulation provides estimates of fluids produced, and if injectors are present, 
the volume of fluid injected. When used together, a reservoir model of uncertainty and flow 
simulation can give distributions of produced and injected fluids. Candidate locations tha t 
maximize the asset teams objective(s) make up the proposed well plan.

Identification of well locations th a t maximize the asset teams objectives is difficult. The 
asset team  must consider many variables when selecting a well plan and some of the variables 
may interact. If the well plan is selected by hand, some objectives may be overlooked, over-, 
or understated, and the results may be impossible to  reproduce or justify.

A large volume of literature exists for techniques tha t select well locations. The litera­
ture can be categorized as techniques th a t use static information only, techniques th a t use 
static and dynamic information, and hybrid techniques tha t use both static information and 
proxies of dynamic information.

W ell P lacem en t Techniques T hat U se S ta tic  Inform ation

Vasanthrajan and Cullick [81] use mixed integer programming to  select a static well plan 
based on a reservoir quality map. The technique incorporates a number of constraints: the 
number of wells, minimum well spacing, and a specified drainage radius. They acknowledge 
tha t even for small grids the problem can have prohibitively large CPU and memory re­
quirements. They reduce the complexity of the problem by decomposing the problem into 
smaller regions and they only consider solutions th a t meet or exceed specific criteria, tha t 
is, they do not consider solutions in which the distance between any two wells is less than 
a threshold value. They use a single deterministic reservoir model rather than a model of 
uncertainty.

Ierapetritou et al. [38] also use mixed integer programming. Their method is similar 
to  th a t of Vasanthrajan and Cullick, but they tackle larger reservoir models and more 
constraints by reducing the problem into a series of smaller mixed integer linear programming 
problems. They also acknowledge CPU and memory limitations for their technique.

Seifert et. al. [75] show a method th a t uses a reservoir model of uncertainty. They rank 
the well locations statistically and select the set th a t performs best. The set of well locations 
they consider are preselected by hand. The well trajectories are also hand selected: the well 
trajectories form an array similar to a pincushion of possible locations emanating from a 
central pad location. The trajectories are equally spaced about the pad. The disadvantage 
of this technique is th a t it does not consider the entire solution set; it only considers the 
hand selected locations, and these may offer only sub-optimal locations.

Goggin et. al. [31] demonstrate a method for horizontal well placement. The method 
starts with a reservoir model and maximizes recovery with a minimum number of wells. 
The platform locations are fixed and hand selected. The idea is to  propose a large set 
of candidate well trajectories from the two platforms, and select from the set the fewest
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number of wells required to maximize production. The method requires th a t the candidate 
well locations be selected by hand.

Wang [85] uses simulated annealing to  select optimal well locations over a reservoir model 
of uncertainty. The technique starts with an initial well configuration th a t is perturbed until 
a configuration is found th a t maximizes either the statically connected pore volume or the 
pore volume th a t falls within a specified drainage radius. The well paths can be vertical, 
deviated, or horizontal. Combinations of well types are not permitted.

W ell P lacem en t T echniques T hat U se D ynam ic Inform ation

Rosenwald and Green [72] use integer programming to select a static well plan. The stated 
objective is to  select the appropriate well timing to  achieve a desired tim e/production re­
lationship. The algorithm starts with a set of wells with known locations and productions 
and a desired tim e/production relationship. The objective is to  select the well timing th a t 
minimizes the difference between the observed tim e/production relationship and the desired 
tim e/production relationship. It is difficult to solve the problem in the continuous case, so 
the problem is discretized into two time steps. The authors use the solution for the first time 
step as the seed for the solution of the second time step. The authors constrain the solution 
such th a t the observed production does not exceed the desired production and only permit 
up to 3 producing wells. The method involves running a numerical flow simulation to  obtain 
a series of potential coefficients relating the flow at a given location to the pressure drop 
in the remaining candidate well locations. The simulation is run for each of the candidate 
well locations, so for n  candidate well locations there would be n  production/pressure drop 
profiles. The combinatorial of production/pressure drop profiles for combinations of wells 
is solved by assuming superposition over the n  relations.

Wagenhofer and Hatzignatiou [84] present a method th a t maximizes gas and water break­
through times. The method starts by placement of a well in the horizontal middle of the 
reservoir and calculation of the predicted breakthrough times for gas and water. If gas 
breaks through first the algorithm moves the well further away from the gas/oil contact. If 
water breaks through first the well is moved away from the oil/water contact. The technique 
does not account for uncertainty.

Beckner and Song [9] present a method for field development planning and well placement 
in which they use simulated annealing to propose scheduling tha t maximizes net present 
value (NPV) with the use of a flow simulator. They construct a reservoir model consisting 
of 36 cells, the center point of each being a candidate well location. The reservoir model is 
set to  have seven different scenarios. They randomly select a scenario and subject it to  a 
flow simulator. The algorithm uses SA to find an optimal solution constrained by well cost, 
the maximum number of wells, permeability, water saturation, and relative permeabilities 
of oil/water and oil/gas. The authors only discuss a 2-D application.

H ybrid Techniques for S electing  W ell L ocations

Da Cruz et. al. [12] build a reservoir quality map by performing flow simulation with a 
single well at several active locations on the grid. The quality of each location is evaluated 
by its cumulative hydrocarbon production or its net present value. Locations not simulated 
are populated using kriging. Although only a single well location is simulated, the authors 
conjecture th a t the quality map is a good proxy for flow simulation under a multiple well 
scenario, since the interactions between wells and reservoir heterogeneity are accounted for.

Gyagler [34] uses flow simulation and a few strategic well locations to construct a data 
set and then uses kriging and the production data  to  construct a proxy map of cumulative 
hydrocarbon. The proxy map is searched for the optimal solution.

Pan [66] uses a similar approach to Gyagler’s, but shows results from least squares and 
kriging to  construct the proxy surface.
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C om m ents

The techniques in the literature use a diverse range of tools to select well locations. Some 
reasons for the diversity of work is discussed below:

•  The number of solutions may be very large. Consider selecting the locations of an 
injector and a producer on a reservoir model of uncertainty consisting of 100 realiza­
tions on a 50x50 grid. The exhaustive solution set has 25002,249- =  3,123,750 solu­
tions. Construction of the distributions of fluid production for each solution requires 
3,123,750 • 100 flow simulation runs. Flow simulation is computationally expensive 
and a single flow simulation run can take hours.

•  Some of the objectives in the well plan may compete. Consider the distance between 
injectors and producers in a waterflood. Depending on the mobility ratio, if the injector 
is too close to a producer, early water breakthrough can occur. If the injector is too 
far away from the producer hydrocarbon can be displaced in unfavorable directions.

• The global objective function for well locations may be poorly behaved over the so­
lution space; small changes in well locations may result in dramatic changes in the 
goodness of the well locations.

W ell S election  Prelim inary E xam ple

This Section presents a preliminary example of the well location selection algorithm de­
veloped in Chapter 5. The algorithm selects optimal waterflood well plans. The general 
approach for selecting optimal well locations consists of the following steps:

1. Construct a reservoir model of uncertainty and a dynamic reservoir model.

2. Construct a global objective function to quantifies the objectives the asset team  has 
set for the well plan.

3. Select a  seed candidate well plan.

4. Obtain flow simulation results for the candidate locations.

5. Calibrate the global objective function to  the flow simulation results.

6. Use the calibrated global objective function and simulated annealing to  select optimal 
well locations.

The example is based on the synthetic reservoir model used in a technical report [73]. 
The reservoir is situated at a depth of around 3000m and has a thickness of 60m. The grid 
dimensions are 50x50x20 with blocks th a t measure 75x75x3m. The model of uncertainty 
has 4 attributes: porosity (</>), horizontal permeability (kh), horzontal/vertical permeability 
ratio (kv/kh), and top of reservoir. Porosity, kh, and kv/kh are modeled as constant prop­
erties with porosity at 0.1%, 0.15%, 0.20%, kh at 500mD, lOOOmD, 1500mD, and kv/kh at 
0.4,0.5,0.6. The top surfaces are made using kriging. The surfaces have a structural high 
near the middle. The corners of the top surfaces are held constant and the elevation of the 
high is varied. Maps of the tops surfaces are shown in Figure 1.10.

In this example the full space of uncertainty is examined and consists of 81 possible 
combinations of tops, porosity, kh, and kv/kh ratio, which are submitted to  flow simulation.

The flow simulation model is kept simple. The initial reservoir pressure is 315 barsa at a 
reference depth of 3015 m. The oil/water contact is always below the base of the reservoir at 
a depth of 3080 m, but the larger the top surface curvature, the closer this contact is to  the 
base. Well control parameters have been summarized in Table 1.3. A constant productivity 
index (PI) of 4 m 3/day /kgf/cm 2 is used for all runs. All the other required parameters
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Figure 1.10: Starting from the left are the top of structure maps for the structural model of 
uncertainty. The mean elevations for each, starting from the left are 2994, 2995, and 3005, 
respectively.

Well Type Control Perf. Range Min. BHP Max. BHP Max. Rate
(layer) (barsa) (barsa) m 3

Producer BHP 1 to 10 125 1500
Injector BHP 1 to 20 360 2000

Table 1.3: The flow simuation model was kept simple. This Table specifies some of the 
intialization parameters.

needed to  perform the flow simulation are based on a medium/heavy oil scenario in an 
Albertan basin.

Flow simulation is performed using ECLIPSE 100 (Schlumberger, 2003a) on a 2.83 GHz 
IBM compatible desktop computer with 2.5 GB of RAM. The time requirement for each 
flow simulation ranges from about 5 to  7 minutes. As reservoir model complexity increases 
and more input variables are used, the computation requirements will increase. In most 
cases enumeration of the full space of uncertainty is impractical.

Five well patterns were used to calibrate the global objective function for a to tal of 405 
flow simulation runs, see Figure 1.11. The dashed lines are reservoir delineation boundaries.

The global objective function aims to  maximize hydrocarbon pore volume within a 
drainage radius and minimize the distance between injectors and producers. The drainage 
radius is set to  500m.

The calibration procedure modifies the global objective function to be a good proxy for 
flow simulation. The criteria for calibration is barrels of oil equivalent well plan performance 
(W PP). The flow simulation results are used to  estimate the NPV over the simulation life of 
the reservoir. The calibration procedure modifies the global objective function such th a t the 
correlation coefficient between the global objective function and the flow simulation based 
NPV values is maximized. The average W PP for the five well plans, starting with well plan 
a are 1612* 103m 3, 1726* 103m 3, 1099* 103m 3, 1450, *103m 3, and 1431*103to3 respectively.

The scatterplot of the calibrated global objective function and the NPV values is shown 
in 1.12. The correlation coefficient is 0.927. The strange appearance of the scatterplot 
- the streaks and clusters of points - is due to  the model of uncertainty having multiple 
realizations of constant properties rather than  distributions of properties; if the properties 
were populated using geostatistical tools, the scatterplot would appear more cloudlike.

The final well pattern  is shown in Figure 1.13. The optimal result is close to  a regular 
five-spot well plan. The configuration component objective function does not aim to provide 
symmetrical results.
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Figure 1.11: The five well plans shown are used to  calibrate the global objective function. 
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Figure 1.12: The scatterplot shows NPV on the y-axis and the static global objective func­
tion on the x-axis. The correlation coefficient is 0.927.

The average W PP for this well plan is 1746m3 * 103. Compare this to  the best W PP of 
the calibration well plans of 1726m3 * 103.

It is impractical to  exhaustively examine all possible well locations to  identify the global 
optimal well plan. The number of possible configurations to be evaluated is too large. There 
are however, works th a t demonstrate th a t a regular five-spot pattern is the best pattern  for 
a homogenous reservoir [13, 35, 68, 86],

The spacing of the five-spot pattern  can affect W PP. If the spacing is too close or too 
far, W PP is compromised. The patterns shown in Figure 1.14 are examined using flow 
simulation.

Patterns a, b, c give the respective following average W PPs: 1722m3 * 103, 1735m3 * 103, 
and 1752m3 * 103. Well spacing c gives the best results. A comparison of these results 
with the results from the well location optimizer shows th a t the algorithm did not select the 
optimal dynamic location. There are a couple of reasons for this. The problem of selecting 
a well location in a homogenous reservoir is particularly difficult because the properties do 
not vary in space and no location picked on the static information would outperform any 
other. The global objective function is merely a proxy to actual flow simulation results. 
An optimization algorithm th a t used flow simulation directly might place the wells in their 
optimal dynamic locations.

1.2 D isserta tio n  O u tline

Chapter 2 discusses the theoretical material required to  develop the techniques for selecting 
dig limits and well locations. Geostatistics is used to  construct the models of uncertainty 
used in the decision making. Categorical and continuous data are discussed. The concept of 
a random function is introduced. Kriging, the basis for many geostatistical simulation tech­
niques, is introduced. Essential simulation concepts for constructing models of uncertainty 
are discussed. Simulated annealing and the theoretical issues surrounding the application 
of simulated annealing are covered. A technique for speeding up simulated annealing is also 
presented.
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Chapter 3 presents a technique for selecting optimal dig limits. A grade to profit trans­
form is presented. The transform avoids the limitations associated with using grade infor­
mation for classification. The transform permits easy accounting for multiple minerals and 
multiple ore types. The theory and implementation details of a dig limit selection algorithm 
are discussed.

Chapter 4 is devoted to  exploring the dig limit selection technique through a number of 
synthetic and real data  case studies. A dig limit challenge is presented in which hand drawn 
dig limits are compared to  automatic dig limits.

Chapter 5 presents a technique for automatically selecting optimal well plans. The 
concept of the joint optimal solution is presented. The theory and implementation details 
of well location selection are covered.

Chapter 6 presents a number of case studies th a t use synthetic and real reservoirs are 
presented. Synthetic examples are used to  explore the functionality and parameters of 
the algorithm. The value of incremental information is presented. A real example based 
on a water flood project in Saskatchewan is used to  demonstrate the applicability of the 
algorithm.

Chapter 7 presents some remarks on the developed decision making techniques, including 
suggestions on parameter selection and future research directions.
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C hapter 2

Theoretical Foundations

This chapter presents theoretical aspects of geostatistics, Section 2.1, and simulated an­
nealing, Section 2.2 . Geostatistics is the application of probability and statistical theory to 
spatial processes. Simulated annealing is a general optimization algorithm th a t has analogies 
to  thermodynamics.

2.1 G eo sta tistic s

Geostatistics is based on the notion th a t spatial variables can be described by a spatial 
probability law. Sample data  are considered location-specific realizations of a regionalized 
variable th a t is characterized by a spatial random function. There are a number of excellent 
references for geostatistics: [11, 14, 21, 43, 50],

2.1.1 Random  Function Concept
Geologic phenomenon have deterministic and random features. The random part is not a 
simple superposition of random noise on a deterministic model of geology. The random 
part is usually spatially correlated. Modeling the random part requires the application 
of the tools of probability and statistics. The probabilistic theory of random functions is 
widely used to  describe properties of geologic phenomena [57] because it synthesizes the 
deterministic features and spatially correlated random features.

A random variable (RV) is a variable th a t can take a series of outcomes. A RV is denoted 
by an upper case letter, Z.  and an outcome of Z  is denoted by a lower case letter z. The 
location dependence of an RV is denoted as Z ( u), where u  is a vector specifying a location 
in space within the study area A.

A RV th a t can assume a continuum of values is called a continuous random variable; 
otherwise it is a discrete or categorical RV. A mineral grade is an example of a continuous 
RV and a rocktype is an example of a categorical RV.

A categorical RV has K  categories, sk = 1 , . . . ,  K ,  and the location u  must belong to 
one and only one of the K  categories. If u  belongs to the category sk it is set 1, i{u; sk) =  1, 
or 0 otherwise:

A continuous RV can be transformed to  a categorical RV. The continuous data  are 
categorized according to  K  threshold values zk , k = 1 ,2 , . . .  ,K:

i (u; sfe) =
1, if location u  is in category sk 
0, otherwise (2 .1)

1, if Z{u) <  zk 
0 , otherwise (2 .2 )
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A RV can be fully characterized by its cumulative distribution function (cdf):

Fz(u] z) = Prob{Z (u)  < z}  (2.3)

The derivative of the cdf, if it exists, is the probability density function (pdf) / ( u, z) =  
F '(u , z) and gives the probability for the outcome to fall in the interval dz.

A random function (RF) is a collection of dependent RVs, { Z (u ),u  e  A}.  The RF is 
fully characterized by the set of V -variate cdfs for any number N  and any choice of locations 
u ,, i = 1 . . . ,  N ,  within the study area A:

Fz(  u i , . . .  ,u jv ;z i, . . . , z N ) = Prob{Z(  u j)  <  z l t . . , , Z (  u N ) < zNj , V  u a e  A, a  = 1 , . . . ,  N
(2.4)

2.1.2 M om ents o f Random  Variables
The first moment of a RV is the expected value or mean. It is a measure central tendency:

E  (Z (u )}  =  m (u) (2.5)

where E  {•} is the expected value operator. The expected value is a linear mathematical 
operator th a t weights the possible values the RV can take by their probability of occurrence. 
For example, the expected value of the function g(Z),  Z  a continuous random variable, is:

/OO

g (z ) f z dz (2 .6)
-OO

The variance measures the average variability of the data  about the mean:

Var { Z ( u)} =  E  { ( Z ( u) — m (u))2} =  <r2(u) (2.7)

The variance is the difference between the squared first moment and the second moment, 
F { Z 2}. The square root of the variance gives the standard deviation (a). Geostatistical 
studies rarely go beyond second moment statistics.

The covariance is a second moment two point statistic th a t measures the correspondence 
between RVs at two different locations, say, Ui and 112:

Cov {u i, u 2} =  E  {{Z{u i)  -  m (u i)) • (Z(u 2) -  m (u 2))} (2.8)

The variogram is another second moment statistic. It measures the dissimilarity of two 
RVs located at two different locations:

27 {u i>u 2> = E { ( Z ( m )  -  Z (u 2))2} (2.9)

2.1.3 Stationarity
An RF is said to  be stationary within the domain A  if its multivariate cdf is invariant with 
any translation h:

F ( u i , . . .  ,u jv ;z i , .  . . , z N ) =  F (u i  + h , . . . ,  u N +  h; z 1;. . ., zN ) .
V u e  A, Vu +  h € A  ^ • iU;

Stationarity of the multivariate cdf is not a property of the RF; it is a decision made by 
the practitioner. A decision of stationarity allows d ata  to be pooled over the domain A  and 
is essential for inference. Rock types and facies are sometimes used to  pool data  according 
to  geologic criteria, statistical criteria, or both.

First order stationarity implies invariance of the mean, E  {Z(u)}  = m.  Second order sta­
tionarity implies invariance of second order moments such as the covariance, Cov {u, u  +  h} =  
E  { (Z (u) — m) • (Z (u  +  h) — m)}.
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Figure 2.1: An example experimental semivariogram is shown. The z-axis is distance and 
the y-axis is semi-variance. The experimental semivariogram values are shown as dots.

2.1.4 Spatial Correlation
A hallmark of geostatistics is the use of measures of spatial correlation in estimation and 
simulation. The two most common measures are the covariance and the semivariogram.

Under a decision of stationarity, and if the variance exists, the covariance in Equation 2.8 
can be written to consider two RVs at different locations to give a measure of spatial corre­
lation:

(7(h) =  E  {Z{u)  • Z ( u  + h)} -  m 2 (2.11)

where h  is a displacement vector. If h  =  0, then Equation 2.11 becomes the variance of the 
data:

(7(h) =  <7(0) =  a 1 (2.12)

For this reason, the variance of the data is sometimes denoted C(0). The variogram is more 
commonly used as a measure of spatial variability:

27 (h) = E { ( Z ( u ) - Z ( u  + h))2} (2.13)

A decision of stationarity yields a relationship between the covariance and the variogram:

C ( h ) = C ( 0 ) - 7 ( h )  (2.14)

In practice, the experimental semi-variogram, literally one half the variogram, is calcu­
lated from the data  as the average squared difference between data:

JV (h )

=  2W (h) ~ z ( u i  +  h ))2 (2-15)

where N ( h) is the total number of pairs of data  separated by the lag vector h . The semi­
variogram values are calculated over a number of locations and a number of lags over the 
area of interest A.  The calculated values are then plotted on a chart as shown in Figure 2.1. 
The semivariogram values are on the y-axis and the corresponding lag vector distances on 
the a:-axis. The dots are experimental semivariogram values at a particular lag distance.

Experimental semivariograms are calculated in the directions of minimal and maximal 
spatial continuity to  characterize spatial correlation in 2D, and perpendicular to this plane
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1.2 Nugget Effect Variogram Model 1.2 Spherical Variogram Model
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Figure 2.2: Four semivariogram models are commonly used to model the experimental 
semivariogram. Starting from the top left and rotating clockwise, is the nugget effect are 
the spherical model, the Gaussian model, and the exponential model.

for 3D. The experimental values are not used in subsequent geostatistical algorithms. Ex­
perimental semivariograms are modeled with m athematical functions. The mathematical 
models ensure licit measures of spatial variability in all directions and for all distances.

Four common semivariogram models are shown in Figure 2.2 [15]. The four models can be 
used alone or combined to characterize the spatial variability of the data. The nugget effect 
semivariogram represents the absence of spatial correlation and is the limit case for spatial 
correlation. Note th a t 7 (0 ) =  0, so in the nugget effect model there is a discontinuity at a 
very small distance from h =  0 th a t honors this constraint. There are many good references 
tha t discuss calculating and modeling the covariance and semivariogram. [4, 7, 22, 32, 33, 
64],

2.1.5 Kriging
Kriging has two main roles in geostatistics: (1) the calculation of optimal estimates 2* (u) of 
the variable Z  with an associated kriging variance at an unsampled location u, and (2) the 
construction of a posterior conditional probability distribution for the purpose of geostatisti­
cal simulation. Different kriging algorithms have become available since its formalization by 
Matheron [56]. All versions of kriging are variations of the basic linear regression algorithm 
and corresponding estim ator known as non-stationary simple kriging:

n

[z*(u) -  m z {u)] =  ^ 2  • W u a) -  m z ( u a)] (2.16)
a= l
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where £*(u) is the estim ate at the location of interest, m z ( u) is the mean at the location to 
be estimated, Aa are the weights for the a  nearby data  z (u a ), and m^(u «)  is the mean at 
the data locations. The different variations arise from different assumptions on stationarity 
and the application of constraints.

The most basic form of kriging is simple kriging. In simple kriging the mean is assumed 
to  be stationary, th a t is, m z ( u) =  m.  The simple kriging form of the kriging estim ator in 
Equation 2.16 is w ritten as follows:

a=l a = l

(2.17)

The weights, A„, for the data are selected such th a t the error variance is minimized. The 
error variance is w ritten as follows:

JE (u) =  E { Z * ( u ) - Z ( u ) }

= E  {[Z*(u)]2} -  2 • E { Z * (u )  ■ Z (u)} +  E  {[Z(u)]2}
n  n  n= E E  XaXpE {Z(  u a ) • Z(up)}  - 2 - ] T x aE  {Z(  u) • Z ( u a)} + C(  0)

a=10=l a = l

0(0)  — 2 * y ̂  Aa Cf(u, u a ) +  EE XaX0C ( u a, up)
a = l 0 = 1

(2.18)
a = l

The expansion shows some im portant features of the kriging algorithm. The first part 
is the global variance of the data  and accounts for the variability of the data. The middle 
part accounts for the closeness of the data to  the location to  be estimated by using the 
covariance (7(u, u«). The last part accounts for the redundancy of the data  by using the 
covariance between data  at locations u a and u p, C ( u a , u 0). The error variance accounts 
for the configuration of the data  but does not account for the local variability of the data 
values. T hat is because the data values are not incorporated into the calculation, only the 
stationary covariance is used.

A classic technique for optimization of a function is to  take the partial derivative with 
respect to  the variables of interest and find values for the variable th a t make the partial 
derivative equal 0. The first derivative of the error variance expansion is:

dXn
= 2 • XpCov ( u Q, u/?} — 2 • Cov  {u, u a ) , a  =  l , . . . , n  (2.19)

0=1

The equations above can be simplified to the equations below to give what are known 
as the simple kriging equations:

^  XpCov (u a , U/3} =  Cov {u, u a } , a  -  1, . . . ,  j (2 .20)

Linear algebra is used to  solve for the weights AQ. In m atrix form, the kriging equations 
are w ritten as follows:

<7 (111, 111) . . .  <7(ui,un) T Ai '  <7(0,1) ‘
: : : : =  : (2 .21) 

<7(u„,ui) . . .  <7(u„,u„) J A«  J C(0,n)  _

The m atrix on the left contains the data-to-data vector covariances. The vector in the 
middle of the equation contains the weights th a t are to  be solved for. The vector on the
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right of the equation contains the covariances between the data values and the points to 
be estimated. The weights, A„, are found by solving the n  equations simultaneously. The 
system of equations must be positive definite -  this is one reason th a t the covariances are 
modeled -  and no two data  can be collocated: u a /  u (g for all a  /  ft. If these two criteria 
are met, then the kriging solution is unique and the kriging variance is non-negative.

The simple kriging error variance can be simplified to:

n

Vs k  = c (°) -  Aa C ( u , u a ) (2.22)
a=l

The kriging estimate and the kriging error variance are found by substituting the weights 
into the kriging estimator in Equation 2.17 and Equation 2.22, respectively.

O th e r  V a ria tio n s  o f K rig in g

Two im portant variations of the general kriging estimator are simple indicator kriging (SIK) 
and ordinary kriging (OK). SIK is the categorical version of the simple kriging algorithm. 
SIK predicts the probability of a categorical random variable to prevail at an unsampled 
location. The primary application of indicator kriging is in indicator simulation. The 
following references offer more complete discussions on indicators and indicator kriging 
[11, 32]. OK is considered to  be the most robust form of kriging [11, 32, 43]. OK assumes 
th a t the mean is unknown, but can be estimated from data. The estimation of the mean 
is performed inside the OK system of equations; however, a decision of stationarity is still 
required for the variance, and covariance over the area of interest. OK constrains the kriging 
weights such th a t they sum to one: Yla=i -̂ <* =  1- There many other forms of kriging. The 
following are good references on the variety of kriging algorithms: [11, 32, 50, 83],

2.1.6 G eostatistical Simulation
Kriging gives maps th a t have less spatial variability than  the variable it intends to  model. 
Geostatistical simulation avoids the smoothing effect of kriging; simulation reproduces the 
spatial variability, histogram, and data.

The aim of geostatistical simulation is to  construct a set of L  alternative realizations 
of the spatial distribution of a variable. Each realization is equally likely to  be drawn. 
Taken together, the set of L  alternative realizations represents a model of uncertainty tha t 
reproduces the spatial fluctuations of a variable over the area of interest as well as the 
histogram and the data at their locations. [18, 44, 50].

The realizations are used as input to  engineering simulation studies th a t observe the 
relationship between input and output uncertainty for a process or production scenario. 
The observed output uncertainty is used in decision making. An example is processing 
a reservoir model of uncertainty using a flow simulator to observe fluid production for a 
particular well configuration. Each realization of the reservoir model yields a different 
response from the flow simulator. The set of responses constitutes an output space of 
uncertainty. The distribution of reservoir responses for each production scenario is used to 
select the best configuration with respect to  uncertainty. In a mining setting, the model of 
uncertainty could be used to  observe the fluctuation in grade from the mine to  the mill for 
the purpose of developing an ore blending strategy.

Simulation algorithms can be partitioned into continuous and categorical variable algo­
rithms. The categorical simulation algorithms can be further subdivided into pixel based 
and object based simulation techniques; see below and [19, 55, 76].

C o n tin u o u s  V ariab le  S im u la tio n

Sequential Gaussian simulation (SGS) is a kriging based simulation technique for construct­
ing continuous variable realizations th a t can be directly conditioned to  data. According to
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Chiles and Delfiner [11], one of the first applications of SGS was by Alabert [3]. Currently, 
SGS prevails as the preferred geostatistical simulation technique [11, 18, 76]. SGS relies on 
sequentially visiting unsampled nodes and simulating a value tha t is to  be considered data 
for simulation at other unsampled locations under a multiGaussian model. The sequential 
path is selected as a random path  over the area of interest to  avoid artifacts [22, 32, 42]. 
SGS proceeds as follows:

1. Transform data to  a standard normal distribution. The simulated values are drawn 
from Gaussian distributions.

2. Go to  a location u  and perform kriging to get the mean and corresponding kriging 
variance.

3. Draw a random realization from the Gaussian distribution with the mean estimated 
by 2*(u) and variance of c |# ( u )  to  get the simulated value zs(u).

4. Add zs (u) to the set of data. Using kriging and previously simulated values forces the 
covariance to  be reproduced over the grid [18].

5. Visit all locations in random order and repeat steps 2-4.

6. Back-transform all data values and simulated values after all locations have been 
visited.

7. Create another realization by repeating the previous steps.

The data  distribution is transformed to  a standard normal distribution using the normal 
scores transform y =  G~ 1(Fz(z)).  The transform permits the application of the multi­
Gaussian model and the use of some of its congenial properties. Under the multiGaussian 
model, the mean and variance completely specify a distribution. The mean and variance 
of the conditional cdf at location u  are identical to the kriged estimate z*(u)  and variance 
<t2sk  obtained from the n(u) data  z (u a ). The standard normal distribution is preserved (in 
expected value) over the area of study. This provides a consistent platform for backtrans- 
formation of the simulated values back into the original data space.

Some references th a t discuss the application and theory of SGS include [11, 18, 32, 
55]. O ther continuous variable simulation algorithms include turning bands [44], simulated 
annealing [20] and LU simulation [2].

C a teg o ric a l V ariab le  S im u la tio n

An im portant application of categorical variable simulation is the construction of facies 
or rock type models of uncertainty. The categorical simulators can be classified as pixel 
based and object based simulators. Pixel based categorical simulators regard each pixel as 
belonging to  a category. The categorical values correspond to facies types and are assigned 
on a pixel by pixel basis. Sequential indicator simulation is a popular pixel based technique. 
Object based facies modeling represents the spatial distribution of facies as a collage of 
objects.

S eq u en tia l In d ic a to r  S im u la tio n

SIS uses simple indicator kriging to estimate the probability for category Sk to  prevail at 
location u. The formulation of the simple indicator kriging algorithm is the same as the 
simple kriging approach presented in Section 2.1.5 except th a t the categorical information 
i(u;sfc) replaces the continuous information z.

SIS visits the nodes in the grid sequentially, as in SGS. The basic idea is to  use SIK to 
construct the local probabilities for each of the k categories to prevail and randomly draw 
a category [46, 47, 48, 49, 61]. One of the first applications of SIS appears in [51]. SIS can 
be used for both categorical and continuous data [17, 32].
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O bject B ased  Facies M odeling

Object based modeling is founded on the notion th a t facies or rock types can be modeled as 
a collage of objects or shapes within a m atrix [18, 26], For example, a facies model might 
be represented by a collage of ellipses of different sizes, channels, or channels with levees of 
varying widths. Logical rules can be used for placing the objects: they can overlap, erode, or 
combine. Logical rules can also be applied th a t prevent particular facies types from existing 
adjacently [11, 25, 26].

Object based simulation requires many parameters to  specify the shapes and dimensions. 
Seismic information and analogue information derived from outcrops or modern processes 
can be used to  infer these parameters.

The objects must be placed so th a t they appear realistic and honor available data. 
Two approaches are used. The first draws objects and keeps only those th a t satisfy some 
constraints. The second directly conditions the objects by randomly drawing an object and 
later conditioning it by iteratively modifying its parameters until the data  are honored.

2.1.7 Spaces o f U ncertainty
The goal of this Section is to  demonstrate th a t a model of uncertainty occupies a space 
of uncertainty th a t can easily become ungainly and difficult to consider in the context of 
decision making.

The root purpose of building a model of uncertainty is to observe how input uncertainty 
affects a process or mathematical model. The process or mathematical model is referred 
to  as a transfer function because the function transfers input uncertainty to output un­
certainty. A transfer function may be complex and provide a nonlinear mapping from the 
input space of uncertainty to  the output space of uncertainty. Examples of transfer func­
tions include flow simulators tha t numerically simulate the flow of fluids through porous 
media and mining simulators th a t mimic the process of excavating and shipping material to 
the mill for processing. The output space of uncertainty is built by feeding the input space 
of uncertainty, one realization at a time, into the transfer function. The output space of 
uncertainty is used for decision making.

Most times, the input space of uncertainty is larger than  the output space of uncertainty. 
Consider for example the input space of uncertainty for a hypothetical reservoir. A guiding 
philosophy for the construction of a model of uncertainty is to build the model hierarchically 
according to  data  scale. The conceptual geologic model is commonly the largest scale source 
of information. Among other things, the conceptual geologic model specifies the depositional 
environment and provides insight into the internal architecture of the reservoir. Suppose the 
conceptual geological model for the hypothetical reservoir specifies two scenarios: (1) A tur- 
bidite reservoir deposited in a confined basin th a t is composed of several channelized flows, 
or (2) A turbidite reservoir deposited in a poorly confined basin and composed of several 
nearly lobe-like flows. Next on the hierarchy might be structure. Structural information is 
usually provided by seismic data. Suppose th a t the hypothetical reservoir has a salt lense 
above it. Salt propagates sound differently than  sandstone. The geophysicist might have a 
model of uncertainty on velocity, a basal surface, and optimistic and pessimistic structural 
models. Next on the hierarchy is the facies model. There is uncertainty in the facies pro­
portions and their spatial correlation. Last in the hierarchy is the petrophysical properties 
and these will have uncertainty in their distributions and spatial correlation as well. This 
concludes the characterization of uncertainty on the static parameters, th a t is, uncertainty 
not related to the fluid properties in the reservoir. For most reservoirs there is uncertainty 
in the PVT tables, the relative permeabilities of the fluids, and fluid density. Uncertainty 
in fluid properties are also included in the input space of uncertainty.

For the decision making exercise, suppose th a t for the hypothetical reservoir, water and 
hydrocarbon rates are required so th a t appropriate facilities can be priced. In this case the 
output space of uncertainty is far smaller than  the input space of uncertainty. Clearly, it is
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challenging for an engineer to  simultaneously consider both the input space of uncertainty 
and the output space of uncertainty and with rigor make optimal decisions.

The hypothetical example discussed above shows how large the space of uncertainty can 
become. Adding input uncertainties can cause the space of uncertainty to  grow very large 
very fast. A challenge in decision making under uncertainty is selecting a decision given a 
large space of uncertainty. The space of uncertainty can easily become so complex th a t it 
is impossible to  visualize or comprehend. Optimization tools can be used to  select the best 
decision in light of the model of uncertainty and do so consistently and with rigor. Later 
in this thesis simulated annealing will be used to  select dig limits and well locations for a 
given model of uncertainty.

2.2 S im u lated  A n n ea lin g  For D ec ision  M aking

Engineers are often faced with the problem of selecting the best decision from a set of 
alternatives. The best decision is the one th a t minimizes loss as quantified by a global 
objective function. Often the set of alternative decisions is large and an optimal decision 
cannot be clearly identified because there are many viable alternatives or because there are 
only subtle differences among the alternatives, or for both reasons. Simulated annealing 
is a general optimization algorithm tha t is good at identifying an optimal solution in the 
presence of a large solution space with multiple viable solutions.

2.2.1 M otivation for U sing Sim ulated Annealing
Three classic deterministic optimization tools are the gradient based techniques, the simplex 
search algorithm, and linear programming. These examples are sensitive to the formulation 
and behavior of the global objective function. The global objective functions for the dig 
limit and well location selection problems are not well behaved and their behavior precludes 
the use of classic optimization routines. There are two reasons tha t the gradient optimizers 
cannot be used. First, the global objective functions have multiple local minima and gradient 
optimizers have no facility to climb out of local optima and continue searching for global 
optima. Second, gradient type optimizers require differentiable global objective functions; 
however, the dig limit and well location global objective functions are not differentiable 
since they are functions of non-parametric RVs. The simplex search algorithm cannot be 
used because it has no facility to climb out of local optima. Implementation of linear 
programming to  solve the dig limit and well location selection problems under a full model of 
uncertainty maybe impractical. There is an upper limit to  the size of the linear programming 
optimization model tha t is dictated by computing hardware and software. For example, 
a  linear programming model with 10,000 variables and 10,000 constraints could have a 
’’coefficient m atrix” with 10,000 x 10,000 =  100 million elements. Arrays this size might 
be too large or cumbersome to handle. Linear programming optimization performs many 
m atrix inversions. Inversions can be give numerically unstable results on large arrays when 
array components are very large or small values. Furthermore, the global objective function 
for well placement may not always be linear.

Deterministic optimizers are not good choices for selecting dig limits and well locations. 
The dig limit and well location selection problems share some similarity to  the class of 
problems known as nondeterministic polynomial time complete (NP-complete) problems. A 
NP-complete problem is a decision problem th a t is solvable only in a non-deterministic way. 
The term  nondeterministic implies th a t a trial and error approach for generating solutions is 
required, rather than  a deterministic or rule based approach. This means th a t it is possible 
to  guess the solution (by some nondeterministic algorithm) and then check it. The guesses 
could be purely random or established by some strategy.

The term  “polynomial time complete” refers to  the predicted period of time or number 
of steps required to  arrive at an optimal solution. The number of steps to arrive at a 
solution increases with the number of solutions N  as exp (const, x N).  The term  optimal
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is emphasized because for some of the algorithms, the solution cannot be shown to be the 
global optimal solution, but can be shown to quickly provide a solution th a t is within a 
range of optimality. Not all NP-complete problems have good optimization algorithms, and 
for some problems, finding a good and quick approximately optimal solution is enough.

A classic example of an NP-complete problem is the traveling salesman problem: a 
salesman must visit n  cities only once and return to the starting city in the shortest total 
distance. The problem can be constructed to  have multiple constraints [69]. The postman 
problem and the Hamiltonian circuit are two other examples. An entertaining NP-complete 
problem can be found on most PCs and is known as Minesweeper. Some practical NP- 
complete problems th a t need solutions are the placement of computing chips on a printed 
circuit board, the routing of garbage trucks, and the sequencing of traffic lights.

Genetic algorithms and simulated annealing have been demonstrated to be good at 
solving NP-complete problems. Both algorithms have the feature of being able to climb out 
of local minima.

Genetic algorithms are inspired by Darwin’s theory of evolution. The central idea is 
that, given an initial solution, an optimal solution can be found by iterative evolution from 
solution to solution. The genetic algorithm was first introduced by Holland [37].

Genetic algorithms are popular. They are easy to code and are easy to  use in parallel 
computing environments. There are several drawbacks to the application of genetic algo­
rithms. Genetic algorithms are not designed to ergodically sample the solution space so 
there is no statistical guarantee of global convergence [41, 67]. Genetic algorithms are CPU 
intensive and have large memory requirements. The perturbation mechanism can be too 
aggressive for some problems. The perturbation mechanism swaps out large portions of the 
solution and this leads to  potentially large fluctuations in the global objective function. The 
large fluctuations may require th a t a very large number of perturbations be used to  find an 
optimal solution. There are proofs of global optimality for certain applications of genetic 
algorithms, but these rely on simulated annealing-like assumptions and parallelisms and re­
quire ellitism to be part of the algorithm [36]. Ellitism is the case where the new population 
always carries the best parents from the previous population into the new population.

2.2.2 Sim ulated Annealing Background
Two essential components led to the development of simulated annealing as an optimization 
algorithm: (1) Monte Carlo simulation, and (2) the numerical modeling of the thermody­
namic process of annealing. Monte Carlo simulation is a term  th a t S. Ulam coined for a 
statistical sampling procedure th a t was later formalized by N. Metropolis [59]. The numer­
ical model for the annealing process was provided by Metropolis et al. [58]. The algorithm 
was developed for observing the properties of alloys th a t avoided having to physically make 
them and is sometimes referred to  in the literature as the Metropolis Algorithm.

Kirkpatrick et al. developed the first simulated annealing optimizer in 1982 and pub­
lished the work in 1983 [52]. They used the term simulated annealing to describe their use of 
the Metropolis Algorithm for the purpose of optimization. Cerny independently developed 
an optimizer th a t is based on thermodynamics and has also been called simulated annealing; 
however, his work was not published until 1984 [82].

Geman et al. were the  first to  prove the necessary and sufficient conditions for the 
convergence of the algorithm [29], The first application of SA to the geosciences was by 
Farmer [28]. Deutsch applied SA to the problem of generating models of uncertainty [17, 20],

Since its development, SA has solved many optimization problems once thought in­
tractable. The problems th a t SA is particularly suited to solving share three characteristic 
features: (1) the decision space is very large; (2) the global objective function is not well 
behaved; and (3) global objective function consists of multiple objectives th a t sometimes 
conflict. The problems of dig limit selection and well location selection have these features.
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2.2.3 Therm odynam ic Annealing
Thermodynamic annealing is a process used to  modify material at a molecular level. Ther­
modynamic annealing involves heating a material to  a tem perature just below its melting 
point and slowly cooling it. At high temperatures, the molecules have high mobility and 
are poorly organized. The molecules move into configurations of increasing order as the 
material is slowly cooled. If the material is cooled quickly, the molecules may not have 
sufficient opportunity to  find highly organized configurations, but instead take on poorly 
organized configurations th a t have high energy. Slow cooling keeps the whole of the ma­
terial in thermodynamic equilibrium and ensures th a t all the molecules have a chance to 
find highly organized low energy configurations. If the material is cooled under optimal 
conditions, the final result is a crystal with highly organized configurations of molecules and 
minimal energy.

The molecules sample all possible configurations during cooling and molecules will al­
ways exist in high and low energy configurations at any tem perature. Thus, a t any given 
tem perature the molecules move between energy states and will posses distribution of en­
ergy states. Molecular movement between energy states is probabilistic and is specified by 
the Boltzmann distribution.

The probability of a molecule to  change energy states, P  {AE},  where A E  is the corre­
sponding change in energy and is expressed as:

P { A E }  = {  1’ a E) 1[ ^ ~ °  (2.23)
5 \  if A E  >  0 v '

where k is the Boltzmann coefficient th a t relates energy to  tem perature, and T  is the absolute 
tem perature in Kelvin. Molecules will always move from a high energy configuration to  a 
low energy configuration when it can: P { A E }  =  1. Sometimes molecules will take on high 
energy configurations.

The initial tem perature and rate of cooling are dictated by an annealing schedule and 
are critical to  the final state of organization in the material. If the initial tem perature is 
too low or if the material is cooled too fast, the material may have defects.

Every material has its own annealing schedule th a t achieves a high level of organiza­
tion in a minimum cooling time. The key to  this fast promotion of organization is the 
critical tem perature. The critical tem perature is the tem perature at which molecules have 
enough energy to  move but not so much energy th a t they are dislodged from low energy 
configurations. A well designed annealing schedule heats the material just above the critical 
tem perature, holds the material a t the critical tem perature sufficiently long enough to  get 
all the molecules mobile, cools very slowly over the critical tem perature, and then cools 
quickly to  the final resting tem perature.

2.2.4 Therm odynam ic and Sim ulated Annealing
SA is a numerical analogy to the thermodynamic process of annealing. SA numerically 
simulates the effect of heating a material and slowly cooling it. The following discussion 
lists the correspondence between thermodynamic annealing and simulated annealing.

T he energy o f th e m aterial corresponds to  th e  global ob jective  function: The
global objective function is a measure of loss, given a configuration or set of decision 
values. In SA, loss corresponds to  energy. An optimal solution is a least loss solution 
and corresponds to  a highly organized low energy molecular configuration. Mathe­
matically, we let A E  = A O g, where Og is the calculated value of the global objective 
function.

M olecular configuration corresponds to  decision  variable values: The values the 
decision variables take correspond to a configuration of molecules. High global objec-
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tive function values have decision variable values far from values th a t represent the 
optimal solution.

T he interaction  o f  particles corresponds to  th e  SA  perturbation  m echanism :
In thermodynamics, molecular mobility is provided by interactions with adjacent

and are analogous to molecular sampling of different configurations.

T herm odynam ic tem p eratu re corresponds to  sim ulated  tem perature: In ther­
modynamics tem perature controls the probability of a molecule to  move from one 
configuration to  another via the Boltzmann distribution. W ith SA, tem perature con­
trols the probability to  move from one configuration of decision variables to another.

T he therm odynam ic annealing schedule corresponds to  a sim ulated  annealing  
schedule: In both thermodynamical and simulated annealing, the annealing schedule 
specifies the initial tem perature, T0, and the rate of cooling. The simulated annealing 
schedule specifies how to reduce the tem perature T  as a function of the perturbations. 
Time is analogous to  the number of perturbations. Holding T  constant over a large 
number of perturbations is analogous to  holding a material a t a constant tem perature 
for a long time.

T he therm odynam ic B oltzm an n  d istribu tion  corresponds to  th e sim ulated  B o ltz­
m ann distribution: In thermodynamics, the Boltzmann distribution specifies the 
probability of a molecule to  move from one configuration to another, whereas in sim­
ulated annealing, it specifies the probability for moving from one solution to  another. 
The probability is a function of the magnitude of change in the global objective func­
tion, A Og = Op — Oi, where Oj is the value of Og before the perturbation and Op 
is the value after the perturbation, and the current tem perature. If the perturba­
tion results in a decrease in Og, then Pao,, = 1- This leads to  the SA probabilistic 
acceptance/rejection rule:

Acceptance or rejection of loss-increasing perturbations is performed by Monte Carlo 
simulation: a random number in the set [0,1] is drawn and compared to  P { A O g}. 
If the random number is less than  P { A O g}, the perturbation is accepted. Note tha t 
the only modification to  the Boltzmann distribution in SA is to  group or combine the 
T  and k parameters.

2.2.5 Sim ulated Annealing A lgorithm
Figure 2.3 shows a flowchart for the simulated annealing algorithm. The following text 
describes the flowchart.

• Use an initial guess to  calculate an initial value for the global objective function.

• Perform a perturbation: randomly draw a decision variable and randomly change it.

• Compute A O g, the change in the global objective function due to the perturbation.

• Use the SA probabilistic acceptance/rejection rule in Equation 2.24 to  determine if 
the decision variable values will be saved as the current solution or not.

• Consider the annealing schedule and determine if T  needs to  be reduced.

molecules. In SA, the values the decision variables take are randomly modified by 
a perturbation mechanism. The perturbations randomly sample different solutions

if A O g < 0 
), otherwise

(2.24)
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•  This step in the algorithm contains tests to  determine if the algorithm should be 
stopped. If any of the stopping criteria have been satisfied, the algorithm is stopped. 
If the none of the stopping criteria have been satisfied, the SA algorithm performs 
another perturbation.

2.2.6 Annealing Schedule
The annealing schedule specifies the initial tem perature and how the tem perature will be 
reduced. The annealing schedule affects the final solution.

The initial tem perature must be high enough to  permit enough perturbations to  occur to 
find an optimal solution. A high initial tem perature gives a correspondingly high probability 
of accepting global objective function increasing perturbations from the Boltzmann distri­
bution. This feature facilitates climbing out of locally optimal solutions, and permits broad 
sampling of more of the solution space. If the initial tem perature is too high, it may take a 
large number of perturbations to impose order again. The initial tem perature must be low 
enough th a t too many productive changes to the decision variables are not undone by sub­
sequent perturbations. The technique outlined in [63] identifies the critical tem perature for 
helping to select an initial temperature; otherwise, selecting an initial tem perature requires 
an iterative approach. One iterative approach for selecting To would be to  start with a high 
value of T q ,  quickly cool, plot a chart of the value of the global objective function versus 
the number of perturbations, and compare the plots for a number of initial temperatures. 
A good initial tem perature would be one th a t is slightly higher than  the tem perature tha t 
gives the fastest decline in the global objective function.

Reducing the tem perature as the algorithm proceeds systematically reduces the proba­
bility of accepting loss-increasing perturbations; eventually, only loss-reducing perturbations 
are accepted. If the tem perature is reduced too quickly, the final solution may be sub-optimal 
because SA will not have performed enough perturbations to  climb out of a local solution. 
If tem perature is lowered too slowly, the annealing schedule may not be of practical use.

There are three common approaches for specifying a reduction schedule for T: (1) use 
a continuous function to  reduce T  w ith each perturbation; (2) reduce T  after a number of 
perturbations; and (3) accept only global objective function reducing perturbations, th a t 
is, set T  = 0 to  give a procedure known as quenching. Schedules 1 and 2 rely on a good 
previously selected initial tem perature.

The tem perature reduction schedule proposed by Kirkpatrick et al. systematically re­
duces T  a t each perturbation according to the following annealing schedule [53]:

Tk = XTk- i  = XkT0 (2.25)

where T*, is the tem perature for the k th perturbation, To is the initial tem perature, and A is 
a multiplicative factor less than  1, but greater than  0, called the reduction factor. Reported 
useful values of A are in the range 0.8 <  A <  0.99.

Geman et al. [29] used a continuous inverse log function to set a tem perature reduction 
schedule:

T* = WTTy  * =  30 <2 '26 >

Geman et al.. use the above annealing schedule to  prove the convergence property of SA. 
This annealing schedule takes an exceptionally large number of perturbations and is often 
impractical.

A stepwise annealing schedule, as developed in Numerical Recipes in Fortran [69], is used 
in this thesis. The approach is as follows. Select a good initial tem perature and multiply T  
by a reduction factor A if: (1) a number of attem pted perturbations (kottempted) have been 
carried out, or (2) a number of accepted perturbations (kaccept) have been performed. This
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Figure 2.3: This is a flowchart for the simulated annealing algorithm.
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approach permits a number of perturbations to  occur for a specified T  and allows SA to 
achieve equilibrium with respect to  Tfc.

The selected approach is the most common approach in the geostatistical literature 
[18, 22, 32]. One drawback to  this approach is th a t a number of parameters (To, k a t t e m p t e d > 
k a c c e p t > and A) need to  be specified. Optimal param eter selection can be difficult. k o l t e r n p t e ( i  

should be roughly 10 times larger than  k a c c e p t  to  permit the algorithm to sample the solution 
space well. k a c c e p t  should be selected according to  the size of the solution space, i.e., if the 
grid for selecting dig limits or well locations is small, k a c c e p t  should be small values as 
well. It is difficult to  provide more precise recommendations because each dig limit and 
well placement problem is unique. An iterative approach may have to  be implemented tha t 
compares the value of the final global objective function to  the value of the parameters. The 
following references discuss techniques on selecting initial simulated annealing parameters 
[1, 65],

Stopping C riteria

There is no way to  determine if an optimal solution has been found. A stopping criteria 
must be invoked to stop the algorithm. Three stopping criteria are used in this thesis. The 
algorithm stop if a specified number of perturbations have been performed ( k m a x )  or if too 
many k a t t e m p t e d  have been carried out without reaching k a c c e p t . The algorithm also stops if 
the percent change in Og over a number of k a t t e r n p t e ( i  perturbations is less than  A Omin.

C om m ents on  th e  A nnealing Schedule

In the early stages of SA, large scale reductions of the global objective function are made. 
Progressively smaller reductions are made as the algorithm proceeds. At high T  values, 
large scale improvements are easily undone due to the probability of accepting unfavorable 
perturbations. This means th a t perturbations th a t result in large reduction in Og persist 
whereas perturbations th a t have small scale improvements are more often overwritten. Re­
ducing T  reduces the probability of accepting unfavorable perturbations and SA starts to 
converge. If T  is reduced too quickly the algorithm will not have sampled a sufficient portion 
of the solution space and will provide a local optimal solution.

There are a number of vague statem ents about the annealing schedule being ’’too fast” or 
’’too slow” . The selection of these parameters is problem-specific thus param eter selection 
requires some experimentation. Each dig limit and well location selection problem is unique. 
One obvious feature th a t makes each problem unique is the spatial distribution of properties. 
There is no way to predict what the annealing schedule should be thus a trial and error 
approach must be applied. This is a disadvantage of SA, but it is shared by many of the 
algorithms capable of solving combinatorial problems.

2.2.7 The Global O bjective Function
The global objective in most decision making problems is a composite of several smaller 
component objectives. For example, optimal dig limits should include as much ore as possi­
ble, yet minimize the cost of mining. Similarly, the selection of optimal static well locations 
should maximize recoverable petroleum and minimize the number of wells. The global ob­
jective function combines multiple objectives into a single global objective function as a 
weighted sum of component objective functions:

N

Og = Y J K - ° i  (2.27)
i = 1

where \  is the weight for the ith component objective function, and Ot is the ith component 
objective function.
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Selecting weights can be challenging because the weights have two effects on the opti­
mization. First, the weights calibrate the component objectives to  have the same units. 
Second, the weights control the influence a component objective has on the final solution. 
Selecting weights may be an iterative procedure. For example, the weights for selecting dig 
limits with large mining equipment may not be applicable to dig limit selection with small 
equipment.

The global objective function in this thesis is posed as a proxy to  profit. The weights 
convert the component objectives to values th a t are metrics of profit. It is acknowledged tha t 
the global objective function is not measuring profit in the accounting or economic sense. 
There are advantages to  the proxy of profit approach. Profit is a universally understood 
unit, most objectives can be easily converted to profit-like units, and maximization of profit 
is a goal for most mining and petroleum companies.

Component objective functions measure loss with different magnitudes. Component ob­
jectives th a t have high magnitudes tend to  control the optimization and the final solution 
because satisfying them  leads to the large reductions in the global objective function. Scal­
ing component objective functions gives the added flexibility of suppressing or stimulating 
individual component objectives.

The formulation of the global objective function for the dig limit selection problem is 
discussed in Chapter 3, and the formulation of the global objective function for the well 
locations selection problem is covered in Chapter 5.

2.2.8 Perturbation M echanism
The perturbation mechanism is im portant because a perturbation mechanism th a t performs 
changes th a t are too large or too small will take longer to find an optimal solution. If the 
perturbations are too large, then the perturbation mechanism may not be able to access the 
entire solution space or may require a large number of perturbations to sufficiently sample 
the solution space. If the perturbations are too small, a large number of perturbations 
maybe required to  sufficiently sample the solution space or a large number of perturbations 
may be required to  climb out a local optima.

The perturbation mechanism used here is to  randomly select a dig limit vertex or a well 
and randomly modify its location. There are no theoretical constraints on the magnitude of 
the change, but experience has shown th a t for dig limit selection, maximum perturbation 
distances of 20% of the block size gives good results. For the well location selection problem, 
maximum perturbation distances of 20% of the field size gives good results.

2.2.9 Sim ulated Annealing and O ptim ality
Depending on the annealing schedule, SA is statistically guaranteed to converge on an op­
timal solution [1, 29, 40]. This is known as the SA property of (weak) ergodicity. The 
property implies th a t given enough perturbations SA will converge to  an optimal solution. 
The property is classified as weak because it depends on the annealing schedule. The re­
quired annealing schedules th a t guarantee convergence may take too long to be of practical 
use, and the lack of speed is one of the leading criticisms of SA. There have been many 
different ideas for speeding up SA [1, 8, 40, 63]. The trade-off is a reduction in the effective­
ness of the convergence property and hence the possibility of a suboptimal solution. The 
assumption is th a t the fast optimal solution is close enough to being the global optimal.

The annealing schedule parameters require fine tuning to  obtain the best results. Fine 
tuning can be performed by comparing plots of the number of perturbations versus the 
global objective function for a variety of parameter selections. An example plot of the 
number of perturbations versus the global objective function is shown in Figure 2.4. The 
dashed line shows an optimization tha t finished with a higher final global objective function 
value relative to  the optimization shown in by the solid line output. It can be inferred th a t 
the optimization shown by the dashed output provides a sub-optimal solution.
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Figure 2.4: Shown are the results from two optimization runs. The dashed results are 
sub-optimal when compared to  the results shown by the solid line.

2.2.10 Sim ulated Annealing in the Literature
The simulated annealing algorithm is amenable to extensive modification. SA has three 
im portant components tha t can be modified: the accept ance/r eject ion rule, the anneal­
ing schedule, and the perturbation mechanism. Researchers have modified each of these 
components to  spin off new versions of simulated annealing.

The SA description above is a classic application of SA to optimization. Szu et al. [80] 
show a simulated annealing technique called Fast Simulated Annealing (FSA) th a t can also 
be proven to  find an optimal solution.

Ingber presents Very Fast Simulated Reannealing (VFSR) tha t uses a designed distri­
bution rather than the Boltzmann distribution for calculating the probability of accept­
ing/rejecting perturbations. Using this designed distribution he was able to  proposes an 
even faster annealing schedule th a t also can be proven to  converge [39]:

Tfc =  T0ex p { -ck l / n) (2.28)

Ingber’s VFSR paper [39] presents an alternative to systematically reducing T  through­
out the course of the optimization. He sets T  as a RV and draws T  values from a distri­
bution tha t is conditional to the kth perturbation. The effect is th a t the algorithm cycles 
through periods of convergence and randomization randomly. The author calls this feature 
re-annealing because higher tem peratures can be revisited.

The perturbation mechanism can be easily modified to  reduce the required number 
of perturbations. Press et al. [69] discuss a novel perturbation mechanism tha t uses a 
simplex search type hyperplane to  identify the direction of global objective function descent. 
The perturbation mechanism preferentially draws perturbations in the direction of global 
objective function descent.

These findings are im portant but not applicable to this thesis. The distribution of the 
decision variables are x,  y. z  coordinates. In the case of the dig limit selection problem, the 
coordinates specify the locations of the vertices of the dig limit polygon. In the case of the 
well location selection problem, the coordinates specify the trajectories of the wells. The 
coordinates do not follow a distribution th a t has a documented proof of convergence in SA.

Tailoring the perturbation mechanism to search in directions of optimality was not con­
sidered. A tailored perturbation mechanism is useful for global objective functions tha t can 
be quickly evaluated, because solving for the hyperplane requires more objective function 
evaluations. W ith the dig limit and well location selection problems the most CPU-intensive 
part of the algorithm is the global objective function evaluation. An algorithm th a t requires
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more evaluations may actually take more CPU time to  converge than one th a t does not 
have a tailored perturbation mechanism.
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C hapter 3

Sem i-A utom atic D ig Limit 
Selection

This Chapter presents the theoretical and implementation details for semi-automatic dig 
limit selection. The technique selects dig limits th a t maximize profit under uncertainty and 
under the constraints of mining equipment.

3.1 T h eory

A dig limit is a polygonal boundary used in open pit mining to  delineate regions of ore and 
waste for the shovel operator. The operator depends on the dig limits when ore and waste 
cannot be discerned visually. Dig limits are selected by the mining engineer or production 
geologist. They use sample data  and geologic information to  help select dig limits. They 
weigh many considerations when selecting dig limits:

• U n c e rta in ty : Relatively sparse samples are collected from blastholes or dedicated 
grade control drilling and there is uncertainty in grade in the intersample regions. 
Uncertainty makes it impossible to  know the true location of the ore/waste contact. 
The consequence is the possibility of misclassifying material and compromising profit.

• M in in g  E q u ip m e n t: The mining equipment needs room to operate and different 
pieces of equipment have varying abilities to  follow dig limits precisely. Dig limits 
th a t do not account for the limitations of the mining equipment compromise profit 
because there is unnecessary ore loss or dilution of ore, or the mining equipment spend 
too much time attem pting to  follow the dig limits.

• M ax im ize  P ro fit:  The mining engineer or production geologist aims to  select dig 
limits th a t maximize profit.

• T h e  P re se n c e  o f M u ltip le  M in e ra ls : Many mines have multiple minerals. A 
volume of material may have subeconomic grade for the primary mineral of interest 
but contain enough secondary or tertiary  mineral for the volume to  be called ore. To 
calculate profit, the mine must consider to tal mineral content and how mineral content 
might effect recovery or the sale of product.

• T h e  P re se n c e  o f C o n ta m in a n ts : Contaminants may adversely affect the recovery 
process or the final selling price. Contaminants can catalyze or suppress the recovery 
process and as a result additives may be required to  maintain control of the recovery 
process.
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•  P ro d u c tio n  S chedu ling : A mine is driven by its production schedule. The pro­
duction schedule determines the mine life and the cash flow, including capital re­
quirements, operational costs, and revenues. A mine’s production schedule specifies 
tonnage, grade, or concentrate quality targets over a time period. The mining engineer 
sets short term  plans to  satisfy the production schedule. If the targets are not met, 
the mining engineer needs to  set short term  plans th a t satisfy the shortfall. This could 
involve moving mining equipment, reclassifying material, selecting dig limits th a t are 
easier to  mine so th a t the equipment can mine more easily for improved production, 
or directing efforts on waste removal to expose more ore.

•  M in in g  S equence: The mining sequence refers to the order th a t material is mined. 
There may be good reasons to  preferentially mine waste over ore, when the mill is 
shut down for example. Alternatively, economic performance might be improved by 
prioritizing ore production. The need to meet production targets is another. A mill 
shutdown might force the mine to  mine waste for a period of time.

• B len d in g  S tra te g y : Some mines employ a blending strategy to  ensure the mill 
is fed with material of uniform quality. Blending strategies may force the mine to 
preferentially mine ore, protore, or waste to maintain stockpiles and control the mill 
feed quality. Blending strategies are particularly im portant in mines where mineral or 
contaminant quality is highly variable. Some blending can be implemented in the pit 
through strategic selection of dig limits.

• D ire c tio n  o f  M in ing : The direction of mining can be im portant when the mineral 
deposit is highly anisotropic. If mining proceeds oblique to the continuity of the ore, 
dilution may be increased.

• B la s tin g : Blasting is used to  fragment rock so th a t mining equipment can easily 
excavate it. Blasting mixes and moves material. Blasting can change the classification 
of m aterial from ore to waste.

• E q u ip m e n t P o sitio n in g : The dig limits must provide adequate access and working 
room for the mining equipment. The shovel should not have to wait on haul trucks 
and haul trucks should not spend too much time waiting on the shovel.

Selecting dig limits under all the above considerations requires compromises. The satis­
faction of some considerations may violate others. Some considerations may be very difficult 
to  account for and simplifications may be required. Increasing sample density may decrease 
uncertainty, but sampling is expensive and cuts into profit. Dig limits th a t maximize grade 
may be too tortuous for the mining equipment to  mine efficiently and increase the cost of 
mining. Conversely, dig limits th a t are smooth enough for the mining equipment to mine 
with optimal efficiency might dilute and/or lose ore and compromise profit. A lack of in­
formation prior to  mining makes it impossible to  specify the optimal location of mining 
equipment or select the best direction for mining. The effect of blasting is difficult to ac­
count for because many factors, such as the loading, the blast pattern, and geology influence 
the blast. Evaluation of the bench after blasting is difficult because the material no longer 
provides stable footing.

An alternative to selecting dig limits is to classify material by the dipperful. Dipper-by- 
dipper classification would avoid having take assay information from boreholes, the need to 
account for movement of material due to  blasting, and even avoid having to  select dig limits. 
Unfortunately, dipper-by-dipper classification is impractical. Current technology cannot 
support dipper-by-dipper sampling and classification. Dipper-by-dipper classification may 
not even be practical because there would have to  be ore and waste haul trucks available 
to  accept a dipperful of either classification as mining progressed, and some mines may 
not have enough room on a bench for a shovel and two haul trucks. Positioning of two 
haul trucks and a shovel would be suboptimal when maintaining a toe or crest because the
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shovel might have too spend too much time manoeuvering. An alternative to  dipper-by- 
dipper classification is classification of material by a haul truck load. This approach is also 
impractical: the shovel operator needs to  know the classification of each dipperful prior to 
loading, and must be able to  stay in a region of ore or waste long enough to  completely load 
a haul truck.

If some compromises are made, the dig limit selection problem can be posed as a tractable 
problem having a global objective function tha t can be optimized with the use of SA.

Although the geostatistical tools covered in Section 2.1 are the best way to manage un­
certainty, invoking geostatistics involves compromises. The model of uncertainty represents 
the mineral deposit as a grid of points. For convenience, the blocks are usually regular and 
at a coarser resolution than  the geology. It is impossible to  reproduce heterogeneity at scales 
smaller than  the blocks in the grid and some detail is lost.

Another compromise tha t is a consequence of using geostatistics is th a t the grid cannot 
be used directly to  select dig limits. Ideally, the mining engineer would use the grid to 
identify blocks of ore and waste and mine the blocks accordingly. In practice, using the 
model this way compromises profit for the following reasons: (1) Mining does not proceed 
block by block, it proceeds haul truck load by haul truck load. (2) Too much time might 
be spent mining low value blocks precisely. (3) Material sloughs as it is being mined which 
destroys the block boundaries. (4) The footprint of the mining equipment may be too large 
to  mine out individual blocks.

To maximize mining efficiency the dig limits must be a smoothed representation of the 
blockwise dig limits. Smoothed dig limits potentially lose and/or dilute ore and compromise 
profit. Strategic smoothing can minimize lost profit. Some smoothing algorithms, like suc­
cessive erosion/dilation and window averaging, do not account for the value of the attribute 
being smoothed. Figure 3.1 shows two cases. In Case A, the top ore block is marginal and 
should be left because dilution makes it uneconomic. In Case B, the top ore block is high 
grade ore and the dilution is acceptable because the value of the ore outweighs the dilution. 
These two cases are indistinguishable from a binary image cleaning perspective. Moreover, 
image cleaning typically works with pixels and not polygons. The high value blocks should 
be smoothed less than  low valued blocks because they are worth more. The dig limits should 
be smoothed according to the limitations of the mining equipment. Small equipment is more 
selective than  large and can mine tortuous dig limits more easily than  large.

The dig limit selection technique is a two step procedure. The first step transforms the 
geostatistical model of grades into a map of expected profit and accounts for uncertainty, 
the presence of multiple minerals, contaminants, and blending. Expected profit is a single 
variable and avoids having to  invoke multivariate decision making tools. Dig limits selected 
on an expected profit map aim to maximize profit instead of aiming to  get material above 
a minimum specified grade to the mill. A profit based grade control program can easily 
incorporate spatial/tem poral variations in milling costs, mining costs, recovery factors, and 
price. An expected profit map can handle blending of ore types. Expected profit maps 
improve profitability by accounting for uncertainty in grade and the economic consequences 
of misclassification. The procedure for constructing an expected profit map is covered in 
Section 3.1.1. The second step selects optimal dig limits, given the expected profit map 
and an initial dig limit. The dig limits are smoothed enough to obtain the best balance 
between lost and diluted ore and mining efficiency. Section 3.1.2, below, develops the dig 
limit selection global objective function.

The procedure for constructing an expected profit map is covered in Section 3.1.1. The 
second step selects optimal dig limits, given the expected profit map and an initial dig limit. 
The dig limits are smoothed enough to obtain the best balance between lost and diluted ore 
and mining efficiency.
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Figure 3.1: The Figure shows two cases. In Case A, the top ore block is marginal and 
should be identified as waste because dilution incurred by the mining equipment makes 
it uneconomic. In Case B, the top ore block is high grade ore and dilution is acceptable 
because the to tal of the dilution and ore is still economic.

3.1.1 E xpected Profit Map
This Section describes the expected profit map transform, and discusses its features and 
advantages. The expected profit transform is a preprocessing step to dig limit selection. The 
transform is performed sequentially on each block of the model of grade uncertainty. At each 
block, the expected profit transform transforms the I grade realizations th a t characterize 
the distribution of grade uncertainty to a corresponding distribution of profit. The I profit 
values are used to  calculate expected profit. The expected profit values are then posted on 
the expected profit map. The expected profit map is used directly in the dig limit selection.

The expected profit transform does not classify material; the dig limit selection algorithm 
classifies material. The transform considers all blocks, no m atter the grade, as ore. The 
guiding philosophy is th a t if a block cannot be profitably mined as ore, then it must be 
waste or low grade stockpile material.

The expected profit transform accounts for lost opportunity costs. A lost opportunity 
cost is a cost incurred when the opportunity to profit is forfeited. A lost opportunity cost is 
incurred by the mine when material th a t could be profited by processing as ore is wasted. A 
lost opportunity cost can also be incurred when material with mineral content high enough 
to  offset the cost of shipping m aterial but is not ore (protore), is wasted. Although a loss is 
incurred by processing protore, the loss may be less th a t the loss incurred by shipping the 
material as waste. Thus, in some instances, processing protore may result in gain.

The mine will likely never account for lost opportunity cost. It can only be evaluated 
by sampling the waste dumps. Even with a rigorous waste dump sampling program, lost 
opportunity cost can only be estimated. Since the expected profit transform considers each 
block as ore, and for low grade blocks, accounts for the cost of shipping as waste, the 
probability of misclassification and incurring lost opportunity costs is minimized.

There is no need to consider the cost of misclassifying ore as waste explicitly. Material 
transformed as ore th a t does not make gains, including the consideration of lost opportunity
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costs, is correctly classified as waste. Furthermore, if it were cheaper to  ship barren material 
as ore plus process it, it would be economic to  mine and process all barren material. This is 
never the case. The cost of shipping material to  the waste dump is always less than the cost 
of shipping material to  the mill plus the cost of processing (assuming the material must be 
processed if it is shipped as ore). Therefore the expected profit gained from shipping and 
processing m aterial as ore is the essential criteria for classification of material; if a block 
does not make money as ore it must be waste.

E x p e c te d  P ro f it  T ran sfo rm

The grade to  expected profit transform has five components:

1. T h e  g ra d e  in fo rm a tio n  (z( (u), I = 1 , . . . ,  L): The distribution of grades Z  a t loca­
tion u  are represented by the model of uncertainty consisting of multiple realizations.

2. T h e  c u to ff  g ra d e  (zc): The cutoff grade is often defined by management. In general, 
the cutoff grade is interpreted as the grade at which the mine can operate at an 
economic threshold. Market conditions and the recovery process control the cutoff 
grade. Other considerations are the mining cost, administration cost, and contract 
obligations.

3. T h e  reco v ery  cu rv e  (r ( z )): In most mines, the recovery increases with increasing 
grade (e.g., with constant tailings grade).

4. T h e  p ric e  p e r  u n it  m in e ra l (p): This is the price per unit mineral and must 
consistent with units used for grade.

5. C o st fo r p ro cessin g  w a ste  m o d ifie r(cpw): A modifier for increasing or decreasing 
the value of waste according to  mining conditions. The value of this variable can 
be decreased to  make waste more likely to  be classified as ore in time of mill feed 
shortages, or increased in times of ore abundance or mill shut-downs to  reduce the 
likelihood of waste being classified as ore.

Figure 3.2 shows an example grade to expected profit transform. Grade is shown on the 
x-axis, and profit is shown on the y-axis. The transform function is shown as a curve. The 
transform function could be a best fit function based on observed recoveries, or a continuous 
function provided by the metallurgical engineer. The transform function intersects the y- 
axis at cpw. The vertical line denoted zc is the cutoff grade threshold. The cutoff grade 
corresponds to a profit of 0. Material with grade above the cutoff grade gains profit:

P ore = (^(u) • r (z (u)) -  zc • r(zc)) • price (3.1)

The cost of treating material with grade less than  the cutoff grade is not constant, 
because there may be some protore th a t can be used to offset the cost of treatm ent. For 
material with grade less than  the cutoff grade, the profit is calculated as:

P w a ste  = (z(u) ■ r(z(u)) -  zc • r(zc)) ■ price -  cpw (3.2)

The cost of waste, cpw, can be modified to  cope with mining issues such as abundance 
or shortages of ore. Figure 3.3 shows the effect of three different cpw values. The base case 
is the middle curve. Increasing cpw has the effect of making material marginally below the 
cutoff grade less profitable and reduces tons classified as ore by the dig limits compared to 
the base case. Decreasing cpw has the opposite effect: tons are increased because marginal 
material is more profitable relative to  the base case.

The relation used to  calculate profit a t a location u  for a single realization I is as follows:

_  /  (*(u ) • r (^(u )) -  • r(zc)) • price, i f z l (u) >  2C
' \  (z(u) ■ r(z(u)) — zc ■ r(zc)) ■ price — cpw, i f z l ( u ) < z c '  ‘ '
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Figure 3.2: This schematic shows the transformation of the distribution of uncertainty in 
grade to  th a t of profit. The distribution of grade is shown on the x-axis, and the transformed 
distribution is shown on the y-axis. The transform function is shown as a curve because 
recovery is assumed to increase with grade.
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Figure 3.3: This schematic illustrates the effect of accounting for different cpws on the grade 
to  expected profit transform. A hypothetical profit curve with three cpw scenarios is shown: 
(1) The cpw ratio is less than  1. (2) The cpw ratio is equal to one. (3) The cpw ratio is 
greater than  one.
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Figure 3.4: This Figure shows a hypothetical recovery curve th a t is used in the small 
classification example.

Realization Grade (%) Recovery (%) Profit ($)
1 0.80 0.70 0.00

2 0.60 0.59 -306.65
3 0.71 0.66 -140.97
4 0.67 0.63 -202.24
5 1.30 0.93 973.50
6 0.59 0.59 -321.22
7 1.20 0.90 780.00
8 0.59 0.59 -321.22
9 0.60 0.59 -306.65
10 0.75 0.68 -78.78

Expected Grade: 0.78 Expected Profit: 7.58

Table 3.1: The Table is a summary table of results for the grade control experiment th a t 
uses a cutoff grade for classification.

The expected profit value th a t is posted to  the expected profit map is calculated with 
the use of the I expected profit values from the model of grade uncertainty:

^ (u ) =  (3-4) 
i=i

E xpected  P rofit Transform  A dvantages

The expected profit transform has economic advantages over other techniques such as using 
a cutoff grade or a probability to be ore cutoff. The sole use of cutoffs may not account for 
lost opportunity cost and can lead to  suboptimal economic performance because material 
can be misclassified.

The following example illustrates how using cutoff grades can lead to misclassification. 
Consider the hypothetical nonlinear recovery curve shown in Figure 3.4. Consider a 1 ton 
block of material th a t has an average grade of 0.78% copper, and a grade control program 
tha t specifies a cutoff grade of 0.8%. The expected grade and profit are calculated with the 
use of the hypothetical distribution of uncertainty shown in Table 3.1.

The expected profit of the block shows th a t there is potential for the block to  have 
enough mineral content to  offset the cost of shipping as ore and shipping as waste. An 
expected profit greater than  zero shows th a t the best classification for this block would be 
ore, yet the block would be waste if classified by a cutoff grade.
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Figure 3.5: Distributions of uncertainty in grade for two blocks of m aterial are shown. Note 
the long tail on the distribution on the left. If a probability of grade greater than  the 
cutoff grade threshold were used for classification then both blocks would have the same 
probability of being classified as waste, but note th a t the distribution on the left has a higher 
probability of being ore.

Classification using a probability to  be ore threshold yields the same issues as using a 
cutoff grade for classification. Figure 3.5 shows models of uncertainty of grade for two blocks 
of material. Both models have the same probability of exceeding the cutoff grade. However, 
the model on the left has higher probability for being high grade. If a probability for being 
ore cutoff is used both blocks are treated identically.

Using a probability to be ore cutoff can lead to misclassification, because the spread of 
the distribution of uncertainty is not considered in decision making. The expected profit 
transform does consider the extremes of the distribution by taking the average of the dis­
tribution and thus avoids misclassification.

3.1.2 Global O bjective Function
The global objective function quantifies profit for a dig limit and is composed of a revenue 
component objective function ( O r e v e n u e ) , and a digability component objective function 
(OdigabMty)• The global objective function is formulated as follows:

O global = O W  * \0 r e v e n u e  ^  @ d ig a b ility] (T5)
where O W  is a variable used to  force the global objective function to  comply with the 
standard practice of minimization of the global objective function in optimization. If the 
dig limits are intended to enclose ore, O W  =  —1, if waste O W  = 1.

T he R evenue C om ponent O bjective Function O re ven u e

O r even u e summarizes the value of the material inside the dig limits. O revenU e is quantified 
by superimposing the dig limit polygon on the map of expected profit and taking the sum 
of all the fractional block values falling within the dig limit:

n x  n y

O r e v e n u e  = f rac( ix , iy )  ■ p(ix, iy)  (3.6)
i x =1 i y =1

where f rac(ix,  iy) is the fractional area of the block indexed at location (ix, iy) within the 
polygon, and p( ix , i y ) is the profit for location (i x , i y ).

T he D igab ility  C om ponent O bjective Function  O d i g a b m t y

OdigabMty measures the digability of a dig limit. The weight, A, is called the digability factor. 
The digability factor is a variable th a t is used to specify the how im portant digability is to 
the directives of the mine.
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Figure 3.6: This Figure helps to  illustrate the notion of an optimal dig limit. At the top 
of the Figure is a chart with dig limits on the x-axis and digability on the y-axis. The dig 
limits in maps a and c have low digability. The dig limits in map a are too tortuous and 
the mining equipment will waste ore trying to  mine them. The dig limits in map c are too 
smooth and unnecessarily waste ore. The dig limits in map b strike the best balance among 
the objectives of maximizing mining efficiency and minimizing misclassification.

The term  digability is used to  describe how well the dig limits satisfy the various objec­
tives of the mine, tha t is, to  minimize ore dilution and/or lost ore, and to minimize cost of 
operations. Dig limits with optimal digability are smooth enough to  offer the best compro­
mise between operations costs (time to  mine, fuel, wear and tear on equipment) and lost 
ore. Dig limits with poor digability are either too smooth and unnecessarily dilute and lose 
ore for the sake of decreasing operations costs or are too tortuous and sacrifice operations 
costs for reduced dilution and ore loss. Figure 3.6 demonstrates the concept of digability. 
The dig limits shown on Map a and Map c do not strike an optimal balance on the mines 
objectives of maximizing efficiency and minimizing lost and/or diluted ore, whereas map 
b does. The digability curve shown is hypothetical. In practice it may not be smooth or 
symmetrical.

The value A • Odigabmty should not be considered a cost in the accounting sense. The 
formulation of A • Odigabmty presented below does not enumerate any of the costs associated 
with mining, including fuel costs, maintenance, or shut downs. It will be assumed that 
the operations cost for mining a particular dig limit can be approximated through the 
measurement of features of the dig limits and transforming this into a metric of digability. 
The essential feature of the technique is to assign high Odigabmty values to  dig limits with 
poor digability and minimal Odigabmty values for dig limits that have optimal digability, 
because sub-optimal digability dig limits cost more to mine than optimal digability dig 
limits.

Q u an tify in g  D ig ab ility

Quantification of Odigabmty is achieved by measuring the angle of operation (ct), then for 
each vertex on the dig limit (v, v = 1 , . . . ,  N V ) ,  assigning a corresponding digability penalty
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(di9pen(a v))‘ The sum of all the N V  digability penalties is used as the as the measure of 
digability:

N V

@ digab ility  =  £  diQpen{.(%\j) (̂ *7)
t ? = l

The angle of operation is the angle formed by the vertex under consideration and its two 
neighboring vertices. A dig limit is a closed polygon with at least 3 vertices, thus, there will 
always be two neighboring vertices. If v = 1, the pair of neighboring vertices are v —  2 and 
v =  N V ; if v = N V  the pair vertices are v =  1, and v =  ( N V  — 1).

For each a , a corresponding digability penalty, digpen(av), is specified by the digability 
function. The digability function performs the difficult task of defining the correspondence 
between the angle of operation and the performance of the mining equipment. Unfortu­
nately, there is no theory to  help construct such a function. The digability function could 
be constructed empirically. Time trials could be performed that measure how long it takes 
to  load a haul truck under a variety of angles of operation. Reconciliation of the in-pit 
grades delineated by dig limit polygon against the head grade could help provide some in­
sight to  equipment induced dilution and ore loss if the modeling practices are sound and do 
not overestimate or underestimate grade. An alternative approach, which is the one used 
here, is to  infer the digability factor using professional experience.

The following assumptions will be used to guide the construction of a digability function. 
It is assumed th a t mining equipment has a range of angles of operation in which digability 
is optimal -  mining efficiency is maximized and dilution and/or lost ore is minimized. This 
range of angles will be called the angles of optimal operation. When the angle of opera­
tion falls within angles of optimal operation, loss is minimized, profit is maximized, and 
digpen(a ) =  0. Of course the mining equipment incur the cost of shipping, but this cost 
is integrated into the expected profit map and the variable cpw. The loss quantified by 
A • Odigabmty is solely due to mining sub-optimal dig limits, that is, dig limits th a t are not 
calibrated to  the mining equipment and are either too smooth or too tortuous. It will be 
assumed tha t mining efficiency decreases and the risk of dilution and lost ore increases as 
the angle of operation decreases because (1) there may not be sufficient room for the mining 
equipment to  maneuver, (2) the ore or waste zone thins making it more difficult to  discrim­
inate between ore and waste, and/or (3) more time must be spent to follow the dig limits 
precisely. It will be assumed th a t as the angle of operation mining degrades from the range 
of optimal angles of operation to more acute angles, th a t mining equipment performance 
degrades smoothly and digability penalties increase smoothly. As the angle of operation de­
grades to  the point where digability is minimal, th a t is, dilution and ore loss is maximized 
and/or mining efficiency is minimized, the digability penalties will asymptotically approach 
maximum loss. Finally, it will be assumed th a t the relationships between mining efficiency, 
dilution and /o r lost ore, and the angle of operation are scalable according to  the size of 
the mining equipment. In other words, small mining equipment will have a larger range of 
angles of optimal operation than large. Due to  size, smaller mining equipment has greater 
ability to  mine ore and waste selectively.

An example digability function is shown at the top of Figure 3.7. The angle of operation 
a  is on the x-axis, and the digability penalty is on the y-axis. The digability function is 
shown as a curved fine. The example digability function is not a linear function of the 
angle of operation. Where a  falls in the range of optimal angles of operation, the digability 
penalty is 0. The digability function shows th a t the mining equipment gradually degrade in 
performance as a  decreases. As a  decreases to a  — 0 the digability penalty asymptotically 
approaches maximum penalty.

The area under the digability function in Figure 3.8 has regions with different shades of 
gray. Each shaded region represents the average digability penalty over a range of angles of 
operation. The darkest shade represents 100% digability penalty, and the lightest represents 
0% digability penalty. Below the digability function is a diagram th a t shows the same

46

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



100% '

0%'
90°

Angle of Operation

Figure 3.7: Shown in the Figure is an example penalty function. The penalty function is 
used to  penalize dig limits th a t have acute angles.

angle of operation and shading combination as shown in the digability function. At small 
operation angles the digability penalty is at a maximum and the opposite is true when a  
is large. If mining equipment smaller than  the equipment shown in Figure 3.8 were used, 
the area shaded as 100% penalty would be smaller. The opposite would be true if the 
mining equipment were larger. The shape of the digability function can be modified to 
reflect different equipment characteristics. For example, a digability function might show 
th a t performance may fall more or less quickly as a  decreases.

The y axis on the digability function assigns digability penalties th a t are scaled from 
0-100% of the expected profit blocks th a t have expected profit greater than  0 within the 
area of interest. Scaling by the expected value customizes the digability function to  the area 
of interest. This feature ensures th a t the dig limits in high valued regions are smoothed less 
and minimizes lost and diluted ore.

T he D igab ility  Factor

The digability factor, A, calibrates Odigabmty to units of cost. W ith A =  0, the emphasis 
is on Orevenue. As A increases the emphasis shifts to  Odigabmty mid the mining equipment 
constraints. The digability factor has another function. It translates the digability function 
along the x-axis. Figure 3.9 shows how the digability factor and the penalty function 
interact.

The parameter A and digability function interact in the following ways. If the emphasis 
is on profit, A is small, and the digability function is moved to  the left and specifies a 
large range of angles of optimal operation. If the emphasis is on profit, A is large, and the 
digability function is moved to  the right and specifies a small range of angles of optimal 
operation.

A attem pts to  im part different mining constraints on the dig limits. If a mine selects small 
A values, it likely has small mining equipment and tries to  mine very selectively, because 
the ore has high value and dilution is very costly. Mines using small As likely have low daily 
production and the depositional environment is likely not disseminated. If a mine selects 
large A values, the ore is likely most profitably mined in bulk by large mining equipment 
th a t lacks the ability to  mine selectively. This scenario may occur when the deposit is highly 
disseminated or the ore is of low quality. The above comments are a coarse guide only. The 
general idea is th a t the mining engineer would select an appropriate A value given their 
experience, and the mining scenario at hand.

3.2 Im p lem en ta tion  D eta ils

This section presents the details for implementing the dig limit selection technique. Pre­
sented first are the expected profit map construction implementation details. Specifically 
discussed are the grid definition for an expected profit map, approaches for constructing
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Figure 3.8: The penalty function penalizes according to  how acute the operation angle is. 
Shown for illustration is a shovel and the corresponding penalty for a number of different 
operation angles. Darkly shaded areas are penalized more than  light areas.

100'
Digability Factor 

0.5

90-
Angle of Operation

Iso-

Figure 3.9: The digability factor interacts with the penalty function by sliding it back and 
forth on the a;-axis. Low digability factors slide the penalty function closer to the (/-axis and 
imply th a t the equipment is somewhat selective. Large digability factors move the penalty 
function away from the y-axis and imply th a t the equipment is not very selective.
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expected profit maps in the presence of multiple ore types, and coping with the multiple 
minerals. Next, the details of applying simulated annealing to optimize the dig limit se­
lection global objective function are discussed. The topics include the dig limit/sim ulated 
annealing algorithm, the components th a t simulated annealing requires to  perform opti­
mization on the global objective function, and the setting of a stopping criteria for the 
algorithm.

3.2.1 E xpected Profit Map Im plem entation D etails 
A  N o te  o n  U sin g  E x p e c te d  P ro f it  fo r S e lec tin g  D ig  L im its

Dig limit selection is a classification decision th a t is repeated many times, perhaps several 
thousands of times, over the life of a mine. Ideally, the individual classification decisions 
would maximize profit. In reality, this rarely happens. The individual classification decisions 
often contain errors and compromise profit. The difference between maximum profit and 
compromised profit is lost profit. For example, profit is lost when the grade of material 
classified as ore is mispredicted because the estim ate is used for planning and economics.

Expected profit is used to  select dig limits because it minimizes expected lost profit, 
tha t is, lost profit averages to  a minimum over the long term. There is no need to  apply 
subsequent risk qualified decision making techniques, such as a utility function transform 
to introduce a position on risk; see [70, 71]. The risk of misclassification is accounted for by 
the grade to expected profit transform. The use of any value other than  the expected profit 
value for classification decisions does not minimize lost profit.

It is known th a t expected values are good for repeated decisions when probabilities are 
well known and risk spread over many similar decisions as in the case of the dig limit selection 
decision. Each of the classification decisions is made, for the most part, under the same 
conditions. This is not to  say th a t the conditions for decision making are the same at all 
locations, just th a t there are no one-off decisions over the life of the mine; for every decision 
made there exists a decision th a t has been or will be made under the same conditions at some 
other location. Consider the data  conditions for constructing a local model of uncertainty 
at location u. For this particular location, and many others, the number and configuration 
of data are similar due to  blasting requirements and symmetries of the blasting plan. Since 
kriging only relies on the configuration of the data  when estimating the variability, and the 
covariance is the same over the field due to a decision of stationarity, the variance for many 
of the decisions is the same. Of course the magnitude of the value of a given block varies 
spatially, but the uncertainty associated is similar over many decisions, so the risk of loss is 
spread over many decisions.

E x p e c te d  P ro f it  M ap  G rid  D efin itio n

The grid definition is a regular grid system with an origin at (x m n ,y m n ), the number of 
grid nodes (n x ,n y ), and the spacing of the grid nodes (xs iz ,ys iz ). There is no theoretical 
requirement for a regular grid; however, many geocellular models in mining are constructed 
on a regular grid. The y-axis is associated to  the north-south direction, and the x-axis is 
associated to  the east-west direction. The grid indices increase from 1 to n x  in the positive 
x  direction. The grid indices increase from 1 to ny  in the positive y direction. This grid 
definition follows the GSLIB grid definition [22],

E x p e c te d  P ro fit  M ap s  a n d  M u ltip le  M in e ra ls

The presence of multiple minerals can make compiling an expected profit map challenging. 
There may be multiple minerals tha t contribute to  profit and multiple contaminants tha t 
reduce profit. Some minerals are known to catalyze the chemical reactions for recovering 
minerals of interest, while others suppress the reactions. The precise interaction is subject 
to  numerous parameters, such as tem perature, relative concentration, and pressure.
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Figure 3.10: The map shows the expected profit values used in the preliminary example.

If the minerals are complementary and not interactive, that is, all of the minerals are 
minerals of interest and do not affect the recovery process adversely, the solution for building 
an expected profit map is to construct expected profit maps for each mineral and add the 
maps to get a merged map of expected profit. This case is rarely encountered, but it might 
be a satisfactory solution if the interaction between minerals in the mill is insignificant.

More complex relationships might be able to  use a multivariate function to  characterize 
the relationship, or a lookup table could be constructed th a t gives recoveries corresponding 
to  combinations of mineral grades. Such a function or lookup table would require input 
from the mineral or process engineer.

E xp ected  Profit M aps and M ultip le  Ore T ypes

Some mines have grade control programs th a t use multiple ore types. Multiple ore types 
can be used, when multiple treatm ent facilities exist, for more efficient processing of high 
grade ore, strategic treatm ent of material high in contaminant concentration, or if there is a 
need to  stockpile material. The dig limit selection algorithm can be used to select multiple 
ore type dig limits by applying it recursively on expected profit maps prepared for each ore 
type. The following paragraph describes the procedure for constructing an expected profit 
map for each ore type.

The first step is to identify which ore type the material most profitably belongs to. This 
can be done by constructing an expected profit map for each ore type and, for each block, 
compare the expected profit of a block under each ore type classification. The optimal ore 
type classification for the block is the classification th a t maximizes expected profit. The 
next step is to  reprocess the expected profit map for each ore type to show loss due to 
misclassification. Dig limits are then selected on each ore types reprocessed expected profit 
map less one; if there are N o t  ore types, say high grade, low grade, and waste, one need 
only select the high and low grade dig limits, because the amalgamation of these two dig 
limits delineate the waste dig limits.

The following is an example of the multiple ore type procedure. The example is an 
extension of the preliminary example shown in Chapter 1, Section 1.1.1. The extension 
deals with the problem of having two ore types (high grade and low grade ore) plus one 
waste type material.

Figure 3.10 shows the original expected profit map from the preliminary example. Sup­
pose th a t the mine treats high grade material differently than  low grade material, and thus 
has high grade (N o t  = 1 )  and low grade ore types ( N o t  =  2), where N o t  is a discrete 
variable with integers for identification of ore types. The last material type is waste.
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Figure 3.11: This map shows the optimal classification of blocks. The darkest blocks are 
ore type N o t  =  1- The lighter shaded blocks are ore type N ot  = 2. The unshaded blocks 
are waste.

The map shown in Figure 3.11 shows the optimal ore type classification for each block. 
The dark grey blocks are high grade, the medium grey blocks are low grade and the unshaded 
blocks are waste. The map was made by selecting the classification th a t maximized expected 
profit, and assigning the appropriate integer to reflect the ore type classification.

Figure 3.12 shows the expected profit values for all blocks classified as N o t  =  1- Com­
paring the expected profit map shown in Figure 1.3 with the expected profit for N o t  = 1, 
shows th a t much more of the m aterial is ’’waste” relative to  the classification as N o t  =  1 -  

This map was made by replacing the expected profit values at blocks optimally identified 
as N o t  = 2 , with the loss th a t would be incurred if the were treated as N o t  = 2 . The loss 
due to misclassification is calculated as N o t  =  2 : j3(u) =  p(u, N o t  = 1) — p (u , N o t  =  2)).

The dig limits for each ore type are shown in Figure 3.13. There is some m aterial tha t 
is misclassified. This is a necessary loss due to  mining. There are also a few blocks that 
are not included in the correct ore type dig limits. Another professional might decide to 
incorporate these blocks in the dig limits.

The multiple ore type dig limit selection technique can accommodate any number of ore 
types by repeating the described procedure over each ore type classification.

3.2.2 D ig Limit Selection D etails
T he D ig  L im it S election  O ptim ization  A lgorith m

The implementation steps for dig limit selection algorithm are: (1) Transform the model 
of uncertainty in mineral grade to a map of expected profit. (2) Select an initial dig limit 
polygon with the aid of the expected profit map. (3) Use simulated annealing to  perturb 
the dig limit polygon until it conforms to a dig limit polygon tha t maximizes the global 
objective function. Figure 3.14 shows a flow chart of the dig limit selection algorithm. The 
text below discusses the nodes in the flow chart:

R ead M ap o f D a ta  and In itia l P o lygon  :
Read in the map of data  and save the initial dig limit as Digi.
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Figure 3.12: This map shows the expected profit values for material identified as high grade 
ore N o t  =  1 -  The unshaded blocks are waste with respect to  the high grade ore classified 
material.

Figure 3.13: The map shown posts dig limits for both ore types.
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Update Dig Limits
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for Initial Polygon
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Check Annealing Schedule

Read Map and Initial Polygon

Figure 3.14: This flow charts illustrates the steps the dig limit selection takes during opti­
mization.
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E stablish  th e  in itia l value o f th e  global ob jective  function  :

The initial dig limit D i g i  is superimposed on the expected profit map. The value 
of the revenue component objective function, O r e v e n u e , is calculated. The algorithm 
scans D i g i  and calculates the digability component objective function O d ig a b U ity  The 
result is the initial global objective function value which is saved as O*.,

Perform  a P ertu rb ation  :

A perturbation is a random change to  the dig limit. The modified dig limit is saved 
as Digp. Section 3.2.2 discusses the perturbation mechanism.

E stablish  th e  new  value o f  th e  o b jective  function  :

The perturbed dig limits Digp and the mapped data  are used to  determine the new 
value of global objective function, Op.

A ccept or reject p erturbed  dig lim it polygon? :

Calculate A Og = Op — Ot . Use A Og and the current tem perature, T,  from the 
annealing schedule to calculate the probability of accepting Digp according to:

f 1, if AOa < 0
P  {accept) =  < (3.8)

I e( t >. otherwise

If A O g is less than  0 , set P aCcept to  1. If AO is greater than 0 , draw a random number 
G [0,1], and test it against P aCcept ■ If the random number is less than  or equal to 
P a c c e p t, then the perturbed dig limit is accepted. If the random number is greater 
than  P accep t, then the perturbed dig limit polygon is not accepted.

U p d ate th e  in itia l global ob jective  function  and d ig lim it polygon: If the pertur­
bation is accepted, save Op as Oj and save Digp as Digi. If the perturbation is rejected 
then restore Digi and O,; and go back for another change. If Digp is rejected it will 
be replaced by the next accepted perturbed dig limit. The algorithm only requires 
the results from the previous and current dig limits. The results from perturbations 
previous to  the most recent perturbation are not saved.

Stopping C riteria Satisfied? : If the stopping criteria from the annealing schedule have 
been satisfied then stop the algorithm.

W rite O utputs If one of the stopping criteria is satisfied then write out the vertex coordi­
nates for the dig limit polygon and a grid specifying the fraction of each block falling 
within the dig limit polygon.

Check A nnealing Schedule : If k accept or k at te m Pt has been satisfied, then apply the 
reduction factor A to  the tem perature T  and reset the counters for k accept and k a tte rn p t. 

If k a ccept has not been satisfied and the perturbation was accepted, then increment the 
ka cce p t counter. If k at te m p t has not been satisfied and the perturbation was rejected, 
then increment the k a t te m p t counter.

Loop U n til th e  a S topping C riteria is Satisfied  :

The algorithm perturbs the dig limits until one of the stopping criteria in the annealing 
schedule is satisfied.
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Figure 3.15: For situations where a body of waste is enclosed in a body of ore a decomposition 
approach can be used to obtain the dig limits. First dig limits for the small waste body dig 
limits are solved for. Then the larger ore dig limits are solved for.

STEP 1 STEP 2

Figure 3.16: This Figure shows an alternative decomposition approach to the decomposition 
shown in Figure 3.15.

Selecting In itia l D ig  L im its

Simulated annealing requires an initial dig limit, which is provided by the  mining engineer. 
The initial dig limit must be a single closed polygon with no crossing segments. The approach 
used here was to  digitize the initial dig limits on a map of expected profit and submit the 
coordinates of the vertices to the dig limit selection algorithm. For the most part, selecting 
initial dig limits is a straightforward procedure, but situations such as nested dig limits, 
multiple ore and waste dig limits and specifying of non-perturbed vertices need further 
discussion.

N ested  In itia l D ig  L im its

Most benches have regions of commingled ore and waste where a pod of ore resides within 
a larger region of waste or vice versa. A decomposition approach is adopted to  select initial 
dig limits in this case. A hypothetical example of the decomposition approach is shown in 
Figure 3.15. The Figure shows a bench with the some ore/waste information. The darker 
areas represent ore and are demarked with an uppercase O. The lighter areas are waste and 
are demarked with an uppercase W. Note th a t a single dig limit will not partition the bench 
into ore and waste.

One possible decomposition is shown in Figure 3.15. The first initial dig limit is selected 
as the small waste pod. The second initial dig limit is the initial dig limit for the orebody. 
The remaining material is all waste. Another possible decomposition is shown Figure 3.16. 
In the alternative decomposition, the  first initial dig limit is the wastebody. The second 
initial dig limit is for the imbedded waste. The remaining material is ore. The assemblage 
of dig limits partition the entire bench.
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Move vertex 
somewhere ~ 
else in this 
area

Figure 3.17: The perturbation mechanism for perturbing the polygon vertices randomly 
selects a vertex and moves it a random A x,A y. as shown in the Figure.

S pecify ing  N o n -P e r tu rb e d  V ertices

The dig limit selection algorithm can be set such tha t all the vertices are perturbed to 
conform to optimal dig limits, or some vertices can be set to non-perturbable vertices. This 
feature is useful when there is a need to  constrain a dig limit along the crest or toe of a 
bench, or when a patchwork of several dig limits are merged over a large area.

T h e  P e r tu rb a tio n  M ech an ism

A perturbation is the random selection of a vertex in the dig limit polygon and a random 
change in the location of a vertex. The new location is selected by selecting a random 
Ax and A y  as show in Figure 3.17. The Figure shows an example dig limit polygon with 
a candidate vertex highlighted. The range of values for A x and A y  are indicated by a 
rectangle centered on the candidate vertex. The perturbed vertex could be anywhere inside 
this area.

The perturbation mechanism is important in SA optimization problems. The perturba­
tions must not be too drastic, or most perturbations will not be accepted and convergence 
will be slow. The perturbations must not be too minor, or many perturbations will be re­
quired to find an optimal solution. A practical solution is to  choose a reasonable mechanism, 
and any inefficiencies will be revealed in slow convergence.

The dig limit selection algorithm will not perturb the dig limits beyond the area of 
interest specified by the expected profit map, or a user selected boundary window. The 
initial dig limits must fall inside the boundary window. If they do not, the vertices having 
coordinates outside the boundary window are moved so th a t they are inside the boundary 
window. The boundary window can be used to specify a subset of the expected profit map 
that might represent a shift or days worth of mining. W ithout such a constraint the dig 
limit selection algorithm could select optimal dig limits over the entire map of expected 
profit.

C a lcu la tin g  Orevenue

Recall th a t Orevenue is calculated as the fraction of the blocks within the dig limits multiplied 
by the expected profit of the block. The technique used to  perform the calculation is adapted 
from a paper w ritten by C. Deutsch [16]. An alternative is to  calculate Orevenue as the sum 
of the blocks with centres falling inside the dig limits. The initial development of the dig 
limit selection algorithm used this approach, but the results were not satisfactory. The
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global objective did not reduce smoothly because perturbations th a t caused the dig limits 
to  include or preclude a block also caused the global objective function to  have strong 
fluctuations. Due to the fluctuations, more perturbations were required to  converge. Also, 
the dig limits provided by the block centre approach were not optimal because they wrapped 
around the centre points of the blocks and excluding the rest of the block giving erroneous 
dig limits. Adapting the algorithm to calculate the fractional area of the block falling inside 
the dig limits provided a relatively well behaved global objective function and dig limits 
th a t did not wrap around the cell centres.

M inim um  and M axim um  Segm ent L engths

The number of vertices in the dig limit polygon is a critical constraint th a t affects the 
calculated digability of the dig limit. If there are too few vertices, the dig limit may not have 
enough flexibility to conform to the ore/waste body or the dig limit will have unavoidably 
low digability, and may contradict the selectivity of the mining equipment. Dig limits with a 
large number of vertices conform smoothly the ore body and have high digability, but takes 
longer to  converge, or are difficult to  survey in the pit, or may contradict the selectivity of 
the mining equipment. Areas of high profit may require more vertices to  minimize ore loss 
and dilution than  in low valued regions. Unfortunately, there is no way to know a priori the 
optimal number of vertices required to optimize the dig limit.

A dynamic approach th a t allows the optimization algorithm to specify the optimal num­
ber of dig limit vertices over the course of the optimization. The dynamic approach specifies 
a maximum and minimum distance between vertices, dmin and dmax respectively. If two 
vertices are too close, one is randomly selected for deletion. If two vertices are too far apart, 
a new vertex is added halfway between the two vertices.

There is no theory or specifying dTO,n and dmax. The block size used in the expected 
profit map serves as a good guide for selecting dmjn and drnax. A good minimum distance 
is about half of a block, and a good maximum distance is about two times the block size. 
Another idea is to  use the shovel dimensions as a guide to  selecting dmin and drnax.

Stopping C riteria

The dig limit selection algorithm will perturb the dig limits until a stopping criteria is 
encountered. There is no efficient way to predict the value of the global objective function 
th a t leads to  optimal dig limits.

The dig limit selection algorithm considers three stopping criteria. Two are imbedded 
in the annealing schedule: the parameters kmax and n u m  can stop the algorithm. The 
parameter kmax is the to tal number of perturbations and num  is the number of times 
tha t kauempted is satisfied without an accepted perturbation. The third stopping criteria 
measures the percent change in the global objective function Og over kattempted perturbations 
and stops the algorithm if the change is less than  a selected threshold.

O utput Inform ation

The output files contain the fraction of tonnes of ore, the average grade of the material 
inside and outside the dig limits, and the expected profit of the material inside and outside 
the dig limits. An example summary table is shown in Figure 3.18.

The Perfect Selection section lists the profit from ore and waste as well as the tonnes 
of ore and waste if the material could be mined according to  the blockwise dig limits. The 
Inside Dig Limits section lists the profit and tonnes for ore and waste for the material that 
falls inside the dig limits. The Outside Dig Limits section lists profit and tonnes for material 
outside the dig limits.
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Perfect Selection
O re P ortion  = $ 563540.99 

W aste  P ortion  = $ -57154.00

T onnes O re = 501600.0 A verage G rade = .000
T onnes W aste -  95200.0 Average G rade = .000

Inside Diglimits $ -25742.15
O re P ortion  = S .32 .00%

W aste  P ortion  = $ -25742.46 45.04%
Tonnes Ore = 31.7 A verage G rade = .000 .01%

Tonnes W aste = 25478.2 A verage G rade = .000 26.76%
Total Tonnes = 25509.9 Average G rade = .000

Outside Diglimits
O re P ortion  = $ 563540.67 

W aste  P ortion  = $ -31411.54
T onnes Ore = 501568.3 A verage G rade = .000 99.99%

T onnes W aste = 69721.8 A verage G rade = .000 73.24%

Figure 3.18: This Table presents summary information from the dig limit selection algo­
rithm. The values are for a waste dig limit.

S electing  a  D igab ility  Factor

There is no theory th a t leads directly to a digability factor tha t is optimal for a particular 
mine/mining equipment scenario. Selecting a digability factor is an iterative procedure th a t 
involves experimentation and professional judgment. Fortunately, the digability factor only 
needs to  selected once for each combination of mining equipment.

A useful tool for selecting digability factors is the digability catalog. A digability catalog 
consists of a number of dig limits selected with the use of a variety of digability factors and 
the same expected profit map. The mining engineer or production geologist examines the 
digability catalog and selects the digability factor appropriate for the mining equipment.

If the tonnes per day shipped to  the mill increase, but the grade decreases, the digability 
factor is too high: the dig limits are too smooth and there is too much emphasis on the 
mining equipment. The solution is to  construct a new digability catalog with the current 
digability factor as the largest digability factor. Selecting a lower digability factor shifts 
more importance to  profitability and dilutes and loses less ore by selecting more tortuous 
dig limits.

If the reverse occurs, th a t is, tonnes per day decrease and grade increases, the digability 
factor is too low and the dig limits are too tortuous. The mining equipment spend too much 
time mining the dig limits because they are too tortuous and the grade is too high. The 
solution here is to construct a digability catalog with the current digability factor as the 
smallest factor and select a larger digability factor.

If the tonnes per day and grade increase, the digability factor is approaching optimality. 
To investigate fine tuning of the digability factor, construct a digability catalog using the 
current digability factor as the midpoint, and select digability factors th a t are incrementally 
smaller and larger than the current digability factor. Observe the response in the feed tonnes 
and the average grade and modify as needed.

If the tonnage and grade drop, something other than  the digability factor deserves inves­
tigation. A decrease in feed grade might be due to the quality of ore. The mining engineer 
should reconcile the feed tonnes and grade with the expected profit map. If there is consen­
sus, there is no need for investigation. Contradiction between the expected profit map and
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the daily tonnage and feed grade are indicators of a problem.
The digability factor is a tuning parameter th a t depends on the performance charac­

teristics of the mining equipment, the operating strategy of the mine, the skill level of the 
operators, and other imprecise considerations. A good representative digability factor can 
usually be selected after a few trials.

3.2.3 Com ments
A u tom atic  Selection  o f  In itia l D ig  L im its

Aside from calibration of the global objective function, which only has to be performed 
once for each mining equipment combination, the only interaction required by the dig limit 
selection algorithm is the specification of initial dig limits. Research was conducted on 
automatically selecting initial dig limits in an effort to  make the entire dig limit selection 
process fully automatic.

Two approaches for automatically selecting initial dig limits were researched. Hand se­
lected initial dig limits were used throughout the development of the dig limit selection tech­
nique. Neither of the automatic approaches produced acceptable results and both showed 
tha t autom atic initial dig limit selection is not straightforward.

The first approach involved automatically identifying the central coordinate of the ore 
or waste body and planting a circular seed dig limit of a specified radius. The idea was 
th a t the dig limit would migrate and engulf the ore or waste zone over the course of the 
optimization. The approach gave acceptable final results as long as all the ore blocks were 
corner or edge connected. Disconnected blocks were not incorporated into the final dig 
limit unless a very aggressive perturbation mechanism was used (maximum perturbation 
distances in the order of several blocks). If small perturbations were used, the dig limits 
never experienced a perturbation large enough to  include the unconnected blocks in the 
search for the optimal dig limits. W ith vary large perturbation distances undesirable blocks 
were often incorporated in the dig limits. Also, this approach required a large number of 
perturbations to  converge. This was particularly the case when the overall orebody shape 
differed significantly from a circle.

The second approach converted the expected profit map to  a categorical map of ore and 
waste blocks scanned the area of interest from four directions sequentially and assembled 
the initial dig limit as it proceeded. The first step transformed the expected profit data  to a 
categorical map where blocks with expected profits greater than  0 are temporarily assigned 
the value of 1, and 0 otherwise. The second step obtained the minimum and maximum 
grid indexes for the blocks of value 1 in the area of interest. The initial dig limit selection 
algorithm considered only this subset of the area of interest. The rest of the procedure is 
shown diagrammatically in Figure 3.19. The left column shows which face is scanned and 
the right side shows the subsequent initial dig limits. The scan starts on the bottom  left 
side of the subset of the grid. The scan looks for a block with value 1. When a block with a 
1 value is found, the coordinates for the centre of the left face are stored. This is repeated 
on each side.

The initial dig limit is shown on the bottom  right grid. If the blocks with value 1 
were all edge and corner connected the technique usually provided acceptable initial dig 
limits. Unconnected blocks caused the algorithm to generate initial dig limits with crossing 
segments, as in Figure 3.20.

A dilution/erosion algorithm was added to help remove unconnected blocks, but it did 
not help much. One might attem pt to  remove the crossed segments, but reassembly of the 
polygon with ordered vertices is troublesome. After several experiments, it was concluded 
tha t the most practical way to  consistently obtain good initial dig limit polygon was to  get 
them  from the mining engineer.
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Figure 3.19: The automatic initial dig limit selection algorithm steps are shown in the maps 
above. The algorithm scanned the sides of the area of interest and assembled the initial dig 
limits as it proceeded.
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Figure 3.20: The automatic initial dig limit selection algorithm failed in certain cases tha t 
were experienced often. The algorithm produced dig limits th a t crossed.
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C hapter 4

D ig Limit Selection Case 
Studies

The objectives of this Chapter are to examine some considerations for application of the 
dig limit selection algorithm, compare the algorithm results to  hand drawn dig limits, and 
show practical applications of dig limit selection on real data.

4.1 C onsideration s for S em i-A u tom atic  D ig  L im it Se­
lection

This Section discusses some key aspects to the application of the dig limit selection algo­
rithm. The number of perturbations required to  find optimal results, parameter selection for 
the annealing schedule and its effect on the final result, the repeatability of the algorithm, 
and optimality are discussed.

4.1.1 Required N um ber o f Perturbations
As mentioned in Section 2.2.6, SA has no way to  determine when or if an optimal solution 
has been found. The algorithm will continue to  perturb the dig limits until some stopping 
criteria are invoked. The semi-automatic dig limit selection algorithm stops when too many 
perturbations have been performed, when too many perturbations have been attem pted 
without any being accepted, or when there appears to  be no change in the global objective 
function after a number of perturbations. This Section demonstrates th a t the number of 
perturbations required to  find an optimal solution depends on the shape of the ore body, 
the initial dig limits, and the digability factor. These factors must be considered in the 
selection of the stopping criteria.

Three synthetic expected profit maps are used. The maps were generated in two steps. 
In the first step, a secondary data  set was created by kriging data values in a particular 
configuration. Next, sequential colocated Gaussian cosimulation was used with the kriged 
information and a correlation coefficient of 0.95 to construct the final expected profit maps. 
Each map has 25 by 25 blocks. The maps are contrived, but serve the purpose of demon­
strating th a t the number of required perturbations depends on the problem. The three 
maps are shown in Figure 4.1. The map on the far left will be called X data; the middle 
map, C data; and the far right map, Z data. The legend represents synthetic profit and has 
no ties to  anything realistic.

For the first experiment, the fraction of total available revenue, and the initial and 
final penalty for each shape using three digability factors are compared. The revenue from 
processing waste (negative revenue) is not used to  calculate the fractional revenue because 
this simplifies the comparison. The cost of milling is kept constant. Each shape has its
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Figure 4.1: The three synthetic maps shown will be used to  observe the properties of the 
dig limit algorithm.

own initial polygon and this polygon was used respectively for each experimental digability 
factor. Three different digability factors will be used: low (A =  0), medium (A =  0.5), high 
(A =  1.0).

The results for only 20,000 perturbations are shown. More perturbations are required to 
find the optimal solution in some of the cases. The reason for limiting the number is tha t 
the relationships between the shape of the ore body, the initial dig limits, and the digability 
factor are apparent within 20,000 perturbations. Also, it becomes difficult to  observe and 
examine the results when too many global objective function evaluations are posted.

Figures 4.2, 4.3, and 4.4 show the revenue component objective function evaluation for 
a given perturbation and digability factor for X data, C data  and Z data  respectively.

Some highlights of the three Figures are as follows. For X data, the initial revenue starts 
a t just less than  95%. The X data  low digability factor case quickly accumulates almost all 
of the revenue and asymptotically approaches 100% of the revenue. The medium digability 
factor case does not improve much and plateaus at about 96%. The high digability factor 
case quickly loses revenue to  account for the limitation of the mining equipment and plateaus 
to  about 87% after about 12,500 perturbations. The C data  example has the least dramatic 
results of the three data  sets. The initial revenue is about 97% of the total. A large number 
of perturbations were required to  get the low digability factor case dig limits up to  about 
100%. The medium digability factor case shows almost no change in revenue. Some revenue 
is lost initially and the curve plateaus quickly to  about 97.5%. The high digability factor 
case plateaus at about 92% after about 7,500 perturbations. The Z data  initial revenue 
is about 94%. The low digability factor Z data case quickly ramps up to 98%, and then 
requires a large number of perturbations to  select the blockwise dig limits. The medium 
digability factor case settles down quickly and plateaus at about 93%. The high digability 
factor case falls quickly and takes 16,000 perturbations to  plateau at approximately 81%.

All of the plots show some noise. At 20,000 perturbations, the annealing schedule pa­
rameters are permitting some global objective function increasing perturbations to occur. 
The plots show the revenue component objective function only. Adding in the digability 
component objective function serves to  dampen out some of the noise, but has no effect on 
the observations. The three curves for each shape start a t the same fraction of to tal revenue 
because for each shape and digability factor, the initial dig limit are the same.

The low digability factor curve is always the top curve. A low digability factor minimally 
accounts for the constraints of the mining equipment, and amounts to  selecting blockwise 
dig limits. Profit is maximized in the low digability factor case because there is minimal 
lost or diluted ore.

The high digability factor case is always on the bottom  of the plot. High digability factor 
dig limits are usually very smooth. The smoothing loses and dilutes ore and compromises 
revenue to  account for the limitations of the mining equipment. The high penalty case also
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Figure 4.2: The chart shows the fraction of to tal revenue versus number of perturbations 
using X data  for three digability factors.
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Figure 4.3: The chart shows the fraction of to tal revenue versus number of perturbations 
using C data for three digability factors.
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Figure 4.4: The chart shows the fraction of to tal revenue versus number of perturbations 
using Z data for three digability factors.

has the noisiest curve. Some of the noise is due to the annealing schedule, and some of it is 
due to increasing the importance of the digability component objective function. For high 
digability factors, digability has high importance. Perturbations th a t yield improvements 
in digability may have nearly equivalent adverse effects on revenue causing the revenue, 
component objective function to  fluctuate.

A plateauing curve indicates th a t accepted perturbations are having increasingly less 
effect on the global objective function and th a t the dig limits are approaching optimality. 
Note th a t the low and high digability factor cases require more perturbations to  plateau 
than the medium digability factor case. It is a difficult problem to find dig limits tha t 
conform to the blockwise dig limits by iteratively perturbing the vertices. It takes many 
small perturbations to  precisely align the dig limits precisely on the block edges. Finding dig 
limits th a t minimize a global objective function which incorporates the digability component 
function is an easier problem, because the vertices do not have to  line up on the block 
edges. Another reason th a t the blockwise dig limits are more difficult to  find is th a t the 
only dig limit polygon th a t minimizes the global objective function is the blockwise dig 
limits, whereas there may be more than  one optimal dig limit polygon th a t minimizes 
the global objective function. To summarize, there is only one minimum global objective 
function value, but there may be more than  one optimal dig limit polygon th a t attains the 
minimum global objective function value. There are different combinations of the component 
objective functions th a t can minimize the global objective function. Section 4.1.3 presents 
an experiment th a t explores the concept of multiple dig limit polygons th a t minimize the 
global objective function.

The high digability factor case takes more perturbations than the moderate case because 
small changes in vertex locations cause large changes in the global objective function due 
to  the application of high penalties from the penalty curve. The result is th a t it becomes 
necessary to sample more vertex locations to find perturbations th a t reduce the global 
objective function.

Of the three levels of digability, the medium digability factor case requires the fewest 
number of perturbations to  plateau. The medium digability factor case initial dig limits 
have angles of operation th a t are already well matched to  the digability penalty function 
and include a high fraction of the greater than  zero expected profit blocks. This implies tha t 
the initial dig limits can affect the number of required perturbations. The Section below 
compares the dig limit polygons.
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X D ata C D ata Z D ata
Initial Final Initial Final Initial Final

Rev Dig Rev Dig Rev Dig Rev Dig Rev Dig Rev Dig
Low 0.95 655 0.99 3530 0.99 465 0.99 4585 0.94 825 0.99 7222
Med. 0.95 655 0.96 1740 0.99 465 0.98 393 0.94 825 0.93 433
Hi. 0.95 655 0.87 32 0.99 465 0.92 124 0.94 825 0.85 116

Table 4.1: This Table compares the revenues (Rev.) and digability (DIG.) for the initial 
and final dig limits on all three ore body shapes.

X , C, Z D ig  L im its C om parison

Maps showing the initial and final dig limits for each digability factor are shown in Figure 4.5. 
The initial dig limits for each shape are on the top row. The next three rows are the final 
results for the low, medium, and high digability factor cases respectively. The legend is 
shown on the bottom  right and ranges from +10 to  -10; however, values below -5 are 
clipped from the maps.

As expected, the high digability factor dig limits are smoother than  the medium digability 
factor dig limits, which are in tu rn  smoother than  the low digability factor dig limits. Note 
tha t the low digability factor dig limits do not appear to  follow the blocks precisely and on 
some blocks the dig limits cut the blocks diagonally in half. This is because some blocks 
have zero or nearly zero expected profit. These blocks, in whole or in part, do not affect 
the global objective function much at low digability factors. If there is no change in the 
global objective function, the algorithm cannot tell if it has cut through a block or not. 
Blocks with clear economic distinction have dig limits th a t follow the blocks. This feature 
is interesting in th a t it demonstrates “confusion” or “indifference” by the algorithm.

The medium digability factor dig limits are similar to  the initial dig limits in th a t none 
of the angles between segments are less than  about 120°. The medium digability factor dig 
limits are also affected by the near zero blocks. Recall th a t the medium digability factor 
dig limits required the fewest perturbations to  have the global objective function plateau.

The high digability factor dig limits are much smoother than the medium digability 
factor dig limits. Some high expected profit blocks are obviously compromised to achieve 
such smooth dig limits. High digability factor values require compromises and the global 
objective function cannot be minimized to  the same extent as low digability factors.

The fraction of maximum revenue component objective function and maximum digability 
component function results are shown in Table 4.1. The initial column shows the results 
from the initial dig limits and the final column shows the optimal results. The Rev. column 
reports the fraction of to tal revenue and the Dig.  column the digability component objective 
function.

The results show th a t Z data is most sensitive to  the digability factor; this likely due to 
the spatial distribution of expected profit.

C om m ents

Clearly, each dig limit selection problem has different perturbation requirements. These 
requirements change according to  the shape of the ore/waste body, the digability factor, and 
the initial dig limits. A recommended approach for selecting the number of perturbations is 
to  construct a plot of the global objective function versus the number of perturbations and 
look for the plot to  plateau. A plot th a t shows little or no change over a large number of 
perturbations might indicate th a t the perturbation distance is too small. If the plot stops 
before a plateau is reached, it could mean th a t the stopping criteria need to  be modified 
to  allow more perturbations. If the plot plateaus long before the plot ends the stopping
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Figure 4.5: The initial dig limits for each shape are shown at the top. The optimal dig 
limits for each digability factor are shown below, starting with the low digability factor case 
and with the dig limits tha t have high digability factor at the bottom.
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Fast Medium Slow
to 1.0 1.0 1.0

redfac 0.001 0.5 0.9
kaccept 5 25 100

k 2 10 40
n um 2 10 40

Table 4.2: These values are the annealing schedules used to  observe the effect of using 
different annealing schedules on the optimization.

criteria could be modified to  allow fewer perturbations.

4.1.2 Effect of th e Annealing Schedule
This Section uses the X data  to select dig limits using fast, moderate, and slow annealing 
schedules to  observe how the annealing schedule affects the final solution. If the annealing 
schedule cools too fast, SA may not be able to  sufficiently sample the solution space to 
find the global optimal solution. If the annealing schedule cools too slow, it may not be of 
practical use. The parameters used for each schedule are specified in Table 4.2.

Figure 4.6 shows a plot of the global objective function versus the number of perturba­
tions. The global objective function for the fast annealing schedule fell fastest and plateaued 
with the highest global objective function value (-486.4). The moderate annealing schedule 
took more perturbations to  plateau, and plateaued with a slightly lower global objective 
function value than  the fast annealing schedule (-487.3). The slow annealing schedule took 
the longest number of perturbations to  plateau, but plateaued at the lowest value (-489.5). 
When the global objective function plateaus it means th a t the algorithm can no longer 
perform perturbations th a t reduce the global objective function. The fast and moderate 
annealing schedules approach a zero probability of accepting objective function increasing 
perturbations sooner than  the slow annealing schedule and the slow annealing schedule 
accepts objective function increasing perturbations long after the fast and moderate anneal­
ing schedules have stopped. This allows the algorithm to search longer for the final optimal 
solution.

Figure 4.7 shows the dig limits for each annealing schedule. The fast annealing schedule 
dig limits are on the left; the moderate, in the middle; and the slow schedule dig limits, on 
the right. It is difficult to  observe any differences between the dig limits. This is because 
the numeric differences are relatively small.

4.1.3 R epeatability  o f the A lgorithm
The dig limit selection algorithm should give the same dig limits despite the random number 
seed. Repeatability of the dig limit selection algorithm is demonstrated by selecting 4 
different random paths and keeping all other parameters the same.

The numeric results for the four dig limits are tabulated in Table 4.3. The first column 
in the Table specifies the dig limit polygon number. The second column of the results 
table shows the fraction of to tal profit; the third column is the final digability component 
objective function; and the last column is the final value for the global objective function. 
The final global objective function values are nearly the same for each dig limit polygon. 
Also, if a dig limit polygon has a lower fraction of profit than  other dig limits, the digability 
component objective function is correspondingly lower, as shown in a comparison of dig 
limit polygons number 3 and 4. Figure 4.8 shows a graph of the global objective function 
versus the number of perturbations.
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Figure 4.6: P lotted on this chart are the results for three different annealing schedules on 
the X data  set.

Figure 4.7: These maps show the dig limits resulting from the fast (far left), moderate 
(middle), and slow (right) annealing schedules.

Random Number Profit Final Penalty Final global objective
1 0.9784 0.26 -479.97
2 0.9782 0.25 -479.98
3 0.9779 0.22 -479.95
4 0.9783 0.26 -479.94

Table 4.3: These results show the final profit, penalty, and global objective function values 
when four different random seeds are used. The similarity among the results show tha t the 
random number seed has no real effect on the final dig limits.
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Figure 4.8: The chart shows the global objective function value for the four random seed 
number runs. The final global objective function values are very close.

Figure 4.9 shows all four dig limits overlayed. The numerical differences between the 
final dig limit polygons are small. Differences between the dig limit polygons are observable, 
but may not be significant in the field. For any ore or waste body, there may be more than 
one dig limit polygon th a t brings the global objective function to its current value. This 
result is because the vertices can be arranged in an infinite number of locations to  give the 
same global objective function value whilst still being constrained by the digability penalty 
function. This is particularly the case when there are a large number of vertices in the dig 
limit polygon. To summarize, there are a number of ways to construct a dig limit polygon 
tha t minimizes the global objective function.

As shown by the tabulated results, all the dig limits converge to nearly the same global 
objective function value, but not the same dig limit polygon. Any optimal dig limit polygon 
will be as good as any other polygon. Interestingly, all four of the dig limit polygons have 
the same number of vertices. The number of vertices is not set deterministically by the 
user or the algorithm. It is however influenced by the maximum and minimum permissible 
distances between vertices.

4.2  C om p aring  H and  D raw n and S em i-A u to m a tic  D ig  
L im its

The Dig Limit Challenge is an experiment designed to demonstrate tha t the dig limit selec­
tion algorithm gives dig limits th a t equal or better hand drawn dig limits. The idea for the 
experiment is to  have mining professionals select dig limits on an expected profit map; use 
the hand drawn dig limits to  calibrate the dig limit selection algorithm; use the dig limit 
selection algorithm to select dig limits th a t have select features of the hand drawn dig limits; 
and finally, compare the results. This means th a t for each hand drawn dig limit there is a 
corresponding semi-automatic dig limit polygon.

The expected profit m ap used for the Challenge is shown in Figure 4.10. Four mining 
professionals participated in the experiment and the hand drawn dig limits were scanned 
and digitized. Most of the parameters for the dig limit selection algorithm were derived from 
the digitized dig limit polygons and used to calibrate the dig limit selection algorithm. The 
individual hand drawn dig limit polygons were used as initial polygons. The parameters
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Figure 4.9: The map shows four dig limits superimposed on a single map of expected profit. 
In addition to  the fact tha t the random number seed has no effect on the final dig limits, 
another notion is conveyed here: there may be more than  one optimal dig limit for any dig 
limit selection problem.

250

Figure 4.10: This map of expected profit was provided to  several mining professionals to 
draw dig limits on. These hand drawn dig limits were compared to  semi-automatic dig 
limits.
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Figure 4.11: This chart shows the 4 different penalty functions calculated from the hand 
drawn dig limits. The x-axis has the angle of operation and the y-axis has the penalty for 
a given angle.

dmin and drnax. the minimum and maximum distance between vertices respectively, were 
interpreted as the minimum and maximum distances between vertices from the hand drawn 
polygons. The penalty function for each dig limit polygon was built by calculating the 
probability of finding an angle less than  a specified angle on 10° increments and plotting 
the results.

Figure 4.11 shows the penalty functions for each professional. The y-axis shows the 
percent of to tal penalty for the given operating angle on the x-axis. Professional number 
4 gave the penalty function with the lowest selectivity. Penalty function 4 implies tha t 
the mining equipment was not very selective because the mining equipment starts gaining 
efficiency on angles of operation greater than  about 100°. Professional number 3 has the most 
selective equipment. The mining equipment starts gaining efficiency with angles greater than 
80°. The other two penalty functions specified selectivities between professionals 3 and 4.

Two comparisons were considered. The first does not constrain the dig limits to the users 
overall penalty, while the other comparison does constrain the final dig limit polygon to  have 
a similar final value for the digability component function. The second comparison is more 
fair than  the first because it aims to reproduce professional judgment of how selective the 
mining equipment is by reproducing the final value of the digability component objective 
function. The results for the first comparison are tabulated in Table 4.4. The units of 
profit are arbitrary. Under the Hand Drawn column, profit for the hand drawn dig limits 
was obtained by summing all of the fractions of blocks falling inside the hand drawn dig 
limits. The penalty column results were obtained by using the individually inferred penalty 
functions and summing all of the penalties. The semi-automatic column posts the final 
results from the dig limit selection algorithm for each case. The improvement column posts 
the percent improvement th a t the semi-automatic dig limits give over the hand drawn dig 
limits. The results show tha t semi-automatic dig limits consistently offer improved profit 
and digability over every hand drawn dig limit polygon. The greatest improvement in profit 
is on hand drawn dig limit polygon number 4. Profit is improved by 3.46%, with only a
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Hand Drawn Semi-automatic Improvement
Profit Penalty Profit Penalty Profit (%) Penalty (%)

1 1196888 14529 1210401 11372 1.13 21.73
2 1204202 16347 1210873 10801 0.55 33.93
3 1197635 14487 1212118 7991 1.21 44.84
4 1168998 12111 1209424 12432 3.46 2.65

Table 4.4: This table shows the results for comparing the hand drawn and semi-automatic 
dig limits. These results do not aim to honor the digability derived from the hand drawn 
dig limits.

Hand Limits Semi-auto Limits Improvement
Profit Penalty Profit Penalty Profit (%) Penalty (%)

1 1196888 14529 1214297 14556 1.45 0.19
2 1204202 16347 1216690 16342 1.03 0.03
3 1197635 14487 1216118 14494 1.62 0.05
4 1168998 12111 1210911 12123 3.58 0.11

Table 4.5: This table shows the results for comparing the hand drawn and semi-automatic 
dig limits. These results do not aim to honor the digability derived from the hand drawn 
dig limits.

moderate 2.65% decrease in the final value for the digability component objective function. 
The improvement for Professional number 3’s dig limits is are 45% in penalty, and 1.21% in 
profit. Professional number l ’s dig limits give similar gains: profit improved by 1.13% and 
penalty is reduced by 34%. Professional number 2 had the smallest improvement: profit 
increased by 0.55%, and penalty improved by 34%.

Table 4.4 shows the results for the comparison between hand drawn dig limits and the 
semi-automatically selected dig limits th a t are constrained to have the same, or close to  the 
same, final value for the digability component objective function. To constraint the solution 
another component objective function, Odifference is added to  the global objective function:

Odif ference = {Odigability Ohand) (4-1)

where OdigabMty is the digability component objective function covered in Section 3.1.2, 
and Ohand are the individual to tal penalty for the hand drawn dig limits from Table 4.5. 
Odifference is the squared difference between the target to tal penalty and the final penalty 
and when the difference between O digability and Ohand is large then Odifference is large. The 
effect is th a t the algorithm aims to  minimize the difference between Odigability and Ohand, 
but does not precisely honor the to tal hand drawn penalty. The global objective function 
for the dig limit challenge becomes

Oglobal =  Oprojif -f- Odigability Odifference (4*2)

The final values for the digability component objective function match within 0.5% for 
each case. Also, in each case the semi-automatic dig limits improved profit. Hand drawn 
dig limit polygon 4 has the biggest improvement in profit of 3.58% and hand drawn dig limit 
polygon 2 had the smallest improvement of 1.03%. The average improvement is 1.92%.

Figure 4.12 shows the hand drawn and semi-automatically selected dig limits side-by- 
side. There are only subtle differences between the dig limits; one would not expect to  see 
obvious differences when changes are in the order of 1-3%.
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Contestant 1 Dig Limits DiqLim Dig Limts 1

Contestant 2 Dig Limits

Contestant 3 Dig Limits

DiqLim Dig Limits 2

DiqLim Dig Limits 3

Contestant 4 Dig Limits DiqLim Dig Limits 4

Figure 4.12: The maps shown compare the hand drawn dig limits ( on the left) and the 
semi-automatic dig limits (on the right). The plotted semi-automatic dig limits aim to honor 
the hand drawn digability.
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Figure 4.13: The map shows the sample locations and grades for a copper mine in Chile. 
The drill hole spacing is about 10m. The scale is percent copper. The outlined region will 
be used to select dig limits.

While the expected profit map used in the Dig Limit Challenge was contrived, it served 
to  show th a t the dig limit selection algorithm consistently selects dig limits th a t can recover 
more profit than  hand drawn dig limits which are subjective, inconsistent among profession­
als, and not reproducible.

4.3  C opper M ine C ase S tu d y

This case study shows the selection of dig limits from an undisclosed copper mine in Chile. 
The case study starts with borehole data, and works through all the steps in a dig limit 
selection exercise.

Figure 4.13 shows the sample information on a color coded location map. The data 
values is percent copper assayed from blasthole data. The bottom  right corner has most 
of the high grade material. The area is 200m x 200m subsection from a previously active 
bench. The histogram of grades is shown in Figure 4.14. There are 372 data  with an average 
copper grade of 1.015 % and a standard deviation of 1.19%. The maximum grade is 11.01%. 
A selling price of $ 0.75 per lb is used in the example. The cost of shipping of ore and waste 
are the same and the cost of treatm ent is $0.48 per lb. These costs give a cutoff grade of 
0 .8%.

The data  were normal scores transformed to calculate and model the semivariogram. 
The semivariogram in Figure 4.15 shows moderate zonal anisotropy with the direction of 
maximal continuity about N5°E. A kriged map of grades is shown in Figure 4.16. The 
kriged map is shown for reference only. The model of uncertainty on grade is was built with 
Sequential Gaussian simulation. The model of uncertainty has 100 realizations. The block 
size is 2.5m x 2.5m on an 80x80 grid. A single grade realization is shown in Figure 4.17. 
The fine scale realizations were block averaged to  5.0m x 5.0m blocks on a 40x40 regular 
grid. A block averaged grade realization (the same realization already shown) is shown in 
Figure 4.18.

The block averaged model of uncertainty consisting of 100 realizations is used by the
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Number of Data 372

m ean 1.02
std. dev. 1.19

coef. of var 1.18

maximum 11.01
upper quartile 1.37

median 0.81
lower quartile 0.27

minimum 0.01
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Figure 4.14: The histogram shows the distribution of copper grades for the blasthole samples. 
The mean is 1.02 and the cutoff grade is 0.8%
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Figure 4.15: The experimental and modeled semi-variogram are shown. The direction of 
maximal continuity is N5°E (the solid line). There is m oderate zonal anisotropy.
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Figure 4.16: The map shows kriged estimates of percent copper.

Figure 4.17: The m ap is of a single realization of percent copper from the model of uncer­
tainty.
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Figure 4.18: This map shows a block averaged percent copper map of the fine scale realiza­
tion shown in Figure 4.17.

expected profit transform to give the map shown in Figure 4.19. The scale is expected profit. 
The selling price is set a t $0.75 jib. cpw (cost per unit waste) is set to  0 scaled.

The advantage of using the expected profit transform over a cutoff grade is demonstrated 
by comparing which blocks th a t the expected profit transform would identify ore and waste 
and which blocks a cutoff grade classification would identify as ore. This procedure is 
used only for this experiment to  dem onstrate the advantage of the grade to expected profit 
transform. All other experiments use the dig limit selection algorithm to classify m aterial 
as ore and waste.

The map in Figure 4.20 identifies blocks th a t fall into one of the four following scenarios: 
(1) The blocks th a t have a cutoff grade classification of ore, but have an expected profit 
classification of waste (W a ste .E z  < zc). (2) The blocks th a t both classification schemes 
called ore (Ore). (3) The blocks th a t both the cutoff grade and expected profit transform 
classify as waste (Waste).  (4) The blocks th a t the expected profit classification scheme 
identifies as ore, but the cutoff grade classification identifies as waste (OreJSz > zc). None 
of the blocks fell into scenario 1. 47.8% of the blocks fell into scenario 2. 48.8% of the blocks 
fell into scenario 3, and 3.4% of the blocks fell into scenario 4. If the expected profit values 
are correct, a cutoff grade control system wastes 3.4% more tonnes of ore than  the expected 
profit transform classification technique.

The blocks th a t would have been classified as waste using a cutoff grade to classify the 
material, only occur next to regions of waste. Using the cutoff grade for grade control might 
have sent more ore than  necessary to the waste dump and reduced expected profit.

A block misclassified as waste using a cutoff grade and called ore by the ore/waste 
transform is selected for closer study (block index (21,1)). The corresponding grade to 
profit transform, histogram of grades, and histogram of profits is shown in Figure 4.21. The 
100 points shown in the scatterplot are the 100 profit values from the 100 grade realizations. 
The expected grade is 0.73%, which is less than  the cutoff grade, but the expected profit 
is $83.81. Under the expected profit classification criteria, this block would be classified as 
ore.

The initial dig limits are shown in Figure 4.22. Sometimes there is a need to specify 
vertices in the dig limit polygon th a t should not be allowed to be perturbed. This would 
be the case, for example, when the dig limit polygon is delineates the  toe or the crest of a 
bench. In the Figure, vertices th a t appear as circles are perturbed; all other vertices are not
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Figure 4.19: Here is the expected profit map th a t will be used to select semi-automatic dig 
limits. 100 realizations and a selling price of S0.75//6 were used. The cpw (cost per unit 
waste) was not scaled. The scale is expected profit.
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Figure 4.20: None of the blocks had an expected grade greater than  the cutoff grade and 
an expected profit less than  0. Blocks w ith profit less than  zero are classified as waste, all 
other blocks are ore. Some of the blocks have an expected grade less than  the cutoff grade 
but are classified as ore because the expected profit is greater than  0 .
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Figure 4.21: The image on the left shows grade to  profit conversion for a single realization 
on the x-axis and profit on the y-axis. The points represent the grade to  profit conversion 
for 100 realizations for a location where the expected grade is less than  the cutoff grade. The 
expected profit is $83.81. The histogram in the middle, is the histogram of the simulated 
profit values. The histogram on the right, is the histogram of 100 simulated grades. The 
expected grade is 0.7318%.

allowed to be perturbed.
A digability factor catalogue is constructed to help select a digability factor and is shown 

in Figure 4.23. The top left map has a digability factor of 0.1. The rest of the catalogue 
increments the digability factor by 0.1 from left to  right and down to the bottom  of the 
Figure.

Once a digability factor is selected the coordinates for the dig limit are either given 
to  the survey crew for staking, or the material classified by the dig limits is stored in the 
geocellular model.

4 .4  B in gh am  C anyon  M ine

Bingham Canyon Mine undertook a case study to investigate the potential economic ad­
vantages of moving from deterministic mapping and hand drawn dig limit grade control to 
simulation and semi-automatic dig limit selection grade control. The results discussed here 
centre on dig limit selection and certain aspects of a simulation based approach to grade 
control.

Bingham Canyon Mine is located near Salt Lake City, Utah, and is operated by Ken- 
necott U tah Copper. The mine is more than 100 years old and is considered to  be the 
world’s largest mine. It measures approximately 4km across and is approximately 800m 
deep and can be discerned from space.

Bingham Canyon is a porphyry copper deposit. The ore body consists of several miner­
alized stocks and dikes hosted by a regional quartzite. The most im portant mineral content 
contributors to the deposit are the monzonite and the quartz monzonite porphyry intru­
sions. The quartz monzonite sits in the northwest edge of the monzonite, and the monzonite 
porphyry is inside the quartz monzonite. The primary copper bearing minerals are chal- 
copyrite, bornite, and chalcocite. Gold and molybdenite are the primary byproduct metals. 
An endoskarn is present tha t contains minerals such as talc th a t can cause problems in the 
mill.

Prior to the case study, inverse distance cubed interpolation (ID3 model) was used to 
construct maps of copper, gold, and molybdenum grades. These deterministic models were 
then jointly transformed from grade information to a proprietary profit indexing criteria 
called waste/ore ranking (WOR). W OR accounts for all the costs associated with recovering 
mineral from the material. The grade control engineers used the WOR maps to  hand draw 
dig limits th a t account for digability and maximize profit.
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Figure 4.22: Shown in this Figure is the seed dig limit. The vertices tha t will be permitted 
to move are indicated by a small circle.
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Figure 4.23: This Figure shows a digability catalogue. The digability factors are shown 
above each of the final dig limits. Dig limits with the lowest digability are shown in the top 
left corner. Dig limits with the highest digability are shown in the bottom  right corner.
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The case study involved using sequential Gaussian simulation to  construct models of 
uncertainty on copper, gold, and molybdenum (Simulation model). An expected WOR 
transform (EWOR) was used to transform the models of uncertainty into maps for dig limit 
selection.

A datum  model was constructed using sequential Gaussian simulation. The datum  model 
was used to  compare ID3 and simulation results. The dig limits were compared across all 
three models.

4.4.1 D ata and G eostatistical M odels
Two subsections of the 4940 and 5640 benches were considered. The relevant data  locations 
are included inside the bolded polygons shown in Figure 4.24. Blast hole data  within the 
area of interest as well as the data from the bench immediately above were used in the case 
study. The average data spacing was about 30ft by 30ft.

The final grid block size was lOftxlOft. The Datum  and Simulation models started with 
2ftx2ft grid blocks tha t were averaged up to  lOftxlOft blocks to  account for volume variance 
issues; see [43] and [45]. The ID3 model was modeled to  lOftxlOft resolution directly.

The raw data was the same for the ID3 and Simulation models. As much as possible, 
the search strategies were kept the same for modeling.

Of special interest is the complex relationship between copper, gold, and molybdenum 
tha t varied with location. The types of relationships these minerals share cannot be repro­
duced using sequential Gaussian simulation alone. The simulation model used a stepwise 
conditional transformation to remove the correlation between the variables. The stepwise 
conditional procedure is to perform a normal scores transform to the copper data  -  copper 
is transformed first because it is the most im portant variable -  transform the gold data con­
ditional to the normal scores copper data, and transform the molybdenum data conditional 
to  the normal scores gold data. The transformed copper, gold, and molybdenum models 
can be constructed independently using SGS. The data are backtransformed by reversing 
the transform steps to  restore the original relationship. Details on the stepwise conditional 
transform can be found in [55].

The metal content models were constrained to  a deterministic rock type model. Fig­
ure 4.25 shows the rock type maps for the 4940 on the left and the 5640 on the right. In 
total there are 35 rock types. Not all rock types are represented by the maps. The rock 
type model was constructed using a coarser grid than  the metal content models. The area 
of interest is shown by the polygon. The influence of the rock type model is apparent on 
the EW OR maps.

E xpected  W a ste /O re  R anking C alculation  and th e  D atu m  M odel

The EW OR calculation is similar in principle to  the grade to  profit transform outlined in
3.1.1, except th a t there are more and different variables involved in the EW OR transform. 
The EW OR transform is also a non-linear transform. The operating state of the equipment, 
the availability of ore, the presence of contaminants and all the costs associated with re­
covering mineral from the m aterial are incorporated into the EW OR calculation. EW OR is 
expressed as a rate in terms of dollars per hour:

1 L
EWOR[$/hr] = — '^2(OreValuel [$/t] — W asteValuel[$/t}) * OreProcessingRate[t/hr\ 

i=i
(4.3)

The input parameters for the EW OR calculation can change daily. Maximization of 
profit requires th a t W OR be re-evaluated when economic criteria change. Constantly chang­
ing criteria mean constantly changing dig limits. It is challenging for the mining engineer 
to  select dig limits th a t consistently account for the limitations of mining equipment and 
maximize profit.
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Figure 4.24: The maps show the sample locations for the two benches being considered. 
The areas of interest are delineated by polygons. The overlayed grid measures 400x400ft
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Figure 4.25: The maps show rock types for the 4940 (left) and 5640 (right) benches. The 
polygons show the areas of interest. The unshaded portions are waste or previously mined 
regions. On the 4940 map, the area of interest is extended to the east, but this region is 
ignored in the dig limit selection because it known to be a waste region.

The Datum, ID3, Simulation models are all processed by the EW OR transform. The 
data for the Datum  model is obtained by randomly selecting a W OR realizations, and 
extracting samples on a lOftxlOft spacing. These sample d ata  are used to construct a single 
realization of W OR on a 2ftx2ft grid. The grid is upscaled to a lOftxlOft grid and used for 
selecting dig limits.

Figure 4.26, and 4.27 shows the Datum, ID3, and Simulation EW OR maps for the 4940 
and 5640 regions respectively.

The maps all have similar features. The ID3 and Simulation EW OR maps are smoother 
than the D atum  map. ID3 makes smooth maps because the estimates at unsampled locations 
are averages of nearby samples. The Simulation EW OR m ap is smooth because the EWOR 
transform averages the L  realizations at every location. The EWOR maps clearly show the 
effect of the rock type model and th a t some of the rock types are clearly non-economic.

B asis for C om parison

The object of the comparison is to dem onstrate the economic advantage arising from the 
dig limit selection approach over current mine practices. It is acknowledged th a t the datum  
model is not actually the mineralization th a t would occur sub-surface; however, a basis 
for comparison is required and the datum  model will be treated as a ground tru th  for 
comparison. The basis for comparison is as follows:

1. Use the same data  to  construct a D atum  model, an ID3 model, and a Simulation 
model. The mining engineer at Bingham Canyon constructed the ID3 model. The 
D atum  model and Simulation models were constructed by external consultants Harry 
Parker and Bruce Davis.

2. Transform the three grade models to EW OR maps.

3. Have the Bingham Canyon mining engineer select dig limits by hand on the ID3 
EW OR map using the mines grade control software. This represents current grade 
control practice in the mine.
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Figure 4.26: From the top of the Figure are the Datum, ID3, and Simulation EW OR maps 
for the 4940 region. The block size is 10x10. The white areas are waste regions.
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Figure 4.27: From the top of the Figure, are the Datum, ID3, and Simulation EW OR maps 
for the 5640 region. The block size is lOxlOThe white areas are waste regions.
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Area
Total EWOR 
from Hand

Total EWOR 
from Auto

Total EWOR 
Datum

Total % 
Gain

4940
5640

$34,746,000
$27,467,000

$35,109,000
$27,875,000

$35,343,000
$28,098,000

1.03
1.45

Table 4.6: Here are the tabulated values for prediction of to tal improvement comparing the 
simulation plus semi-automatic dig limits versus the ID3 method

4. Use the semi-automatic dig limit selection algorithm to select dig limits on the Sim­
ulation EW OR map. This represents the potential from the revised grade control 
practice.

5. Use the semi-automatic dig limit selection algorithm to select dig limits on the ID3 
EWOR map. This demonstrates the potential economic advantage derived from using 
semi-automatic dig limit selection alone.

The benchmark for comparing the different grade control dig limits is the Datum  EWOR 
map. The Datum  map will be considered to  be the material that the mill will really see, as 
opposed to  what was used to  select the dig limits.

The hand drawn dig limits are used as initial dig limits for the semi-automatic dig 
limits in all cases. The hand drawn dig limits along with some parameters from the mining 
equipment were used to  select parameters for the dig limits. For example, the penalty 
function was derived from the digitized hand drawn dig limits. A digability catalog was 
used by the mining engineer to select a digability factor of 0.5. The minimum and maximum 
distances between vertices in the hand drawn dig limits, along with the size of the shovel, 
were used to  select the minimum (3ft) and maximum (15ft) permissible distances between 
vertices in the algorithm. The procedure covered in Section 4.1.1 was used to  select an 
annealing schedule. The same annealing schedule was used in all cases.

Sem i-autom atic D ig  L im its on  th e  S im ulation  M odel V ersus H and D raw n D ig  
Lim its on  th e  ID 3 M odel

The numerical results for to tal possible improvement, th a t is, Simulation plus semi-automatic 
dig limits compared to  ID3 with hand drawn dig limits, are shown in Table 4.6. The maps in 
Figure 4.28, show the dig limits superimposed on the ID3, Simulation, and Datum  EWOR 
maps for the 4940 region. The top left map is the ID3 model and has hand drawn dig limits. 
Below this are the hand drawn dig limits on the Datum map. On the top right is the Sim­
ulation model and the semi-automatic dig limits. On the bottom  right is the D atum  model 
with the semi-automatic dig limits. Figure 4.29 shows the same configuration of results, but 
for the 5640 region.

Table 4.6 shows th a t the combination of simulation and the semi-automatic dig limit 
selection improve EW OR by approximately 1% on the 4940 Bench and 1.5% on the 5640 
Bench.

4.4.2 Com m ents
S em i-autom atic D ig  L im its on  th e  ID 3 M od el Versus H and D raw n D ig  L im its  
on th e ID 3 M odel

The effect of adopting a simulation based grade control system on the dig limits can be 
observed by comparing the semi-automatic dig limits on the ID3 and simulation models and 
the numerical results tabulated in Table 4.7. The results show th a t the Simulation approach 
offered an improvement in the 5640 area (an improvement of approximately 1.5 percent).
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Figure 4.28: These maps are for the 4940 region results. The hand drawn dig limits on 
superimposed on the ID3 model are shown in the top left map. On the bottom  left are 
the hand drawn dig limits on the Datum  model. The semi-automatic dig limits on the 
Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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Figure 4.29: These maps show the 5640 region results. The hand drawn dig limits on 
superimposed on the ID3 model are shown in the top left map. On the bottom  left are 
the hand drawn dig limits on the Datum  model. The semi-automatic dig limits on the 
Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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Area
Total EWOR 
from Hand

Total EWOR 
from Auto

Total EWOR 
Datum

Total % 
Gain

4940
5640

$35,133,000
$27,502,000

$35,109,000
$27,875,000

$35,343,000
$28,098,000

-0.07
1.05

Table 4.7: These results show the predicted improvement using simulation based EWOR

Area
Total EWOR 
from Hand

Total EWOR 
from Auto

Total EWOR 
Datum

Total % 
Gain

4940
5640

$34,746,000
$27,467,000

$35,133,000
$27,502,000

$35,343,000
$28,098,000

1.09
0.13

Table 4.8: These results show the prediction of improvement using semi-automatic dig limit 
selection alone.

One interpretation of this result is th a t simulation provides little benefit when the bench 
is mostly ore or waste (e.g., bench 4940) and the waste/ore contact is relatively simple. 
However, simulation can provide a benefit in areas where the ore/waste contact is complex 
(e.g., bench 5640) and carries greater uncertainty.

The maps in Figure 4.30 show the resulting dig limits for the 4940 region. The map 
on the top left shows the ID3 model and semi-automatic dig limits. Below th a t are the 
semi-automatic dig limits superimposed on the Datum  model. On the top right is the 
Simulation model and the simulation based semi-automatic dig limits. The semi-automatic 
Simulation based dig limits are shown superimposed on the Datum model on the bottom 
right. Figure 4.31, shows the same configuration of results but for the 5640 region.

Sem i-autom atic D ig  L im its on  th e  ID 3 M od el Versus H and D raw n D ig  L im its 
on th e  ID 3 M odel

Table 4.8 compares the hand drawn dig limits on the ID3 model with the semi-automatic 
dig limits on the same model. This comparison attem pts to assess the impact of using the 
semi-automatic dig limit program alone. The semi-automatic dig-limit algorithm gave a 
very slight improvement in the 5640 area and an improvement of approximately 1 percent 
in the 4940 area and 1.5 percent in the 4940 area. The maps in Figure 4.32 show the hand 
drawn dig limits on the 4940 EW OR map on the top left and the hand drawn dig limits 
on the Datum  model on the bottom  left. The semi-automatic dig limits on the ID3 model 
are shown on the top right, and the semi-automatic dig limits on the Datum  model on the 
bottom right. Figures 4.33 shows the same configuration of results but for the 5640 region.

C oncluding C om m ents

The Bingham Canyon Case Study showed th a t in regions where there is high uncertainty 
in grade a simulation based grade control program prevails and th a t little improvement is 
observed where there is little uncertainty. W ith no loss in improvement, it might be beneficial 
to  adopt the simulation based grade control program. The Case Study also showed th a t 
semi-automatic dig limits give improved grade control whether or not a simulation based 
grade control program is used.
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Figure 4.30: These maps are for the 4940 region results. The semi-automatic dig limits 
are superimposed on the ID3 model and shown in the top left map. On the bottom  left 
are the semi-automatic dig limits on the Datum  model. The semi-automatic dig limits on 
the Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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Figure 4.31: These maps are for the 5640 region results. The semi-automatic dig limits 
are superimposed on the ID3 model and shown in the top left map. On the bottom  left 
are the semi-automatic dig limits on the Datum  model. The semi-automatic dig limits on 
the Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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Figure 4.32: These maps are for the 4940 region results. The hand drawn dig limits are 
superimposed on the ID3 model are shown in the top left map. On the bottom  left are 
the hand drawn dig limits on the Datum model. The semi-automatic dig limits on the 
Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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Figure 4.33: These maps are for the 5640 region results. The hand drawn dig limits are 
superimposed on the ID3 model are shown in the top left map. On the bottom  left are 
the hand drawn dig limits on the Datum  model. The semi-automatic dig limits on the 
Simulation model are shown on the top right, and the semi-automatic dig limits on the 
Datum model are shown on the bottom  right.
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C h apter 5

Sem i-A utom atic Well Location  
Selection Theory

This chapter presents the theoretical and implementation details for semi-automatic selec­
tion of well locations. The semi-automatic well location selection algorithm selects well 
locations th a t are jointly optimal with respect to  the reservoir model of uncertainty.

5.1 J o in tly  O p tim al W ell L ocations

In the petroleum industry well location selection rarely benefits from the consideration of 
the reservoir model of uncertainty because there are few tools to perform the task. Typical 
well location selection exercises performed by the Asset Team rely on a single realization of 
the reservoir model of uncertainty. The well plan is usually selected early in the project, and 
any subsequent uncertainty studies are constrained to observing the effect of the reservoir 
model of uncertainty on the previously selected well plan.

A challenging aspect of selecting well locations under uncertainty is the integration of 
multiple realizations into the decision making process. The well location selection algorithm 
considers all the  realizations simultaneously and selects well locations th a t are jointly optimal 
with respect to the realizations of the reservoir model of uncertainty.

Consider a hypothetical well location selection problem for one well on a model of un­
certainty consisting of five realizations. The goal of the selection problem is to maximize 
exposure to  high quality reservoir. Figure 5.1 shows the five realizations on a 2D x-y  plane. 
The shaded areas represent regions of high reservoir quality. The left and right sides show 
the same five realizations. The jointly optimal solution is presented on the left and an 
alternative approach is shown on the right.

The aim of the jointly optimal approach is to  maximize exposure to  high quality reservoir 
on all realizations at the same time. The alternative approach aims to  select an optimal 
well location for each realization. This is the same approach referenced above where a single 
realization is used to  select well locations.

The well locations are shown as black dots with derricks attached. Black dots without 
derricks attached are projections of other well locations from other realizations. The jointly 
optimal approach manages to  intersect high quality reservoir on all 5 realizations. On in­
spection however, the jointly optimal location only barely manages to intersect high quality 
reservoir on some realizations. The alternative approach maximizes exposure to  high qual­
ity reservoir on a realization-by-realization basis, and gives realization specific results only. 
The optimal well location for realization 1 has the best chance of intersecting high quality 
reservoir on all realizations because it intersects regions of high reservoir quality on realiza­
tions 1,2,3, and 4. The well location for realization 5 performs the worst because it only 
intersects a high quality reservoir on realization 5. The jointly optimal solution outperforms
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the realization-by-realization approach because it intersects regions of high reservoir quality 
on all 5 realizations and has the best chance of meeting the goals of the Asset Team.

The other critical difference between the jointly optimal approach and the alternative 
approach is th a t there is no need to  reconcile multiple solutions at the end of the location 
selection exercise. The maps at the bottom  of the Figure show the jointly optimal solution 
on the left and the right side shows 5 realization specific optimal solutions. The jointly 
optimal solution can be used directly, whereas the realization specific approach has L = 5 
realization optimal well locations. There is no straightforward technique for compiling the 
L  well locations into a single optimal well plan.

Sum m ary

The primary advantage to  using the jointly optimal approach is th a t well locations are 
selected robustly with respect to the model of uncertainty and not constrained to  a particular 
realization or interpretation. The joint optimal approach can be difficult to  implement 
because the entire model of uncertainty must be read into memory and must be accessible 
at all times during optimization. The demands on computer memory or computing time 
increase with the variable space of the model of uncertainty (i.e., L  realizations of structure, 
porosity, permeability, and water saturation). Despite these demands, the jointly optimal 
solution is considerably faster than  performing flow simulation on a number of well locations 
on the L  realizations.

5.2 G lobal O b jectiv e  F unction

Water flooding is an im portant secondary hydrocarbon recovery technique, th a t is also 
becoming an increasingly im portant for primary hydrocarbon recovery. The number of 
discoveries of significant hydrocarbon fields is decreasing, and in general, the reservoir quality 
of new found reservoirs is decreasing. Water flooding early in reservoir development can 
lead to  improved recovery efficiency over the life of the reservoir compared to  a two stage 
approach th a t depletes the reservoir first under the existing drive mechanism and follows 
up with water flooding. This is particularly the case in deep water and u ltra deep water 
reservoirs with low initial pressures. The selection of injector and producer locations is an 
im portant factor in maximizing recovery and shareholder value.

Some primary limiting economic constraints for a water flood are the cost of water 
injection, the cost of treatm ent of injected and produced water, and the cost obtaining 
or disposal of water. When water these costs equal the income of the water flood, it is 
uneconomic to  continue operation.

The global objective function for the well location selection problem aims to  quantify the 
economics of a water injection well plan and serve as a proxy to  flow simulation. The global 
objective function is posed as a weighted linear combination of three component objectives 
tha t characterize key economic factors of a given well plan. The global objective function 
is written:

I

G O B J  =  C O S
i — 1

  / - *  / ' " t / - )  r> r A e o p t  r i  j \ e w p t  c 1 t ^ e w i t
—  ^ p r o d  ' e o P T  ^ t r e a t  ' u E W P T  in je c t  ’ E W I T

where C pro d  is the cost of producing oil in term s of barrels of oil equivalent, C t r e a t  is the cost 
of producing water and separating it from the oil in terms of barrel oil equivalent, C i nj ect  is 
the cost of pumping and pretreating water. The component objective functions are defined 
as follows:
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•  C O B J e o p t  estimates the volume of produced oil for a given well plan.

•  C O B J e w p t  estimates the volume of water produced for a given well plan.

•  C O B J e w i t  estimates the volume of water required to  produce oil for a given well 
plan.

The well location selection algorithm iteratively perturbs the well plan until it conforms 
to  a well plan tha t minimizes the global objective function. Recall th a t in order to  abide 
by the conventions of optimization, the global objective function is minimized. The global 
objective function written above is easily modified to  satisfy this convention by multiplying 
it by -1. For ease of discussion, the term  optimized will be used to minimize confusion about 
the minimization and maximization of the global objective function.

The global objective function is merely a proxy for the net present value of a well plan 
because the fluid volumes are estimates and the estimates are calculated without the flow 
equations. The weights, Ae o p t , Ae w p t , Ae w i t , have great importance as they are used to 
calibrate the global objective function to  flow simulation results and give a global objective 
function of improved ability to  predict well plan performance.

Several factors affect hydrocarbon recovery under waterflood and strategic selection of 
injector and producer locations with these factors in mind can lead to maximized recovery 
with minimized cost. The following Section discusses the guiding principles for the selection 
of a water flood well plan. The construction of the component objective functions depends 
on these principles and is also discussed in the next Section. Following the discussion on the 
component objective functions, is a Section discussing the calibration of the global objective 
function. The calibrated global objective function is a good proxy for flow simulation and 
it is relied on to  take the place of flow simulation in the well location selection technique.

5.2.1 Com ponent O bjective Functions
The following discussion highlights im portant factors for selecting well locations in a water 
flood project:

R eservoir S tructure :

The structure and stratigraphy of the reservoir controls the location of the wells. 
Structure is the principal factor governing gravitational segregation. Producer wells 
down dip from injection wells realize shorter water breakthrough times than  well plans 
th a t have the injector down dip from the producer.

Lithology :

Lithological factors th a t influence floodability are porosity, permeability, clay content, 
and mineral content. In some reservoirs, only a small portion of the to tal volume 
possesses sufficient permeability to be effective in water flooding. Clays can swell 
clog pores and subsequently affect permeability. Chemical reactions between injection 
fluids and resident minerals can change the wettability of the matrix and alter flooding 
performance. Lithology effects are usually captured by the facies model.

R eservoir D ep th  and M atrix  In tegrity  :

Reservoir depth and matrix integrity govern injection pressure. For shallow reservoirs, 
high injection pressures can either exceed the fracture strength of the matrix, or open 
naturally existing fractures and reduce water injection effectiveness.

Porosity  :
The to tal available hydrocarbon for recovery is controlled by porosity. In many reser­
voirs there is positive correlation between porosity and permeability.
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P erm eab ility  (M agnitude and degree o f variability) : The magnitude of the perme­
ability controls rate of injection and production. Also, high permeabilities may form 
conduits for water flow. Thus, permeability and the spatial distribution of permeabil­
ity is an im portant factor in considering the spacings and locations of wells, as well as 
determination of volumes required for injection. Homogenous permeabilities are pre­
ferred. High permeability regions th a t are laterally extensive will facilitate early water 
breakthrough; however, lack of spatial correlation of permeability among producers 
and injectors reduces the chance of early water breakthrough is reduced.

C ontinuity  o f R eservoir R ock P rop erties :

The lack of spatial correlation among the im portant petrophysical properties leads to 
reduced reservoir connectivity and reduced hydrocarbon recovery.

Fluid  Saturations and D istr ib u tions :

High hydrocarbon saturation is preferred to  low, not just because it translates to 
higher volumes of recoverable oil, but because the relative permeability to  oil is higher 
when oil saturation is high. As a waterflood proceeds, saturation of water increases, 
and permeability to  oil decreases.

Fluid P rop erties and R elative P erm eab ility  R elationsh ips :
The fluid properties have im portant effect on water flood performance. Of major 
importance, is the viscosity of oil because it affects the mobility ratio. The mobility 
ratio is the ratio of the mobility of the displacing fluid (water) to  the mobility of the 
displaced fluid (oil). The greater the viscosity of the oil, the larger the mobility ratio 
and the lower the recovery after water breakthrough.

T he W ell P lan  :
The injector and producer well locations are essential factors in a water flood. If the 
injector and producer spacing is too short the producers will water out prematurely 
and reduce ultim ate recovery. Producers th a t are spaced too close will compete for 
pressure and displacing fluid.

Generally, all the above factors must be considered jointly when selecting a well plan. 
Three commonly used and frequently cited techniques for predicting waterflood performance 
and for planning well locations are the Stiles [79], Dykstra-Parsons [27], and the Buckley- 
Leverett frontal advance equation [10]. These approaches have been used extensively in 
industry, but there are issues with implementation. None of the three techniques can easily 
cope with a model of uncertainty or handle the heterogeneity offered by a reservoir model. 
Many professionals apply flow simulation to  the problem of selecting well plans because flow 
simulation does account for multiple realizations and heterogeneity; however, flow simulators 
are costly to use in terms of CPU and professional time and software licensing fees are high.

The well location selection technique aims to  select optimal injector and producer loca­
tions under a reservoir model of uncertainty, and to minimize dependence on flow simulation 
and the  flow equations. Satisfaction of this aim means th a t some of the factors im portant for 
consideration of a waterflood well plan cannot be incorporated into the well location selec­
tion technique. This is partly because some factors rely on knowledge of how things change 
with respect to producing the reservoir which ultimately depend on time. For instance, 
initial fluid saturation change as the reservoir is produced as do the fluid properties.

None of the aforementioned considerations th a t involve change are incorporated into 
the global objective function. For instance, initial fluid saturations are considered, but 
saturation changes over time are not. Fluid properties, such as changes in viscosity due to 
gas coming out of solution, are not considered because they change with time. The following 
considerations for selecting a well plan are incorporated into the global objective function: 
reservoir structure, permeability, initial fluid saturations and distributions, rock properties, 
and the well plan.
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Although the well location selection algorithm does not use flow simulation or the flow 
equations, flow simulation results are required to  prepare the component objective functions. 
There are two instances where flow simulation results are required. First, flow simulation 
results are used as dependent data, and observations from a subset of the full field model, 
called a mini model, are used as independent data  to  construct a numerical model of how 
an injector-producer pair perform under varying separation distances and over multiple 
realizations. Second, flow simulation is used to  calibrate the global objective function against 
full field response to  dynamic conditions.

The mini model minimizes dependence of the well location selection technique on flow 
simulation by requiring th a t only a few realizations be run, and by keeping the grid a small 
subset of the full field models. A small grid size mini model means th a t flow simulation 
results can be acquired with minimal computing investment. There is no additional in­
vestment for preparation of the flow simulation parameters, relative permeability tables for 
example because the mini model runs rely on the same parameter set as the full field flow 
simulation. As for the calibration of the global objective function, the minimum requirement 
is flow simulation results for a single realization on the full field model.

The flow simulation results from the mini model give total cumulative oil production, 
to tal cumulative water production, and to tal water injection volumes for a number of realiza­
tions and injector-producer separation distances. Inferences obtained from the mini model 
observations are used as input data  for the construction of the three component objective 
functions, and subsequently the global objective function.

The three component objective functions, C O B J^Q p !/,', C O B J ^ f y p p , and C O B J ^ y f f ,  
are constructed with the aid of multiple regression. Observations from the reservoir model 
of uncertainty given by the mini model are used as independent data and the flow simulation 
results are used as dependent data. For the dependent data, cumulative oil production data 
is used for the EO PT component objective function, cumulative water production for the 
EW PT component objective function, and cumulative water production for the EW IT com­
ponent objective function. The independent information is collected from the mini model 
and constrained by a recoverable volume tem plate and by the collection of connected cells 
tha t qualify as high reservoir quality. The collection of connected reservoir quality blocks is 
called a geobody. The recoverable volume tem plate and geobodies are discussed in greater 
detail in Section 5.2.1, and Section 5.2.1, respectively. The individual component objective 
functions, th a t is, C O B J e o p t  > C O B J e w p t ,  C O B  J e w  i t -, are discussed in Sections 5.2.1,
5.2.1, and 5.2.1 respectively.

There is no way to  apriori identify the functional dependencies of the component objec­
tive functions on the independent observations. The approach used to  cope with the lack 
of information is to  collect a number of different data and use statistical tools to  identify 
independent variables th a t cold be considered significant contributors to  a model. The par­
ticular data  collected is covered in subsequent Sections. The collected information might be 
considered a little redundant, but, as mentioned previously, there is no way to  be sure what 
data will contribute significantly to  the model, so many data  are collected.

The mini model data  collection process consists of: (1) performing data analysis to  obtain 
the parameters required to  construct the static property reservoir model (the histograms, 
and semivariograms for example), (2) construction of the mini model reservoir model of 
uncertainty, (3) preparation of the parameters for the dynamic model, (4) processing of the 
multiple realizations through flow simulation, and (5) collection of the static data  required 
for multiple regression.

The number of required mini model flow simulation runs can become large if there are a 
large number of realizations and separation distances; however, the flow simulation require­
ment is mitigated by using a small grid, or a subset of the reservoir model of uncertainty.

The effect of structure is accounted for outside of the mini model and multiple regres­
sion exercise. This approach is motivated by the ability vary the penalty due to  structure 
independently of the reservoir properties. If the effect of structure were rolled into the mul­
tiple regression scheme, there would be no way to  modify the importance of structure in
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the optimization independently of the elfect of the reservoir. An alternative approach th a t 
does roll the effect of structure into the multiple regression is presented in the Future Work 
Section, Section 7.3.2. The effect of structure is accounted for with a map of the locally 
varying direction of strike and dip for each block on the grid. The maps are discussed in 
greater detail in Section 5.2.1.

The application of the global objective function for well location selection requires the 
assumption th a t the observations taken from the mini model on a single injector-producer 
pair translate to  multiple injector-producer pairs in the full field model. The assumption is 
easily verified by observing the correspondence between the global objective function and 
the flow simulation results given the Asset Team selected well plan prior to  calibration. Low 
correlations may imply th a t the assumption is not valid.

M ini M odel D efinition

The mini model serves as a small scale version of the reservoir model from which inferences 
can be drawn about the dynamic behavior of the reservoir model and applied to the selection 
of well locations.

The mini model contains only a fraction of the blocks of the full field model, and has 
blocks of the same dimension as those in the full field model. The mini model has no 
structural features, and may, or may not, contain conditioning data. The mini model may 
contain any number of realizations. The grid size must be large enough to  avoid data 
contamination by boundary effects. The mini model grid parameters can be inferred from 
professional expertise, or by flow simulation results. The pressure draw down radius is 
a good guide for selecting a drainage radius and can be observed directly from the flow 
simulation results th a t are used to  calibrate the global objective function. Similarly, the 
injector influence radius can be inferred from professional expertise, or flow simulation results 
from the flow simulation run used to calibrate the global objective function. The width of 
the mini model grid should correspond to the drainage radius of the producer, and the 
length of the mini model should correspond to, a t minimum, about half the full field model 
plus the injector influence radius and the producer drainage radius. The mini model should 
have the same number of vertical blocks as the full field model. The flow simulation model 
should contain the same number of time steps as the full field model.

Structure is not included in the mini model so th a t the number of flow simulation runs is 
kept to  a minimum. Several additional mini model realizations would have to  be considered 
under flow simulation in order to  characterize the effect of structure. Structure informa­
tion can obscure the inference of the relationship between the producer, injector, and the 
reservoir. Instead of accounting for structure within the component objective functions, it 
is deferred to  calibration from the full field results and maps th a t account for structure. 
The mini model is built using the same population techniques and parameters, such as the 
semivariogram and histogram, used to  populate the full field model.

Conditioning data may or may not be used to  build the model because of the effect 
heterogeneity has on flow simulation. The decision to use conditioning data  is ultimately 
up to the practitioner; however a cautionary note is in order. The heterogeneity issue of 
concern has nothing to  do with spatial uncertainty as the semivariogram is reproduced and 
hence the spatial variability is reproduced by many of the techniques used to  populate the 
reservoir model and the same semivariogram is used to build the full field model and the 
mini model. The issue of heterogeneity identified here has to do with the magnitude of 
the ergodic fluctuations in reservoir properties near conditioning data  over multiple real­
izations. Near conditioning data, there is little variability in the reservoir rock properties 
over multiple realizations, and variability increases with distance from the conditioning data 
according to  the semivariogram. Increasing heterogeneity may dramatically decrease cumu­
lative production. Due to  the effect of heterogeneity, there may be good reason to  avoid 
using conditioning data in the construction of the mini model.

If the goal of the well location selection is to  select locations for injectors only, then it
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Figure 5.2: The chargeable volume is the sum of the blocks falling in the drainage radius 
around the producers and the line of sight volume th a t the injector(s) can motivate to  the 
producers subject to HCPV from the model of uncertainty.

might be good practice to construct the mini model using production wells as conditioning 
data. Similarly for selecting producer locations, it may be good practice to  use on or more 
injector wells for conditioning.

The component objective functions are the end destination for the dynamic information 
derived from the mini model. The cumulative fluid productions are used as dependent 
variable information and key static model parameters are used as independent variable 
information in a multiple regression constructed component objective functions.

R ecoverable V olum e T em plate

The recoverable volume tem plate is a region delineated by the line-of-site-area from the 
injector to the drainage radius of the producer. The diagram in Figure 5.2 illustrates three 
recoverable volume templates. The shaded triangular regions are the line of site regions 
between the injectors and producer pairs. The circles around the producers represent the 
drainage radii. The large circle represents the radius of influence of the injector. Producers 
th a t fall outside the radius of injector influence are considered to  be unaffected by the 
injector.

Producer-producer and injector-injector interaction are accounted for. Blocks th a t fall 
into a region of overlapping recoverable volume regions are assigned to the nearest well. The 
greater the overlap the fewer number of blocks are available to the wells and the recoverable 
volume region.

Neither the producer drainage radius or the radius of injector influence should be selected 
arbitrarily. Both the drainage radius and the injector influence radius are, a t minimum, 
functions of permeability, permeability heterogeneity, the fluid saturations, the relative per­
meabilities, and fluid properties. Both radii are best inferred by observing flow simulation 
results. The approach used here is to obtain flow simulation results using the seed well plan, 
and take as the drainage radius the average pressure drawdown radius of the producers. In­
ference of an injector influence radius is more involved. Given enough time a water flood 
water front can travel a significant distance; however, many reservoir projects are contrac­
tually time constrained. To maximize value in the project, injector and producer separation 
distances are sometimes selected such th a t the water front falls just short of the separation 
distance to  maximize sweep within the specified time frame. The technique used to infer 
the injector influence radius is to  construct a mini model of the reservoir th a t consists of a 
number of realizations and observe the advance of the water front and the oil production 
over a number of different injector and producer distances.
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b

Figure 5.3: The sectional view of the reservoir marked a has three geobody numbers because 
non-reservoir regions prevent block face connectivity across the section. The sectional view 
marked b has 2 geobody number because a break in the non-reservoir blocks permit block 
face connectivity across the centre and right hand side of the section.

G eobodies

A geobody is a collection of face connected blocks th a t share one or more common features. 
The paper by Deutsch et al. [24] describes the procedure for constructing a geobody model. 
The two sectional maps in Figure 5.3 dem onstrate the notion of a geobody. In map a, the 
blocks in the three shaded regions have porosity greater than a specified threshold and are 
identified as reservoir. The blocks in the hatched areas have values th a t do not exceed the 
threshold and are not identified as net reservoir. Each of the three shaded areas represent 
a different geobody, and are shaded differently because there are non-net reservoir barriers 
th a t prevent block face connectivity. In map b, the non-reservoir barrier is not continuous. In 
map b, a single block is face connected to the region th a t in map a is identified as a different 
geobody, thus there are 2 geobodies in map b. Since the recoverable volume tem plate changes 
when the well locations change, the geobody changes too and is re-evaluated on every well 
location change.

The following information is collected from the collection of cells constrained to the 
recoverable volume tem plate and the geobody:

• Surface area to volume ratio. Fluid production is a function of how tortuous the path 
the fluids must take, and by how much surface area is available. If there is abundant 
surface area then the poor quality reservoir rock can more easily pass fluid and there 
will be more conduits to feed the producer. If the surface area is low, a more direct 
path exists with lower capacity to  leach fluids from low quality blocks.

• Coefficient of variation. The coefficient of variation is the standard deviation of the 
permeability divided by the mean permeability. The coefficient of variation quantifies 
the magnitude of variability within the high reservoir quality rock. Increasing values
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of the coefficient of variation indicates increasing variability, and high permeability 
variability affects fluid production.

•  Size. Size measures the number of blocks in the constrained region.

•  Hydrocarbon pore volume (HCPV). The hydrocarbon pore volume is constrained to 
the recoverable volume tem plate and the geobody as well.

H C P V  =  </Ku ) ' (1 — stu(u )) • dx(u) ■ dy(u) • dz(u) (5.1)
V ue.4

where the region A  is the region constrained by the recoverable volume tem plate and 
the geobody, c'p is the porosity of the blocks, sw is the water saturation of the blocks, 
and dx, dy , dz  are the block dimensions.

•  Average permeability. The average permeability is a coarse measure of how well the 
geobody might flow fluid.

Calculating HCPV is a little redundant with the size calculation since HCPV and size 
increase as distance between the injector and producer increases. Average permeability is 
redundant with the coefficient of variation on permeability since the coefficient of varia­
tion requires average permeability for calculation. The geobodies are recalculated on each 
perturbation.

E stim ated  Oil P rod u ction  C O BJ

The estim ated oil production COBJ is a proxy for measuring the hydrocarbon production 
for a given well plan. C O B J e o p t  is formulated as follows:

C O B J e o p t  — E O P T  - t -  E O P T  *  Xs t r u c t  ( 5 - 2 )

where E O P T  is the regressed function th a t estimates oil produced and X s t r x j c t  is a penalty 
calculated according to  the orientation of the injector-producer pair and the proximity of 
the well to  the oil water contact. The penalty function X s t r u c t  is discussed in detail 
in Section 5.2.1. The general idea behind X s t r u c t  is to  add or remove fluid volumes 
as a consequence of structure. Under favorable structural conditions, say the injector is 
maximally downdip from the producer, oil production is enhanced by A s t r u c t -  Under 
less favorable conditions, say the producer is down dip from the injector, oil production is 
penalized.

The dependent information th a t used in the multiple regression is the cumulative oil 
production taken from the flow simulation results of the mini model. The final EOPT 
component objective function is a proxy for hydrocarbon fluid production for any injector 
producer pair configuration. Producer-producer interaction is accounted for by the recov­
erable volume template, the affect of structure and gravity segregation is accounted for by 
the structure penalty.

E stim ated  W ater P rod u ction  CO BJ

The estimated field water production COBJ is constructed in the same way as C O B J e o p t > 
except th a t the structure penalty is subtracted from the COBJ to  reflect the notion tha t 
under favorable structural conditions, a producer will see reduced water production. The 
formulation for C O B J e o p t  is shown below:

C O B J e w p t  — E W P T  — E W P T  * Xstruct (5.3)

where EW1T is the regressed function th a t estimates water produced and A struct is the 
previously mentioned structural penalty. Like the C O B J e o p t > EW1T is constructed using
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multiple regression on the separation distance of the injector and producer under considera­
tion, the surface area to  volume ratio of the geobody constrained to  the recoverable volume 
template, and the coefficient of variation on permeability. The weight, \ structi is the same 
weight th a t is used in EO PT component objective function discussed above and it accounts 
for structure. If the producer sits below the injector, the anticipated effect is an increase in 
the water cut.

Like E O P T , E W P T  uses observations from the mini model as input data  for the con­
struction of a regressed function to  estimate the volume of produced water. EW IT does not 
use the EO PT function. The independent variables are the same, but the response variable 
is the FW PT taken from the flow simulation outputs over multiple injector and producer 
distances.

E stim ated  W ater Injected  C O BJ

The estimated water injected COBJ is not prepared in the same fashion as C O B J e o p t  

and C O B J f w p t  nor does it use the structural penalty. Structure has little effect on the 
injector wells. Of greater importance, is the material balance: the producers must make 
room for the water by pressure and fluid depletion. If there is not enough room for the 
injected water, the reservoir rock may fracture, or the reservoir may store water. In some 
instances it is desirable to  over inject; however, it is an expensive procedure.

The satisfaction of the material balance constraint is achieved by making sure th a t the 
EW IT never exceeds the volumes of water produced plus the voidage replacement factor 
applied in the flow simulation. C O B J e w i t  is written:

C O B J e w i t  =  E W P T  • V R  (5.4)

where VR is the voidage replacement ratio used in the flow simulation.

Structural P en alty  (X s t r u c t )

A couple of well known guidelines for selecting injector and producer locations are th a t 
producers should be up dip from the water injectors, and producers should be completed 
well above the oil water contact. Otherwise, gravity and pressure gradients motivate wa­
te r directly to the producer and the producer waters out prematurely. If the producer is 
completed below the oil water contact then it will water out prematurely.

To abide by the above guidelines one cannot merely confirm th a t the completion eleva­
tions for the producer are always higher than th a t of the injector and the oil water contact. 
One reason is th a t there may be a crest between the injector and producer.

Structure is accounted for using three observations. The first is the azimuth of the dip of 
the plane defined by the block with the highest elevation within a specified radius centered 
on the block of interest. The penalty for azimuth is calculated as:

A = J  If a / > 1 8 0
aZl \  iso , otherwise

with a /  being the azimuth of the injector and a p  being the azimuth of the producer. The 
second observation used to account for structure is the difference in elevation of the blocks 
intersected by the producer and the injector at the basal surface. The depth penalty is 
calculated as:

x depthp — depthi te, ^
Xdep = L K E  -  H K E  (5>6)

where depthi and depthp being the depth of the base surface for the inject and producer
respectively, and L K E  and H K E  are the lowest known elevation and the highest known
elevation of the base.
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The final part of the penalty weight A s w a t  accounts for the proximity of the well to  the 
oil water contact. To some extent, ensuring th a t the producer is not completed in the water 
leg is accounted for in the estimated oil production COBJ where hydrocarbon pore volume 
is calculated. T hat calculation does not account for the possibility th a t the producer may 
draw water up from the water zone. A simple approach is used to account for water coning. 
A weight equal to the inverse of the distance between the basal elevation th a t the producer 
is penetrated and the elevation of the oil water contact is calculated:

AoWC =  7^  ry ( 5 - 7 )
&owe &pen

where Z owc is the elevation of the oil water contact, and Zpen is the elevation of intersected 
block.

The penalty weight A s w a t  is the weighted linear combination of the A struct and Aotl)c 
penalties:

Astruct = A tune ' (A azi +  A depth +  A o w e )  (5-8)

where A tune is a tuning parameters used to  increase or decreases the relative importance 
of the structural penalty. The overall effect of A s w a t  is th a t under favorable conditions, 
th a t is, the producer is up dip and well aligned with the injector and the producer is at a 
structural high, the weight increases: C O B J e o p t  increases, C O B J e w p t  decreases, and 
C O B J e o p t  decreases because the producer is not producing as much water and there is a 
decreased need for voidage replacement.

5.2.2 Calibration Procedure
The general idea for the calibration procedure is to  modify the weights, Ae o p t , Ae w p t , 
Ae w i t , in the global objective function presented in Section 5.2, so th a t the correlation 
coefficient between global objective function values and the reservoir performance values 
from flow simulation is maximized. The calibrated global objective function is considered a 
good proxy, but not a  replacement, to  flow simulation and should give comparable results 
to  flow simulation without having to  incur the cost of having to  actually perform flow 
simulation.

The flow simulation results for the well plan are combined in the same fashion as the 
global objective function:

B O E V  = Cprod ■ F O P T  -  Ctreat ■ F W P T  -  Cm]ect ■ F W I T  (5.9)

where Cprod is the cost of producing oil, Ctreat is the cost of producing water, and Cinj ect 
is the cost of injecting water. The costs are in terms of barrel oil equivalent. FO PT is the 
cumulative field oil produced. FW PT is the cumulative field water produced, and FW IT is 
the cumulative field water injected.

The relationship between global objective function and BOEV is not always linear, but 
the correlation coefficient is a measure of linear correspondence between two variables. The 
exponent weights help increase the correlation coefficient.

The algorithm for selecting the weights starts with seed values of 1 iteratively perturbs 
them using simulated annealing. The weights are perturbed simultaneously in the calibra­
tion algorithm. The calibration algorithm follows the typical simulated annealing steps:

1. Using the seed weights, calculate the initial correlation coefficient;

2. Randomly select a weight;

3. Perturb the selected weight;

4. Calculate the new correlation coefficient;
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5. use the simulated annealing rules to  accept or reject the new weight;

6. If the new weight is accepted then update the weights used to calculate the global 
objective function. If it is rejected, revert to  the old weights and repeat the previous 
steps from step 2 on until the stopping criteria are met.

A maximum number of perturbations is set as the only stopping criteria. A large number 
of perturbations are used. The calibration algorithm is quite fast though, so a few hundred 
thousand perturbations take only a few minutes on a moderate PC.

The final weights are non-unique. A different random seed will give different weights. 
The final correlation coefficients over multiple random seeds will be nearly the same though. 
Non-unique weights should not be perceived as a problem. The end result is a global 
objective function tha t is calibrated to  dynamic results and represents a good proxy to  flow 
simulation results. The well location selection algorithm is no sensitive to  how the quality 
of the well plan is prescribed. It is however sensitive to the differences in well plans though.

The well plan used to  calibrate the global objective function may have an affect on the 
final optimal well locations, but none have been so far observed. Care should be taken to 
select a seed well plan th a t would give globally representative results - some wells should be 
placed in poor quality reservoir regions and some in high quality reservoir regions. The aim 
here is to  give some palpable information on how poorly or how well the reservoir might 
respond to  production.

5.3 Im p lem en ta tion  D eta ils

This Section discusses issues surrounding the implementation of the simulated annealing 
algorithm and the global objective function.

5.3.1 W ell Topology
Well topology refers to  the different well types used in optimization and how they are 
declared. Three well topologies are considered: vertical, deviated, and segmented, see Fig­
ure 5.4. Each well type is defined by one or more segments. Vertical and deviated wells have 
one segment, and segmented wells have more than one segment. Each segment is defined 
by 6 coordinates. The start of a segment is defined the coordinates (xa,ya, z a) i j ,  where i 
i = 1 , . . . , /  is the number of segments, j ,  j  = 1 , . . . ,  J  is the number of wells in the well 
plan. The end segment is defined by the coordinates (xe, ye, ze)itj.

For a vertical well, i =  1 and (xs ,ys)i j  = (xe, ye) i tj.  The values zs and ze may or 
may not be fixed. This permits the algorithm the flexibility of selecting the optimal depth 
for a vertical well. A deviated well has one segment and none of the end coordinates are 
tied. A segmented well is defined by multiple segments. For any two adjacent segments, the 
coordinates (xe, y e, ze) i j  and (xs, y3, zs)i+lj  are equal.

5.3.2 Grid Topology
The grid system is based on the Euclidean coordinate system with the origin at the bottom  
left corner of the grid. The convention for principle directions has the y-axis associated with 
the north-south direction, and the x-axis associated with the east-west direction. The grid 
indices increase from 1 to  n x  in the positive x  direction, and increase from 1 to ny  in the 
positive y  direction.

The grid topology uses corner point and centre point grids. These grid systems are 
described in Figure 5.5. For each grid system heavy dots indicate essential coordinates. An 
areal view of the corner point grid system, is shown in the top left corner of Figure 5.5. It 
shows a regular grid of blocks with coordinate locations at each corner of a block in the grid. 
The top right corner of Figure 5.5 shows the corner point grid in a sectional x-z  view. The
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Figure 5.4: Three different well types are considered: vertical, deviated, and segmented.

increments in the x  and y  directions are regular but the 2 coordinates may not be. Allowing 
the 2 coordinate to  be irregular affords great flexibility and permits the specification of a 
grid th a t can closely follow geologic structure.

The bottom  half of Figure 5.5 shows the centre point grid system. The centre point 
grid uses the same origin and increment architecture as the corner point grid in the x-y  
plane, but uses a regular 2 coordinate. Since the increments are regular in the x, y, and 2 

directions only the x, y, and 2 coordinates for the centre of each regular block is required.
The corner point and centre point grids are used simultaneously to  characterize the 

reservoir. The corner point grid specifies the reservoir structure and the centre point grid 
is used to  populate the corner point grid with petrophysical properties.

5.3.3 Initial W ell Plan
The initial well plan consists of any number of wells of the same topology. There may be 
any number of existing wells with any combination of well types. The initial well plan must 
have wells with segment coordinates located inside the grid. The initial well plan should 
not affect the final solution, and does affect the number of perturbations required to  find 
a solution. If the initial well plan is, in term s of the solution space, far from the optimal 
solution more perturbations may be required to  find the optimal solution.

5.3.4 Identification of Intersected Grid Blocks
The global objective function requires location specific information from the reservoir model 
for evaluation. Identification of the blocks intersected by the well trajectory is accomplished 
by discretizing the well path into a series of points as shown in Figure 5.6. In the Figure, 
the start of the well path is denoted by a large dot and the end is denoted with a small dot.

The x- and y-index for each well path point is easily solved using the x- and y-indcx tha t 
corresponds to the x  and y coordinates. In the centre point grid topology, the 2 coordinate is 
also easy to  find using the same technique. Finding the 2-index in the corner point topology
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Figure 5.5: The corner point grid system is used to model reservoir structure. The centre 
point grid is used to  populate the corner point grid with reservoir properties.
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Well Path

Discretized points

Figure 5.6: The well path is discretized into a number of points. The large dots indicate 
the start of the well path. The small dots indicate the end of the well path.

is more involved since the grid may not be regular in the z  direction thus one cannot simply 
solve for the corresponding index.

The approach used to  solve for the z-index consists of the following steps which are 
depicted in Figure 5.7. At the top of the Figure is an example well path and corresponding 
discretization points shown as squares.

1. Find the x  and y index for the current discretization point. Find the block face 
th a t the discretizing point is closest to. The term  block face refers to the z — x  or 
z — y sectional projection of a block. Starting from the north most face and rotating 
clockwise, the faces are labeled 1, 2, 3, and 4. Starting from the top of the column of 
blocks corresponding to  the x  and y index of the discretization point, find the average 
elevation of the top of the face closest to the discretization point. This point is shown 
as a dot at the top of the column in Figure 5.7. A test is performed to see if the 
discretization point is below the average elevation for the top of the face.

2. If the discretization point is not above the average elevation for the face then increment 
a counter and find the average elevation for the top of the face one index below the 
current index. Test if the discretization point is below the average elevation for this 
face.

3. Repeat the step above until the discretization point is above the average elevation for 
the face. The value of the counter is saved as the z index if the test is satisfied.

The intersected blocks must be identified after each perturbation. The above steps are 
repeated after each perturbation because the well locations change. The global objective 
function needs this information to  test the goodness of the perturbed well plan.

The algorithm keeps track of well intersected blocks for use by the global objective 
function with an array with the same dimensions as the reservoir model. The wells in the 
initial well plan are assigned identification integers when they are read into the algorithm. 
As the x ,y ,z  indices for the discretization points are found the corresponding block in the 
intersection grid is assigned the well identification integer.

5.3.5 Perturbation M echanism
The perturbation mechanism randomly selects one of the wells, then a segment (if the well 
is segmented), a segment end (if the well is not a vertical well), and finally a Ax, A y, A z  to
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Figure 5.7: The process for determining the 0-index for the discretized point is a small 
loop th a t compares the average elevation for the top of each block to  the elevation of the 
discretized point over the iz  elevations. If the average top elevation is less than  the elevation 
of the discretized point then 0 index is the index of the previous average elevation.
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Figure 5.8: This Figure illustrates the perturbation mechanism on the three different well 
topologies.

move the candidate segment end to. Note th a t if the well to be perturbed is a segmented well, 
the selected segment end of the candidate segment and its adjoining segment are perturbed.

The perturbation mechanism is slightly different for each well type. Figure 5.8 is an 
illustration of the perturbation mechanism for each well type. The boxed regions indicate 
the range of possible new locations th a t can occur due to a perturbation. The dashed lines 
on the vertical well diagram indicate tha t both segment ends are moved simultaneously for 
a vertical well.

5.3.6 W ell Selection A lgorithm
This Section describes the algorithmic steps in the optimization. The steps are illustrated 
in the flowchart in Figure 5.9 and discussed below:

R ead th e  R eservoir M odel o f  U ncerta in ty  and In itia l W ell P lan  :

The algorithm starts with a reservoir model of uncertainty and an initial well plan. The 
algorithm requires a reservoir model of uncertainty th a t includes multiple realizations 
of the reservoir architecture and petrophysical parameters. Realizations of the top 
horizon and the thicknesses of each subsequent zone make up the reservoir architecture. 
Realizations of porosity, water saturation, permeability, and geo-object connectivity 
are required.

The initial well plan consists of the number, locations, and trajectories of the wells. 
The well selection algorithm can handle well plans with vertical, or deviated, or seg­
mented wells.

P repare th e  in tersection  grid :

The algorithm reads the well plan and determines which blocks are intersected by the 
well plan. The intersection information is stored in an array th a t has same dimensions 
as the reservoir model. Intersected blocks are encoded with the well identification 
integer th a t corresponds with the intersecting well.
The intersection information is used by the global objective function to  evaluate how 
good the well plan is. The global objective function keeps track of the performance of 
each well using the well identification integer.

The intersection grid is rebuilt after each perturbation because the well plan changes 
after a perturbation.
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C om pute In itia l O bjective Function value: The global objective function quantifies 
the goodness of the well plan. In keeping with accepted optimization paradigm of 
minimizing the global objective function, the revenue component objective function 
is multiplied by -1 so th a t the component objective function decreases as revenue 
increases.

The value of the global objective function is calculated using the well plan on each 
of the L  realizations of the reservoir model of uncertainty. The value of the global 
objective is recorded as the sum of L  global objective function values. The initial value 
of the global objective function is saved as 0 0id. The initial global objective function 
value is used to  calculate the probability of accepting a perturbed well plan.

Perform  a P erturbation  :

A well is randomly selected, then a segment end is selected, followed by new coordi­
nates for the candidate well and segment.

Prepare p erturbed  w ell p lan intersection  grid :

The well plan has been modified by the perturbation mechanism so the intersection 
grid must be updated to  reflect the changes.

C om pute th e  new  global ob jective  function  value :

The value of the global objective function is calculated using the perturbed well plan 
P lannew and the model of uncertainty. The new value for the global objective function 
is saved as Onew and is used to calculate the probability of accepting P lannew as the 
current well plan.

A ccept or reject p erturbed  w ell plan? :

Calculate A Og = Onew — 0 0id• Use A Og and the current tem perature, T, from the 
annealing schedule, to  calculate the probability of accepting the newly perturbed well 
plan P lannew according to:

{ !. i f A O q < 0
P  {accept) = < , - 4o51 (5.10)

1 \  otherwise v '

A AO less than  0 indicates th a t the perturbation reduces the objective function and 
should be accepted: set PaCcept to  1. If AO is greater than 0 draw a random number 
G [0 , 1], and test it against PacCept■ If the random number is less than  or equal to 
Paccept then the perturbed well plan accepted. If the random number is greater than 
Paccept then the perturbed well plan is not accepted.

U p d ate th e  in itia l global ob jective  function  and w ell plan: If the perturbation is ac­
cepted, save Onew as Oaid and save Plannew as P lan0id ■ If the perturbation is rejected 
then restore the previous well plan and the previous value for the global objective func­
tion and go back for another change. If P lannew is rejected it will be replaced by the 
next accepted perturbed well plan. The algorithm only requires the results from the 
previous and perturbed well plan. The results from perturbations previous to  the most 
recent perturbation are lost.

Stopping C riteria Satisfied? : If the stopping criteria specified in the annealing sched­
ule, kmax or num , have been satisfied then stop the algorithm. If the change in the 
global objective function has been less than  e percent over kattem pt then stop the al­
gorithm. If the stopping criteria have not been satisfied then increment the counter for 
kmax and if the perturbation was not accepted and kattempt is satisfied then increment 
num .
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W rite  O u tp u ts  If one of the stopping criteria are satisfied then write out the coordinates 
for the well plan and a grid specifying the cells intersected by the well plan.

C h eck  A n n ea lin g  S ch ed u le  : If k accept  or k a t t e m p t has been satisfied then apply the 
reduction factor A to  the tem perature T  and reset the counters for k accept and k a tte m p t-  

If kaccept has not been satisfied and the perturbation was accepted then increment the 
ka ccep t counter. If k a tte m p t has not been satisfied and the perturbation was rejected 
then increment the k a t te m p t counter.

L oop  U n til  th e  a  S to p p in g  C r i te r ia  is S a tisfied  :
The algorithm perturbs the well plan until one of the stopping criteria in the annealing 
schedule are satisfied.

5.3.7 Com m ents
In terms of CPU requirements, there is a potentially large memory requirement for the 
algorithm. All of the realizations for the attributes must be read and held in memory for 
evaluation of the global objective function after each perturbation. A reservoir model may 
consist of millions of blocks for each attribute.
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Figure 5.9: The flow chart for the well selection algorithm.
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C hapter 6

W ell Location Selection Case 
Studies

The objective of this Chapter is to  present some well location selection case studies. The first 
Section reviews some im portant considerations for selecting a well plan. The last section 
presents a case study th a t selects a well locations for a waterflood on a heavy oil field.

6.1 C onsideration s for S e lectin g  W ell L ocations

A critical step in geostatistical modeling is the selection of a modeling approach and required 
parameters such tha t the output model is consistent with all available information. The 
selection of a modeling approach includes decisions such as the facies population technique 
and the suitability of Gaussian techniques for continuous variables. Im portant parameters 
include the histogram of each variable, the spatial correlation of each variable, and the 
relationships between variables.

The selection of the modeling approach and the required parameters affects the decision 
making processes. If the model is in error, subsequent decisions may also be in error. 
Uncertainty is an im portant root cause for modeling errors. The best way to  proceed 
with a modeling exercise is to  use all of the data  at hand to build the model and possibly 
revise the model as new information becomes available. The additional data  can be used to 
incrementally update the model and aid in future decisions.

In this Section, two experiments are performed th a t examine the incremental modeling 
approach. The first experiment considers the notion of selecting all the well locations at 
the same time or selecting them  sequentially. The second experiment is an extension of the 
first: is there an advantage to  selecting well locations sequentially by updating the reservoir 
model as drilling information becomes available.

Both experiments rely on simplistic synthetic reservoir models. The experiments use 
a simplified version of the global objective function discussed in Chapter 5. The simpli­
fied global objective function is discussed within the experiment. The simplicity of the 
experiments and the models does not dilute the importance of the results though.

6.1.1 Sequential W ell Planning
This case study shows th a t if an optimal well plan is appended with another well, selected 
optimally or otherwise, the appended well plan is a suboptimal solution compared to a well 
plan where all the well locations are selected simultaneously. For example, consider a well 
plan consisting of two wells. Appending the two well plan with a single well is suboptimal 
compared to  a 3 well plan where all the wells were optimally selected simultaneously. The 
following experiment uses a synthetic reservoir to demonstrate this idea. The experiment
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0  5 0  0  50

Figure 6.1: An unconditional realization is shown on the left and the corresponding geobody 
realization is on the right.

uses a simplified version of the global objective function than  that described in Chapter 5. 
The global objective function aims to accumulates much hydrocarbon pore volume as pos­
sible within the drainage radius of the wells.

T he S ynthetic  M odel

The grid used in the experiment contains 50x50x10 blocks tha t measure lOOmxlOOmxlm. 
The top and base of the reservoir is flat. Only porosity, water saturation, and geobody 
connectivity are considered. Porosity and water saturation are held constant at 25% and 
10% respectively. The geobodies are derived from a single unconditional sequential Gaussian 
simulation realization of standard normal score (mean=0, variance=l) values. The realiza­
tion was processed using the geobody connectivity algorithm described in Section 5.2.1. A 
threshold of 0 was used to  give a grid where 50% of the values are reservoir quality. The first 
layer of the sequential Gaussian realization and resulting geobody realization are shown in 
Figure 6.1. The view is areal with the x  used for the east and west directions and y axis is 
used for the north and south directions.

The first layer of the model described above is used as a single realization of a 2D 
reservoir model. The realization will be used to select horizontal well locations. Later, the 
model will be used in its entirety as a single realization of a 3D reservoir to select up to  3 
deviated well paths.

W ell L ocation  Selection

The experiment uses a simplified global objective function th a t aims to  maximize the accu­
mulation of connected HCPV blocks. The global objective function is written below:

L

G O B J = H C P V
i=i

where HCPV is calculated using:

L

H C P V  = Y  ^ ( u ) ‘ “  sl ( u )) • da;(u ) ’ dv(u ) ■ dzl (u) ■ ir (u) • ^ ( u )  • ilg (6.1)
i = i  VueA

with .s!y, (u) and being the water saturation and porosity respectively for the block, and 
dx(\i), dy(u), dzl{u) are the dimensions of the block. Some well location studies consider
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thickness as an uncertainty parameter. The superscript I indicates the dependence of the 
data on the realization 1,1 =  1 . ,L .  The categorical variable i r (u) is used to  apply the 
drainage radius constraint. If the block falls within the drainage radius i r (u) =  1, and 
i r (u) =  0 otherwise. Well-to-well interaction is accounted for by the i„(u) variable. If a 
block has already been accounted for by another well, ia (u ) =  0 and ia{u) =  1 otherwise. If 
ia{u) =  1, the well closest to  the block claims the volume. Static connectivity is accounted 
with the use of the concept of a geobody and the categorical variable ilg(u). In order 
for a block to  be accumulated, it must have the same geobody number as at least one 
block intersected by the well path. The global objective function is not calibrated to  flow 
simulation results, the study is supported using only static information.

R e su lts

Figure 6.2 shows the progression of the well location selection for a single horizontal well 
on the first layer of the hypothetical reservoir model. The initial well plan is shown in 
map a. The well path and drainage radius is shown as a dark line with a shaded area 
surrounding it. Maps b through h show solutions after 1250, 2500, 3750, and so on, of 
accepted perturbations. The map on the bottom  of the figure is the final optimal solution 
after 10000 perturbations.

By observation, the initial well plan is too short and in a suboptimal location: very 
little of the large geobody is accumulated in the drainage radius of the well. Subsequent 
perturbations improve the alignment of the well and accumulate more HCPV. Note tha t 
most of the improvements/changes occur in maps b,c, and d and tha t fine scale improvements 
occur in maps e through h.

The simulated annealing algorithm iteratively improves the solution as the optimization 
proceeds. Allowing a sufficient number of perturbations is essential for a globally optimal 
solution. Map i shows the final optimal solution. Observe th a t no other solution accumulates 
more geobody.

Figure 6.3 shows a map of the final solution for a well plan with 3 horizontal wells. 
Note th a t the three well solution is not merely the one well solution appended with two 
wells. The importance of this observation is th a t the optimal multi-well plan must be 
solved for by considering all proposed wells simultaneously; sequential well planning leads 
to  suboptimal solutions. This contradicts the idea of selecting well plans sequentially with 
the goal of incrementally adding information to  the model. Incremental information offers 
the opportunity to  make improved subsequent decisions because decisions are made with 
incrementally more data. Section 6.2 shows th a t even when incremental information is 
added from new wells the increase in information content in the reservoir model may not 
lead to  improved decision making.

Observations from the selection of horizontal well plan solutions can be applied to  the 
selection of vertical wells. Figure 6.4 shows optimal well plans for up to  4 vertical wells. The 
maps are the same maps with the same perspective as the horizontal well location selections 
shown above. The well and associated drainage radius are depicted by a shaded disc with 
a black dot in the middle.

Note th a t the single vertical well problem shown in the top left corner of Figure 6.4 has 
more than  one optimal solution. Figure 6.5 shows two optimal solutions side by side. Both 
maximize the global objective function. For any well location problem there may be more 
than one well plan th a t optimizes the global objective function.

6.2 S eq uentia l W ell L ocation  S election  W ith  In crem en ­
ta l In form ation

The idea for this experiment is to  place the wells sequentially using information from previous 
wells to  better select the next well location. Proceeding in this fashion should result in well
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Figure 6.2: The maps shown depict the progress of the algorithm as it iteratively perturbs 
the well plan until it is optimal. The maps show an areal perspective and select an optimal 
horizontal well path. The top left map shows the seed well plan. Each subsequent map 
shows the well plan after a number of perturbations. The map at the bottom  shows the 
final well plan.
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Figure 6.3: The map shows the three horizontal well solution. The optimal well location for 
the one well solution is not aligned with any of the wells in the three well solution.
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Figure 6.4: These maps show an areal perspective and show optimal solutions for, starting 
from the top left and moving to the bottom  right, 1, 2, 3, 4 vertical wells
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Figure 6.5: There is more than  one optimal one well solution. The map on the left shows 
one, whole the map on the right shows another.

locations th a t improve recoverable reserves over well locations selected without the aid of 
the incremental information. Evaluating the value of added information requires a model 
for what tha t new data  might be. A set of possible “tru th ” models is simulated and the 
incremental information is extracted from the set of tru th  models.

The experiment starts with an example th a t shows tha t simply adding incremental in­
formation to  the model with no updating of the conceptual model or other param eters does 
not yield better decisions. Then, another example illustrates that a change in the conceptual 
model improves decision making.

6.2.1 M ethodology 1
Consider the problem of selecting N  wells in a petroleum reservoir development. Choosing 
N  positions all a t once with exploration data  is not expected to  be as good as using the well 
data incrementally. The idea for this experiment is to start with a model th a t represents our 
current state of uncertainty and proceed by adding information to  update this uncertainty. 
At each step a decision is made and the value of the added information is assessed. Of 
course, the very best decisions are made with the inaccessible true reservoir description. 
The three cases, no incremental information, incremental information, and ultim ate reservoir 
information, have been color-coded and shown histograms in Figure 6 .6 :

1. The red case (histogram on the left) is the decision using only exploration data  for all 
wells.

2. The blue case (histogram in the middle) shows the distribution of oil in place where 
each well location is chosen using the exploration data  and all previous development 
wells. This is the best approach in practice and should give better results than  the 
red case.

3. The green histogram (on the right) shows the distribution of reserves if the true reser­
voir description were available. This will be better than  the red or blue case.

The true reserves are unique for any particular reservoir and would appear as a “spike” 
on a histogram; however, the true reserves are not accessible in practice. A model of 
uncertainty is substituted as the “true” reservoir and each realization is represented as a 
plausible tru th . The distribution of reserves is found by measuring the reserves obtained 
by considering the reservoir model of uncertainty. There is no other recourse, as a model of
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Figure 6 .6 : This schematic illustration shows the histograms of uncertainty in recoverable 
reserves accounting for exploration data  only (red on left side), updating the model and well 
locations with incremental information as it becomes available (blue in the middle). The 
distribution of reserves given “perfect” information is the green distribution on the right.

uncertainty is all th a t is available. If the model is representative, then the representation is 
valid.

The simulation approach to  predicting the value of incremental information will be re­
ferred to as geostatistics while drilling or GWD. The GWD program is shown schematically 
in Figure 6.7, and explained in the following text:

1. The starting point is a set of tru th  reservoirs, Ri, I = 1 , . . . ,  L. These tru th  reservoirs 
should be taken as the set of geostatistical realizations that represent the current state 
of uncertainty, th a t is, they reproduce all available exploration data. Note th a t each 
reservoir model Ri is a full specification of the reservoir structure and all internal 
heterogeneity.

2. Apply the best available algorithm to determine the optimal number of wells, N , 
and their locations over the set of true reservoir models ( i t* ,  i — 1 , . . . ,  N }. Note th a t 
there is only one optimal well plan. It is unreasonable to  determine realization specific 
well plans because there is no practical way of reconciling the L  different well plans 
afterwards.

3. Calculate the reserves on each of the L  realizations and construct a distribution of 
reserves given the initial state of uncertainty. This represents the red histogram in 
Figure 6 .6 . Set M  = N , where M  will be the remaining wells to  drill and N  is the 
final number considering the well plan.

4. The following steps are to  be considered for each of the I =  1 , . . . ,  L  true reservoir 
models.

a. Choose one of the M  wells to  drill based on logistical drilling considerations or 
simply the one with the largest expected reserves. Extract the reservoir properties 
and structure at th a t location from the current (I) realization to  be considered in 
building a new set of realizations with the added information. Reset M  to  M  — 1 
once one of the wells is chosen.

b. Construct another suite of geostatistical realizations conditional to  all available 
information including the original data and the data from all previously drilled 
(N  — M )  simulated wells. Clearly, this procedure must be autom ated in a script 
or in some commercial software such as J a c ta ™ .

c. Run the optimal well placement to refine the position of the remaining M wells 
using the latest suite of geostatistical realizations. These new locations will be 
considered to  select the next one. Loop back to  b if M  > 1; otherwise, proceed 
to e and then keep looping over L.
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d. Calculate the reserves using the updated well locations and the current simulated 
true reservoir R i . This is one number to  go into the blue histogram of Figure 6 .6 . 
The set of updated reserves make up the blue histogram.

5. Find the unique optimal well locations for the N  well on the reservoir model of uncer­
tainty. Use these locations to  calculate the production for each realization. This set 
of L  numbers make up the green histogram.

This simulation exercise provides a measure of how incremental information improves the 
ultimate reservoir decision-making or profitability. No new information is being considered 
in this exercise; in this sense it is similar to  the bootstrap technique.

F irst E xam ple

The setting of the first example is a model of uncertainty for a synthetic reservoir on a 
regular 50x50 grid. Its not likely th a t the synthetic reservoir would be observed in na­
ture; however it serves the purpose of illustrating tha t adding incremental information does 
not always lead to better decision making. The model consists of porosity and porosity 
derived geobodies for incorporating a measure reservoir connectivity. Porosity is condition­
ally simulated using sequential Gaussian simulation (SGS) and the four conditioning data 
shown in Figure 6 .8 . Porosity is first simulated as a normally distributed variable and later 
transformed to porosity using the simple linear transform to avoid issues surrounding the 
Gaussian transform: z =  5 • y +  10, where y is the simulated Gaussian value and z  is the 
porosity value. A histogram of porosity over 100 realizations is shown in Figure 6.9. The 
geobodies represent a set of connected blocks having porosity greater than  7.5md. Fig­
ure 6.10 shows a simulated porosity map and the corresponding geobody map. The optimal 
well locations were selected using a global objective function th a t accumulates HCPV with 
the geobody constraint; the performance of the well locations is evaluated by calculating 
HCPV only from each block falling within the drainage radius and belonging to the same 
geobody intersected by the well path.

Figure 6.11 shows a geobody map with four well locations superimposed on the map. The 
well path is indicated by a dark pixel. The drainage radius is indicated by a shaded circular 
region around the well path. The well located in the bottom  right of the map would have 
the highest quality because, as indicated in the corresponding porosity realization shown in 
Figure 6.10, it is in a location of high porosity and the drainage radius is almost completely 
occupied by a geobody. The well location of the lowest quality is shown in the top right.

100 realizations of the synthetic reservoir were subm itted with the goal of sequentially 
placing four wells. Figure 6.12 shows the results for the steps 3 through 5 of the GWD 
algorithm for a single realization. The map at the top of the Figure corresponds to  step 3: 
a realization of a geobody map with four optimally placed wells superimposed. The set of 
maps below the step 3 map are each one realization of the updated model of uncertainty 
with the updated optimal well locations corresponding to step 4c. Starting from the right, 
the maps show the first through the fourth fixed wells. A heavy circle is drawn around the 
fixed wells. The map on the far left is the map for step 4d: the updated well locations 
superimposed on the geobody realization in step 3. Below the set of step 4 maps is the map 
for step 5: the four well locations optimized to the realization.

Note tha t the realization used to represent the updated model does lead to  better well 
locations. By observation the drainage radius of the updated well locations contain more 
geobody and are in locations of higher porosity than  the globally optimal locations. This is 
a local observation, the final results are presented below.

The Red, Blue and Green Histograms for 100 realizations are shown in Figure 6.13. 
The mean of the Red Histogram is 7476.23, the Blue Histogram is 7302.46, and the Green 
Histogram is 10596.17. Over 100 realizations updating does not lead to better well locations. 
The results were verified and extensively tested.
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Figure 6.7: This schematic illustrates the procedure to  assess the value of incremental data.
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Figure 6 .8 : The map shows the positions of the four conditioning data  and the conditioning 
values.
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Figure 6.9: This histogram shows the distribution of transformed porosity for 100 realiza­
tions.

125

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Figure 6.10: Shown is a single porosity realization and the corresponding geobody realiza­
tion.

i

W ell

D ra in a g e  

G e o -b o d y  5 

G e o -b o d y  4 

G e o -b o d y  3 

G e o -b o d y  2 

G e o -b o d y  1 

S h a le

Figure 6.11: The map shows the geobodies and the four well locations. The well locations 
are denoted as a single dark pixel surrounded by a shaded circular drainage radius. Referring 
to the porosity map in Figure 6.10, the well location on the bottom right corner has the 
highest quality, the well on the top right has the lowest.
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Figure 6.12: Together these maps represent one leg from Figure 6.7. The maps on the left 
are the geobody maps and the placed wells for one realization for step 3, step 4d, and step 
5. The maps on right from the map showing step 4c show 1 to 4 fixed wells as indicated by 
the heavy circles.
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Figure 6.13: The red histogram is on the left, the middle one is the blue histogram, and 
the right is the green histogram. Note tha t over 100 realizations updating does not lead to 
better decisions.
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Figure 6.14: Here is a schematic illustration of the histograms of uncertainty in window 
quality accounting for exploration data  (red on left side), updating the model and window 
locations with incremental information ( blue second from the left), updating the model 
and window locations using the conceptual information and the incremental data  (orange 
second from the right). The distribution of reserves given “perfect” information is the green 
distribution on the right.

C o m m en ts

The results of this show an apparent violation of common sense: incremental may not lead to 
improved decision making. The primary reason th a t incremental information may not help 
much is th a t the model is only refined within the range of correlation which is coincident 
with the drainage radius of the well and the range of the semivariogram. The updated 
portion of the model is never available for decision making because it is already occupied 
by a well. Another factor contributing to the failure of incremental information to  lead to 
better decisions is sample bias. The well locations are preferentially located, by construction 
of the objective, in high valued locations. The model is successively conditioned by good 
data leading to  bias in the updated models. The collected information used to  construct 
the reservoir model must be debiased to account for biased sampling to avoid the apparition 
tha t the reservoir is increasing in quality.

6.2.2 M ethodology 2
The results of the first experiment motivate a second more simplified experiment th a t exam­
ines the impact of changing the conceptual model and using incremental data  versus using 
only the incremental data. The goal of this experiment is the sequential selection of two 
optimal locations for “windows” th a t maximize reservoir quality Q. The quality of a window 
location is quantified by taking the sum of all the values falling within the window. This is 
similar to  optimally placing two wells of maximum quality except th a t in this experiment a 
square window is used instead of a drainage radius.

The color coding scheme outlined previously is retained but one more histogram is added: 
the histogram th a t represents the use of a revised conceptual model and incremental infor­
mation for decision making. This distribution should have a mean greater than  th a t of 
using only incremental information. Thus the distribution should fall between the blue dis­
tribution and the green distribution. We call this the orange histogram and it is shown in 
Figure 6.14.

The methodology for this experiment is a variation of the GWD algorithm th a t is called 
geostatistics with incremental data  (GWID). The GWID algorithm starts by constructing a 
“true” conceptual model consisting of a map of secondary data {Ytruth) ̂ a map of primary 
data (Ztruth) and a randomly selected correlation coefficient (pl) correlating the primary 
and secondary data. The Ytruth is intended to  mimic the type of information th a t would be 
provided by seismic data. The pseudo-seismic information and the correlation coefficient are
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used to construct a map of a primary reservoir parameter. The GWID algorithm proceeds 
as follows:

1. Draw a random correlation coefficient pl either + /- , where I is the Ith trial for I =
Altering the correlation between the primary and the secondary information 

over a large number trials affords the opportunity to observe the effect of using an 
inappropriate conceptual model.

2. Simulate Y  unconditionally and call this the true secondary information Ytruth-

3. Simulate a Z  using y as collocated with pl . Call this Z truth-

4. From the corners of the Z truth map collect four conditioning data. This data  is consid­
ered exploration data. At this point the conceptual model consists of the exploration 
data  and the same semivariogram as used in the construction of Z truth-

5. Simulate 20 realizations of the Z  variable using the four conditional data. At this 
stage we proceed with the construction a geostatistical model with all available data.

• Find the two best locations, i(ix . iy) and j  (jx . j y ) , for the windows th a t maximize 
Q*, where Q* is the window quality at locations i, j  given one piece of information, 
the exploration data. The two best locations are found by searching the grid 
exhaustively. Overlapping windows are accounted for by assigning the blocks in 
the overlapping area to only the closest window.

•  Using the two optimal locations i( ix ,iy )  and j( ix , iy ) ,  calculate Qlred from the 
tru th  model. The distribution of the Qlred values is the red histogram.

6. Randomly select one of the two locations i or j .  Go back to  the tru th  model Ztruth 
and extract a new conditioning data.

7. Simulate 20 Z  realizations using only the 5 conditioning data.

•  Find the second location th a t maximizes Q**, i(ix. iy), j ( j x , j y )  respectively, 
where Q** is the quality for the window locations using two pieces of informa­
tion: the exploration data  and the incremental information. This step represents 
decision making using only incremental data.

• Calculate Q\,iue from the tru th  model.

8. Cosimulate 20 Z  realizations using the 5 data, Ytruth, and

•  Find the second location th a t maximizes Q***, i(ix, iy), j ( j x , j y )  respectively, 
where the third piece of information is the conceptual model. This step represents 
decision making using both the conceptual model and the incremental data.

•  Calculate Olorange from the tru th  model. The distribution of the Olorange values

9. Using Ztruth find the two locations i , j  th a t maximize Ogreen. The distribution of 
Ogreen values is the green histogram in Figure 6.14.

10. Repeat over L  trials to  observe the distributions of uncertainty.
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Second E xam ple

The experiment uses a 20x20 grid of data. A random correlation between the primary 
and the secondary information to  be either 0.75 or -0.75 is drawn. The secondary map is 
constructed unconditionally using SGS and a Gaussian semivariogram having a long range 
and minimal nugget effect. The primary map is also constructed unconditionally but uses 
an exponential semivariogram with moderate nugget effect. The simulated values for both 
maps are normally distributed: no transform was applied. Figure 6.15 shows a map of Ytruth 
on the left and Ztruth on the right. The corresponding histograms are shown below. The 
observed correlation coefficient is 0.75.

The following mapped results are for one trial and for both of the optimal locations 
selected in the Red case. Collectively the following figures represent a single trial in the 
second experiment. For each of the figures, the histogram of Gaussian values over the 20 
realizations is shown on the left. The map in the middle is the e-type estim ate over 20 
realizations, and the map on the right is a single realization. The optimal window locations 
are superimposed on the maps. The histograms illustrate the effect of bias sampling. The 
optimal window locations are preferentially located in high valued areas. Using the data 
extracted from Z truth conditions the realizations and artificially increases the mean. The e- 
type map is shown because it illustrates what the optimization routine “sees” when searching 
for the two optimal locations.

Figure 6.16 shows the results for the Red case. Two optimal locations are in the bottom  
left and bottom  right corners of the maps. The mean of the realizations is not the same as 
the mean of the Ztruth map (-0.236 vs. 0.027, respectively). In practice there is no way to 
know if the sample mean is equivalent to  the true mean, but the sample mean represents 
one aspect of our conceptual model. Figure 6.18 shows the results after updating using 
the optimal window location on the bottom  right in the Red case. The updated location is 
the same as in the Red case. The mean is 0.07. The mean is much higher in the Blue case 
because of the high values conditioning data. Figure 6.17 shows the results after using the 
conceptual model. The second window location is better than  the selection made without the 
conceptual model. The mean is -0.009. Figures 6.19, and 6.20 are the same as above but use 
the incremental data from the bottom  left window location in Figure 6.16. The respective 
means are -0.001, and 0.032. Note th a t all of the updated means differ significantly from 
the mean in the Red case. Despite the fact th a t they are closer to  the mean of Z truth and 
all represent differences in the conceptual model. Figure 6.21 shows the optimal location 
for the Green case: perfect information.

C om m ents

The resulting histograms for 100 trials are shown in Figure 6.22. The mean quality of the 
Red Histogram is 50.62, the Blue Histogram is 61.00, the Orange Histogram is 88.41, and 
the Green Histogram is 113.65. In this case using only the incremental information lead 
to  better optimal location selection, but only marginally. Using both the conceptual model 
and the incremental information lead to  significantly better location selection on average.

A summary of results is shown in Table 6.1. The table tabulates the number of times the 
Red case exceeded the Blue and Orange cases (Red > Blue, Red > Orange), the Red case 
was equivalent to  the Blue and Orange case (Red < B lue, Red < Orange), the Blue and 
Orange cases were equivalent to  the Green case (Green = Blue, Green  =  Orange). The 
tabulated results show th a t using just the incremental information does not clearly lead to 
better decision making even though the Blue Histogram showed higher average quality than 
the Red Histogram: only 41% of the time the Blue case exceeded the Red case. Comparing 
the Blue and Orange cases, the Orange case yielded better decisions 78% of the time.
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Figure 6.15: The map on the left is the secondary information, the Y  information. The 
corresponding histogram is below. The map on the right is the Z  map. The secondary 
information was used to  construct this map. Its corresponding histogram is on the right. 
The correlation coefficient is -0.75. The mean of Ztruth is 0.027

Histogram Red O Data Red Postsim Output

Figure 6.16: The histogram for the 20 realizations is shown on the left. The mean is -0.236. 
The map in the middle is the e-type map conditional to  four data taken from the corners of 
the Ztruth data shown in Figure 6.15. The selected locations are shown as a small circle with 
a square window surrounded it. The map on the right shows the locations superimposed 
onto the Ztruth map.
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Histogram Blue O Data Blue Postsim Output

Figure 6.17: These results use the incremental data from the Red case. The location on the 
right was selected. On the right is the histogram of the realizations constructed with the 5 
data. The mean is 0.07. The map in the middle is the e-type map over the 20 realizations 
and using the 5 conditioning data. The map on the left shows the locations superimposed 
on the Z truth map.
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Figure 6.18: These results are for the Orange case: the incremental data from the bottom 
right corner of the Red case and the conceptual model were used. The mean is -0.009.
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Figure 6.19: These results use the incremental information provided by the window located 
on the bottom  left corner of the Red case. The mean is -0.001. Note th a t the incremental 
information does not change the selected location.

132

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Histogram BIuq O Data 2 (P ,ue Postsim Output with Second*

Figure 6.20: These results use the incremental information from the bottom  left corner of 
the red case and the conceptual model. The mean is 0.032.

Green Mai
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Figure 6.21: These are the final well locations for the green case.

Blue
(Percent)

Orange
(Percent)

Red > 22 3
Red = 37 19
Red < 41 78

Green = 5 10

Table 6.1: This Table documents the results for 100 trials in the second experiment.
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Figure 6.22: The top left histogram show the Red case results using the secondary informa­
tion. The top left histogram shows the Green Case results using the secondary information. 
The histogram on the bottom  left shows the Blue case results tha t consider the secondary in­
formation. The bottom  right histogram shows the Blue case result without using secondary 
information.
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6.2.3 Comments
The first experiment showed th a t appending well to  an existing well plan can lead to  sub­
optimal well plans. It is better to  select the wells all at once. The results of the second 
experiment showed th a t using incremental well data to  update a reservoir for subsequent 
decision making does not always lead to better well locations. The results of the first exper­
iment can be explained by: (1) due to  the range of correlation the new data succeeded in 
updating the model near the existing well and provided little additional information for the 
rest of the model, and (2) the well locations are preferentially located in high valued areas 
and the extracted samples lead to bias in the simulations.

The results from the second experiment show th a t although the incremental information 
did lead to better decision regarding optimal window placement the improvement was not 
clear. Using conceptual information and incremental information clearly did lead to  better 
window locations. The following summary statem ent states the findings of the experiments. 
Aim to select all well locations simultaneously if the conceptual model is well proven. If 
there is a chance th a t the conceptual model can be changed in light of new information, 
select well locations sequentially.

The effect of incremental information is surely affected by the size of the grid. For a 
larger grid the effect of informing a single node is proportionately smaller than  the effect 
with would be if the grid were smaller: one node in the 50x50 grid represents 1/2500 of the 
to tal possible information whereas one node on 20x20 grid represents 1/400.

These findings may not apply to  other decision making problems without further inves­
tigation. The problem of selection well locations is peculiar because the region of interest is 
not allowed to contribute to  the next decision for a future well location.

One useful lesson th a t could be extended to almost any other decision making problems 
is tha t of revising the conceptual model as more information becomes available. The con­
ceptual model is the foundation of the entire model; stochastic or deterministic. Revisions 
of the conceptual model have greater impact than  th a t of simply adding data.

6.3 W ell S election  on th e  S m iley  B uffalo F ield
This Section applies the well location selection algorithm to a waterflood program on a heavy 
oil field in Saskatchewan, Canada, called the Smiley Buffalo field. The Section begins with 
a definition of the experiment, moves on to  a general geology review of the field, followed by 
a discussion of the static and dynamic models. The Section concludes with the well location 
selection. The geological, static, and dynamic model based on the paper by Mohr et al. 
[60].

6.3.1 Basis for Experim entation
The objective of the experiment is to  demonstrate any economic advantage arising from 
applying the well location selection technique developed in Chapter 5 to the problem of 
selecting well locations on Section 15 of the Smiley Buffalo field.

Section 15 was selected for two reasons. First, Section 15 is compartmentalized from the 
rest of the reservoir as a consequence post depositional dissolutioning of the m aterial just 
below the reservoir. The dissolutioning caused parts of the Smiley Buffalo field to  collapse 
tha t resulted in compartmentalization of the field. Field observations and dye tests support 
the supposition th a t Section 15 is isolated from the rest of the reservoir. Using a small 
Section of the reservoir makes it easier to  scrutinize the well location selection algorithm. 
Secondly, the timing of the development plan makes for a good case study.

Section 15 was produced for some time by a single well (8-15) under primary production. 
The plan for the reservoir was to  increase productivity by turning Section 15 over to  a water 
flood with well 8-15 as the injector. The field was under appraised, so 3 additional wells 
were drilled (1-15, 9-15, and 10-15). The map shown in Figure 6.23 shows the location of
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Figure 6.23: The map shows the basal surface of the Smiley Buffalo Section 15 reservoir. 
The area of interest is delineated by a thick polygon. There are four conditioning wells 
indicated by black dots.

the wells and the topography of the base of the reservoir. The wells added new information 
and helped guide the selection of a new development plan. The new information did not 
change the conceptual geological model. After a year of drilling inactivity, the four more 
production wells were drilled (2-15, 4-14, 6-15, 7-15) and Section 15 was put on water flood.

The four new wells, 2-15, 4-14, 6-15, and 7-15 form the basis of comparison between 4 
hand selected well locations and 4 semiautomatically selected well locations. Both well plans 
are selected using the same information, accept th a t the semiautomatic well locations will 
be selected using a reservoir model of uncertainty and of course the semiautomatic location 
selection algorithm.

The two well plans will be compared by observing flow simulation results over the model 
of uncertainty given the Asset Team locations and the semiautomatic well locations. The 
semiautomatic well locations will be considered superior to the Asset Team locations if, on 
average, the semiautomatic well locations have greater value than the Asset Team locations. 
The value of the wells plan will be presented in terms of barrel oil equivalent value (BOEV). 
BOEV values are independent of price per barrel issues and are a convenient means for 
comparison. The calculation of BOEV is covered in Section 5.2.2. The experimental results 
are exhaustive, th a t is, flow simulation results are obtained for each realization for the Asset 
Team locations and the optimal locations. The time period for flow simulation is 20 years. 
This likely exceeds the economic limit for the reservoir; however, considering the reservoir 
over this time period does not dilute the validity of the results as long as the Asset Team
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selected well locations and the optimal well locations are compared over the same time 
frame, and the value being compared is barrels of oil equivalent.

The reservoir model of uncertainty consists of twenty realizations and relies on the four 
initial well locations for conditioning data. The same 20 realizations are used for the two 
experiments. Flow simulation results are obtained from the well locations over these real­
izations. The reservoir model of uncertainty is discussed in greater detail below.

The remainder of the Section covers the following topics: The static model and the 
dynamic model; the flow simulation results given the Asset Team locations; the preparation 
of the mini model, the mini model results; the construction of the component objective 
functions, the calibration of the global objective function; the semiautomatic well location 
selection; and finally, a comparison of results.

6.3.2 Geology R eview
Smiley Buffalo is located in the south mid-west part of Saskatchewan. The target zone for 
Smiley Buffalo is the Middle Bakken sandstone, which was deposited as an offshore sand 
ridge in late Devonian to early Mississippian time. It is one of a series of elongate tidal sand 
ridges trending NE-SW in west-central Saskatchewan.

The Middle Bakken formation is subdivided into the upper, middle, and lower zones. 
The Lower and Upper Bakken are composed of finely-laminated, highly organic rich black 
shale. The shales are good marker beds as they pervade the study area, are impermeable, 
and “sandwich” the zone of interest. The seismic picks of the Lower and Upper Bakken 
were used to  build the structural model for Smiley Buffalo. The Middle Bakken reservoir 
zone will referred to as Smiley Buffalo.

Smiley Buffalo was deposited as a series of ridges and swales th a t have been reworked 
and migrated by current flow from the north west. The reworking left the seaward side of 
the ridges with regions of sand of high reservoir quality. In general, reservoir rock quality 
degrades toward shore due to  increasing occurrence of interbedded layers of fines.

The conceptual geological model describes four facies types:

Facies 1 Green Siltstone Facies. Non-flow unit capping the Middle Bakken sandstone se­
quence. This facies type is more an unconformity than  a facies type and served to 
delineate the top of structure.

F acies 2 Ridge Sandstone. This facies type is the primary reservoir facies. It is generally 
of good to  excellent reservoir quality (25-35% and multi-Darcy permeabilities). The 
Ridge Sand facies is a higher energy fine grained, moderate to  well sorted, semi to 
unconsolidated quartz sandstone.

F acies 3 Inter-Ridge Sandstone 1. A sandstone having thick intervals (2-5 cm) of coarse 
sand intermingled with thick inter-bedded silts. This facies has generally low reservoir 
quality (20-25% porosity and 2-2000 md permeability).

Facies 4 Non-Reservoir Sandstone. This facies type is a merged facies type th a t contains 
precursor material, calcite cemented sandstone, and bioturbated sandstone. Thin 
sandstone intervals (0.5-1 cm) with thick inter-bedded silts. This facies is generally 
poor to  very poor reservoir quality (17-23% porosity and highly anisotropic perme­
abilities of 0-750 md).

The Middle Bakken formation has been subjected to  extensive post-depositional col­
lapse. These post-depositional events are due to  dissolutioning and collapse in the dolomitic 
limestones of the Torquay formation stratigraphically below Smiley Buffalo. Seismic studies 
reveal th a t the majority of dissolutioning took place after deposition of the Middle Bakken 
but prior to  deposition of the Mannville formation above.

The collapsed areas are refereed to  as sinkholes. The sinkholes have complicated man­
aging and modeling the field. The sinkholes compartmentalize the reservoir, and in some
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Figure 6.24: The map shows the isochore thickness of the reservoir zone and the conditioning 
well locations.

areas, permit intrusion of out-of-zone water. Fractures around the sinkholes have caused 
early breakthrough of injection water in producing wells and may also provide a direct path 
to  thief zones for injected water. The sinkholes were modeled as a network of topographic 
lows and pinched out layers. Faults are not incorporated into the model.

The structural horizons were built using the well markers and the seismic information 
as secondary information under kriging with a trend. The structural model consists of 2 
horizons, the bottom  of the green siltstone and the top of the precursor or calcite cemented 
horizons (where pre-cursor had been completely eroded), thus the model has only a single 
zone.

6.3.3 Static M odel
The structural model is based on the top and base surfaces isopached up and down from 
stratigraphically nearby seismic picks. An isochore map of the reservoir area of interest is 
shown in Figure 6.24. The map shows a clear elongate thickness trend with the long axis in 
the in the north-east and the short axis in the south-west direction.

The sinkholes have isolated Section 15 so th a t only Section 15 is populated with petro- 
physical properties. Four well data  were used to  condition the model. The map in Fig­
ure 6.24 shows the area of interest, an elevation map of basal surface, and the conditioning 
well locations.

None of the well locations showed a definitive oil/w ater contact, so a contact was inferred 
from a nearby analogue reservoir. None of the wells in Section 15 showed a gas/oil contact, 
but wells in Smiley Buffalo proper do show a contact. No gas/oil contact was applied to 
Section 15.

The fine scale grid for the whole of Section 15 consists of 130x115x18 blocks (269100
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Figure 6.25: These histograms show the raw and upscaled facies proportions for Smiley 
Buffalo model

blocks total), tha t measure 20x20m and have, on average, lm  thickness. The facies model 
was derived from the complete data set for Smiley Buffalo proper, which consists of 134 
wells. Of the complete data set, eighteen of the wells have core with a complete core 
analysis including to tal porosity, air permeability, grain density, and residual oil and water 
saturations. The facies model relies on a relationship between the lithological and petro- 
physical logs (gamma ray, neutron, density logs, and photo electric logs). A combination of 
statistical and deterministic tools were applied to  gain acceptable calibration between the 
facies model and the core facies descriptions.

W ith the exception of the facies model, all of the parameters required for population of 
reservoir model of uncertainty were derived solely from the 4 conditioning wells.

The facies log data was upscaled to  the grid using the most probable classification. The 
input and block averaged proportions Facies 2, 3, 4 are shown in Figure 6.25. About 45% 
of Section 15 is Facies 2, 30% Facies 3, 25% Facies 4.

Biased core sampling in Facies 3 and 4 was a concern. Facies 3 and 4 both have al­
ternating beds of fine grained quartz sandstone and silt. Samples were extracted mostly 
from the sandy intervals in these facies and silts were ignored. This sampling practice gave 
optimistically biased distributions of permeability and porosity. The bias was treated in the 
calibration of the logs petrophysical attributes to  the core data.

Log permeabilities were calculated using a relationship derived from multiple regres­
sion of core K max values against wet clay volumes. Porosity and fluid saturations were 
determined using probabilistic log analysis. The input logs included neutron, density, deep 
resistivity, gamma ray, and photo electric logs in the newer wells.

There is no true wet zone observed in the log data at Smiley Buffalo which made it 
difficult to do any complex fine tuning of water saturation models. Median log-derived 
water saturations are: 36% for Facies 2, 46% for Facies 3, and 72% for Facies 4.

The upscaling of petrophysical attributes to  the grid was arithmetic for porosity and 
water saturation. Geometric upscaling was used for permeability because it did the best job 
of reproducing the shape of the distribution. Upscaling was facies biased. If a block was 
upscaled from log data  as facies 2 then only facies 2 petrophysical properties were used to 
populated the cell with data.

The distribution of raw and upscaled porosities for each facies is shown in Figure 6.26.
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Figure 6.26: The raw and upscaled porosity distributions for Smiley Buffalo

Facies Type Nugget Maj. Dir. Maj. Range Min Range Vert. Range
2 Sph. 0.047 N41E 535 375 5
3 Sph. 0.046 N21W 750 390 2

4 Sph. 0.13 N135E 370 270 5

Table 6.2: The facies semivariograms

The global average porosity is 22.5% and the upscaled is 23.84%. The raw and upscaled 
distributions of permeability are shown in Figure 6.27. The global average permeability is 
884mD, and the upscaled 827mD. It is acknowledged tha t there are more robust techniques 
for upscaling permeabilities, but the simplistic technique used here was satisfactory for this 
project. The global and upscaled distributions of water saturation are shown in Figure6.28. 
The global average raw water saturation is 47% and the upscaled is 48%.

The modeling approach was kept simple. Sequential indicator simulation was used to 
construct the facies realizations, sequential Gaussian simulation was used to construct the 
porosity realizations, and colocated cosimulation was used to construct the immovable water 
and permeability realizations.

No clear areal trends were observed in the four well data, or over Smiley Buffalo proper, 
so none were used. The sinkholes might be masking a trend. A vertical proportion curve was 
used for facies modeling. There is poor correlation between porosity and depth (p =  0.35), 
and depth and permeability (p = 0.25). Part of the weak porosity and permeability trend 
is expected to  be captured by the vertical proportion curves.

Tables 6.2, 6.3, 6.4, 6.5 show the semivariograms used to populate the facies, porosity, 
permeability, and water saturation models.

The column labeled Type specifies semivariograms numerical model. The column Nugget 
specifies the nugget effect for the semivariogram. The column Maj., Min., Vert, specify the 
ranges for the major, minor, and vertical directions.

There modeled semivariograms have little nugget effect. The selection of such small
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Figure 6.27: The raw and upscaled permeability distributions for Smiley Buffalo
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Figure 6.28: The raw and upscaled water saturations for Smiley Buffalo

Facies Type Nugget Maj. Dir. Maj. Range Min Range Vert. Range
2 Exp. 0.01 N47E 1365 615 8

3 Exp. 0.01 N60E 1065 610 10

4 Exp. 0.01 N140E 690 500 7

Table 6.3: The porosity semivariograms
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Facies Type Nugget Maj. Dir. Maj. Range Min Range Vert. Range
2 Exp. 0.01 N35E 700 580 9
3 Exp. 0.01 N35E 640 425 8

4 Exp. 0.01 N120E 580 230 7

Table 6.4: The permeability semivariograms

Facies Type Nugget Maj. Dir. Maj. Range Min Range Vert. Range
2 Exp. 0.01 N40E 430 310 10

3 Exp. 0.01 N10E 640 475 9
4 Exp. 0.01 N50E 260 200 5

Table 6.5: The water saturation semivariograms

nugget effects may understate reservoir heterogeneity. Except for water saturation, the 
semivariogram parameters echo the geologic conceptual model; the direction of maximal 
continuity is along the long axis of the reservoir.

The correlation between water saturation and porosity is relatively low, p = 0.3, and the 
relationship between porosity and permeability is nearly functional, see Figure 6.29. The 
permeability values are colored by facies type. The Figure shows moderate overlapping of 
permeability between facies types. Facies 4 has consistently low permeabilities, and due 
to  the high correlation between permeability and porosity, consistently low porosity values. 
Facies 2 and 3 have more overlap, with most of the Facies 2 points falling in high permeability 
regions. A functional relationship could have used a to  model permeabilities but colocated 
cosimulation was used instead. Porosity is used as the secondary variable. For Facies 2, 3, 
and 4, the following correlation coefficients were used: p2  =  0.84, p3  =  0.87, and p\ =  0.85, 
respectively. A variance reduction of 90% percent was applied because this value reproduced 
the permeability histograms best. Directional permeability, except for K v/K h ratio, was not 
modeled, thus Kx=Ky. In flow simulation, a global K v/K h ratio of 0.6 is used.

Water saturation is highly variable. Figure 6.30 shows a scatterplot of water saturation 
versus porosity for Facies 2, 3, and 4. There are no easily identified relationships on any 
facies type. The global correlation coefficient is p = 0.35. The global correlation coefficient 
was used for Facies 2 and 3 under colocated cosimulation with porosity as a secondary 
variable. Water saturation for Facies 4 was modeled as a constant 100%.

The reservoir boundary was determined by using a threshold on the kriging variance and 
the model was clipped according to this boundary. Uncertainty in the reservoir extent was 
not considered in the model of uncertainty.

20 realizations of the reservoir model were generated. The posterior distributions and 
relationships were checked to  ensure th a t they were reproduced. Figures 6.31, Figure 6.32, 
Figure 6.33, show realizations of the facies, porosity and permeability models.

6.3.4 D ynam ic M odel
This Section discusses the features of the dynamic model. The fine scale model contains 
269100 blocks. The model is not unmanageably large, but was upscaled areally to  reduce 
flow simulation run times. The grid was upscaled by a factor or 2 in the both the x  and 
y  directions. The upscaled grid has 67860 blocks and 35958 active blocks. Arithmetic av­
eraging was used for all properties over geometric or harmonic upscaling because it better 
reproduced the histograms and semivariograms, and because it better reproduced well test 
results. Figure 6.34 compares the fine and upscaled permeabilities for well 8-15. Geometric 
and harmonic upscaling procedures underestimate the well flow capacity. The fine model
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Figure 6.29: The permeability/porosity relationship for Smiley Buffalo. The data  points are 
colored by facies type. The darkest colors are facies 4, and the lightest are facies 1.

flow capacity is 14520 mD-m. The corresponding flow capacities for arithmetic and geomet­
rical upscaled models at the same location are 14376 and 7810 mD-m, respectively. After 
arithmetical upscaling, the average porosity weighted permeability is 1.3 D. The porosity 
weighted average permeability for Facies 2 is 1.8 D.

Vertical permeability was not modeled in the static model. Instead a global vertical 
permeability ratio K rati0 of 0.6 ratio was applied for Facies 2 and Facies 3. Core information 
from a nearby field was used to  guide this selection. A rock compressibility of 4.5 x 10-6 
kPa-1 was determined using data from an analog field.

In itial C onditions

Initial reservoir pressure and tem perature are P\ =  7205.8A:-Pact at -87 m tvdss (true vertical 
depth sub-sea) and 1\ =  27.2°, as determined from DST (drill stem testing) test results. 
DSTs recorded in nearby Sections gave static pressures between 6500 and 7000 kPaa, so 
6750 kPaa was used. Fluid properties measured were oil and gas gravities at 13.2° A P I  
and 0.59°A P I, respectively. Other reservoir fluid characteristics are: initial solution gas-oil 
ratio 20.03 sm3/sm3, initial oil volume formation factor 1.041 rm3/sm3; and oil viscosity at 
initial conditions of 743 mPa.s. Figure 6.35 shows the oil PVT properties.

Fluid C ontacts

An initial gas-oil contact at -87 m tvdss was determined from well logs on Smiley Buffalo 
proper. This is higher than  the highest elevation in the top surface of the model. Although 
water zones could not be detected in the petrophysical study, water production occurred in 
several wells before the start of water injection and evidence from nearby wells showed a 
water contact between -106.6 and -116.5 m. Also, water zones are located in the structurally 
low areas caused by sinkhole dissolution and collapse of underlying formations.
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Figure 6.30: The perm eability/porosity relationship for Smiley Buffalo. The da ta  points are 
colored by facies type. The darkest colors are facies 4, and the lightest are facies 1.
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Figure 6.31: The map shows a facies realization from the Smiley Buffalo reservoir model.
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Figure 6.32: The map shows a porosity realization from the Smiley Buffalo reservoir model.
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Figure 6.33: The map shows a permeability realization from the Smiley Buffalo reservoir 
model.
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Figure 6.34: The chart compares the average permeability by layer using harmonic, geomet­
ric, and arithmetic upscaling on well 8-15. Source: Mohr (2005) [60].
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Figure 6.35: The PVT properties for Smiley Buffalo. Analogue information from the nearby 
Court file was used to  develop these curves. Source: Mohr (2005) [60].
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Figure 6.36: The relative permeability curves used for reservoir simulation. Analogue in­
formation from a nearby reservoir was used to develop these curves. Source: Mohr (2005) 
[60].

S pecial C o re  A nalysis

Two-phase, oil-gas and oil-water, unsteady state relative permeability curves were measured 
with Bakken reservoir fluid and rock samples in 1980. Unfortunately, those samples were 
damaged during the test procedures. The results were encouraging for Section 15, but water 
production behavior in other regions could not be satisfactorily explained.

Figure 6.36 shows the base oil-water relative permeability curves for the good and poor 
rock qualities used in the reservoir simulation.

The irreducible water saturations of the oil-water relative permeability curves were 
shifted to  match the averages determined by well log analysis for the two rock types. 
Swi =  0-24 was used for Facies 2 and Swl =  0.34 for the rest of the reservoir facies. The 
capillary pressure functions were rescaled to match a 2 m transition zone in a nearby analog 
reservoir.

6.3.5 A sset Team Flow Simulation R esults
This Section presents the flow simulation results for the well locations selected by the Asset 
Team. These results form the basis of comparison for the optimally selected well plan.

Figure 6.37 shows the field oil production versus time for the Asset Team selected wells. 
The thick dark line shows the average cumulative result, and the 20 realizations are shown 
as thin lines. There is quite a bit of variability among the runs (minimum =  1E6 BBL, 
maximum =  1.6E6 BBL). Clearly, heterogeneity has significant affect on recoverable oil. 
The average to tal field oil production is 1562E3 BBL. Figure 6.38 shows the field cumulative 
water production. The water production was quite high by the end of the life of the reservoir 
(24212E3 BBL), and it may not be economic to carry on the waterflood to  this date because 
of the high water cut. The average cumulative injected water is 24919E3 BBL and the time 
step plot is shown in Figure 6.39.

Figure 6.40 shows the barrel oil equivalent value of the Asset Team well plan over 20 
years. The formula for calculating BOEV is shown below:

B O E V  = Cprod ■ F O P T  -  Ctreat • F W P T  -  Cinject ■ F W I T  (6.2)
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Figure 6.37: This chart shows the field oil production versus time for the Asset Team 
Selected wells. The x-axis shows time and the y-axis shows cumulative barrels of oil.

The cost of producing oil, treating and pumping water are C prod =  0.95, C tr e a t =  0.006, 
and Cinj ect = 0.006. These values are derived from field observations and will be used 
to  calculate the value of the global objective function. The BOEV curves are expectedly 
similar to  the cumulative oil production curves. As with cumulative oil, there is quite a lot 
of variability in BOEV (minimum =  752E3 BBL, maximum =  1308E3 BBL) of the field 
after 20 years is 1189E3 BBL.

The numerical values used to calculate BOEV are shown in Table 6 .6 , and cumulative 
distribution functions of each variable are shown in Figure 6.41. The values are in 1000s of 
barrels. At the bottom  of the Table of results are the average values and the corresponding 
standard deviations.

The goal of the experiment is to  select well locations using the semiautomatic well 
location selection algorithm th a t have, on average, greater barrel oil equivalent value than 
the well locations th a t the Asset Team selected. The Asset Team selected well plan is further 
examined in the Experimental Comparison Section.

6.3.6 W ell Location Selection
In this Section, the semi-automatic well location selection algorithm is used to semiauto- 
matically select well locations. The well location selection is called semiautomatic because 
initial well locations are required. The Asset Team locations are used as seed locations. The 
first step in the algorithm is calculate the value of the global objective function value for 
the seed well locations. The seed well locations are then iteratively perturbed until the well 
plan conforms a well plan th a t optimizes the global objective function.

The well location selection is presented in the following order. The drainage radius 
and injector radius of influence are im portant inputs to the mini model and the global 
objective function, so these results are presented first. The mini model is next. The mini
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Figure 6.38: This chart shows the field water production versus time for the Asset Team 
Selected wells. The rc-axis shows time and the (/-axis shows cumulative barrels of water 
produced.
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Figure 6.39: This chart shows the field water injected versus time for the Asset Team 
Selected wells. The x-axis shows time and the (/-axis shows cumulative barrels of water 
injected.
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Figure 6.40: This chart shows the barrel oil equivalent value for the field under the Asset 
Team well plan. The z-axis shows time and the y-axis shows cumulative value.

FW IT
(MBBL)

FO PT
(MBBL)

FW PT
(MBBL)

BOEV
(MBBL)

18152 1374 17084 1093
22722 1378 21804 1042
21857 1665 21189 1323
21548 1339 20741 1018
18310 1017 17538 751
18003 1227 16975 956
20642 1631 19638 1308
20003 1434 19168 1127
21176 1584 19726 1260
21656 1613 20508 1279
22472 1640 21287 1296
20121 1347 19795 1040
16245 1241 15626 988
17877 1260 17683 983
16202 1072 15580 827
27098 1517 26042 1122

17849 1512 16915 1228
20040 1310 19310 1008
22811 1519 21618 1176

Average 24919.42 1562.07 24212.94 1189.17
St. Dev. 2735.00 183.10 2644.08 141.67

Table 6 .6 : The tabulated flow simulation results for the Asset Team well plan. These used 
to  calculate BOEV.
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Figure 6.41: These charts are the cumulative distribution functions for the Asset Team well 
plan.
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model results are used to  build the functions th a t are used to estimate the produced fluid 
volumes and the injected water volume. The final ingredient for the component objective 
functions is the structural penalty. The newly constructed component objective function 
are compiled and the global objective function is calibrated to  the flow simulation results 
using the Asset Teams well locations flow simulation results. The experimental results and 
concluding comments are presented last.

6.3.7 Drainage Radius and Injection Radius Selection
The drainage radius for the producer wells was obtained by observing the pressure draw 
down radius from flow simulation results of the Asset Team selected well locations. The 
drainage radius is used in the recoverable volume tem plate and used to  specify the width 
dimension of the mini model. The Asset Team well location flow simulation results are also 
used to calibrate the global objective function. Recycled use of the results minimizes the 
application of flow simulation programs.

A challenging aspect of selecting a drainage radius is th a t it is difficult to  discern the 
range of pressure drop influence due to  influences by structure, the reservoir, adjacent wells, 
injection parameters, and time. The selection of a drainage radius relies on professional ex­
pertise and judgment. There are likely more scientific or rigorous ways to  select a drainage 
radius than the one used here, nevertheless, the selected approach worked well and is de­
scribed below.

The drainage radius was selected using information from the pressure maps at the time 
step just after the peak oil production rate. The guiding philosophy employed is th a t at 
the time the peak oil production rate is realized, the system defined by the reservoir, the 
drawdown rate of the producer, and the injection rate has reached a state of equilibrium. 
Any changes to  either the production or injection rate will expand or collapse the radius 
of pressure influence. It might be folly to use oil rate as a guide as it may be indicative of 
sweep. Observation of the water saturation maps over several timesteps showed th a t the 
water front was still quite some distance from the producer at the selected time step.

The chart shown in Figure 6.42 shows hydrocarbon production rates versus time for all 
25 realizations with the average production rate indicated by a heavy line. The selected 
time step is 475 days (Time step 15).

For the selected time step, Figures 6.43, 6.44, 6.45 show vertically averaged pressures for 
realization 3 (the highest cumulative production), realization 5 (the lowest cumulative pro­
duction), and the vertically averaged pressure over all realizations. Using these three maps, 
a drainage radius of about 100m was selected. Referring to  realization 3, after 475 days, a 
pressure drawdown radius of about 100m can be observed. These estimates are supported 
by comparison with the pressure map for realization 5, and for the average pressure map 
over all realizations.

The injector influence radius was selected by observing the flow simulation results in the 
lower portions of the reservoir. Figure 6.46 shows the water saturation on the lowest layer of 
the reservoir for realization 5 at the end of the water flood. The injector had little influence 
beyond 400m so an injector influence radius of 500m was used.

6.3.8 M ini M odel R esults
This Section covers the construction and flow simulation results for the mini model. The mini 
model results provide the input information for the regression of the component objective 
functions. The parameters required to populate the model are derived from the full field 
model; however, no conditioning data  are used. The dimensions of the grid blocks are the 
same as the full field upscaled model (40m x 40m x lm ). The number of vertical blocks is 
the same as the full field model.

The number of x  and y blocks are guided by observations on the flow simulation results 
of the Asset Team well plan. The width of the grid is selected by observing the pressure
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Figure 6.42: The chart shows the hydrocarbon production rate over time for all realizations 
and the average hydrocarbon production ra te as a heavy line. The time used for observing 
the drainage radius is 475 days.

draw down maps discussed above. A radius of approximately 100m is observed giving a 
diameter of 200m. A grid dimension of 11 (twice the diameter of 200m plus one block 
so tha t the producer can be put in the middle of the grid) blocks in the x  direction is 
selected to  avoid boundary effects. The length of the mini model grid is im portant because 
observations are collected th a t characterize the injector and producer pair flow relationship 
over distance. If the grid is too short insufficient information is collected to  ascertain the 
optimal injector/producer distance. If the grid is too long unnecessary flow simulations are 
run.

The length of the grid for the mini model could be as small as a single cell or as large 
as the greatest dimension of the field. A practical approach is used here, and a length of 
approximately the field length is used to  give a grid length of 54 blocks. The final mini 
model grid measures 440m wide and 2160m long.

The injector well is located centrally at one end of the grid, ix  — 6 , iy  = 6 . The 
minimum separation distance for the injector producer pair is 0m (both wells in the same 
cell). Flow simulation results are obtained at separation distances of 80m to a maximum of 
1680m (iy =  48) so tha t there are 6 blocks on three sides of the producer at the end of the 
exercise.

The chart in Figure 6.47 shows the average cumulative produced oil over 20 years versus 
separation distance. The most productive separation distances start at around 300m and 
end at around 550m. If the life of the field were longer the distances in the range of optimal 
separation distances would increase.

The chart in Figure 6.48 shows the average cumulative produced water over 20 years 
versus separation distance. Unlike cumulative produced oil, there is no ideal spacing: the 
further away the injector is from the producer the less water is produced. The only way to 
select the best well location is to  employ an optimization algorithm and search for the best 
compromise.

The chart in Figure 6.49 shows the average cumulative injected water over 20 years 
versus separation distance. There is high correspondence between the cumulative water 
injected and produced charts. Figure 6.50 shows both injected and produced water on the
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Figure 6.43: The map is the vertically averaged pressure for realization 3 after 475 days.
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Figure 6.44: The map is the vertically averaged pressure for realization 5 after 475 days.
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Figure 6.45: The map is the vertically averaged pressure averaged over all realizations after 
475 days.
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Figure 6.46: The map shows the water saturation on layer 18 (the bottom  of the reservoir) 
after 20 years for realization 5.
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Figure 6.47: The a>axis shows separation distance, and the y-axis shows the cumulative oil 
production averaged over all 20 realizations. The best separation distance is in the range of 
300-550m.
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Figure 6.48: The z-axis shows separation distance, and the y-axis shows the cumulative oil 
production averaged over all 20 realizations. The best separation distance is in the range of 
300-550m.
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Figure 6.49: The x-axis shows separation distance, and the y-axis shows the cumulative 
water injected averaged over all 20 realizations.

same chart but using a log scale. Beyond the optimal separation distance the injected water 
is no longer efficiently pushing oil to the producer: the injection volume remains the same, 
but the produced oil and water decreases, and the volume of injected water decreases. The 
unaccounted for water is sweeping regions of the reservoir th a t do not contribute to  recovery 
efficiency.

Figure 6.51 shows cross sections of the water saturation model (realization number 1) 
at time steps 3 (at the top), 72 (in the middle), and 252 (at the bottom). The separation 
distance is a t the maximum distance. At time step 72, gravity takes over and the water flows 
along the bottom  of the reservoir until in time step 252 it begins coning up the producer. 
This is valuable information for selecting well locations as it demonstrates the effective 
distance of the water front. This is not to say tha t once water begins segregating to  the 
bottom  of the reservoir the water flood should stop; the injector may still be providing 
pressure support to  the producer.

For each injector and producer pair, separation distance, and realization, a geobody 
model is calculated. The collection of cells used to  calculate the geobodies start at the 
origin (6 cells behind injector) to 6 blocks beyond the location of the producer. Using the 
distance specific geobodies, the following parameters are calculated: surface area to volume 
ratio, the coefficient of variation on permeability, HCPV, average permeability, and the size 
(number of blocks) of the geobody. All of these parameters are collected because there is no 
way to  know apriori what combination of variables will lead to  the best multiple regression 
proxy for EOPT, EW PT, EW IT. There is some built in redundancy in the collected data. 
For example, the size of the geobody and HCPV are a little redundant because as the size 
of the geobody increases, HCPV increases. Similarly, as the size of the geobody increases 
the distance must increase. Nevertheless, the data  was collected to  maximize the potential 
of constructing regressed proxies of the highest quality.

Figure 6.52 shows how the coefficient of variation on permeability is affected by sepa­
ration distance. As the separation distance increases the size of the geobody increases, the 
more data  is incorporated into the geobody, and the distribution of permeability becomes 
better behaved.

Figure 6.53 shows how the ratio of the surface area to  the volume changes with respect 
to increasing separation distance. At a distance of around 500m, the separation distance 
tha t yields the maximum volume of recovered oil, there is an inflection in the distance versus
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Figure 6.50: The x-axis shows separation distance, and the y-axis shows log scale cumulative 
water produced (diamonds) and injected (triangles) averaged over all 20 realizations. The 
departure at large distance is due to  water injected and not being produced at the well.

surface area to  volume chart, and near a separation distance of about 1100m, the relationship 
between separation distance and surface area to  volume ratio ceases to  be meaningful.

Figure 6.55 and Figure 6.54 show a clear linear relationship between separation distance 
and HCPV and geobody size. These two data are redundant, but will be included in the 
examination anyway. Figure 6.56 shows average permeability versus separation distance. 
Despite the apparent trend in the plot, there is really very little variability in permeability 
- at permeabilities of greater than  1200md, lOOmd has little effect on the flow performance 
of the rock. Nevertheless, the data  will be considered in the construction of the component 
objective functions.

6.3.9 Structural Penalty
The well location selection algorithm accounts for the topography of the basal surface. The 
map shown in Figure 6.57 shows the map of the direction of strike for each block in the grid. 
The azimuth is calculated by finding the direction of the block with the highest elevation 
within a 100m radius around the well and using the centre of the block under consideration 
as the origin. The Asset team  wells are shown for reference. In the Asset Team well plan, 
wells 1-15 and 9-15 watered out the fastest. The elevation of the base at the injector (well 8- 
15) is -108.68. Well 1-15 is at elevation -111.0m, and well 9-15 is at -114.83. Also, according 
to  the direction of strike map, all three wells are on the same slope. The well plan has the 
producers down dip from the injector. Table 6.7 shows the penalty values assigned to  well 
in the Asset Team well plan.

The map of azimuths is shown in Figure 6.57. The injector is near the top edge of a bowl 
tha t services a number of producers. The map of dips in the direction of strike is shown in 
Figure 6.58. The wells 8-15, 1-15, and 9-15, are on similar slopes, and there are no valleys or 
crests between the injector and down dip producers. Well 4-14 is the best performing well. 
The elevation at well 4-14 is -108.35, nearly the same elevation as the injector. The dip map 
shows th a t a crest lay between the injector and producer. This situation is preferred over 
the well locations of 1-15 and 9-15.
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Figure 6.51: The :i;-axis shows separation distance, and the y-axis shows the cumulative oil 
production averaged over all 20 realizations. The best separation distance is in the range of 
300-550m.
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Figure 6.52: The x-axis shows separation distance, and the y-axis shows the coefficient of 
variation on permeability for the geobodies constrained by the distance between the injector 
and producer.
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Figure 6.53: The x-axis shows separation distance, and the y-axis shows the surface area 
to  volume ratio for the geobodies constrained by the distance between the injector and 
producer.
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Figure 6.54: The x-axis shows separation distance, and the y-axis shows the size for the 
geobodies constrained by the distance between the injector and producer.
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Figure 6.55: The x-axis shows separation distance, and the y-axis shows the HCPV for the 
geobodies constrained by the distance between the injector and producer.

Well Azi. Basal Azi. Pen. Deep Pen. OWC Pen. Final Pen.
8-15 270 -99.7 NA NA NA NA
1-15 270 -102.53 0.5 -0.060 -0.080 0.359
9-15 270 -106.96 0 -0.154 -0.124 -0.278
10-15 180 -103.41 1 -0.078 -0.086 0.834
2-15 0 -96.97 1 0.058 -0.055 1.0026
4-14 180 -102.82 1.5 -0.066 -0.082 1.35
6-15 45 -102.5 2 -0.059 -0.08 1.86

7-15 90 -96.17 0.5 0.0751 -0.0537 0.522

Table 6.7: This Table lists the individual penalties th a t comprise the structural penalty and 
the final penalty.
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Figure 6.56: The x-axis shows separation distance, and the y-axis shows the permeability 
constrained by the distance between the injector and producer.
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Figure 6.57: A map of the azimuth of strike for the Smiley Buffalo reservoir with the Asset 
Team selected wells.
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Figure 6.58: This map shows the dip at each location on the basal surface.
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6.3.10 COBJ Construction
This Section discusses the multiple regression input data, the fitment results, and the re­
gressed function for the EO PT and EW PT component objective functions. There is no 
way to  know apriori what combination of data  and interactions th a t will construct a COBJ 
function th a t minimizes estimation error. For this reason many data, sometimes redundant 
data, are collected from the mini model. Since the functions are merely proxies for flow 
simulation, there will always be error in the estimate; however, it is the contention of this 
thesis th a t the estimation errors would be less than  the potential loss due to  selection of 
well locations by hand.

E O P T

The EO PT function estimates the cumulative volume of oil tha t an injector producer pair 
might produce given certain observations from the mini model. The data are collected from 
the mini model with the aim of uncovering relationships between the injector and producer. 
The relationships are modeled using multiple regression, and estimates provided by the 
regressed function are used in lieu of the flow equations. The data are presented in chart 
form and compare the static data observations to  the flow simulation results.

Figure 6.59 shows the relationships between FO PT and the static information taken 
from the mini models. The posted results are averaged at each separation distance and over 
all realizations for clarity. The y axis on all the charts are for FO PT because these values 
are not truly estimates of production, they are actual production volumes from the mini 
model. The chart on the top left shows distance versus FOPT. An observation th a t can be 
made is th a t there is high correspondence between distance and average FOPT. According 
to  the chart, on average, the optimal separation distance is around 500m. The chart on the 
top right shows the surface area to  volume ratio. There is high correspondence here too. 
For small surface area to  volume ratio values, the volume of the good reservoir blocks is 
small and the surface area is large giving more conduits available to  flow oil to  the producer. 
This is evidenced by the increase in FO PT for small values of surface area to volume ratios. 
According to  the chart, well locations should be selected such tha t the ratio of surface area 
to  volume is near 1.95. The chart on the left and in the middle row shows the relationship 
between the coefficient of variation on permeability and FOPT. The COV is a measure of 
the heterogeneity on permeability within good reservoir rock. There is a clear relationship 
between the independent and dependent variables. Internal heterogeneity clearly pays a 
big role in recovered hydrocarbon. If there is too little, or too much heterogeneity, FO PT 
decreases. The chart in the middle row, and on the right shows the average permeability 
and FO PT relationship. If there is too much permeability hydrocarbon production falls 
because these regions are swept early and become water conduits to  the producer. Regions 
of low, to  moderate permeability are preferred. The two charts on the bottom  row are for 
HCPV and Size versus FOPT. These two charts offer nearly the same information. HCPV 
will be used preferentially to  construct the component objective function EOPT.

For the regression, a full quadratic fitment was explored and allowed the consideration 
of the interactions between the independent variables as well as relationships the squared 
terms might have with the dependent variable. The regression was performed using the 
Essential Regression software [78]. The regressed function is shown below:

E O P T  =  —30.78+0.37*C O V * H C P V  -  0.00084*D ist* S Z +0.00028* D ist2+0.19* H C P V
(6.3)

where COV is the coefficient of variation, Dist is the distance between the injector and 
producer, SZ is the size of the geobody, HCPV is the coefficient of variation. The function 
is simple in th a t it does not rely on too many factors. The factors were selected first by 
allowing the program to automatically select a function. Then the fitment of the function was 
quality checked and modified (factors added or removed) until a model th a t offered minimal
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Figure 6.59: The 6 charts show how field oil production changes with respect to  separation 
distance, surface area to volume ratio, the coefficient of variation on permeability, HCPV, 
and the size of the geobody.
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Multiple Regression Summary
R 2

R 2 for Prediction
0.792
0.765

Standard Error 1970.1

Table 6 .8 : This Table shows some fitment statistic for the regressed EO PT component 
objective function. The R 2 and R 2 for prediction values could be made higher by attem pting 
to  over fit.

Multiple Regression Summary
Coef. Coef. Val. P value Std Error -95% 95% t Stat

bO
C O V ■H C P V  

D ist ■ S Z  
D IS T 2 
H C P V

-30.78
0.374

0.000825
0.000278

0.188

0.576
4.45E-05
4.22E-06
0.00205
0.01527

54.89
0.08732
0.000169
8.77E05
0.07621

-139.75
0.200

-0.00116
0.00104
0.0370

78.19
0.547

-0.000490
0.00452

0.340

-0.561
4.280
10.76
5.329
-3.257

Table 6.9: This Table tabulates the fitment statistics for the coefficients of the EOPT 
component objective function.

heteroscedasticity between the estim ate and the residuals, maximized R 2 for prediction, and 
minimized standard error was arrived at. The fitment parameters are shown in Table 6.8 .

Common metrics for function performance are R 2, R 2 for prediction, and the standard 
error. R 2 for prediction is calculated by leaving one independent variable out of the equation 
and using the remaining independent data and dependent data to calculate the missing value. 
The R  and R 2 values are quite good, and the standard error is low, indicating a good fit 
by the EO PT function. The value of R 2 for prediction is the average value over all the 
independent variables. An indicator of good fit is the similarity of the values of R 2 and 
R 2 for prediction. The F  factor is large (44.2) and the F  significance is small (6.57E-21) 
indicating th a t the model is statistically acceptable.

None of the coefficients contributes significantly to  the standard error and significance of 
each coefficient is quite high. The regressed function for EO PT is considered a good model 
for estimating produced oil.

Figure 6.60 shows a plot of EO PT versus the predicted EOPT. There is some error in 
prediction, but the magnitude of the errors are small.

Figure 6.61 shows a plot of the predicted EO PT versus the residuals. The thing to  look 
for here is the increasing deviation of the residuals when the predicted values increase. The 
model shows good scatter of the residuals around 0 at all predicted values of EOPT.

C O B J e w p t

The EW PT function is used to estimate the cumulative volume of water produced by the 
producer. This function on its own accounts only for the relationship between the injector 
and producer. The producer may produce water other than water injected by the injector as 
a consequence of structure of proximity to  the oil water contact. Production of water other 
than injected water is accounted for by the structural penalty A s t r u c t - Like the EOPT 
component objective function, EW PT is modelled using a function built with multiple 
regression and aim to  serve as proxies for the flow equations.

The charts showing the relationships between FW PT and distance, surface area to vol­
ume ratio, coefficient of variation, average permeability, HCPV, and size are shown in Fig­
ure 6.62. The top left C hart shows the distance relationship is clearly non-linear and some-
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Figure 6.60: The x-axis shows the EOPT values, and the y-axis shows the predicted EOPT 
values. There is good correspondence between the actual and predicted values.
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dardized residuals. The residuals do not exhibit heteroscedasticity.
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Multiple Regression Summary
R 2

R 2 for Prediction
0.897
0.882

Standard Error 915.46

Table 6.10: This Table shows some fitment statistic for the regressed EW PT component 
objective function.

Multiple Regression Summary
Coef. Coef. Val. P value Std Error -95% 95% t Stat

bO
C O V ■H C P V  

D ist • S Z  
D IS T 2 
H C P V

41446.1
-1.987
0.0420
-87.26
3.314

2.41E-10
7.45E-26
9.14E-09
3.69E-10
1.66E-17

5849.2
0.137
0.007
12.47
0.317

29834.1
-2.258
0.028

-112.02

2.685

53058.2
-1.715
0.055
-62.50
3.942

7.086
-14.52
6.302
6.995
10.47

Table 6.11: This Table tabulates the fitment statistics for the coefficients of the EW PT 
component objective function.

what different than  th a t of the FO PT and distance. There is no optimal distance, as distance 
increases water production decreases. There is also a strong relationship between FW PT 
and the surface area to volume ratio. Big conduits, th a t is geobodies th a t have small sur­
face areas but large volumes, seem to produce less water than geobodies tha t have more 
surface area. This might have something to  do with permeability heterogeneity. The chart 
in middle left shows the coefficient of variation versus FW PT. When the standard deviation 
is smali, iow heterogeneity, less water is produced. The chart in the middle right shows the 
average permeability of the geobody. The chart shows some strange behavior in tha t there 
are high average permeabilities where there is little water produced. This is a consequence 
of distance: as distance increases less water is produced, but the average permeability does 
not change. The two bottom  charts show the relationships between HCPV and Size versus 
FW PT. The two charts are redundant because they merely show th a t as HCPV or Size 
increases (distance increases) less water is produced.

The procedure for modeling EW PT is the same as th a t used to  model EOPT. The 
regressed function is shown below:

E W P T  =  414456.1 - l .9 9 * D is t* S A V + 0 M 2 * A V G P 2-8 7 .3 * A V G P + 3 .3 l* S A V * A V G P
(6.4)

where SAV is the surface area to  volume ratio, AVGP is the average permeability for the geo­
body. The function is simple in th a t it does not rely on too many factors. The function relies 
heavily on the average permeability of the geobody and the separation distance between the 
injector and the producer. The fitment parameters are shown below in Table 6.10.

The R 2, R 2 are for prediction, and the standard error. The R  and R 2 values are quite 
good, and the standard error is low, indicating a good fit by the EW PT function. The F  
factor is large (207.33) and the F  significance is small (5.07E-46) indicating th a t the model 
is statistically acceptable.

As with the EO PT function, none of the coefficients in the function for EW PT con­
tributes significantiy to  the standard error and significance of each coefficient is quite high. 
The regressed function for EW PT is considered a good model for estimating produced water.

Figure 6.63 shows a plot of EW PT versus the predicted EW PT. There is some error in 
prediction, but the magnitude of the errors are small.
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Figure 6.62: The 6 charts show how field water production changes with respect to  separation 
distance, surface area to  volume ratio, the coefficient of variation on permeability, HCPV, 
and the size of the geobody.
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Figure 6.63: The x-axis shows the EW PT values, and the y -axis shows the predicted EW PT 
values. There is good correspondence between the actual and predicted values.
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Figure 6.64: The x-axis shows the predicted EW PT values, and the y-axis shows the stan­
dardized residuals. The residuals do not exhibit heteroscedasticity.

Figure 6.64 shows a plot of the predicted EW PT versus the residuals. There is minimal 
heteroscedastic behavior and the model shows good scatter of the residuals around 0 at all 
predicted values of EW PT.

C O B J e w i t

Modeling of the expected total injected water relies heavily on the estimate of water pro­
duced. The relationships between EW IT and distance, Surface area to  volume ratio, Coef­
ficient of variation on permeability, HCPV, and Size, are shown in Figure 6.65 and demon­
strate the validity of this assumption; the charts are nearly the same as those for EW PT. 
For ease of comparison the EW PT values are shown in the chart as light colored triangles. 
The EW PT are all slightly less than  the EW IT values due to  a voidage replacement factor 
of 1.1 for the water injection.

C O B J C o n clu d in g  R em ark s

The models for EOPT, EW PT, and EWIT are reasonable proxies for flow simulation. The 
approach of using input data  and multiple regression to  construct a proxy for the action of 
performing flow simulation is not new, it has seen application in numerous fields under very

174

»--------------
♦ ........

A
4

* ♦ ♦ ♦

A 4 ♦  * ► ♦ ♦

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



^  10000 

I  8000

L 6000
ffl
S. 4000
l-Q.
5
U .

2000

0

500 1000 1500

Distance (m)

2000

10000 

g  8000O
rj 6ooo
m 4000

Ql

5u.
2000

0

0.58 0.6 0.62

Coefficient of Variation

10000

8000
6000

m
S. 4000

1.75 1.95 2.15

Surface Area/Volume (m2/m3J

10000 — i —

8000o
6000

4000
2000

LL

1000 2000 3000 4000

HCPV (BBL*1000)

10000

Average Permeability (md)

10000

EL 4000

Figure 6.65: The 6 charts show how field water injected and produced changes with respect to 
separation distance, surface area to  volume ratio, the coefficient of variation on permeability, 
HCPV, and the size of the geobody.
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EOPT
(MBBL)

FOPT
(MBBL)

EW PT
(MBBL)

FW PT
(MBBL)

EW IT
(MBBL)

FW PT
(MBBL)

GOBJ
(MBBL)

BOEV
(MBBL)

1726 1374 18152 17740 19514 17084 1416 1093
1920 1378 22722 21063 23170 21804 1559 1042
2081 1665 21857 27198 29918 21189 1634 1323
1473 1339 21548 21249 23373 20741 7430 1018
1444 1017 18310 15728 17301 17538 9545 751
1459 1227 18003 15743 17317 16975 9440 956
1961 1631 20642 20742 22816 19638 1601 1308
1775 1434 20003 21681 23849 19168 1413 1127
2110 1584 21176 18418 20260 19726 1773 1260
2020 1613 21656 21699 23869 20508 1645 1279
1899 1640 22472 20506 22556 21287 1546 1296
1752 1347 20121 23580 25938 19795 1367 1040
1462 1241 16245 14372 15809 15626 1208 988
1780 1260 17877 20113 22124 17683 1438 983
1343 1072 16202 16252 17877 15580 1071 827
1970 1517 27098 26595 29254 26042 1536 1122

1839 1512 17849 20611 22673 16915 1487 1228
1882 1310 20040 19162 21078 19310 1547 1008
2079 1519 22811 19971 21968 21618 1723 1176
1943 1562 24919 22870 25157 24212 1558 1189

Table 6.12: This Table of values compares the component objective function values with 
the corresponding field flow simulation values as well as the global objective function values 
(before calibration) with the BOEV values from flow simulation

similar conditions. The next step is to  calibrate the global objective function to  the flow 
simulation results. If the component objective functions are good proxies the calibration 
weights will be small.

6.3.11 Calibration to  Flow Sim ulation Results
In this Section, the Asset Team well plan results presented above are used to  calibrate 
the global objective function. Table 6.12 shows the values for the component objective 
function values and the corresponding values from the Asset Team well plan. The values 
are quite close, and credit to  this results can be assigned to  the good fit of the regressed 
EO PT and EW PT functions. Recall th a t EW IT is actually a function of EW PT and the 
voidage replacement factor used in the simulation runs. The two last columns present the 
global objective function values and the BOEV values from the flow simulation. The pre­
calibration correlation coefficient between the global objective function and BOEV is quite 
high at 0.80. The calibration exercise will improve the correlation, but probably not by 
much.

The values of the global objective function pre- and post-calibration as well as the BOEV 
values are shown in Table 6.13. The selected weights are A e o p t  = 1-44, A e w p t  =  0.946, 
and A e o p t  = 1-01. The correlation coefficient increased to  0.83 using the weights.

The calibrated global objective function values are somewhat different from the pre­
calibration global objective function values and the BOEV values. The well locations selec­
tion algorithm is not affected by the difference as it aims to  find the best solution no m atter 
the numerical values enumerated by the global objective function. A drawback of using the 
calibrated values is th a t they do not give a direct estimate of the BOEV; however, one can 
be backed out given the weights.
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Pre. GOBJ 
(MBBL)

Post. GOBJ BOEV
(MBBL)

1416 17203 1093
1559 19966 1042
1634 22924 1323
1131 13971 1018
1174 13581 751
1187 14545 956
1601 20383 1308
1413 17868 1127
1773 22589 1260
1645 21525 1279
1546 19705 1296
1367 17771 1040
1208 13777 988
1438 17848 983
1071 12148 827
1536 21336 1122

1487 18831 1228
1547 19252 1008
1723 22135 1176
1558 20472 1189

Table 6.13: The Table of values compares the pre- and post-calibration global objective 
function values with the BOEV values calculated directly from flow simulation results. 
There is a large difference in the magnitude of the values.
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Figure 6.66 : This map shows the optimal well locations (solid dots), the Asset Team loca­
tions (circles with crosshairs), the conditioning da ta  (dots with crosshairs), and the injector 
(dot with arrow).

6.3.12 Experim ental R esults and Com parison
The map shown in Figure 6.66 shows the basal surface, the injector (dot with arrow), the 
conditioning wells (dots with crosshairs), the optimal wells (dots), and the Asset Team wells 
(circles with crosshairs). For additional clarity the wells are AX to indicate an Asset Team 
location and OX to indicate an optimal well location. The optimal wells are placed not much 
differently than  the Asset Team locations. The most obvious difference is the locations of 
wells A3 and 0 3  and the spacing of the wells.

Figure 6.67 shows a map of the recoverable volumes for the Asset Team (top) and optimal 
well plans (bottom). The most obvious difference is the location of the most western well 
in the Asset Team well plan.

Figure 6.68 shows a map of the sweep for each well plan. All of the wells are serviced by 
the injector in the optimal well plan compared to the Asset Team well plan. In the Asset 
Team well plan, the most western well (well named A l) is not reached by the injector. The 
topology of the base for the path  to well A l increases in elevation then decreases by the
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Figure 6.67: This map shows the recoverable volume tem plate for the Asset Team well plan 
(top) and the optimal well locations (bottom)
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FW IT
(MBBL)

FOPT
(MBBL)

FW PT
(MBBL)

BOEV
(MBBL)

21814 1734 20327 1394
24042 1452 22817 1098
26145 2098 24770 1687
26084 1505 24976 1123
22146 1289 21104 965
23942 1533 22861 1175
25212 1940 23868 1549
22803 1700 21320 1350
25088 1840 23295 1458
26287 1986 24681 1581
29553 2022 28120 1575
23699 1712 22741 1348
20454 1466 19422 1153
19860 1423 19182 1117
20068 1316 19082 1016
29957 1666 28299 1233
20544 1658 19222 1336
25162 1564 24205 1190
29367 1868 27880 1431
28535 1895 27208 1466

Average 24538 1683 23269 1312
St. Dev. 3046 226 2904 179

Table 6.14: This Table enumerates the flow simulation results for the optimal well plan. 
The average BOEV exceeds the BOEV for the Asset Team well plan.

time A l (A  is intended to represent Asset Team) is reached, and Well A4 screens well A l 
and produces much of the water th a t might have reached well the producer A l. A similar 
situation exists in the optimal well plan. Well 03 , is screened by well 1-15. The difference 
with this situation is th a t well 1-15 is downdip of 03 . Well 1-15 sees fast water breakthrough 
but due to  the volume of water injected, and two adjacent producers pulling the water front, 
well 1-15 is bypassed by the water front and well 0 3  is serviced by the injector. Also, well 
A3 is 638m away from the injector and well 0 3  is 473m away. According to  Figure 6.47, 
cumulative oil drops significantly beyond about 500m. It could be th a t well A3 was not 
solely intended as a producer and may have had the partial intent of being a step out well.

The cumulative oil production, water production, and water injected are shown in Fig­
ures 6.69, 6.70, 6.71, respectively. The cumulative for each of the fluids are higher in the 
optimal well locations versus the Asset Team selected locations. Figure 6.72 shows an in­
crease at each time step for BOEV. This means th a t the optimal well plan outperforms the 
Asset Team selected locations.

Table 6.14 shows the numerical values for the cumulative fluids produced and injected 
for the last time step. Each parameter shows increases. Water injection at this field is 
relatively cheap, so, although there is an increase in water handling costs, there is added 
recovered hydrocarbon th a t might offset the extra costs.

Table 6.15 compares the average cumulative volumes for the Asset Team and optimal 
well locations. The last two rows of the Table show the increases in term s of percent and 
relative to  the Asset Team well plan. There is an increase of more than  19% cumulative oil. 
Despite the increase in water handling, BOEV increased by more than  19%.

Figure 6.73 shows the cumulative distributions for FW PT, FO PT, FW IT, and BOEV. 
The functions are all shifted and reflect the increased performance from the optimal well
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Figure 6 .68: This map shows the sweep pattern  for the Asset Team (top map) selected well 
plan and the optimal well locations. The Asset Team and optimal well locations are also 
shown.
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Figure 6.69: This chart shows the field oil production versus time for the Asset Team 
Selected wells. The x-axis shows time and the y -axis shows cumulative barrels of oil.
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Figure 6.70: This chart shows the field water production versus time for the Asset Team 
Selected wells. The x-axis shows time and the y-axis shows cumulative barrels of water 
produced.
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Figure 6.71: This chart shows the field water injected versus time for the Asset Team 
Selected wells. The x-axis shows time and the y-axis shows cumulative barrels of water 
injected.
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Figure 6.72: This chart shows the barrel oil equivalent value for the field under the Asset 
Team well plan. The x-axis shows time and the y-axis shows cumulative value.
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FW IT FO PT FW PT BOEV
(MBBL) (MBBL) (MBBL) (MBBL)

Optimal Average 
Optimal St. Dev. 

Asset Average 
Asset St. Dev. 

Change Average 
Change St. Dev.

24538
3046

20486
2735
19.78
11.41

1683
226
1413
183

19.17
24.04

23269
2904
19622
2644
18.58
9.87

1312
179

1101

142
19.25
19.19

Table 6.15: This Table compares the summary statistics for the Asset Team well plan and 
the optimal well plan. Despite an increase in water handling costs, there is almost 20% 
improvement in BOEV.

Asset Well W OPT (MBBL) W O PT (MBBL) Optimal Well
01-15 260 238 01-15
09-15 115 136 09-15
10-15 228 275 10-15

A l 214 272 O l
A2 238 257 0 2

A3 136 259 0 3
A4 218 244 0 4

Table 6.16: This Table compares the cumulative produced oil volumes for each producer for 
the Asset Team well plan and the optimal well plan

plan.

Source o f  Im proved B O E V

The optimal well plan shows improved performance over the Asset Team well plan, but it 
would be intersting to  know if the improvments are solely due to the change in location of 
wells A3 and 03 . This Section discusses the cumulative volumes for all the producer wells.

Table 6.16 shows the cumulative oil volumes for all the producers. There is little change 
among the existing producers - just a little reorganization of oil among the wells. Most of 
the improvement does come from the new well locations and in particular A3 and 0 3  where 
the cumulative oil production is almost doubled.

Table 6.17 shows the cumulative water volumes for all the producers. For the most part 
all the wells in the optimal plan saw increased water production. The volume of injected 
water increased from 21016 BBL*1000 to 24711 BBL*1000, yet the to tal water produced 
increased from 19622 BBL*1000 to  23269 BBL*1000. This means th a t the Asset Team well 
plan produced 93.4% of the water injected and the optimal well plan produced 94.2% of the 
injected water so there is no change in the efficiency of the injection.

6.3.13 Com m ents
The optimal well plan outperforms the Asset Team well plan by about 19% in terms of 
barrel oil equivalent value. The water flood sweep was more efficient by observation in tha t 
all of the wells were in communication with the injector. There were only moderate changes 
in well location. This was mostly due to  the limited available area for the selection of new 
well locations and th a t was a consequence of dissolutioning and and collapse of material 
stratigraphically below the reservoir.
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Figure 6.73: These charts are the cumulative distribution functions for the optimal well plan 
(dark line), and the Asset Team well plan (light line).

Asset Well W W PT (MBBL) W W PT (MBBL) Optimal Well
01-15 7561 8365 01-15
09-15 2163 3183 09-15
10-15 2049 3209 10-15

A l 1541 2352 O l
A2 2194 2662 0 2

A3 1153 1160 0 3
A4 2957 2335 0 4

Table 6.17: This Table compares the cumulative produced water volumes for each producer 
for the Asset Team well plan and the optimal well plan
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C hapter 7

Concluding Com m ents

In the mining and petroleum industries, engineers make decision with the goal of maximizing 
value for the stakeholders. A common factor in selecting dig limits and well locations is 
subsurface uncertainty. Geostatistics can be used to  construct models of uncertainty, but 
there are few tools for selecting dig limits or well locations given a model of uncertainty. 
Decision making under uncertainty is a challenging problem: the global objective function 
may not be amenable to many well known optimization techniques, the relationships between 
component objectives may be competitive and non-linear, and the solution space is large. 
The semi-automatic dig limit and well locations selection techniques developed in this thesis 
are effective in making optimal decisions in light of uncertainty. This Chapter provides 
summaries of the dig limit and well location selection algorithms and discusses limitations 
of the techniques.

7.1 D ig  L im it S election

The dig limit selection algorithm accounts for uncertainty and the limitations of mining 
equipment in the selection of dig limits. As input information, the algorithm requires a 
mineral model of uncertainty, a quantification of mill response to  mineral grade and con­
tam inant content, and an understanding of how the mining equipment responds to  contours 
in the dig limits, or the digability of the dig limits. The procedure for applying the dig limit 
selection technique is as follows:

1. Construct models of uncertainty on each im portant mineral including contaminants. 
Any mine should have these models readily available.

2. Convert the mineral models of uncertainty to  an expected profit map using the ex­
pected profit transform.

3. Select an initial dig limit.

4. Use the dig limit selection algorithm and a set of digability factors to  build a digability 
catalog. Select the dig limits from the digability catalog th a t represent the selectivity 
of the mining equipment and survey these to  the bench.

The dig limit selection algorithm is a semi-automatic technique because it requires an 
initial dig limit solution to  start. The algorithm starts by measuring the performance of the 
initial dig limit, then the algorithm perturbs the dig limit until it conforms to a dig limit 
th a t strikes the best compromise between ore content and ease of mining for the mining 
equipment. A single perturbation consists of randomly drawing a vertex on the dig limit, 
randomly drawing a change in location for the vertex, measure the performance of the new 
dig limit, and accepting or rejecting the new dig limit according to  the simulated annealing 
decision rule.
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Experiments were conducted th a t examined the features of the dig limit selection algo­
rithm. Three case studies were performed. The first case study selected dig limits on a real 
data set for a copper mine in Chile. The second compared semi-automatically selected dig 
limits to  dig limits drawn by hand. The first comparison experiment involved a synthetic 
data set. Mining professionals were given a map of expected profit and the specifications of 
available mining equipment and asked to select the dig limits tha t would maximize profit. 
The third case study involved a real data set on a copper mine in the United States and 
compared dig limits drawn by the mining engineer to  semi-automatically selected dig limits. 
In both comparison experiments, the semi-automatic dig limits improved the profit in the 
order of 1-1.5

7.1.1 D ig Limit Selection Application Com m ents and Lim itations
The dig limit selection technique is a new approach for selecting dig limits. It requires 
collecting and processing of information th a t is not commonly practiced. For this reason, 
some comments on using the technique are provided below:

•  Precise information is required from the mill on how it responds to  changes in grade and 
contaminant concentration. This information is usually known by the mill operators 
and engineers. Integrating this information into the expected profit transform may 
be difficult. Aim to identify significant contributing factors and eliminate factors tha t 
have poorly understood or minimal effect on recovery.

•  Characterizing the digability penalty function may be difficult. There is little or no 
documentation on how mining equipment performs under particular mining conditions. 
In this thesis it was assumed th a t mining efficiency varies smoothly from poor efficiency 
to  high efficiency. This may not be the case. There may be a critical threshold where 
mining efficiency collapses to  0 rather than the assumed asymptotic approach to low 
efficiency. The only option is to  observe and tabulate the performance of the mining 
equipment and construct mine specific digability penalty functions.

•  Selecting a digability factor is challenging. The digability catalogue is a good solution, 
but it relies on a subjective understanding of the selectivity of the mining equipment. 
An iterative approach must be used where changes and differences in head grade 
and estimated head grade are documented and used to  guide the selection of a good 
digability factor.

The dig limit selection algorithm is not recommended for setting long term  production 
targets or long term  planning. The equipment assumptions, i.e., the penalty function and 
selected digability factor used to select the dig limits may not be valid at the time of mining. 
Information content changes as mining proceeds and the new information may change the 
dig limits.

Semi-automatic dig limit selection is not recommended for recoverable reserves estima­
tion. Dig limit selection requires assumptions about the mining equipment and the data 
tha t may not be valid by the time the mining process actually excavates the volume.

7.2 W ell L ocation  S election
The well location selection algorithm integrates static and dynamic reservoir information 
to  select optimal well locations. The selected locations are jointly optimal, th a t is, the 
locations consider all realizations in the model of uncertainty simultaneously in the search 
for the optimal well plan. As input information the well location selection algorithm requires, 
a reservoir model of uncertainty, a minimal set of flow simulation results, and a seed well 
plan. The procedural steps for applying the algorithm are as follows:
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1. Construct the full field model of uncertainty and obtain flow simulation results for at 
least one realization.

2. Construct the mini model using the parameters used to  construct the full field model.

3. Collect the static and dynamic information required for multiple regression of the 
component objective functions.

4. Build the map of azimuth of dips for calculating the structural penalty.

5. Use the full field model flow simulation results to  calibrate the global objective func­
tion.

6. Use the seed well plan and the calibrated global objective function to  select an optimal 
well plan.

The essential steps of the well location selection algorithm can be described as follows: 
1) start with an initial guess at the well locations, 2) measure how this reference well plan 
performs using a global objective function, 3) propose a random change to  the well plan and 
measure how the modified well plan performs using the global objective function, 4) use the 
simulated annealing decision rules to  accept or reject the new well plan, 5) if the new plan 
is accepted, update the old plan with the well locations and go the first step, or if the new 
plan is rejected go to the first step. Each loop over the 5 steps is a single perturbation. The 
algorithm evaluates perturbs the well plans until a large number of perturbations yield no 
improvement, or some other stopping criteria are invoked.

The case studies provided interesting insight into the process of selecting well locations. 
The merging of optimal well plans does not yield an optimal well plan. In other words, 
the best approach is to select all well locations at the same time because incrementally 
adding wells to  an existing well plan gives suboptimal results. The added information 
supplied by adding well locations incrementally to  the well plan may not lead to superior 
well locations. The added well information only serves to update the near well bore region, a 
region unavailable for future locations due to  well to well interactions. In summary the best 
approach is to  select all well locations simultaneously and review the d ata  as it arrives. If 
the new data changes the conceptual model or indicates a change is required in the modeling 
practice, update the model and select new locations in light of the incremental data.

7.2.1 W ell Location Selection Application Com m ents and Lim ita­
tions

The well location selection algorithm integrates static and dynamic information. The se­
lection algorithm relies on a proxy to  flow simulation for the selection of locations. Due 
to  the complexities of fluid flow and of reservoir management, there are limitations to  the 
semiautomatic well location selection algorithm:

• The global objective function is calibrated to  the flow simulation results and is a proxy 
for flow simulation for quick evaluation of potential well plan. The final well plan may 
require slight modification to  optimal results under flow simulation.

• The algorithm depends strongly on flow simulation results to obtain a global objective 
function. The algorithm could be adapted to  work without flow simulation results, but 
there is no replacement for the flow equations and without the flow simulation results 
the global objective function is a significantly compromised proxy for flow simulation.

• The construction of the component objective functions depends on multiple regression 
and it may be th a t the collected static information will not facilitate the construction 
of a regressed function with acceptable fitment statistics. In this case one could use one 
of the distance and fluid production relationships directly instead of an unsatisfactory 
regression model.
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•  The well location selection algorithm is most easily applied to  reservoirs th a t have 
seen little or no production. The need to incorporate multiple realizations th a t history 
m atch is the primary impediment here. The saturation functions change with respect 
to  time and the only way to  construct plausible realizations is to  account for the 
physics of flow using a flow simulator.

•  There is no facility for incorporating completion intervals. As it is currently set up 
the algorithm assumes th a t the whole interval is completed and this constraint was 
propagated to  the flow simulation parameters. This may not be realistic and will 
certainly bias the calibration procedure because completion intervals are often selected 
specifically to  enhance performance. Furthermore, different completion intervals can 
have significant effect on the behavior of the reservoir.

•  The technique does not consider tubing effects or near well bore issues such as skin or 
formation damage.

•  In the flow simulation part of the technique assumptions must be made about dynamic 
reservoir characteristics, bottom  hole pressures for example. Thus the results can not 
be used to  predict future well performance or for booking reserves.

•  One must be cautious about data  honoring in the reservoir model of uncertainty when 
selecting well locations. D ata locations have the least uncertainty in the reservoir 
model of uncertainty. The ergodic fluctuations may cause regions without data control 
to  look less appealing than  regions with data  control to  global objective function. Thus 
the technique may have reduced effectiveness in reservoirs with many wells.

•  The well location selection technique is labor intensive and for some projects it may 
present more work than  is worthwhile. For example, it may not be worthwhile to 
apply the technique to a field where drilling is cheap, production is low, or there are 
already many wells in place.

•  The algorithm only works for a specified number of wells of the same type (vertical, 
deviated, or segmented) of wells. The problem th a t might be raised is changing well 
types is th a t it would add a significant number of perturbations if a well is changed 
from a vertical to  a segmented well, or from a segmented well to a vertical well. Also, 
changing well types might add significant noise to  the global objective function and 
consequently increase the number of perturbations required for finding a global optimal 
solution.

• The algorithm is limited to  a specified number of wells. The anticipated problem with 
allowing the algorithm to optimize the number of wells as well as the locations of the 
wells is noise or drastic changes in the global objective function. Simulated annealing 
is somewhat resistant to problems such as this, but it would add to  the number of 
required perturbations and add to the complexity of the problem: should the algorithm 
add a vertical, deviated, or segmented well, where should the seed location be, should 
a well be converted from its current well type to  another rather than  adding a well? 
It can be readily seen th a t the problem could quickly assume huge proportions.

7.3 F uture W ork

7.3.1 D ig Limit Selection
This Section outlines in point form possible avenues for future research in dig limit selection:

•  The semi-automatic dig limit selection algorithm would benefit from studies on equip­
ment performance on dig limit tortuosity. Such studies would provide the information
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required to  avoid relying professional understandings of how equipment performs and 
eliminate the need to  construct a digability catalog.

•  Extensive experimentation was undertaken on selecting the initial dig limit. None of 
the algorithms developed in the course of the research were very good at it, particularly 
when the initial dig limit had to be tortuous. A technique for selecting good initial 
dig limits would eliminate the need for human involvement and make the algorithm 
fully automatic.

•  While there are software packages th a t simulate the mining process, these rely on 
mining out the deposit on a block-by-block approach. Mining does not proceed block- 
by-block. Mining proceeds shovelful-by-shovelful. A mining simulator based on the 
shovelful-by-shovelful approach integrating fully automatic dig limit selection would 
be useful for planning.

• Increased selectivity may be made possible by integrating the grade control procedure 
with a global positioning system (GPS). For example, GPS sensors on the shovel boom 
communicating with a computer would be able to  precisely locate where the shovel is 
digging and inform the operator about the optimal classification of the material. GPS 
connectivity with the haul trucks would specify the destination of its load. The key to 
success here is the accuracy of the dig limits and hence the information used to select 
them.

• Incorporating GPS into the dig limit selection algorithm may open up the option of 
in situ, or in pit, blending by keeping track of the grades excavated by a shovel with 
a GPS beacon on it and the estimated grade loaded on the haul truck.

•  The initial and optimally selected dig limits represent a volume of material equivalent 
to the area inside the dig limit polygon multiplied by the height of the bench to 
be mined. The mining face will not be perpendicular because blasted material is 
unconsolidated and sloughing will occur. Some dilution occurs at the dig limits. The 
extent of dilution is subject to how it is mined. Because there is a human element 
to the dilution there really is no way to  account for it in selecting dig limits. The 
algorithm for selecting dig limits does not explicitly account for the additional room 
th a t equipment may require to  sloughing of material. The user is expected to  account 
for sloughing by selecting appropriate parameters.

7.3.2 W ell Location Selection
This Section outlines ares for possible future research involving well location selection.

•  The well location selection algorithm is most easily applied to reservoirs th a t have 
never seen production. This is because the saturation functions, and possibly the 
petrophysical properties, change with respect to  time. Much research has been under­
taken to construct realizations th a t automatically history match. Application of the 
well location selection algorithm to a set of history matched realizations would be an 
im portant extension to  this research.

• Finite element analysis flow simulators are computationally intensive. Streamline flow 
simulators are far less intensive. It might be possible to  integrate a streamline flow 
simulator into the perturbation/global objective evaluation steps of the well location 
selection algorithm.

• The work included in this thesis covers applications in the hydrocarbon reservoirs. 
The same principles might be applicable to  other types of reservoirs.
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•  Considered in this research was an application to  a water flood. This is one of many 
different enhanced oil recovery (EOR) techniques. An im portant research avenue 
might be other EOR techniques.

• Considered in this research, was a water drive with water injection reservoir. This 
is but one type of drive mechanism. Some deep water reservoir are being produced 
under water, gas and compaction drive with water and gas injection. Application 
of the technique to such reservoir may provide im portant changes in development 
planning th a t increase productivity.

•  This research did not include uncertainty in the dynamic parameters in the selection 
of the optimal well plan. A possible avenue for research might be the construction of 
a sweet of calibration weights th a t reflect the span of dynamic property uncertainties.
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