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Abstract

Traditional survey based methods for clinical depression detection are not always

effective; the patient may not reflect their actual mental health condition because

of the cognitive bias exhibited while filling out questionnaires about depression.

Established through ample earlier work, social media language has been found to

be a reflection of a user’s real-time mental health status. Being influenced by this

potential of social media posts, in this dissertation, we describe a framework for

natural language modelling of clinical depression from public social media posts,

e.g., tweets from a Twitter user’s timeline. Such modelling requires extraction of

depression symptoms from the social media posts, then following clinical psychia-

try guidelines to calculate depression scores for all two-weeks episodes; then, based

on these scores, we infer whether a user is depressed or not. In this process, the first

important challenge is the data scarcity for developing a Depression Symptoms De-

tection (DSD) model.

To address data scarcity, we follow two steps. First, we curate a Clinical Expert

Annotated Depression Symptoms tweets (CEADS) dataset. We bring important

innovations for curating a better quality of CEADS dataset that reflects both clin-

icians’ insights and depression symptoms distribution of self-disclosing depressed

Twitter users. Second, we train our DSD model using CEADS dataset and further

make the model robust with the help of our proposed Semi-supervised Learning

(SSL) framework. In this framework, we iteratively harvest depression symptoms

tweets and re-train our DSD model. Moreover, we propose a Zero-Shot Learning
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(ZSL) model to make our iterative data harvesting process more effective.

Further, with the help of the DSD model, we develop our Temporal User-level

Clinical Depression Detection (TUD) model that can extract clinical depression

scores through a user’s Twitter timeline; much like what a depression rating scale,

e.g., Patient Health Questionnaire - 9 (PHQ-9) would do.

Finally, we draw insightful conclusions on user-level clinical depression mod-

elling by using the following: (1) depression score based features, (2) pure semantic

representation based features, along with (3) their temporal representations and (4)

experimentations with various clinical depression detection settings in several data

distributions. To the best of our knowledge, our experimentations and analyses are

unique in the literature.
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Chapter 1

Introduction

1.1 Overview

Major Depressive Disorder (MDD), otherwise called “Clinical Depression,” is one

of the most common mood disorders estimated to affect around 300 million people,

worldwide which is around 4.4% of the global population [70]. MDD is differ-

ent from temporary sadness and, if long-lasting with moderate to severe intensity,

can cripple a person from functioning properly in their personal lives [28]. Such a

condition can even lead to other debilitating consequences in one’s life, including

self-harm, substance abuse, and suicide [139]. Unfortunately, detecting depression

itself is a very challenging task. According to statistics, half of the depressed people

worldwide do not seek treatment for depression because of societal stigma, igno-

rance, or failure to acknowledge this as a disorder that requires treatment [4], [127],

[150]. Because of this, there is a considerable need for an effective, inexpensive,

and real time intervention of depression for this high-risk population.

According to the research by Gowen et al. [43] and Naslund et al., [92], [93], it

has been found that depressed people show increased use of social media platforms

to share their daily struggles, connect with others who might have experienced the

same, and seek help. Interestingly, among young adults, social media is very popu-

lar where they share their day-to-day activities, and the availability of social media

services is growing exponentially year by year [100]. Moreover, it has been es-

tablished by an ample early research that it is possible to detect signs of depression

from social media language used in social media posts [20], [25]–[27], [117], [124],
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[130], [133], [152], [155]. According to these studies, linguistic features, such as

n-grams, psycholinguistic and sentiment lexicons, word and sentence embeddings

extracted from social media posts can be very useful for detecting depression com-

pared to other social media-related non-linguistic features, such as social network

structure of depressed users and their posting behavior. A majority of these stud-

ies use public social media data, i.e., Twitter and Reddit mental health forums for

user-level depression detection because the relative ease of accessing such datasets

unlike Facebook and other social media which have strict privacy policies. Despite

of this plethora of work, there are some fundamental problems which are still to

be addressed and are required for creating robust models for depression detection

following clinical guidelines. For example, it has been found in earlier research that

traditional survey-based methods of depression screening through telephone or on-

line questionnaires can be ineffective due to the lack of truthfulness of the patients,

typically caused by some cognitive bias [48]. This bias can be further aggravated

because of filling out the surveys at a later time as opposed to real-time. On the

other hand, through social media posts people share their day-to-day affairs, ups

and downs, emotional states and overall mental health status. Therefore, it is sen-

sible to look for signs of clinical depression in a social media user’s timeline for

real-time mental health status monitoring and intervention if required.

The clinical process of depression detection involves the analysis of temporal

patterns of depression symptoms for at-least a two-weeks period [29]. This tem-

poral component is very important for clinicians so that they can monitor a pa-

tient’s depression over time and take necessary steps. Previous research focused

on detecting depression through a digest of social media posts in a user’s timeline

based on different lexical, vocabulary, or topic-based clues of depression [18], [27],

[59], [68], [96], [102], [117], [155]. These studies did not put effort in extracting

clinically meaningful temporal patterns over all the social media posts in a user’s

timeline to infer the presence of their depression. Clinical depression modelling

requires underlying models for depression symptoms detection. Very few studies

attempted to do so by training their models with the training data gathered primar-

ily through lexicon keyword based crawling of random social media users [88],
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[96], [152], [155]. These studies did not attempt to (1) create a large enough clin-

ician annotated samples for depression symptoms through the active participation

of practicing clinical experts, (2) build a system that can help expand this annotated

set of samples so that the expanded set maintains a similar quality to the clinician

annotated samples and, (3) reflect the distribution of depression symptoms found in

samples from users’ timeline with genuine disclosure of their depression diagnosis.

It should be noted that we only focus and improve upon the research on de-

pression modelling in social media posts compared to doing the same in other

depression-related language resources, such as depression forums [67], [69] and/or

interviews [122], [123]. Depression or related forums and/or interviews usually

contain stronger language-specific signals of depression because of the nature of

these sources. Most people participating in depression or depression-related forums

are usually depressed. These people are comfortable sharing their daily struggles

with like-minded and sympathetic participants, including psychologists, to seek

help. While online forums allow for a less censored expression of emotions, clinical

interviews, on the other hand, limit the discussion to focus on only a few dimensions

of symptoms. Furthermore, such a setting focuses only on the past two weeks of a

patient’s subjective experience in those few clinical dimensions of depression. To

overcome these challenges, we use social media posts where users share their daily

affairs over a longer period of time. They are not bound to share only their depres-

sion related struggles here. Therefore, depression signals found in these samples

are subtler than the ones found in depression forums or interviews and also more

challenging to detect.

The datasets we use in our research are curated by external research groups [20],

[133]. These datasets contain tweet samples from the users who disclosed their de-

pression diagnosis through a statement, often called “self-disclosure”. These re-

search groups ensure the genuineness of these self-disclosures based on human

annotation or other strict curation strategies. These datasets have been used as

benchmark datasets in most of the earlier work in the area of social-media user-

level depression detection [18], [20], [102], [133]. Tweet samples from depression

rating scale rated depressed users [27] is treated as gold-standard in this area. How-
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ever, the language-usage and social media posting behavior characteristic of both

self-disclosure based and depression rating scale rated depressed users are found to

be similar [27], [133].

In addition to the overall goals and motivations described above, this disserta-

tion also provides specialized motivation for each chapter. In Chapter 3, we discuss

our motivation behind creating Depressive Post Detection (DPD) models when data

is scarce. In Chapter 4, we discuss our motivation behind using state-of-the-art pre-

trained language models to develop a Zero-Shot Learning (ZSL) framework when

we have no data for training a Depression Symptoms Detection (DSD) Model. In

Chapter 5, we provide the motivation behind creating robust DSD model with the

help of Semi-supervised Learning (SSL) strategy. Finally, in Chapter 6, we provide

the motivation behind Temporal User-level Clinical Depression Detection (TUD)

modelling.

1.2 Goals and Research Questions

Based on the existing research gaps, we have the following overarching research

question: “How can we model clinical depression to detect signs of depression

in samples of social media posts from a user’s social media timeline ?”. Answer-

ing this question focuses on developing a clinical depression model while tackling

the biggest obstacle in developing the same, i.e., data scarcity. Moreover, clini-

cal modelling also requires integrating clinical insights into the overall modelling

process. The modelling process starts with creating a model for detecting signs of

depression from social media posts. Later, with the help of this model, we develop

a model for detecting signs of depression symptoms. Finally, we develop a clin-

ical depression score extractor based on the earlier created models and use it for

modelling user-level clinical depression. So we define the following goals that help

address the main research question:

1. Consider ways of detecting signs of depression through social media posts

such as tweets, provided there is a very small number of training samples.

• How can we develop a Depressive Post Detection (DPD) model from
4



tweets, given there is not enough clinical expert annotated tweets for

the task? We answer this question in Chapter 3.

2. Find alternative ways of detecting depression symptoms when we have very

small training data.

• Can we develop a Depression Symptoms Detection (DSD) model even

in the absence of training data, i.e., with the help of Zero-Shot Learning

(ZSL)? We discuss this in Chapter 4.

3. Develop a system to gather more clinically relevant depression symptoms

samples, which reflect symptoms distribution of the self-disclosing depressed

users.

• Starting with an initial model trained only on clinician-annotated de-

pression symptoms samples from a subset of an existing dataset of users

who self-disclosed their depression diagnosis, how can we harvest more

clinically relevant depression symptoms samples and improve upon the

initial model? How do aforementioned DPD and ZSL models contribute

in this process? We discuss this in Chapter 5.

4. Develop a Temporal User-level Clinical Depression Detection (TUD) model

with the help of the Depression Symptoms Detection (DSD) model created

on clinically relevant harvested data.

• How can we develop a temporal depression detection model through

the DSD model which conforms to the clinical criteria of depression

detection? We discuss this in Chapter 6.

The four main goals stated above focus on developing a clinical depression

model when there are almost no datasets available to develop the underlying mod-

els, which are essential to finally develop TUD model. For developing such a model,

we take advantage of state-of-the-art pre-trained embeddings, language models,

natural language inference models and, temporal deep-learning models. Then we

integrate clinical insights in this modelling through utilizing well-known clinical
5



psychiatry resources, clinician annotated samples and clinician’s advice. While

much earlier research attempted to detect user level depression through temporal

social media posts [27], [117], [155], they hardly put effort on clinical modelling,

which involves careful creation of an underlying DSD model that encodes clinical

insights. Lack of innovation in tackling challenges of data scarcity is also evident in

the earlier work at the phase of developing the DSD model. Finally, effort for using

this DSD model to develop a user-level clinical depression detection model, that

adheres to the criteria followed in Psychiatry, is also missing. Therefore, our work

is unique compared to the earlier work in a way that, we put effort in developing

TUD model, which conforms to clinical criteria of depression detection as much as

possible. Further, we provide extensive analyses of different clinical features and

their representations and evaluate them in different data distributions and clinical

depression detection settings.

Most of the earlier work that curated datasets for depression detection from

social media posts are based on Twitter because of its public nature. Unfortunately,

due to the privacy issues related to users identity, most of these Twitter datasets are

not shared by the researchers. Of the few research groups that do share data, most

still require institutional ethics approval and/or signed Data Use Agreement (DUA).

Also, it is customary to apply for ethics approval while collecting these datasets on

our own or even conducting such research. Collecting one’s own data is problematic

because it requires advanced access to expensive APIs; without that access, it is

impossible to collect data on a large scale. So in this work, we primarily use Twitter

datasets, which we have access to. This includes two benchmark datasets collected

by Coppersmith et al. [20] and Shen et al. [133], which are used to evaluate much

research in this area [20], [53], [87], [152] and closely resembles other gold label

but private datasets for detecting depression through social media [27], [117].

1.3 Contributions

The main contributions of this research are in the following areas:

1. Development of clinical sub-modules for Temporal User-level Clinical De-
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pression Detection (TUD) model:

(a) First, we develop a Depressive Post Detection (DPD) model that detects

signs of depression by leveraging small but rigorously clinical expert

annotated training data and relevant embedding representations. We

bring intriguing innovation in developing powerful embedding repre-

sentations, which help us achieve very good accuracy in this task com-

pared to other relevant baseline models.

(b) Next, we emphasize the development of a Zero-Shot Learning (ZSL)

model for Depression Symptoms Detection (DSD) with the help of state-

of-the-art text representation techniques and clinical resources, such as

clinical descriptions of depression symptoms from Diagnostic and Sta-

tistical Manual of Mental Disorders (DSM-5), depression rating scales

and a practicing clinician’s advice. ZSL works reasonably well com-

pared to a strong supervised baseline and random baselines. Another

advantage of ZSL is that it does not require any supervised training,

which means that we do not require any labelled samples to create a

ZSL model. Furthermore, we can also use ZSL model to label tweets

with candidate depression symptoms.

(c) Finally, we develop an Semi-supervised Learning (SSL) system, which

helps us gather more relevant data starting from relatively small clinician-

annotated data. By relevant data, we mean the data that reflects the natu-

ral distribution of depression symptoms from self-disclosing depressed

users and linguistic clues of depression learned from clinician-annotated

samples. Our clinician-annotated dataset is the largest of its kind. Fur-

ther, our SSL system results in gathering the largest number of depres-

sion symptoms samples of its kind. Also, using this dataset, we learn a

DSD model which has better accuracy than the one which is only trained

on clinician annotated training data.

2. Design and development of Temporal User-level Clinical Depression Detec-

tion (TUD) model and experiments to evaluate it.
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(a) We identify important clinical features from DSM-5, standard clinical

practice, and early research. We then integrate all those into a model

that can support temporal modelling based on state-of-the-art deep tem-

poral modelling constructs, i.e., Bidirectional Long Short Term Memory

(BiLSTM) followed by Attention.

(b) We design experiments to shed light on the contributions of the extracted

features through feature attribution tests in different data distributions

and clinical depression detection settings.

1.4 Dissertation Organization

The thesis manuscript is organized as follows:

• Chapter 2: In this chapter, we lay the foundational background of this thesis

and then discuss the related work. We are mainly interested in solving the

problem of depression detection through the language used in social media

posts by social media users (or simply “users”). We start with a description

of what depression is and the associated challenges surrounding depression

detection in general. Later, we discuss why and how language can be used

to identify and monitor mental health conditions, especially depression. We

then discuss how social media language can provide us with ample language

data for analyzing people’s mental health status and thereby alleviate many

challenges that are part of depression detection methods, such as real-time

depression detection and intervention. Finally, we discuss the related work

in the area of user-level depression detection in social media. For the sake of

better organization, we categorize this discussion into two main and intercon-

nected themes:

1. Signs of Depression Detection (SDD) and

2. User-level Depression Detection (UDD)

Within those categories we discuss three fundamental areas related to any

machine learning based text classification task:
8



1. Dataset Curation

2. Feature Extraction and

3. Modelling

We provide a summary of all the publicly available UDD Twitter datasets

that we could access in our research. This summary includes the details of

these datasets in the light of their size, efforts on curation, availability, and

timeline to acquire. Finally, we highlight the research gaps where we can

make progress in several areas of SDD and UDD.

• Chapter 3: In this chapter, we discuss the development of a Depressive Post

Detection (DPD) model for detecting signs of depression in social media

posts. Unfortunately, DPD is a very low resource task, which means it is

very hard to find enough human annotated depressive post samples to train

a DPD model. In such a scenario, utilizing pre-trained resources is a good

option because these resources already encode useful knowledge that could

be valuable. In this chapter, we discuss the efficacy of several pre-trained

word embedding representations and their enhancement through the accuracy

achieved in the DPD task while those are used as the feature representation

for the tweets. We learn and evaluate these models in two kinds of datasets,

(1) an extensively annotated depression dataset of tweets, and (2) a large but

noisy dataset. Through quantitative and qualitative analyses in both datasets,

we show that domain specific word embedding, i.e., word embedding learned

on depression texts, is more effective in detecting signs of depression. Fur-

thermore, we show that the domain specific embedding has a potential to

enhance an existing pre-trained embedding confirming the efficacy and ap-

plicability of depression specific semantic representation for the DPD task.

We also compare these word embedding representations with more advanced

and state-of-the-art sentence embedding representations and found sentence

embedding based DPD models are, in general, better. Finally, we show that

we can construct a majority voting model based on the best embedding mod-

els and can achieve significantly better accuracy than any of those models
9



individually.

• Chapter 4: In this chapter, we describe a Zero-Shot Learning (ZSL) frame-

work for Depression Symptoms Detection (DSD) from tweets. ZSL is a ma-

chine learning paradigm allowing between-class attribute transfer at test time

to predict samples from classes that were not observed during training. ZSL

models have promising potential to alleviate the data scarcity problem by

helping to create an initial training dataset for a supervised learning task. In

this chapter, we use existing state-of-the-art pre-trained embedding represen-

tations and large language model based Natural Language Inference (Natural

Language Inference (NLI)) systems to represent tweets and clinical descrip-

tions of depression symptoms to formulate a ZSL based DSD model. This

model mainly leverages semantic similarity between the tweet and the symp-

toms descriptions to assign labels to a tweet. We experiment with various

combinations of these representation techniques, clinical descriptions as well

as few relevant parameters for the ZSL modelling. We establish the fact that

these models are in general better in the DSD task compared to naı̈ve base-

lines and supervised models fine-tuned on very small training data. We also

outline experiments on how to make an explainability friendly DSD system

later in the chapter through the proposed ZSL framework.

• Chapter 5: In this chapter, we describe a Semi-supervised Learning (SSL)

framework, where we use an initial supervised learning model that leverages

state-of-the-art large mental health forum text pre-trained language model

further fine-tuned on a clinician annotated DSD dataset, a ZSL-based DSD

model and use them together to harvest depression symptoms related samples

from a large Depressive Tweets Repository (DTR) curated by us. DTR is

created from the samples of tweets in self-disclosing depressed users’ Twitter

timeline, which helps preserve the depression symptoms distribution of self-

disclosing Twitter users’ tweets samples. Next, we annotate a portion of DTR

with the help of clinical experts. Our clinician annotated dataset is the largest

of its kind. Later, we retrain our initial DSD model with the harvested data
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iteratively. Finally, we discuss the stopping criteria and limits of this SSL

process. We also elaborately discuss all the underlying constructs which play

a vital role in the overall SSL process. Through our SSL framework, we

create a final dataset that is the largest of its kind. Furthermore, a DSD and

a DPD model trained on it achieve a significantly higher accuracy than their

initial versions.

• Chapter 6: In this chapter, we use learned models for depression symp-

toms as described in Chapter 5 and design a deep learning based depression

detection model to detect user-level clinical depression through their tempo-

ral social media posts. This chapter provides insight into the strengths and

weaknesses of the underlying depression symptoms detection model to ex-

tract clinically relevant features. These features include, depression scores

and the temporal patterns based on those scores, and user posting activity pat-

terns of an user. To evaluate the efficacy of these extracted features, we create

three kinds of datasets and a test set from the two existing well-known bench-

mark datasets for the user-level depression detection task. Later, we provide

accuracy measures through single features, baseline features and feature ab-

lation tests; in several temporal granularity, data distributions, and clinical

depression detection related settings. Based on this, we draw a complete pic-

ture on the impact of different features across our created datasets. We show

that, in general only semantic representation based models perform the best.

However, clinical features may enhance overall performance very slightly

provided the training and testing distribution is same and there is more data

in a user’s timeline. Predictive capability of depression score increases sig-

nificantly while used in a more sensitive settings that we also discuss in this

work.

• Chapter 7: In this chapter, we provide the summary findings of this research

in the main areas of contribution mentioned in Chapter 1, i.e., (1) creating

building blocks of natural language oriented Temporal User-level Clinical

Depression Detection (TUD) modelling, and (2) analyzing the TUD model
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through various feature analysis in several data distributions and clinical de-

pression detection settings. Later, we describe the limitations of our research

in terms of validity and reliability of the dataset curation and modelling ap-

proaches. We also discuss how we conform to the existing best practices of

ethics in social media based mental health monitoring research. Finally, we

discuss future directions of our research including an outline to an actual de-

pression monitoring system which might be useful for practicing clinicians to

monitor their patients in clinical white space, i.e., the time between the visits

to clinician’s office.

12



Chapter 2

Background and Related Work

In this chapter, we lay the foundational background of this research and discuss

related work. We are mainly interested in solving the problem of depression detec-

tion through language used in social media posts by social media users (or simply

“users”). So we start with a description of our problem, i.e. what depression is

and what the primary challenges are in the area of depression detection. We later

discuss why and how language can be used to identify and monitor mental health

conditions, especially depression. We then discuss how social media language can

provide us with ample language sample for analyzing people’s mood fluctuations

and, eventually, depression in real-time. The hope is to understand and alleviate the

challenges in depression detection.

Although we are interested in detecting signs of depression from the posts of a

social media user’s Twitter timeline, this task requires underlying sub-components

which look into several linguistic clues relevant to clinical depression in the user’s

social media posts, to finally predict depression. So in this chapter, we also discuss

related work in the area of detecting signs of depression from social media posts.

We categorize the plethora of earlier work into two main and interconnected themes:

1. Signs of Depression Detection (SDD) and

2. User Level Depression Detection (UDD)

We separately discuss SDD and UDD in the dimensions of three fundamental areas

related to any machine learning based text classification task (Figure 2.1):

1. Dataset Curation
13



Figure 2.1: High level modelling pipeline followed in our research. In feature
extraction phase, first parenthesis means a function, so BERT-Tokenizer(Raw Text)
means it takes a text and tokenizes using BERT-Tokenizer. In Deep Learning model,
“+” indicates followed by. MLP means Multi-layer Perceptron.

2. Feature Extraction and

3. Modelling

We provide a summary of all the available datasets that we could access in

our research. This summary includes the details of these datasets in the light of

their size, curation effort, availability and timeline to acquire. Finally based on all

this, we highlight the research gaps where we can make progress for both SDD

and UDD. We emphasize on discussing the most recent, relevant and substantial

early contributions. In absence of novelty in research insights, we discuss the work,

which has the most novelty.

2.1 Depression Detection and Its Challenges

“Major Depressive Disorder (MDD)” otherwise “clinical depression” or just “de-

pression” is one of the most common mood disorders. One year and lifetime

prevalence of depression are 12.9% and 10.8% respectively [65]. Prevalence for

schizophrenia is 0.4% [126] and bipolar is around 4% [56]. Depression is also

significantly higher in women (14.4%) and countries with a medium human de-

velopment index (29.2%) [65]. Depression has the ability to disrupt one’s life if

left untreated. Lack of diagnosis eventually results in suicide, drug abuse, crime

and many other societal problems and related costs. It has been found to be a ma-

jor cause behind more than 700,000 deaths committed through suicide each year
14



worldwide [139]. The economic burden created by depression is estimated to have

been 210 billion USD in 2010 in the USA alone [44].

According to the Diagnostic and Statistical Manual of Mental Disorders - Fifth

Edition (DSM-5) [34], a manual widely used by clinicians world-wide for mental

disorder diagnosis, depression is defined as experiencing five or more symptoms

of depression along with low mood or loss of interest (anhedonia) for atleast two

weeks [29].

The challenges of depression detection can be easily understood if we carefully

analyze this definition. First of all, a patient’s mood pattern needs to be monitored

over time to detect depression. Secondly, these mood patterns are exhibited through

the symptoms of depression that needs to be identified. The basic problem is to

find a real-time source for observing the depression symptoms, which should be as

objective as possible, means, the patient has less cognitive bias for being untruthful

to their ongoing depressed state. At the same time these observations should be

of reasonable quantity so that they can help a clinician diagnose depression with

greater certainty. Unfortunately, there are no tools right now that can satisfy all

these constraints. Depression rating scales provided in the clinician’s office may

not be a true reflection of one’s mental health status; a patient may not be truthful

about their depressive state of mind because of the stigma about being diagnosed

with a mental health disorder. In fact, it is due to stigma that leads to half of the

depressed population not seeking any kind of help from the health care providers

[4], [127], [150].

Moreover, depression detection and monitoring through heart rate variability

found in ECG [11], brain imaging [85], [105], [151], body temperature [40] and

speech [3], [123], [147] require hardware resources that needs to be worn by the

patient all the time. As of now to the best of our knowledge, there is no exact mech-

anism developed to ground these modalities into specific depression symptoms as

stated in DSM-5.

Therefore, there is a lack of effort for building an inexpensive, interpretable

and effective depression detection and monitoring tool based on these modalities.

Such kind of tool will be of immense help because it can aid to early detection
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of depression and can eventually reduce the burden associated with its full fledged

form and the related cost.

2.2 Language Speaks of Mind

Previous studies suggest that the words we use in our daily life can express our

mental state, mood and emotion [35], [108], [153]. There have been much research

which showed that it is possible to identify language markers which are predictive

of Depression [27], Anxiety [134], Post Traumatic Stress Disorder (PTSD) [21],

Schizophrenia [23], Alzheimer’s [38], suicidal thought patterns [6] and many other

mental health conditions.

Rude et al. [124] and Resnik et al. [121] conducted psycholinguistic analysis

on currently depressed, formerly depressed and never depressed college students’

essay on their deepest thoughts and feelings about coming/being in college. They

found there is a clear difference in the way of language usage among these groups

of students. For example, it is found that depressed individuals use more negative

valence words and I-pronoun than the never depressed college students, which is

consistent with Beck’s cognitive model of negatively valanced bias [125] and with

Pyczsinski and Greenberg’s self-focus model of depression [115] in Psychology.

According to Smirnova et al. [137] linguistic markers such as: rumination or

tautology, rhetorics and similies, multiclause texts, use of indefinite and personal

pronouns, and lexical and semantic repetitions are seen markedly higher in mildly

depressed people than control based on the essay text analysis these people were

provided to write.

According to Mohammed et al. [84], absolutist words, e.g., “absolutely”, “ev-

erything”, “nothing”, “never”, etc, are better predictive of depression, anxiety and

suicidal thoughts based on the observation in anxiety, depression and suicidal fo-

rums text compared to control forums.

According to Alhanai et al. [3], language based signals were found to have

more predictive value compared to speech, for detecting signs of depression from

depressed peoples’ interviews.
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All these studies have established the fact that, language has a great potential

to be used as an inexpensive and effective means for looking into signs of sev-

eral mental health disorders including depression. However, although most of these

studies focused on language usage for a single point of time and in a very controlled

setting (e.g., depression forums post, interviews or written essays on a particular

topic) there is still a missing and important component for depression detection

which is observing temporal depressive mood patterns through the use of language

in a longer temporal window and in a much less restricted setting like depression

forums or clinician’s office. In that particular and also very important aspect, ana-

lyzing social media language usage can be of immense help discussed in the next

section.

2.3 Depression Detection via Social Media Text

Among the young adults, social media is very popular. They share their day to day

activities, and the availability of social media services to do so is growing exponen-

tially year by year [100]. A survey conducted by Pew research showed that around

90% of the teenagers use social media at least several times a day and 45% of them

use social media almost constantly. According to some studies [43], [92], [93], it

has been found that depressed people who are otherwise socially aloof, show in-

creased use of social media platforms to share their daily struggles, connect with

others who might have experienced the same and seek help. So social media can

be thought of as a repository of language samples usually over a large temporal

window, which makes it an extremely valuable resource for analyzing language

markers of different mental health disorders, including depression.

There has been ample research to-date on depression detection through social

media. This research is broadly divided into two distinct yet interconnected cate-

gories: Signs of Depression Detection in a social media post (SDD) and the same

in user level, i.e., through the entire social media timeline of a user, or User-level

Depression Detection (UDD). We see that most of these studies are based on public

social media datasets, such as Twitter and Reddit. Very few of those are based on
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other sources which are not public and have increased privacy concerns, such as

Facebook, Instagram and the like [83], [116], [128], [130]. In the next section, we

will discuss earlier research on these two broad themes and we majorly focus on

experiments on Twitter datasets followed by similar platforms like Facebook and

Reddit.

We put more emphasis on analyzing Twitter datasets and especially text based

depression analysis methods since we are interested in experimenting with acces-

sible and thus reproducibility friendly datasets containing language markers of de-

pression, such as Twitter. Although Reddit qualifies as well in this criteria, we do

not consider conducting experiments in Reddit datasets, nevertheless, we will dis-

cuss the earlier efforts in those datasets in this chapter to shed light on text based

methods of depression detection. The reason we are not interested in Reddit is

mainly because Reddit datasets are based on depression forums which are not ac-

tual mainstream social media like Twitter or Facebook. Here people only discuss

about their struggles and it has less natural settings than Twitter where users are free

to discuss anything. We believe Twitter datasets are more representative samples of

peoples daily language usage than Reddit.

2.3.1 Signs of Depression Detection in a Social Media Post (SDD)

SDD is a classification task designed for detecting signs of depression from an

individual social media post. There are different categories of SDD task, however,

those can be divided into three broad categories, such as

1. Depressive Post Detection (DPD): This is a binary classification task with a

goal to detect whether a social media post is depression indicative or not [53],

[149], [154];also there are an ample earlier work for detection suicidality or

suicidal tendency detection in social media [1], [17], [22], [46], [50], [54],

[99], which we can think of an special case of signs of depression detection.

2. Depression Level Detection (DLD): This is a multi-class classification task;

the goal is to classify whether a particular social media post conveys one of

the following “No Depression”, “Mild Depression”, “Moderate Depression”
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or “Severe Depression” [79], [154].

3. Depression Symptoms Detection (DSD): This is a multi-class multi-label

(or simply multi-label) classification task, the goal here is to determine whether

a particular social media post carries one of nine symptoms of depression as

pointed out in DSM-5 [15], [87], [88], [152], [155]. Despite of the differences

in the task descriptions, ultimately these tasks are all based on the same un-

derlying principle, i.e detecting signs of depression from the linguistic clues

contained in a social media post or text. So we will discuss in general the

dataset curation process, feature extraction techniques and machine learning

models used followed by limitation of the approaches in those dimensions

proposed earlier in the literature in the next sections.

Dataset Curation Process

Most of the datasets in the area of DPD and Depression Level Detection (DLD) are

either based on:

1. Keyword based crawling: In this scheme, tweets are crawled from random/self-

disclosing Twitter users’ timeline based on depression/suicide/self-harm re-

lated keywords or

2. Forum membership: In this scheme, depression forum posts are crawled

from different mental health forums, e.g., Reddit Depression or Suicide fo-

rums.

In both cases, there were some efforts to ensure the quality of the crawled so-

cial media posts either by considering only the users with genuine self disclosures

and/or through annotating their posts further with the help of annotators [53], [149].

For the DSD task, Cheng et al. [15] put an effort to curate a Filipino lexicon for

depression symptoms based on top-down approach (i.e., extracting symptoms re-

lated keywords from depression rating scales) and bottom-up approach, i.e., from

interview from relevant cohorts. On the other hand, Mowery et al. [87], [88] put

an effort to annotate random tweets largely based on single non-expert annotator
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Index Dataset
Name

Social Me-
dia Type

Total
Posts(D+ND) Labels Annotation Scheme Date of Obtaining Comment

1
DPD-
Vioules
[149]

Twitter 507(271+
236)

Multi-class

Depression keyword
based crawling of
Twitter profiles and
tweets and then expert
human annotations for
verifying users and
their tweets

2017

Collected
through
signed
agreement

2 DPD-Jamil
[53] Twitter 8753(876+

7877)
Binary

Tweets from self-
disclosing depressed
users profile further an-
notated by non-expert
single human annotator

2017

Collected
through
signed
agreement

3 D2S Twitter 3738 Multi-label

Tweets from self-
disclosing depressed
users profile further an-
notated by non-expert
human annotators

2021

Collected
through
signed
agreement

Table 2.1: SDD available Twitter datasets statistics.

for the same. Yadav et al. [152] although curated the largest amount of DSD anno-

tated datasets, over-all clinician annotated portion of the above mentioned datasets

is only hundred samples. Also, majority of Yadav et al.’s tweet samples are not

accessible due to missing tweets and limitations of Twitter API.

Summary of Datasets for SDD

In this section, we discuss the Twitter datasets which we could access in our re-

search, for SDD tasks. We provide the details of each dataset in the dimensions

of its size, social media type, curation/annotation process, classification task type,

date of obtaining and comments about data availability in Table 2.1. More details

of these datasets are provided in each corresponding chapters.

Feature Extraction

For DPD and DLD tasks, to represent each social media post, non-deep learning

approaches used Bag-of-Words (BoW), off the shelf (e.g., LIWC [106]) and self-

curated lexicon based feature extraction, [79], [94], [149], [155]. On the other hand,

deep learning approaches used variety of off-the-shelf or self-created pre-trained

word/sentence embedding [36], [79]. It is found that, in general deep learning

models perform best with word/sentence embedding representation and moderate

size of datasets. On the other hand, non-deep learning approaches, such as Support

Vector Machine (SVM) worked the best with the same compared to more classic

Bag-of-Words (BoW)/Lexical representations and smaller datasets.
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For DSD task, very recently a large pre-trained transformer based language

model (BERT) showed a lot of promise [152] compared to statistical machine learn-

ing approaches, e.g., guided Latent Dirichlet Allocation (LDA) approach for the

same [155]. Also, Ji et al. [55] developed Mental-BERT which is a BERT model

fine-tuned on several mental health forums in Reddit. Their model showed state-of-

the-art performance in depression detection task in Reddit.

Modelling

For DPD and DLD tasks, among non-deep learning approaches, Support Vector

Machine (SVM) was found to be performing best especially with rich word/sentence

embedding representations [36], [79]. However, in deep learning approaches, Con-

volutional Neural Network (CNN) performs pretty well [154]. In DSD task, fine-

tuning pre-trained BERT based models in multi-task learning settings perform the

best [152]. However, most of the performance gain for both families of machine

learning models came from the rich feature representations, such as word/sentence

embeddings which are pre-trained earlier on a large text corpora.

Limitations

The primary limitations of the earlier approaches are as follows:

1. Dataset curation process

(a) A reasonably large clinician annotated dataset for depression symptoms

is extremely rare. Only one that exists only contains 100 samples [152].

(b) Rigorous sample annotation procedure is absent. Either few hundreds

samples are annotated by a clinical expert (not necessarily a practicing

clinician) or large amount of samples are annotated by a single non-

expert annotators [87], [88].

(c) The samples which were annotated by humans are most of the times

coming from random tweets crawled through keyword matching, not

self-disclosing depressed users’ social media timelines [87], [88].
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(d) Social media datasets from depression rating scale identified users are

unavailable.

2. Feature extraction

(a) Lexicon based approaches require tedious process of curating these lex-

icons. Their scope is also limited by their lexicon components [15],

[149], [155].

(b) Although pre-trained word and sentence embedding representations have

been used in these studies and showed better efficacy for over-all SDD

task, there are a very few studies that explored the efficacy of domain

specific embedding/language models and their application in detecting

signs of clinical depression [55], [102].

(c) Use of large language models for unsupervised modelling of DSD is

missing in earlier research.

3. Modelling

(a) Although the accuracy gain for SDD task ultimately comes from bet-

ter text representation techniques, there were very little effort in earlier

work for better representation learning [152]. Most of the earlier models

did not take clear advantage of using domain specific embedding repre-

sentations, which is also reflected through the fact that they required a

lot of samples to learn.

(b) To detect clinical depression, DSD is one very fundamental task. Only

two early studies [152], [155] put emphasis on using DSD for clinical

depression modelling. However, models in both of these works were

trained on mostly non-expert annotated data.

(c) Earlier work put much less effort on curating clinically relevant training

data and thereby created a gap in learning clinically informed models,

instead they focus on increasing model accuracy in their own defined

easy version of the task, e.g., most of the samples of these datasets were
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easy for humans to annotate which was also reflected in their high an-

notation agreement scores [152].

2.3.2 User Level Depression Detection (UDD)

UDD is generally a binary classification task, where, based on the linguistic com-

ponents present in all the posts of a user’s social media timeline, it is determined

whether the user is going through possible clinical depression or not. There are few

studies which performed multi-class depression level detection or intensity detec-

tion from user-level data [154]. Majority of these works are based on depression

forum datasets where post triaging is important. We identify two major approaches

for UDD modelling from the earlier literature as follows:

1. Non-temporal: This modelling considers all posts of a user’s timeline as a

single unit of analysis hence these models are temporal information agnostic

[20], [27], [53], [95], [102], [110], [120], [121], [133], [152], [154], [155].

2. Temporal: This modelling takes into consideration temporal patterns of lin-

guistic components which represents user’s mood, emotion and mental health

over-time [14], [27], [67]–[69], [117], [130], [138]. Although temporal mod-

els make more sense in terms of clinical modelling of depression; non-temporal

models over-all shed light on important linguistic clues predictive of a user’s

depression.

Dataset Curation Process

In both temporal and non-temporal approaches there are three main categories of

dataset curation process for user-level depression detection, such as

1. Self disclosure: In this curation process, Twitter users who disclosed their

diagnosis of depression through a social media post, e.g., “I (am/was/have

been) diagnosed with depression”, were considered as depressed. The ma-

jority of the user-level depression datasets are curated this way [20], [121],

[133] because the relative ease of curating large number of users.
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2. Profile analysis: Some studies put on emphasis on analyzing user’s profile

name containing keywords related to depression and self-harm and/or the na-

ture of the profile picture and posts containing depression related topics [53],

[152].

3. Depression forum membership: All the studies based on depression fo-

rums, e.g., Reddit datasets are based on depression forum memberships, i.e.,

a user is identified as depressed if they regularly post in those forums [67],

[69], [143].

4. Depression rating score: Depression rating score based methods first fil-

ter out depressed users and non-depressed users based on their score above

a particular threshold of depression rating scale score, then their social me-

dia posts are analyzed [27], [117]. Adoption of this type of curation process

is extremely rare in the literature due to the difficulty to access social me-

dia data of the depression rating scale rated depressed people [47]. Among

the two well-known studies [27], [117] which use this strategy, both identi-

fied the depressed cohort through paid crowd-sourcing, e.g., with the help of

Amazon Mechanical Turk (AMT), which makes these data curation efforts

questionable, i.e., it is doubtful whether the users were truthful or not. Hand-

ful of earlier studies employed weak human annotation, i.e., single annotator

to find out a small subset of users with genuine depression disclosure [53],

[133], [152].

For curating control users, most of these datasets curated random Twitter users

[18], [20], Twitter users who never posted anything with the character string “de-

press” [133], Reddit users who are not members of mental health forums [67], [69]

and Facebook users who have normal scores in depression rating scales [128]. Most

of these datasets tried to maintain the same timeline for extracted control and de-

pressed users. Coppersmith et al. [20] tried to gather an age and gender matched

control through an off-the-shelf classifier for detecting age and gender through so-

cial media language.
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Summary of Datasets for UDD

In this section, we discuss about the Twitter datasets which we could access for

UDD tasks. We provide the details of each dataset in the dimensions of their size,

social media type, curation/annotation process, temporality: (“Y” means temporal

data, i.e., posts are time-stamped, “N” means posts are not time-stamped), whether

the dataset contains tweets before (B) or after (A) the disclosure or both (BA), clas-

sification task type (Binary/Multi-class/Multi-label), date of obtaining and com-

ments about data availability in Table 2.2.

Feature Extraction

In both non-temporal and temporal modelling approaches, the widely used features

include variety of self-curated depression lexicons, e.g., metaphor depression lexi-

cons and off-the-shelf lexicons e.g., LIWC [27], [94], [128], [130], [155] , bag-of-

words [27], [53], [67], [69], [128], variations of topic modelling [120], [121], [133],

[144], emotion or sentiment features [27], [117], character n-grams, I-pronoun [27],

[53], [18], [69], word and sentence embedding based approaches [95], [102], [110],

[143], [152], [154], and very recently depression symptom based representation

[96]. It has been found that embedding feature representations perform superior

than all other hand curated or classic Lexicon/BoW feature representations. It has

been also found that in general depression specific vocabulary is more important for

these kinds of classification task and depression vocabulary based features perform

better than emotion and sentiment features by large margin [27], [133].

Modelling

Non-temporal modelling approaches paired with classic Lexicon/BoW features,

SVM and Random Forest performed superior [27], [53]. In deep-learning based

efforts, CNN models with optimized word embedding [102] or learned embedding

[154] and sparse dictionary learning based approach [133] on multi-modal social

media features performed better than classic machine learning approaches.

In temporal modelling approaches, De Choudhury et al. [27] used temporal fea-

tures such as mean momentum, entropy and mean frequency of posting of a user.
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Reece et al. [117] used different emotion/sentiment lexicon scores on a user’s time-

line to find out the correlation between the increase of sad emotions score around

the time of self-disclosure of depressed user and they found a positive correlation.

They learned a two state Hidden Markov Model (HMM) to detect the differential

change between depressed and control groups. Very recently, Zogan et al. [158]

proposed Hierarchical Attentional Network (HAN) to extract word level and tweet

level features over all the tweets of a user’s social media timeline combined with

their social media, emotion, depression lexicon and topic features. Later, they used

those features for their multi-layer perceptron neural network to predict users de-

pression and achieved state-of-the-art results.

Limitations

Here we also provide the limitations in terms of dataset curation process, feature

extraction and modelling as follows:

1. Dataset curation process

(a) It is not possible to ensure whether a user is going through depression

genuinely with the data curation strategies followed by majority of the

earlier research. These approaches are at best proxy for the every day

language samples of possible depression patients.

(b) Twitter datasets with depression disclosure date and time is almost non-

existent except the datasets curated by Shen et al. [133]. However,

temporal information is available in most of the Reddit datasets [67],

[69].

2. Feature extraction

(a) Feature extraction approaches proposed in earlier research are not very

clinically relevant. Most of these studies do not put emphasis on extract-

ing depression symptoms related features from the social media users

timeline and further apply them for clinical depression modelling. Thus

these models have generally little value in terms of clinical depression

detection.
27



3. Modelling

(a) Non-temporal modelling proposed in earlier research did not take into

account the temporal features, e.g., change of depression level of a user

over time at all. These models are based on digest of social media posts

and mainly focused on detecting important excerpts or group of words

for detecting user-level depression.

(b) Most of the temporal models are not clinically useful. These models

only extracted summary statistics of temporal patterns through a user’s

timeline, e.g., mean frequency and fluctuation of their posting [27], al-

though these summary statistics may have some value for social media

based depression detection, they do not provide insights on the tendency

of depression states to linger or recur which are two very important mea-

sures related to depression detection and monitoring [61].

(c) Time series modelling with clinical features is absent in these works.

Also, a very few studies are present which attempt to perform deep tem-

poral modelling of clinical depression with the help of state-of-the-art

deep learning constructs, such as, Bidirectional Long Short Term Mem-

ory (BiLSTM) and Attention, which are found to be performing very

well for time series analysis [135]. Few studies, such as [158] created

models which are based on too granular units which makes the model

easily highly parameterized with risks of over-fitting. Moreover, their

end-to-end model does not extract clinical features.

2.4 Research Gaps

Here we discuss the research gaps for dataset curation, feature extraction and mod-

elling efforts from earlier research. We discuss them for both SDD and UDD.

2.4.1 Dataset Curation

The following are the main research gaps in the area of SDD.
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1. No framework has been implemented to annotate a large dataset of social

media posts carrying clinical signs of depression as vetted by a practicing

clinician.

2. No effort was put to annotate samples for depression symptoms from self-

disclosing depressed Twitter users with a disclosure statement.

Research gaps in the area of UDD are as follows:

1. A proper framework for collecting social media post samples from genuine

depressed users in small time with reasonable quantity is missing.

2. Detection of clinical depression and analysis of depressive mood patterns for

a set of users who have possible ongoing depression (as diagnosed by the

clinician) in Twitter datasets haven’t been explored yet.

3. No effort have been put to automatically identify genuine depressed users

based on their profile and social media information. This information which

differentiates between a genuine depressed user compared to a non-genuine

user can be characterized through analyzing their profile and social media

posts collected at 1.

2.4.2 Feature Extraction

The following are the main research gaps in the area of SDD.

1. Although pre-trained word and sentence embedding extractions have been

used in these studies and showed better efficacy for over-all SDD task, there

are very few that explore the efficacy of domain specific embedding and their

application in detecting signs of clinical depression.

2. Although there is an advent of large language models; no previous work ex-

plored the efficacy of existing large language models for signs of clinical

depression detection through a unsupervised settings, i.e., through designing

a Zero-Shot modelling approach.

Research gaps in the area of UDD are as follows:
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1. Non-temporal models are inherently not clinical, because they do not take

into account the depressive episodes and their occurrence to detect depres-

sion.

2. Clinical features, for example depression scores/levels were not extracted in

earlier research which results in models which are not clinically interpretable.

Presence of depression inertia and recurrence, two important predictors of

depression were not analyzed in these studies.

3. Relevant clinically useful analysis is also missing, for example, different

thresholds and criteria for clinical depression modelling based on DSM-5

haven’t been explored yet.

2.4.3 Modelling

Research gaps of SDD is already discussed earlier in the feature extraction sec-

tion. We believe in small training data settings, SDD can largely benefit from rich

text representation based on word/sentence embeddings. Therefore, the discussion

above on research gaps focusing on feature extraction level is sufficient to address

the overall research gaps in SDD. Here we discuss the research gaps in UDD as

follows:

1. Use of state-of-the-art temporal modelling for example BiLSTM followed by

Attention architecture hasn’t been rigorously experimented in various feature

settings, clinical settings and data distributions.

2.5 Conclusion

Plethora of earlier studies have successfully laid the foundation of social media

language based depression detection and analysis. However, all these studies are

focused on detecting depression mostly from the presence of depression related

keywords and their frequency or semantic representations from a user’s timeline.

There is a lack of effort in actual clinical depression modelling which requires De-

pression Symptoms Detection (DSD) from the same. DSD is a supervised learning
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task which requires a lot of clinician annotated samples. Despite of the advent of

large language models there are very few clinical frameworks for DSD modelling,

that leveraged these models and clinical insights together. Finally, there haven’t

been any effort to further employ DSD for user-level clinical depression modelling

through relevant clinical feature integration and analyze their contribution for the

same. Therefore, there is a lot of opportunity in developing robust clinical depres-

sion model that could help clinicians properly analyze a user’s social media timeline

for their mood patterns predictive of depression.
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Chapter 3

Signs of Depression Detection in
Text: Experiments with Semantic
Representations of Language

In this chapter, we discuss the development of a Depressive Post Detection (DPD)

model for detecting signs of depression in social media posts. Unfortunately, DPD

is a very low resource task; that means, it is very hard to find enough human anno-

tated depressive post samples to a train DPD model. In such a scenario, utilizing

pre-trained resources is a good option because these resources already encode use-

ful knowledge that could be valuable. Here we discuss the efficacy of several pre-

trained word embedding representations and their enhancement through the accu-

racy achieved in DPD task while those are used as the feature representation for the

tweets. We learn and evaluate these models in an extensively annotated depression

dataset of tweets as well as on another large but noisy dataset for the same. Through

quantitative and qualitative analyses in both datasets, we show that domain specific

word embedding, i.e., word embedding learned on depressive texts is more effective

in detecting signs of depression. Furthermore, we show that the depression specific

embedding has a good potential to enhance an existing pre-trained embedding con-

firming the efficacy and applicability of depression specific semantic representation

for the DPD task. We also compare these word embedding representations with

more advanced and state-of-the-art sentence embedding representations and found

sentence embedding based DPD models are in general better. Finally, we show that,

we can construct a majority voting model based on the best embedding models and
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can achieve significantly better accuracy than any of these models individually.

3.1 Motivation

As stated in Chapter 1 and 2, for detecting clinical depression in user-level, we need

to first identify signs of depression from social media posts. Depression detection

from social media posts can be specified as a low resource supervised classification

task because of the paucity of valid data. Although there is no concrete precise def-

inition of valid data, previous research emphasizes collecting social media posts,

which are either validated by annotators as carrying clues of depression, or com-

ing from the people who are clinically diagnosed as depressed, or both. Also from

Chapter 2, we know deep learning models in general achieve state-of-art perfor-

mance in detecting signs of depression from social media posts. However, most of

these models require a lot of labelled samples when they do not leverage any pre-

trained embedding compared to the ones which leverage pre-trained embeddings

[53], [102].

Therefore the motivation of our research comes from the need for a better fea-

ture representation specific to depressive language, and reduced dependency on a

large set of (human annotated) labelled data for detecting signs of depression in

tweets.

3.2 Methodology

In this work, we mainly use existing pre-trained word embedding models. Our goal

is to leverage the concepts embedded in the word embedding space and use those

to inform DPD models in the face of data scarcity. Here, we start by creating an

embedding representation based entirely on depression forums text, which we call

Depression Specific Word Embedding (DSE). Later, we use that to make an existing

pre-trained General Twitter Word Embedding (TE) more robust through learning a

non linear mapping function from TE to DSE, we call it Augmented Twitter Word

Embedding (ATE). Finally, we discuss the efficacy of the proposed representation

based on the accuracy achieved in the DPD task while using them as feature rep-
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resentation for tweets through various machine learning models compared to DSE,

state-of-the-art Sentence Embedding (SE) representations, LIWC [106], Sentiment

Lexicon, simple Bag of Words (BoW) based baselines and a relevant early work.

We provide an elaborate analysis on different dataset characteristics we use for DSE

creation and for our final evaluation. We provide both the quantitative and qualita-

tive analyses of the proposed DPD models. For quantitative analysis, we report the

average accuracy of the DPD models trained on a dataset which is rigorously an-

notated for signs of depression and repeated random sub-samples of held-out sets

created from it. We also shed light on different text preprocessing scenarios and

their effect on our various embedding representation based models. Finally, to test

the generalizibility of the models we report their accuracy in a more challenging

setting i.e in a highly imbalanced and noisy Twitter dataset for depression. For

qualitative analysis, we provide the PCA projections of positive and negative emo-

tion carrying words from a well-known psycholinguistic lexicon named LIWC in

the vector representation space of ATE and TE, to shed light on the effect of our

semantic augmentation method.

3.3 Datasets

Here we provide the details of our two datasets, which we use for our experiments

and their annotation procedure, the corpus they are curated from and their quality

comparisons. We also provide the details of the depression forum dataset curation

which we use to create DSE.

3.3.1 DPD-Vioules Dataset

DPD-Vioules dataset is curated by the ADVanced ANalytics for data SciencE (AD-

VANSE) research team at the University of Montpellier, France [149]. This dataset

contains tweets having key-phrases generated from the American Psychiatric As-

sociation (APA)’s list of risk factors and the American Association of Suicidology

(AAS)’s list of warning signs related to suicide. Furthermore, they randomly in-

vestigated the authors of these tweets to identify 60 distressed users who frequently
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write about depression, suicide and self mutilation. They also randomly collected

60 control users. Finally, they curated a balanced and human annotated dataset of

a total of around 500 tweets, of which 50% tweets are from distressed and 50% are

from control users, with the help of seven annotators and one professional psychol-

ogist. The goal of their annotation was to provide a distress score (0 - 3) for each

tweet. They reported a Cohen’s kappa agreement score of 69.1% for their annota-

tion task. Finally, they merged tweets showing distress level 0, 1 as control tweets

and 2, 3 as distress tweets. Distress tweets carry signs of suicidal ideation, self-

harm and depression while control tweets are about daily life occurrences, such as

weekend plans, trips and common distress such as exams, deadlines, etc.

3.3.2 DPD-Jamil Dataset

DPD-Jamil dataset is collected by a research group at the University of Ottawa [53].

They first filtered depressive tweets from #BellLetsTalk2015 (a Twitter campaign)

based on keywords such as suffer, attempt, suicide, battle, struggle and first person

pronouns. Using topic modeling, they removed tweets under the topics of pub-

lic campaign, mental health awareness, and raising money. They further removed

tweets which contain mostly URLs and are very short. Finally, from these tweets

they identified 30 depressed users who self-disclosed their own depression, and 30

control users who did not. They employed two annotators to label tweets from 10

users as either depression or control. They found that their annotators labelled most

tweets as control. To reduce the number of control tweets, they further removed

neutral tweets from their dataset, as they believe neutral tweets surely do not carry

any signs of depression. After that, they annotated tweets from the remaining 50

users with the help of two non-clinician annotators with a Cohen’s kappa agreement

score [140] of 67%. Finally, they labelled a tweet as depressive if any one of their

two annotators agree, to gather more depressive tweets. This left them with 8,753

tweets with 706 depressive tweets.
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3.3.3 Quality of Datasets

Here we present a comparative analysis of our datasets based on their curation pro-

cess and the linguistic components present in them relevant to depressive language

detection as follows:

Analysis Based on Data Curation Process

DPD-Jamil is different from DPD-Vioules in the following ways: (1) this dataset

is collected from the pool of tweets which is a part of a mental health campaign;

(2) the words they used for searching depressive tweets are not validated by any

depression and/or suicide lexicons; (3) although they used two annotators (none

of them are domain experts) to label the tweets, they finally considered a tweet

as carrying signs of depression if at least one annotator labelled it as so, hence

introduced more noise in the data; (4) it is not confirmed how they identified neutral

tweets since their neutral tweets may convey depression as well; (5) they identified

a person is depressed if s/he disclose their depression, but they did not mention

how they determined these disclosures. Simple regular expression based methods

to identify these self disclosures can introduce a lot of noise in the data. In addition,

these self disclosures may not be true.

Analysis Based on Linguistic Components Present in the Dataset

For this analysis, we use Linguistic Inquiry and Word Count (LIWC) [141]. LIWC

is a tool widely used in psycholinguistic analysis of language. It extracts the per-

centage of words in a text, across 93 pre-defined categories, e.g., affect, social

process, cognitive processes, etc. To analyse the quality of our datasets, we pro-

vide scores of few dimensions of LIWC lexicon relevant for depressive language

detection [27], [61], [95], such as 1st person pronouns, anger, sadness, negative

emotions, etc (Table 3.1) for the depressive tweets present both in our datasets.

The bold items in that table shows significant score differences in those dimensions

for both datasets and endorses the fact that DPD-Vioules indeed carries more lin-

guistic clues of depression than DPD-Jamil (the higher the score, the more is the

percentage of words from that dimension is present in the text). Moreover, depres-
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LIWC Category Example
Words

DPD-Vioules De-
pressive Tweets
Score

DPD-Jamil De-
pressive Tweets
Score

1st person pro-
nouns

I, me,
mine

12.74 7.06

Negations no, not,
never

3.94 2.63

Positive Emotion love, nice,
sweet

2.79 2.65

Negative Emotion hurt, ugly,
nasty

8.59 6.99

Anxiety worried,
fearful

0.72 1.05

Anger hate, kill,
annoyed

2.86 2.51

Sadness crying,
grief, sad

3.29 1.97

Past Focus ago, did,
talked

2.65 3

Death suicide,
die, over-
dosed

1.43 0.44

Swear fuck,
damn, shit

1.97 1.39

Table 3.1: Score of DPD-Vioules and DPD-Jamil in few LIWC dimensions relevant
to depressive language detection.

sive tweets in DPD-Jamil are mostly about common distress of everyday life unlike

those of DPD-Vioules, which are indicative of severe depression. Figure 3.1 de-

pict the word clouds created from DPD-Vioules and DPD-Jamil depressive tweets

respectively. We provide few random samples of tweets from DPD-Vioules and

DPD-Jamil in Table 3.2 as well.

We use DPD-Vioules as our train dataset because of its consistent presence of

linguistic clues of depression. We use DPD-Jamil dataset as a representative dataset

for many earlier studies for signs of depression detection task [19], [20], [53] which

leverage similar data to report their experiments. Moreover, high prevalence of

control tweets compared to depressive tweets is a very common phenomena in this

task, and this is very much evident in this particular dataset. Therefore, we use this

as our test set.
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Figure 3.1: DPD-Vioules (top) vs DPD-Jamil (bottom) depressive tweets word
clouds.

Datasets Depressive Tweets
DPD-Vioules “I wish I could be normal and be happy

and feel things like other people”
“I feel alone even when I’m not”
“Yesterday was difficult...and so is to-
day and tomorrow and the days after...”

DPD-Jamil “Last night was not a good night for
sleep... so tired And I have a gig
tonight... yawnnn”
“So tired of my @NetflixCA app not
working, I hate Android 5”
“I have been so bad at reading Twitter
lately, I don’t know how people keep
up, maybe today I’ll do better”

Table 3.2: Sample random tweets from DPD-Vioules and DPD-Jamil.
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3.3.4 Creating a Depression Specific Corpus

To create a depression specific word embedding, we curate our own depression cor-

pus. For this, we collect all the posts from the Reddit depression forum: r/depression1

between 2006 to 2017 and all those from Suicidal Forum2 and concatenated for a

total of 856,897 posts. We choose these forums because people who post anony-

mously in these forums usually suffer from severe depression and share their strug-

gle with depression and its impact in their personal lives [26]. We believe these

forums contain useful semantic components indicative of depressive language.

3.4 Data Preprocessing

We perform the following preprocessing steps for all our Twitter datasets, we use

NLTK3 for tokenizing our tweets and also Ekphrasis4 for normalizing tweets.

1. Lowercase each words.

2. Remove words starting with @ and “rt”.

3. Remove one character words (except “a”, “i” and “u” (further replaced by

you)) and digits.

4. Remove tweets which are less than three words long.

5. Re-contract contracted words in a tweet. For example, “I’ve” is made “I

have”.

6. Elongated words are converted to their original form. For example, “Looong”

is turned to “Long”.

7. Remove tweets with self-disclosure, i.e., any tweet containing the word “di-

agnosed” or “diagnosis” is removed.

1reddit.com/r/depression/
2suicideforum.com/
3https://www.nltk.org/book/ch06.html
4https://github.com/cbaziotis/ekphrasis
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8. Remove all punctuation except period, comma, question mark and exclama-

tion.

9. Remove URLs.

10. Remove non-ascii characters from words.

11. Remove hashtags

12. Remove emojis.

For tweets preprocessing, stop words and few essential punctuations are re-

tained as stated earlier. We find pre-trained word and sentence embedding based

models work generally better with stop words and punctuation through our experi-

ments.

However, to curate depression specific corpus to train depression specific em-

bedding, we remove numbers, non-words (e.g., words that start with anything other

than letters), stop words, remove any tags specific to Reddit and retain hyphenated

words, to preserve important depression related phrases. We make this corpus as

clean as possible so that the word embedding algorithm can learn the depression

vocabulary specific semantic representation better.

3.5 Feature Representation Methods

3.5.1 Bag-of-Words (BoW)

We represent each tweet as a vector of vocabulary terms and their frequency counts

in that tweet, also known as BoW. The vocabulary terms refer to the most frequent

400 terms existing in the training set. Before creating the vocabulary and the vector

representation of the tweets, we perform the tweets preprocessing as stated earlier.

We also tried Tf-IDf based BoW, however, we find simple frequency based BoW

works better in our case.
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3.5.2 Lexicons

We experiment with several emotion and sentiment lexicons, such as LabMT [32],

VADER [41], Emolex [80], AFINN [97], LIWC [141], NRC-Hashtag-Sentiment-

Lexicon (NHSL) [57], NRC Hashtag Emotion Lexicon (NHEL) [81] and CBET

[131]. Among these lexicons we find LIWC and NHEL perform the best and hence

we report the results of these two lexicons. The following subsections provide a

brief description of LIWC, NHEL and lexicon-based representation of tweets.

Linguistic Inquiry and Word Count (LIWC)

LIWC [107] has been widely used as a good baseline for depressive tweet detection

in earlier research [18], [95]. We use it to convert a tweet into a fixed length vector

representation of 93 dimensions, that is then used as the input for our machine

learning models. Each of these dimensions signify the percentage proportion of

words related to that dimension out of all the words in a particular text blurb.

NRC Hashtag Emotion Lexicon (NHEL)

In NHEL there are 16,862 unigrams, each of which is associated with a vector

of eight scores for eight emotions, such as anger, anticipation, disgust, fear, joy,

sadness, surprise and trust. Each of the real valued score indicates how much a par-

ticular unigram is associated with each of the eight emotions. In our experiments,

after preprocessing, we use the lexicon to determine a score for each token in the

tweet; finally, we sum them to get a vector of eight values for each tweet, which

represents the expressed emotions in that tweet and their magnitude. Finally, we

use that value as a feature for our machine learning models.

3.5.3 Embeddings

We use a number of pre-trained word and sentence embeddings methods to repre-

sent the tweets. We provide the technical settings of these methods as follows (also

in Appendix A.5):
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General Twitter Word Embedding (TE)

We use a pre-trained 400 dimensional skip-gram word embedding learned from 400

million tweets with vocabulary size of 3, 039, 345 words [42] as a representative of

word embedding learned from a general dataset (in our case, tweets); we believe

this captures the most relevant vocabulary for our task. The creator of this word

embedding used negative sampling (k = 5) with a context window size = 1 and

mincount = 55. Since it is pre-trained, we do not have control over the hyperparam-

eters it uses and simply use it as is.

Depression Specific Word Embedding (DSE)

We create a 400 dimensional DSE on our curated depression corpus. First, we iden-

tify sentence boundaries in our corpora based on punctuation, such as: “?”,“!” and

“.”. We then feed each sentence into a skip-gram based word2vec implementation

in gensim6. We use negative sampling (k = 5) with the context window size = 5 and

mincount = 10 for the training of these word embeddings. DSE has a vocabulary

size of 29, 930 words. We choose skip-gram for this training because skip-gram

learns good embedding from a small corpus [78].

Augmented Twitter Word Embedding (ATE): a non-linear mapping between
TE and DSE

In this step, we create a non-linear mapping between TE and DSE. To do this, we

use a Multilayer Perceptron Regressor (MLP-Regressor) with a single hidden layer

with 400 hidden units and Rectified Linear Unit (ReLU) activations (from hidden

to output layer), which attempts to minimize the Minimum Squared Error (MSE)

loss function, F(θ) in Equation 3.1, using stochastic gradient descent:

F(θ) = argmin
θ
L(θ) (3.1)

where

L(θ) = 1

m

m∑
i=1

||gi(x)− yi||22 (3.2)

5radimrehurek.com/gensim/models/word2vec.html
6radimrehurek.com/gensim/models/word2vec.html
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Figure 3.2: Non-linear mapping of TE to DSE (creation of ATE).

Word Em-
beddings

Corpus
Type

#Posts Vocab. Size

TE, ATE Twitter 400M 3M
DSE Depression

Forums
1.5M 30K

Table 3.3: Corpus and vocabulary statistics for word embeddings.

and

g(x) = ReLU(b1 +W1(b2 +W2x)) (3.3)

here, g(x) is the non-linear mapping function between the vector x (from TE)

and y (from DSE) of a word w ∈ V , where, V is a common vocabulary between

TE and DSE; W1 and W2 are the hidden-to-output and input-to-hidden layer weight

matrices respectively, b1 is the output layer bias vector and b2 is the hidden layer

bias vector (all these weights and biases are indicated as θ in Equation 3.1). In

Equation 3.2, m is the length of V (in our case it is 28,977). Once the MLPR learns

the θ that minimizesF(θ), it is used to predict the vectors for the words in TE which

are not present in DSE (i.e., out of vocabulary (OOV) words for DSE). After this

step, we finally get an Augmented Twitter Word Embedding (ATE) which encodes

the semantic representation of depression forums as well as word coverage from

tweets. A summary of the vocabulary sizes and the corpus our embedding sets are

trained on is provided in Table 3.3.

Conditions for Embedding Augmentation/Mapping

Our non-linear mapping between two embeddings works better given that those two

embeddings are created from the same word embedding creation algorithm (in our
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case skip-gram) and have same number of dimensions (i.e., 400). We also find that

a non-linear mapping between our TE and DSE produces slightly better ATE than

a linear mapping for our task, although the former is a bit slower.

Sentence Embeddings

We use two state-of-the art sentence embedding models, such as, Universal Sen-

tence Encoder (USE) [13] and Sentence Bidirectional Encoder Representations

from Transformers (SBERT) [118] to represent the tweets. More technical details

of these embeddings are provided in Appendix A.5. The rationales behind choos-

ing these embedding representations are their (1) availability, i.e., they are widely

available (2) moderate sized embedding dimension, which does not cause memory

problems during experimentation, (3) superior performance in many NLP down-

stream task, and (4) being good representative of all existing sentence embedding

models.

3.5.4 Embedding Representation of Tweets

For word embedding based tweet representation, we take the average of the vector

of the individual words in a tweet, ignoring the ones that are Out Of Vocabulary

(OOV). For sentence embedding, we simply feed the tweet to the respective sen-

tence embedding model that generates a fixed length sentence vector for that tweet.

3.6 Experimental Setup

We experiment with all the 40 combinations from eight feature representation meth-

ods, such as BoW, NHEL, LIWC, TE, DSE, ATE, USE, SBERT and five standard

machine learning models, such as Naı̈ve Bayes (NB), Logistic Regression (LR),

Linear Support Vector Machine (LSVM), Support Vector Machine with Radial Ba-

sis Kernel (RSVM) and Decision Tree (DT)7. To show the effects of different pre-

processing strategies, we report these results for four kinds of preprocessing strate-

gies, such as (1) all: means tweets with stop words and punctuation, (2) all-punct:
7https://scikit-learn.org/stable/supervised_learning.html#

supervised-learning
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means tweets without punctuation but with stop-words, (3) all-stop: means tweets

without stop-words but with punctuation and (4) all-punct-stop: means tweets

without punctuation and stop-words. Along with BoW, NHEL and LIWC, we use

few random baselines, such as (1) All-Majority: always predicting the majority la-

bel and (2) Random-Uniform: predicting either depression or control tweets based

on random uniform distribution. We do not experiment with deep learning models,

because they require a lot of labelled samples in general. Our focus here is to

evaluate the efficacy of pre-trained word embedding representations and their en-

hancements rather the efficacy of the classifier themselves.

Machine Learning Model Settings

For the Support Vector Machines (SVMs) and LR, we tune the hyperparameter, C ∈

{2−9, 2−7, . . . , 25} and C ∈ {10−9, 10−7, . . . , 105} respectively and additionally,

γ ∈ {2−11, 2−9, . . . , 22} for the RSVM (see scikit-learn Support Vector Machine

(SVM)8 and LR9 documentations for further description of these hyperparameters).

We use min-max feature scaling for all the features.

3.7 Evaluation

3.7.1 Quantitative Performance Analysis

For quantitative performance analysis, we use average results (i.e., average Preci-

sion, Recall and F1) for the best performing combinations among all the 40 com-

binations of our standard machine learning and feature representation methods and

preprocessing strategies (as described in Section 3.6).

For a single experiment, we split all our DPD-Vioules data into a disjoint set of

training (80% of all the data) and testing (20% of all the data) or the testset-1 (Table

3.4).

We use stratified sampling so that the original distribution of labels is retained in

our splits. Furthermore, with the help of 10-fold cross validation in our training set,

8http://scikit-learn.org/stable/modules/svm.html
9https://scikit-learn.org/stable/modules/linear_model.html#

logistic-regression
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Datasets Train(D) Test(D)
DPD-Vioules 405(203) 101(50)
DPD-Jamil - 8753(876)

Table 3.4: Number of tweets in the train and test splits for the two datasets. The
number of depressive tweets is in parenthesis.

we learn the best hyperparameter settings for all our model-feature representation

combinations, except for those that require no such hyperparameter tuning. We then

find the performance of the best model on our test.

We have run 30 such experiments on 30 random train-test splits. Finally, we

report the performance of our best model-feature representation combinations based

on the Precision, Recall, and F1 score averaged over the test sets (testset-1’s) of

those 30 experiments and for all preprocessing strategies (Table 3.5).

To establish further generazibility of our pre-trained embedding based ML mod-

els, we report their performance in a separate test set created from DPD-Jamil

(testset-2). For this, we only report the top models under each embedding repre-

sentation category, model and preprocessing strategy, found at previous experiment

in testset-1. We report a baseline which is trained on DPD-Jamil dataset and ran-

dom baselines as described earlier in testset-2 to shed a light that in general how

challenging it is to score a high accuracy in this set (Table 3.6). We also report the

performance of a majority voting model consisting of all our most effective models,

i.e., ATE, DSE and USE which are learned on DPD-Vioules dataset and report its

performance in testset-2. Through this model, we only predict a tweet as the one

carrying signs of depression if majority of the models voted yes for that, otherwise

we assume it as a control tweet.

Finally, we report comparison among the models in terms of accuracy for all

model-feature-preprocessing combinations to shed light on the impact of different

preprocessing strategies (Section 3.8).

3.7.2 Qualitative Performance Analysis

According to earlier research, depression has close connection with abnormal reg-

ulation of positive and negative emotion [61] and [130]. So to consider how the
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Figure 3.3: Two-dimensional PCA projection of LIWC POSEMO and NEGEMO
words (frequently occured in our datasets) in TE.

Figure 3.4: Two-dimensional PCA projection of LIWC POSEMO and NEGEMO
words (frequently occured in our datasets) in ATE.
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words carrying positive and negative sentiment are situated in our augmented vec-

tor space, we plot the PCA projections of ATE and TE for the high frequency words

used in both datasets that are the members of LIWC positive emotion (POSEMO)

and negative emotion (NEGEMO) categories.

3.8 Results Analysis

In quantitative analysis, we observe the following based on F1-scores, unless stated

otherwise, significant difference means p-value < 0.05 in a two-tailed paired t-test:

1. Best DSE is better than the best ATE in testset-1 by 1.65% (p-value < 0.01)

and in testset-2 it is better by only 0.48%.

2. Since DSE is learned on stop words and punctuation removed sentences, it is

not susceptible of preprocessing because it only focuses on important words

for depression not the stop words and punctuation.

3. ATE/TE is slightly more sensitive to punctuation than stop-words, i.e., with-

out punctuation their performance degrades, however, they perform slightly

better without stop-words, means stop-words may have very slight bad effect

on them.

4. In testset-1, difference between ATE and TE is not statistically significant.

However in testset-2, ATE is 4% better than TE.

5. Best preprocessing strategies in testset-1 for ATE (i.e “all-stop”) and TE (i.e.,

“all-punct-stop”) results in degraded performance in testset-2 compared to

“all” preprocessing strategy (Table 3.6).

6. Sentence embedding models perform significantly worse when stop words

are removed in testset-1.

7. Most of the model-feature combinations perform slightly better in “all” pre-

processing strategy compared to other preprocessing strategies in both test-

sets.
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8. Best sentence embedding based models achieve significantly better accuracy

than best word embedding based models in both testsets.

9. F1 scores in testset-2 is lower because of its highly imbalanced nature and

not very prominent depressive language components as further confirmed by

LIWC analysis (Tables 3.1, 3.2 and Figure 3.1).

10. DSE is much smaller than ATE/TE in vocabulary size, yet has better perfor-

mance in both testsets.

11. Majority of the models under embedding representation family is signifi-

cantly better than lexicon and BoW models in testset-1.

12. A Majority Voting Classifier (MVC) performs the best compared to individ-

ual classifiers for each embedding representation in testset-2.

In qualitative analysis, we observe that NEGEMO and POSEMO words form

two clearly distinctive clusters, i.e., C1 and C2 respectively in ATE. We also notice

the word “insomnia” and “sleepless” which represent common sleep problem in

depressed people, reside in C1 or NEGEMO cluster. However, we do not see any

such clusters in TE (Figure 3.4 and 3.3). We believe this distinctions of affective

contents in vector space partially play a role in our overall accuracy. Also the PCA

projection gives a glimpse of the semantic relationship of affective words in depres-

sive language. Although its not an exhaustive analysis but a insightful one that we

believe would be helpful for further analysis of affect in depressive language.

The above observations lead to the following insights:

1. Overall all the embedding based models are sensitive to preprocessing stop-

words and punctuation. Although in testset-1 it is tough to reach to a conclu-

sion on that.

2. Sentence embedding based models are significantly more sensitive to stop

words than punctuation. This indicates, stop words contribute in creating

contextual representation better (testset-1).
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3. Vocabulary wise DSE is much smaller than ATE/TE, yet its powerful perfor-

mance in DPD task indicates depression specific vocabulary plays important

role in depression detection.

4. Since ATE and TE have exactly the same vocabulary, the accuracy increase

for ATE compared to TE in both test sets indicates the efficacy of our pro-

posed augmentation method.

5. Sentence embedding representation are more powerful and represent con-

text much better than avg. pooling based word embedding representation

of tweets, reflected through their significantly better accuracy gain in both

testsets.

6. Semantic augmentation/mapping helps organize the semantic representation

space built on samples of source domain, such as tweets in this case (Figure

3.4).

7. Even with small dataset, it is possible to learn a robust DPD model with

the help of embedding representations, which is exhibited through the huge

performance gap between BoW/Lexicon family of models compared with

embedding family of models. This observation is further corroborated by the

Majority Voting Classifier (MVC) model’s superior performance in testset-2.

3.9 Limitations

We find the following limitations in our work:

1. Due to the limitations of data, we had to conduct our experiments in small

datasets.

2. Embedding augmentation does not work well across two different embedding

representations based on embedding creation algorithms. That means, source

and target embedding should be from same family of embedding creation

methods. We verified it for skip-gram to skip-gram mapping, however, we
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find glove to skip-gram embedding mapping does not provide any accuracy

gain.

3. Semantic augmentation works better in an area where vocabulary plays im-

portant role, such as DPD task.

4. Due to small dataset size pairwise student t-test may not be very reliable.

However, our testset-2 is big and results in that set provides more reliable

insights on the models generalizibility.

5. We test the idea of semantic augmentation in depression detection from lan-

guage task. Depressive language has well defined semantic representation as

backed-up by early literature and found out through our experiments as well.

It is still to be properly analyzed it’s generalizibility in other domain where

this semantic representation is not well defined.

6. Due to the computational expense, we do not experiment with SBERT in

testset-2. We think its performance will be close to USE because it was so in

the testset-1.

7. How different preprocessing strategies affect the overall accuracy for various

embedding based methods needs further analysis.

8. We do not extensively experiment with various other augmentation tech-

niques, including variational auto-encoder based augmentation and also, how

sentence embedding could be enhanced for a particular domain based on this

process. We will investigate that in future.

3.10 Conclusion

In this chapter, we provide experimental analysis for various embedding based

text/tweet representations for the DPD task. We also outline the creation of DSE

and its use in further enhancing the predictive capability of a TE in DPD task. We

show that, DSE performs the best among the Word Embedding (WE) based mod-

els. Despite DSE is much smaller than TE in terms of its vocabulary size, this
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accuracy gain indicates smaller but relevant vocabulary is very important for DPD

task. Also, performance of ATE slightly better than TE corroborates the usefulness

of learned semantic representation from depression forum posts for this task. In

general, Sentence Embedding (SE) based models are superior than Word Embed-

ding (WE) models, where USE is slightly better than SBERT. We show that, in

a majority voting settings, we can achieve the best result in the testset-2, indicat-

ing the promise for using a majority voting model for candidate depressive tweet

filtering.
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Chapter 4

Depression Symptoms Modelling
from Text: A Zero-Shot Learning
Approach

In this chapter, we describe a Zero-Shot Learning (ZSL) framework for Depression

Symptoms Detection (DSD) from tweets. ZSL is a machine learning paradigm al-

lowing between-class attribute transfer at test time, in order to observe and predict

the classes of samples from classes that were not observed during training. ZSL

models have good potential to alleviate data scarcity problem by helping create ini-

tial training dataset for a supervised learning task. In this chapter, we use existing

state-of-the-art pre-trained embedding representations and large language model

based Natural Language Inference (NLI) systems to represent tweets and clinical

descriptions of depression symptoms to formulate a ZSL based depression symp-

toms detection model. This model mainly leverages semantic similarity between the

tweet and the descriptions of the depression symptoms to assign a label to a tweet.

We experiment with various combinations of these representation techniques, clin-

ical descriptions as well as few relevant parameters for the ZSL modelling and

establish the fact that these models are in general better in DSD task compared to

naive baselines and supervised models fine-tuned on a very small training data. We

also outline experiments on how to make a explainability friendly DSD system later

in the chapter through the proposed ZSL framework.
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4.1 Motivation

According to DSM-5, to clinically diagnose depression, a clinician looks at the

temporal patterns for depression symptoms for a patient in typically two-weeks time

window. As already stated in Chapter 1, in our social media user-level depression

modelling framework, we would like to reflect this clinical process of depression

diagnosis, where, detecting depression symptoms is a core component. In general

there are very few attempts taken for DSD task such as [15], [87], [152]. Here we

provide further details of the limitations that were briefly described in Chapter 2, as

follows:

1. All these studies were formulated based on pure supervised learning mind set,

means, more emphasis were put on bulk social media posts, such as tweets

collection based on depression symptoms related keywords, later annotating

them directly for depression symptoms and that way curate a dataset to train

a DSD model. This process can easily become a burden to the annotators

if the majority of the tweets are non-relevant to depression symptoms. Thus

affecting badly the total annotation process and results in inferior quality of

depression symptoms data.

2. There have been no attempts taken yet in terms of using state-of-the-art word

or sentence embeddings, NLI models, and existing clinical resources and in-

sights to make a system that can further filter depression symptoms candidate

samples.

3. Most of the curated DSD datasets used in these studies are not accessible. For

the only dataset we have access to, we are provided with only the Twitter IDs.

Using these IDs, we are able to crawl less than 50% of the tweets because of

the limitation of Twitter API and missing tweets. However, we have a huge

collection of candidate DSD samples which are yet to be annotated, which

means, there is a good potential use of a ZSL approach to further filter them

for annotation and thereby curate a good quality of dataset.

Therefore, we formulate a ZSL modelling framework, with which we can create
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weakly labelled DSD samples and thereby alleviate data scarcity problem to an

extent.

4.2 Methodology

We first describe how the DSD task is formulated as a problem of finding seman-

tic similarity between a label and a tweet. To start with, we describe the label

description curation process through clinical knowledge of depression symptoms.

Later, we describe the ZSL framework, which leverages several pre-trained word

and sentence embeddings and NLI models to find out the membership of a tweet

with each label through their descriptors. We then evaluate the accuracy of the ZSL

models based on well known multi-label classification evaluation measures, such as

Macro-F1 and Weighted-F1 scores (Appendix A.1) and compare them with strong

supervised and random baselines. We also report the efficacy of the best ZSL model

through its performance in DPD task, compared to LIWC and random baselines, to

shed light on its ability to identify signs of depression from tweets. Further as an

ongoing work and to evaluate the ZSL framework for its efficacy in developing an

explainable DSD system, we propose a text explainability algorithm called STEP.

STEP may encourage multiple short and hierarchical phrases inside a tweet to ex-

plain its labels. In companion with the previous point, we propose an Explainability

Index (EI) score which is used to grade the explainability mechanism for various

ZSL models proposed in this chapter.

4.3 Datasets

We use mainly two datasets here, such as (1) DSD-Clinician-Tweets-Original:

This is a subset of IJCAI-2017 dataset. There are 539 tweet samples in this dataset

and it is annotated by four annotators for possible depression symptoms, including

two clinical experts. Details of the dataset and its curation process is described in

Chapters 2 and 5, and (2) DPD-Vioules Dataset: This dataset is rigorously anno-

tated for signs of depression and is used for evaluating the performance of DPD

models in the last chapter. Details of this dataset and its curation is provided in
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Chapter 3.

4.4 Alternative ZSL Approaches

In this section, we elaborately describe different sub-components of ZSL modelling.

The basic idea is to find relevance between the tweet and the depression symptom

labels. However, before diving deep into the modelling framework, we need to be

familiar with few preliminary concepts which is described in the next subsection.

4.4.1 ZSL Model Preliminaries

Given, a tweet, T , it has a label, Li where, Li ∈ {L1, ...Lm}, if it has a strong

membership-score with any of its descriptors, lj where, lj ∈ Li and Li = {l1, ...ln}.

Here the descriptor lj is a representation of the label Li. For example, consider that

one of our depression symptoms Li is “Low Mood” and the descriptors representing

Li is a set, l = {Despondency,Gloom,Despair}. If T has a strong membership-

score with any members of l, we can say T has the label Li = “Low Mood.” Since

our DSD task is a multi-label classification task, it is possible for T to have mul-

tiple labels at the same time, because it can have a strong membership-score with

respect to the descriptor(s) of multiple labels. This is a ZSL paradigm, because we

determine the label(s) of T based on its membership-score with respect to any of

the descriptors in l at test time, with which our models are probably not familiar

with at training time.

We use mainly two broad families of ZSL models in this work, such as (1) Em-

bedding family, which means, both word and sentence embedding models and (2)

Natural Language Inference (NLI) models. For embedding models, we represent T

and each lj using various classic and state-of-the-art word and sentence embedding

models and measure their membership-scores based on how close they are in the

vector space through the cosine distance. For NLI models, we extract the proba-

bility type of entailment-scores which shows the membership-score for a T with

respect to each lj .

Figure 4.1 depicts the high level description of the proposed ZSL framework.
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Figure 4.1: An overview of ZSL framework.

To further elaborate the framework, we start by discussing depression symptoms

label L and their descriptors (l) curation process (Section 4.4.2), later, we describe

representation creation of the tweets and labels for embedding families of models

(Section 4.4.3), finally we discuss membership-score calculation between tweets

and labels (Section 4.4.5). We describe each of these processes, using the notation

described above. Please note, in the following sections and through-out the paper,

we use the term “Embedding” to define a set of word vectors.

4.4.2 Labels (L) Curation for ZSL

First, we use well known depression rating scales and align the common depression

symptoms concepts with the help of a clinician, to better understand the general lan-

guage used for describing individual clinical symptoms. We then separate the min-

imal description of the symptoms or Header for DSM-5 (DSM-Header (DH)) and

Montgomery–Åsberg Depression Rating Scale (MADRS) [49] (MADRS-Header

(MH)) and slightly elaborated description of the symptoms Lead for MADRS

(MADRS-Lead (ML)). We curate a list of elaborated descriptions of depression

symptoms concept with the help of all the rating scales (Appendix A.3), such as

Patient Health Questionnaire - 9 (PHQ-9), MADRS, Beck Depression Inventory

(BDI), Hamilton Depression Rating Scale (HAM-D) and Center for Epidemiologic

Studies Depression Scale (CES-D) [76] and discussion with the clinician, which

we call All. In addition, we combine only the headers of DSM-5 and MADRS

for corresponding depression symptoms, which we call MADRS+DSM-Header
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Sample of depres-
sion Symptoms

DSM-Headers
(DH)

MADRS-Headers
(MH)

MADRS-Leads
(ML)

Disturbed sleep Insomnia, Hyper-
somnia

Reduced sleep Reduced duration
of sleep, Reduced
depth of sleep

Anhedonia Loss of interest,
Loss of pleasure

Inability to feel
pleasure

Reduced interest in
surroundings, Re-
duced ability to re-
act with adequate
emotion

Table 4.1: A glimpse of few depression symptom labels (L) and some Headers and
Leads that constitute lall.

(MH+DH). Finally, we use a hand curated and expert annotated depression symp-

toms lexicon, named SSToT [155]. It is to be noted that, DSM-5 is the manual used

for clinical depression detection world-wide, and the basis for most of the other de-

veloped depression rating scales. Furthermore, MADRS is a clinician rating scale

instead of a typical patient rating scale, meaning, a clinician provides their judg-

ment to rate depression of a patient instead of a patient provides their own rating

as in patient rating scales. Since we use annotation advice from the clinician to an-

notate our data, and we want to analyze the tweets for depression symptoms from

the clinician’s point of view; MADRS perfectly fits our need. MADRS headers and

leads are more easily understandable by the annotators compared to other rating

scales. See Table 4.1 for a sample for headers and leads for couple of depression

symptoms. All these label descriptors are provided in the Appendix A.6.

4.4.3 Representation of Tweets and Labels for ZSL

Here we separately discuss about various embedding based representation tech-

niques for the tweet, T and depression symptoms label descriptor, lj .

Word Embedding Family (WE)

We use several classic word embedding models, including Google News (Google)1,

Twitter Glove (Glove)2, General Twitter Skip-gram Word Embedding (TE) [42]

1https://code.google.com/archive/p/word2vec/
2https://nlp.stanford.edu/projects/glove/
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(Chapter: 3), Depression Specific Word Embedding (DSE) trained on depression

specific corpora (Chapter 3) , Depression Specific Embedding Augmented Twitter

Word Embedding (ATE) (Chapter 3), NLI pre-trained Roberta Embedding (Roberta-

NLI) [66] and Universal Sentence Encoder (USE) embedding [13]. All these

embeddings except DSE have been trained on millions of tokens. As USE and

Roberta-NLI are sentence embeddings, we take the sentence vector for each word

as their word vector. In the following sections, we describe how we leveraged them

to create sentence representations.

Average Word Vector Models (WV-AVG)

If we assume a tweet, T or a label descriptor, lj (Section 4.4.1) as a our sentence,

and each sentence, S consists of n words, i.e., S = {W1, ...Wn}, “wv” is a function

that returns the vector representation of a word, then a sentence as an averaged word

vector can be expressed as follows:

∑n
i=0 wv(Wi)

n
(4.1)

Word Vector Mapper Models (WV-MAPPER)

As originally proposed in Chapter 3, we learn a least square projection matrix, Mw,

between the word vectors of the common vocabulary V of both source and target

embeddings. This learned matrix is then used to adjust word vectors of source

embedding. We call this new adjusted source embedding, an augmented embedding

and it is used to create WV-AVG sentence representation as outlined in Equation

4.1. This method has been previously found to be effective for the depressive post

detection task [36]. For our WV-MAPPER models, our source embedding is one of

the general Twitter pre-trained embeddings, e.g., Glove, Google, USE or Roberta-

NLI and the target is DSE. The specification for this mapping is as follows, where

M∗
w is the learned projection matrix and VS and VT are the common vocabularies of

source and target embeddings.

M∗
w = argmin ||wv(VS)Mw − wv(VT )||22 (4.2)
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Sentence Embedding Family (SE)

We use state-of-the-art Roberta-NLI and USE sentence embeddings which are trans-

former based models and multi-task pre-trained on NLI and Semantic Textual Simi-

larity Tasks (STS) (i.e., Roberta-NLI) and sentiment analysis tasks as well (i.e USE)

(Appendix A.5)

Vanilla Sentence Vector Models (SV)

Provided a sentence, S, its sentence vector is represented as sv(S).

Sentence-to-Word Vector Mapper Models (SV-WV-MAPPER)

We use the same formulation as stated in Equation 4.2, however, while learning

the projection matrix M∗
s , here we use the sentence vector of a source word and

learn its projection to word vector of the target word for the common vocabulary

between the source and target embeddings. All the other notations are the same as

noted earlier:

M∗
s = argmin ||sv(VS)Ms − wv(VT )||22 (4.3)

Later, we use M∗
s to transform sv(S). The intuition behind this mapping is

that a sentence vector may not be good at representing a label descriptor lj , which

are usually short-phrases. So we project a sentence vector for a tweet, T and its

corresponding label descriptor, lj to a word-vector space (in our case “DSE”, where

we have salient semantic clusters of depression symptoms).

4.4.4 Natural-Language-Inference (NLI) Model

We use the BART-Large-MNLI (or simply Denoising sequence-to-sequence pre-

training for natural language generation, translation, and comprehension (BART))

model3, which uses BERT and Generative Pre-trained Transformer (GPT) hybrid

pre-training, further fine-tuned on NLI task and performs very well in ZSL settings

(Appendix A.5). In the NLI task, a model is given a premise and a hypothesis and it

needs to predict whether the hypothesis entails the premise or contradicts it. It has

3https://huggingface.co/facebook/bart-large-mnli
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been found to be a very effective ZSL model, which can pretty accurately predict

whether a given label (in our case label descriptor, lj) entails a particular sample,

in our case a tweet, (T ). This mechanism provides a probability score ∈ [0, 1] of

entailment for each label.

4.4.5 ZSL Top-k-Label-Membership Formulation

At the heart of our Top-k-Label-Membership formulation is an algorithm that deter-

mines the membership of a tweet, T with all the descriptors, lall for all labels, L. We

later sort the descriptors based on their membership-scores with T in descending

order (assuming higher score means better membership), and get lall−sorted (Algo-

rithm 1). Finally, we return the labels, L′ ⊂ L represented by the top-k descriptors,

l′ ⊂ lall−sorted as our candidate labels for the tweet, T (Algorithm 2). In the follow-

ing sections we describe our membership-scoring details for Embedding and NLI

family of models.

Algorithm 1: Sorted-Descriptors
Input: T , lall, mode
Output: lall−sorted

1 lall−sorted ← ∅ ;
2 membership-score-dictionary← ∅ ;
3 if mode is “Embeddings” then
4 foreach l ∈ lall do
5 membership-score-dictionary[l]← 1 - cosine-distance(T, l) ;
6 end
7 end
8 else if mode is “NLI” then
9 foreach l ∈ lall do

10 membership-score-dictionary[l]← entailment-prob-score(T, l) ;
11 end
12 end
13 lall−sorted ← descriptors(sort-desc(membership-score-dictionary)) ;
14 return lall−sorted ;

Embedding Family Models

For this family of models, we use cosine similarity or (1 - cosine-distance) to deter-

mine the membership of a vector representation of tweet, T to the same of any of
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Algorithm 2: Label-Predictor
Input: L, lall−sorted, k
Output: L′

1 L′ ← ∅ ;
2 n← 0 ;
3 while n < k do
4 foreach l′ ∈ lall−sorted do
5 foreach Li ∈ L do
6 if l′ ∈ Li then
7 L′ ← L′ ∪ Li

8 end
9 end

10 n← n+ 1

11 end
12 end
13 return L′ ;

the descriptors in lall. Centroid Membership: In this scheme, we represent each

label, Li with the average representation vectors of all of its descriptors, which we

call “centroid”. For example, in the centroid-based method, T has label Li if T has

a strong membership-score with centroid(Li), where Li = l = {l1, l2, ..., ln} and l

is the set of descriptors. Then we return L′ ⊂ L, i.e., the top-k labels, based on the

descending order of the cosine similarity with T as candidate labels for T . Top-k

Centroid Membership: Similar to centroid membership, instead of considering all

the descriptors of Li, we use the top-k descriptors based on the cosine similarity. In

Figure 4.2, we provide an overview of centroid methods.

NLI Family Models

As mentioned in Section 4.4.4, NLI models provide probability scores for entail-

ment for a tweet, T to its descriptor, lj . We follow a similar procedure as for the

embedding family models except we use the entailment probability scores to find

the final candidate labels, L′ for T .

4.5 Experimental Setup

We design our experiments to enable analysis with respect to model accuracy and

explainability. We report two experiments to confirm the accuracy of our models,
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Tweet, T

L1-Centroid

L2-Centroid

Ln-Centroid

Cosine-Similarity

Return Top-K Labels, L' Labels, L

Figure 4.2: An overview of ZSL-Centroid methods.

such as in (1) DSD task, which is our core task and (2) DPD task, which confirms

the predictive capability of our models in general to identify depressive vs. control

tweets. In terms of explainability, we formulate an explanation index (EI) score and

analyze how different models perform in terms of it.

4.5.1 DSD task

We perform experiments on all the combinations of our ZSL family models and de-

pression label descriptors curation strategies described earlier. In addition, we run

these experiments for various configurations of top-k = {1, 3, 6, 9} label descrip-

tors.

However, to analyze and discuss the results, we report the best models under

each of the ZSL families. We run this experiments in DSD-Clinician-Original-

Tweets dataset (Chapter 5). In Tables 4.2 and 4.4, we report these results, where

each model is named as: [ZSL -Model-Name(Label-Descriptor-Name)]-[Top-k].

In Table 4.2, we report the performance of the top-3 best models under each

family of ZSL models and a set of random baselines. In Table 4.3, we report the

models which have similar performance to the best model for each family. Further,

we report the results in a subset of DSD-Clinician-Tweets-Original, called DSD-

Clinician-Tweets-Original-Test, to compare the best models performance with a

strong supervised baseline (Table 4.4). For this baseline, we use Mental-BERT [55]

fine-tuned on depression symptoms tweets (Chapter 5).

The three naı̈ve baseline models with which we compare ZSL models are, All-

True: here we always predict all the labels, Random-Uniform: here we predict

labels based on random uniform distribution and All-Majority: here we always
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predict from the top-3 majority labels. For all these experiments, we consider “Psy-

chomotor Agitation” and ”Retardation” as two separate symptoms instead of one.

This results in framing DSD as a multi-label classification task with total of 10

labels.

4.5.2 DPD Task

For this task, we use membership-scores for various symptoms (i.e their corre-

sponding label-descriptors membership score with the tweet) as the feature rep-

resentation. We then train an SVM classifier with this representation and create our

ZSL based DPD model. We use our top performing model, i.e., BART-All-top-6,

for this feature representation. We then compare this model’s performance with

All-Majority (always predicting the label which has most number of samples) and

Random-Uniform class baselines. To compare and contrast the performance of our

ZSL based DPD model with other DPD models described in the last chapter, we

use DPD-Vioules dataset here as well. The reason to use an SVM classifier for our

ZSL based DPD model is that, it is found to be the best performer given the small

size of DPD-Vioules dataset with only ≈ 500 samples of depression and control

tweets (Table 4.5).

4.6 Evaluation

Since our DSD task is a multi-label classification task, we report Macro-F1 and

Weighted-F1 scores (Appendix A) to evaluate our ZSL models for all the labels and

also for the labels with majority samples (because our dataset is highly imbalanced)

respectively. For this evaluation we create 10 non-overlapping partition of samples

from our DSD-Clinician-Tweets-Original dataset and provide the above accuracy

score averaged over those 10 partitions. To compare with a strong supervised base-

line based on Mental-BERT, we report the performance of our top contenders in

a subset of DSD-Clinician-Tweets-Original dataset called, DSD-Clinician-Tweets-

Original-Test. For the binary depressive posts detection task, we use F1-score and

we use the same experimental setup as described in Chapter 3. We measure the
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ZSL-
Family

Model-Name Macro-F1 Weighted-F1

WE DSE-(MH+DH)-top-3 0.2363(±0.0712) 0.2823(±0.0489)
Roberta-NLI-MH-top-3 0.2348(±0.0519) 0.3712(±0.0687)
Roberta-NLI-All-top-3 0.2199(±0.0416) 0.2886(±0.0403)

SE USE-SE-All-top-1 0.3001(±0.0646) 0.3592(±0.0497)
USE-SE-All-top-3 0.2958(±0.0342) 0.4384(±0.0495)
USE-SE-SSToT-top-3 0.2895(±0.0870) 0.3644(±0.0753)

NLI BART-All-top-6 0.3613(±0.0624) 0.5150(±0.0522)
BART-All-top-3 0.3575(±0.0673) 0.5001(±0.0575)
BART-All-top-3 0.3206(±0.01106) 0.4921(±0.0463)

Random
All-True 0.1648(±0.001) 0.3517(±0.0047)
Random-Uniform 0.1422(±0.0060) 0.2876(±0.0147)
All-Majority 0.1125(±0.0016) 0.3203(±0.0077)

Table 4.2: DSD task macro and weighted F1 scores for the top-3 best models
under each ZSL families in DSD-Clinician-Tweets-Original dataset, winner in each
categories are bolded.

statistical significance among our various models based on two-tailed paired t-test.

4.7 Results Analysis

We observe the following from our experiments:

1. Based on top-3 models under each family reported in Table 4.2, we find:

(a) Macro-F1 and Weighted-F1 scores of best Word Embedding (WE) based

model are significantly lower than best Sentence Embedding (SE) and

NLI based models in all clinician annotated tweets. In the small subset

of this dataset, where we compare with the baseline, we also observe

this trend.

(b) SE and NLI based models perform best majorly with “All” descriptors.

(c) Top-3 label descriptors have good predictability in all the ZSL models.

(d) MADRS and DSM header based descriptors win slightly by “All” in WE

family. However, for other ZSL families we see, “All” always provides
4This is based on WV-MAPPER discussed earlier
5This is based on SV-WV-MAPPER discussed earlier
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ZSL-
Family

Model-Name Label-Descriptors-(Top-k)

WE DSE DH-(3,6), MH+DH-(1,6)
Google All-(3,6,9)
Roberta-NLI All-(1,6), MH-(6), ML-(3), MH+DH-(3,6,9)
USE-DSE-Mapped4 All-(3,6,9), ML-(6,9), MH+DH-(3,6,9)
USE All-(9), DH-(9), MH-(6), MH+DH-(6,9)

SE USE-SE DH-(1), ML-(3), SSToT-(1,6,9), MH+DH-(1)
USE-DSE-Mapped5 All-(3), ML-(3), MH+DH-(1), SSToT-(1,3,6,9)

NLI BART All-(9), ML-(3,6,9), MH-(3), MH+DH-(3)

Table 4.3: ZSL models with similar performance to the top-3 models in each ZSL
family.

ZSL-
Family

Model-Name Macro-F1 Weighted-F1

WE DSE-(MH+DH)-top-3 0.3071 0.3423
SE USE-SE-All-top-1 0.3534 0.3558
NLI BART-All-top-6 0.4156 0.4943
Supervised BERT-Finetuned 0.3112 0.51

Table 4.4: DSD task macro and weighted F1 scores for the best models in each
families in DSD-Clinician-Tweets-Original-Test (test) dataset.

Features F1-Score
BART-All-top-6 0.7871(±0.0214)
NB-BOW 0.7521(±0.0277)
LR-LIWC 0.7397(±0.0418)
All-Majority 0.7006(±0.0)
Random-Uniform 0.5102(±0.0455)

Table 4.5: F1 scores in DPD task.
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better predictability. In SE, we see SSToT performs almost equally good

as “All” based on Macro-F1 score. Performance of NLI and WE using

SSToT is very poor and are ≈ 0% (not reported in the Table).

2. Based on Table 4.3, where we report other models which do not have sta-

tistically significant difference with the top-3 models under each family, we

see that, other than DSE, where MH and DH based descriptors are best per-

forming and for Google word embedding where “All” descriptors perform the

best, we find all kinds of descriptors can provide similar results. Also, we see

for embedding families (i.e., SE and WE), USE (and its augmented version)

perform the best. For Top-k, we see that ≥ 3 descriptors provide best results

in majority of the cases.

3. Pure depression specific embedding perform better than general embedding

and augmented embedding methods, such as TE and ATEs.

4. In the test set (Table 4.4), all ZSL models are better than a strong supervised

baseline, i.e., BERT-finetuned model in Macro-F1 score, however, Weighted-

F1 score wise none of those models can beat this supervised baseline.

5. In Table 4.5, we see that best ZSL model based representation also helps

achieve significantly good accuracy (p-value < 0.05) in the DPD task than

other reasonable contenders which use mostly depression vocabulary, such as

Logistic Regression with LIWC features (LR-LIWC) and Naı̈ve Bayes with

BoW features (NB-BOW), and all the naı̈ve baselines.

We can summarize the above observations into following insights:

1. SE and NLI based ZSL models are superior than word embedding based mod-

els because of their pre-training on large dataset and also better algorithm for

learning context better than avg. word embedding based models.

2. Number of top-k depends on the underlying ZSL model. Observation finds

that usually top-k=3 is enough to provide good accuracy in DSD task.
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3. WE performs better with short but informative label descriptors with which it

has better vocabulary overlap, such as MADRS and DSM headers, but not

SSToT with which it may have less vocabulary overlap. In NLI, we see

slightly larger in size (e.g., in “All”) is better and for SE both “All” and short

but more number of label descriptors (e.g. in SSToT) are better. It could

be the fact that these contextual representation based ZSL models work best

when they are provided with more and relevant context.

4. ZSL based representation of tweets achieve reasonably good accuracy in DPD

task confirms the overall efficacy of such models in detecting signs of depres-

sion from tweets.

4.8 Relationship with Ongoing Work on Explainabil-
ity

To further push the boundary of ZSL models capability to developing explainable

[5] DSD models, we outline an explainability framework. The core idea behind

the explainability framework is to find which phrases express the same depres-

sion symptoms label as the tweet. Moreover, we would also like to determine

how those phrases are surrounded by their neighbouring phrases to contribute to

the semantics of a label. To do so, we propose two algorithms as described in the

following sections. Our first algorithm “Syntax Tree-Guided Semantic Explanation

(STEP)” respects the syntax tree-based compositionality to explore n-grams inside

the tweet. This compositionality may also contribute to the tweet having a particu-

lar label (Section 4.8.1). Our second algorithm, we call n-gram based explanation

(ngramex), naively divides a tweet in its constituent n-grams (where “n” is pre-

determined) to help explain a tweet for its label (Section 4.8.2). Finally, in Section

4.8.3 we propose an Explanation Index (EI) function that provides higher scores for

multiple minimal explanations for a Tweet-Label as opposed to single or lengthy

explanations.
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4.8.1 Syntax Tree Guided-Semantic Explanation (STEP)

According to generative linguistic theory by Chomsky [103], to understand the

meaning of a sentence, humans combine words in at least two levels, such as (1)

syntactic level and (2) semantic level. Since explaining a sentence requires under-

standing its semantics through syntactic composition, we reflect this theory in our

explanation algorithm. First, we start by approximating semantic understanding of

a tweet, T as a whole (or the label/depression symptoms expressed by it), then we

gradually explore the nodes of the syntax tree for T in breadth-first manner and

find out which n-grams (children of those nodes) also express the same, until all the

nodes have been traversed. Finally, STEP returns the set of n-grams (where “n” is

dynamic and n ∈ Z+) or “explanations,” E, in descending order of membership-

score with the tweet label. Here, we use the Algorithms 1 and 2 for finding out the

candidate label of n-grams at each node of the syntax tree. It is to be noted, we

consider the most expressed candidate label (i.e., the candidate label which has the

highest membership-score with the label of T ) for an n-gram, instead of multiple

labels for the ease of understanding our explainability mechanism.

Algorithm 3: STEP
Data: T
Result: E

1 Tree← Syntax-Tree(T) ;
2 Tweet-Label← Label(T) ;
3 Explanation-Dictionary← ∅ ;
4 while not Tree.traversedAllNode() do

; // Traversing the Tree in Breadth-First order
and from left-to-right nodes

5 foreach node ∈ Tree do
6 node-Label← Label(n-gram(node)) ;
7 if node-Label == Tweet-Label then
8 node-Score← Score(n-gram(node), Tweet-Label) ;
9 Explanation-Dictionary[n-gram(node)]← node-Score

10 end
11 end
12 end
13 E ← explanations(sort-descending(Explanation-Dictionary) ;
14 return E
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It is easy to see that we could use this process for each of the candidate la-

bels for explainability analysis if needed. The entire process is described in Al-

gorithm 3. Further for the sake of simplicity, let us assume a function “n-gram”

takes the leaves of each node and returns the corresponding n-gram; function “La-

bel” takes an n-gram and returns its most expressed label; function “Score” returns

the membership-score of the n-gram and the label, and the function “Syntax-Tree”

returns, as the name suggests, a syntax tree of the corresponding text/tweet.

4.8.2 N-gram Based Explanation (ngramex)

In this algorithm, we simply partition T into some pre-defined length of n-grams.

Later we identify n-grams which have the same label as T , and return the list of

those n-grams according to the descending order membership-score with a label,

T .

4.8.3 Explanation Index Score (EI-Score)

We propose an Explanation Index (EI) score to evaluate our ZSL Models in terms of

their explainability. We report EI scores for both STEP and ngramex, and analyze

their agreement over different samples to compare and contrast. Let us assume a

set of explanations, E = {e1, e2, ....en} for a particular tweet for its label. Each ei

corresponds to an n-gram explanation of a tweet for its label. A function “length”

returns the number of words in ei, and the function “rank” returns the rank of a

particular ei in E. Since ei’s are in sorted order under E, the lower the rank the

better the explanation. We can express our EI-Score for E as follows,∑n
i=0 EIi
n

(4.4)

where,

EIi = LengthScore(ei) ∗RankScore(ei) ∗Relevance(ei) (4.5)

LengthScore(ei) = 1− (length(ei)/length(tweet)) (4.6)

RankScore(ei) = 1− (rank(ei)/n) (4.7)
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Models STEP EI-Score (avg.) ngramex EI-Score (avg.)
DSE-(MH+DH)-top-3 0.1307(±0.1042) 0.1870(±0.1377)
USE-SE-all-top-1 0.1214(±0.1247) 0.0981(±0.1317)
USE-SE-SSToT-top-3 0.2325(±0.1240) 0.1921(0.1434)
BART-all-top-6 0.1435(±0.1126) 0.1580(±0.1444)

Table 4.6: EI-Scores for top ZSL models and a SSToT based USE model reported
in the Tables 4.2 and 4.4.

Relevance =

{
1 if Label(tweet) == Label(ei)

0 otherwise
(4.8)

We can see that EI scores will be higher for multiple explanations over a sin-

gle explanation, and short explanation over lengthy explanations. It is possible that

ngramex with a certain “n” can have a better score according to this scoring sys-

tem, however, ngramex has a high possibility of returning non-salient explanations

which may not useful to humans (Table 4.7). The range of our EI-Score function

is between 0 and 1 and the higher score indicates the better explanation. We re-

port two kinds of analyses here, such as (1) regarding average EI-score for both

STEP and ngramex (with n=3, because we found it’s often scores better) in DSD-

Clinician-Tweets-Original dataset. In Table 4.6 we report these average EI-Scores

for our top ZSL models to analyze their explainability performance and (2) regard-

ing the analysis of the rationale behind disagreement between STEP and ngramex

EI-score; we sort out few examples where STEP EI-Score is greater than the same

for ngramex and vice-versa (Table 4.7). Finally, it should be mentioned that, EI-

Score is not a fool proof scoring system. It scores higher for smaller explanations

even though those may not make sense. Quality of explanation depends on both un-

derlying ZSL model and the explanation mechanism. Here STEP works as a layer

to reduce gibberish explanations as opposed to ngramex.

4.8.4 Explainability Analysis
EI-Score

We observe that STEP EI-score wise, sentence embedding based model (USE-SE-

SSToT-top-3) achieves significantly better score (p-value < 0.05 in a paired t-test)
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Tweet Condition Exps (STEP) Exps (ngramex)

“No one under-
stands me”

EI(STEP ) >
EI(ngramex)

“No one”, “No
one understands
me”

“No one under-
stands”, “one un-
derstands me”

“I feel like utter
shit”

EI(STEP ) <
EI(ngramex)

“feel like utter
shit”, “shit”

“I feel like”, “feel
like utter”

Table 4.7: Top 2 EI explanations for the label ”Feelings of Worthlessness” for two
tweets, where STEP & ngramex disagree for top EI-Scoring ZSL model: (USE-SE-
SSToT-top-3).

than all the other models followed by NLI based BART-all-top-6 and word embed-

ding based DSE-(MH+DH)-top-3 model (Table 4.6). Interestingly, BART-all-top-6

and USE-SE-all-top-1 achieve significantly high accuracy for DSD task (Table 4.2),

although in-terms of explainability they are as bad as WE based models. It could

be due to the fact that, STEP extracted n-grams are sometimes too short for WE

and NLI based models to properly represent them. Same is true for SE, but with

SSToT lexicon it performs better. It needs further investigation why SE performs

better with short descriptors in this case.

We also observe that there is a difference between ngramex and STEP EI-score

for a particular model and for WE and BART models ngramex is higher than STEP.

This could be due to the fact that, STEP is capable of extracting explanations which

are semantically consistent compared to inconsistent n-grams often extracted by

ngramex.

In Table 4.7, we see two examples, where in first example STEP explanations

provide high score (0.15) than the same for ngramex (0.1), the reason for EI-Score

penalization for ngramex is that, the first explanation is almost the same size as

the original tweet. In the second example, ngramex EI-Score is higher (0.21) than

STEP (0.18), here the EI-score penalization for STEP is because of the same reason

as first example, however, if we see the semantic quality of the explanations, STEP

explanations are better than ngramex.
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4.9 Limitations

In this chapter, we present a ZSL framework as a viable option even in the situation

when we have no labelled samples for training, however, evaluating such model has

some core limitations, which are as follows:

1. We have experimented with various combinations of ZSL models, label de-

scriptors and several modelling related parameters, such as top-k. In absence

of large test data, we cannot come to a final conclusion on the best combina-

tions of these attributes, rather we get a very approximate idea. Unfortunately,

human annotated depression symptoms samples are rare to find and also very

hard to create in large scale.

2. Explainability score is not fool-proof, which means, models with good ex-

plainability may have less score, depending on the underlying models used.

We require human judges to find whether the EI-Score goes with human in-

tuition of explainability quality.

3. We do not extensively experiment with different scenarios that can result into

different structure of a syntax tree. Also, we depend on the accuracy of the

syntax tree in this process. All our analyses are based on a mind-set that each

tweet is a single sentence.

4.10 Conclusion

In this chapter, we discuss on a way of tackling the main challenge in DSD task,

which is the scarcity of labelled samples for training the same. We show that using

various learned representation techniques and their enhancement we can formulate

a ZSL approach for this task, which performs better than a strong fine-tuned BERT-

based supervised baseline for the same. Moreover as an ongoing work on text

explainability, we provide an outline of an algorithm for exploring syntax tree for

sub-phrases that explains a particular tweet for its label. Finally as a part of that

framework, we propose EI-Score that can be used to evaluate the explainability

capability of our Zero-Shot models.
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Chapter 5

Depression Symptoms Modelling
from Text: A Semi-supervised
Learning Approach

In this chapter, we describe a Semi-supervised Learning (SSL) framework (Ap-

pendix A.4), which uses an initial supervised learning model that leverages 1)

a state-of-the-art large mental health forum text pre-trained language model fur-

ther fine-tuned on a clinician annotated Depression Symptoms Detection (DSD)

dataset, 2) a Zero-Shot Learning (ZSL) model for DSD (Chapter: 4), and couples

them together to harvest depression symptoms related samples from our large self-

curated Depressive Tweets Repository (DTR). Our clinician annotated dataset is the

largest of its kind. Furthermore, DTR is created from the samples of tweets in self-

disclosing depressed users Twitter timeline from two datasets, including one of the

largest benchmark datasets for user-level depression detection from Twitter. This

further helps preserve the depression symptoms distribution of self-disclosing Twit-

ter users’ tweets. Subsequently, we iteratively retrain our initial DSD model with

the harvested data. We discuss the stopping criteria and limits of this SSL process,

and elaborate the underlying constructs which play a vital role in the overall SSL

process. We show that, we can produce a final dataset which is the largest of its

kind. Furthermore, a DSD and a Depressive Post Detection (DPD) model trained

on it achieves significantly better accuracy than their initial version.
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5.1 Motivation

The first and foremost challenge for developing a robust DSD model is to curate

enough samples of social media posts, such as tweets, carrying signs of clinical

depression symptoms, that could help train such a model. Most of the earlier works

attempt to annotate samples with the help of primarily non-expert (non-clinician)

humans to curate a ground truth [86]–[88], [152]. As mentioned in the last chapter

and in Chapter 2, to create the initial candidate sets of samples for annotation, most

of these studies crawl random tweets based on depression specific keywords [53],

[87], [88], [152]. This sampling does not necessarily reflect the language patterns

of the depression population.

Provided we have a lot of users who have disclosed their depression diagnosis

in their Twitter timeline, we can use their timeline to gather possible depression

candidate tweets with the help of DPD and ZSL models we outlined in the ear-

lier chapters and then annotate them with the help of the expert annotators (in our

case the annotators having clinical knowledge). Further, we can learn our very first

model with the help of this dataset and iteratively improve it. All these ideas to-

gether have not been explored in the earlier research for developing a robust DSD

model. Thus the motivation of this work comes mainly from the following points:

1. Clinician annotated dataset creation from depressed users tweets: Through

leveraging our existing datasets from self-disclosing depressed users and learned

DPD model, which is a binary model for detecting signs of depression, we

want to curate a clinician annotated dataset for depression symptoms. This is

a more in-situ approach for harvesting depression symptoms posts compared

to crawled tweets for depression symptoms using depression symptoms key-

words, as done in most of the earlier literature [53], [87], [88], [152]. We call

it in-situ because this approach respects the natural distribution of depression

symptoms samples found in the self-disclosing depressed users timeline. Al-

though Jamil et al. [152] and Yadav et el. [53] collected samples in-situ as

well, both of these works did not strictly consider a user is depressed based on

their self-disclosure statement of depression diagnosis like us. Moreover, our
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clinician annotated dataset is much bigger and annotation is more rigorous

than them.

2. Gather more data that reflects clinical insight: Starting from the small

dataset found at (1) and a learned DSD model on that, we want to iteratively

harvest more data and retrain that model for our depression symptoms mod-

elling or DSD task, which is also not explored in the early work.

5.2 Methodology

To achieve the goals mentioned earlier, we divide our depression symptoms mod-

elling into two parts: (1) Clinician Annotated Dataset Curation: here we first pro-

pose a process to create our annotation candidate dataset from our existing depres-

sive tweets from self-disclosing depressed Twitter users timeline. We later annotate

this dataset with the help of a clinician amongst others, that helps us achieve our first

goal and (2) Semi-supervised Learning: we then describe how we leverage that

dataset to learn our first sets of DPD and DSD models and eventually make them

robust through iterative data harvesting and retraining or semi-supervised learning.

From our clinician annotated dataset created in step (1), we separate a subset

of depression symptoms stratified samples as a test set. After each step of the SSL

process, we report Macro-F1 and Weighted-F1 scores (Appendix A.1) to evaluate

the efficacy of that step based on that test set.

5.3 Datasets

We use depressed users who disclosed their depression condition through a self-

disclosure statement, such as “I (am/was/have) been diagnosed with depression”

in IJCAI-2017 dataset [133] (Chapter 2) and separate a portion of it. This portion

contains users who have 80% or more of their tweets written in English and mini-

mum 50 posts in their Twitter timeline. The other portion of the IJCAI-2017 dataset

where users do not satisfy the above condition and UOttawa depressed users’ tweets

[53] (Chapter 2), where the users were verified by annotators about their ongo-

ing depressive episodes, are used to develop Depression-Candidate-Tweets. Later,
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we further filter it for depressive tweets and create Depressive Tweets Repository

(DTR) which is used in our SSL process to harvest in-situ tweets for depression

symptoms. Next, we separate a portion of DTR for clinician annotation for depres-

sion symptoms (Figure 5.3). We also use a dataset curated by Yadav et al. [152]

called D2S dataset. This dataset is curated from Twitter users who were identified

as depressed based on their profile attributes, such as profile names, pictures and

contents. Later, their tweets were analyzed with the help of non-expert annotators

for nine depression symptoms and only 100 sub-samples were cross checked with

a clinician to find the reliability of their annotation.

5.3.1 Clinician Annotated Dataset Curation

In the overall DSD framework, depicted in Figure 5.1, we are ultimately interested

in creating a robust DPD and a DSD model which are initially learned on human

annotated samples, called “DPD-Human” model and “DSD-Clinician” model (Fig-

ure 5.2). The suffixes with these model names, such as “Human,” indicates that

this model leverages the annotated samples from both non-clinicians and clinicians;

“Clinician” indicates that this model leverages the samples for which the clinician’s

annotation is taken as more important (more explanation in Section 5.3.4). At the

beginning of this process, we have only a small human annotated dataset for depres-

sion symptoms and depressive posts from external organizations (i.e., D2S [152]

and DPD-Vioules [149] datasets respectively), no clinician annotated depression

symptoms samples, and a large dataset from self-disclosing depressed users (i.e.,

IJCAI-2017 and UOttawa datasets). We take the following steps to create our first

set of clinician annotated depression symptoms dataset and DTR which we will use

later for our SSL.

1. We start the process with the help of a DPD model, which we call DPD

Majority Voting model (DPD-MV). It consists of a group of DPD models

(Chapter: 3), where each model leverages pre-trained word embedding (both

augmented (ATE) and depression specific (DSE)), and sentence embedding

(USE); further trained on a small set of human annotated depressive tweets

and a Zero-Shot Learning model (USE-SE-SSToT) (Chapter 4). Subsequently,
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Figure 5.1: DSD modelling algorithm.

Figure 5.2: Semi-supervised learning process at a high level.
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IJCAI-
2017+UOttawa 

Datasets

DPD-MV 
modelDepression-

Candidate-Tweets 

All tweets other
than DSD-

Clinician-Tweets
(DTR)

Clinician Annotated
Tweets (DSD-

Clinician-Tweets)

1

3a 3b

2

Figure 5.3: DSD-Clinician-Tweets and DTR curation process.

Dataset Sample size Comment
Depression-Candidate-Tweets 42,691 Depressed users’ tweets

DTR 6,077 Depressive Tweets Repository
DSD-Clinician-Tweets 1,500 Clinician annotated tweets

Table 5.1: Datasets

the DPD-MV model takes the majority voting of these models for detecting

depressive tweets.

2. We then apply DPD-MV on the sets of tweets collected from depressed users

timelines (or Depression-Candidate-Tweets (Figure 5.3)) to filter control

tweets. The resultant samples, after applying DPD-MV is referred to as

Depressive Tweets Repository (DTR). We later separate a portion of this

dataset, e.g., 1500 depressive tweets for human annotation which we call

DSD-Clinician-Tweets dataset. Details of the annotation process are de-

scribed in Section 5.3.4.

3. We learn our first DSD model using this dataset, then use this model to har-

vest more samples from DTR. An outline of the DTR and DSD-Clinician-

Tweets curation process is provided in Figure 5.3. We describe the details of

this process in the Semi-supervised Learning section, but describe each of its

building block in the next sections. In Table 5.1, we provide relevant datasets

description.
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5.3.2 Annotation Task Description

Our annotation task consists of labelling a tweet for either 1) one or more of 10

symptoms of depression, 2) No Evidence of Depression (NoED), 3) Evidence of

Depression (ED) or 4) Gibberish. We have 10 labels instead of the traditional nine

depression symptom labels because we separate the symptom “Agitation/Retardation”

into two categories so that our model can separately learn and distinguish these la-

bels, unlike previous research [152]. NoED indicates the absence of any depression

symptoms expressed in a tweet. ED indicates multiple symptoms of depression ex-

pressed in a tweet in a way so that it’s hard to specifically pinpoint these combined

depression symptoms in that tweet. Gibberish is a tweet less than three words long

and, due to the result of crawling or data preprocessing, the tweet is not complete

and it’s hard to infer any meaningful context.

5.3.3 Annotation Guideline Creation

To create the annotation guideline for the task, we analyze the textual descriptions

of depression symptoms from most of the major depression rating scales, such as

PHQ-9, CES-D, BDI, MADRS and HAM-D [76]. We also use DSM-5 as our base

reference for symptoms description. Based on these descriptions of the symptoms

from these resources and several meetings with our clinicians, we consolidate some

of the most confusing samples of tweets from DTR and map them to one or more

of those depression symptoms. We then create an annotation guideline with clear

description of the clinical symptoms of depression that an annotator should look for

in the tweets followed by relevant tweets examples for them including the confus-

ing ones previously noted. We then separate a portion of 1500 samples from our

DTR and provide it to the annotators along with our annotation guideline. During

the annotation we randomly assign a set of tweets multiple times to calculate test-

retest reliability scores. We find annotators annotate the tweets consistently with

the same annotation with 83% reliability based on the test-retest reliability score.

Our detailed guideline description is provided in Appendix A.7.
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5.3.4 Depression Symptoms Annotation Process

We provide a portion of 1500 tweets from DTR for depression symptoms annotation

by four annotators1. Among these annotators two have clinical understanding of

depression: one is a practicing clinician and the other one has a PhD in Psychiatry.

In our annotation process, we emphasize the annotation of a tweet based on the

clinical understanding of depression which is laid out in our annotation guideline

(Appendix A.7). We take majority voting to assign a label for the tweet. In ab-

sence of majority, we assign a label based on the clinician’s judgment, if present,

otherwise, we do not assign a label to that tweet. We call this scheme MVCP. Ta-

ble 5.2 reports the average kappa scores for each label and Annotator-Annotator,

Annotator-MVCP and All pairs (i.e., average on both of the previous schemes).

We observe fair to moderate kappa agreement score (0.38 - 0.53) among our

annotators for all the labels. We also find, “Suicidal thoughts” and “Change in

Sleep Patterns” are the labels for which inter-annotator agreement is the highest and

agreement between each annotator and MVCP is substantial for the same. Among

the annotators the order of the labels based on descending order of agreement score

is as follows: Suicidal Thoughts, Change in Sleep Patterns, Feelings of Worth-

lessness, Indecisiveness, Anhedonia, Retardation, Weight Change, NoED, Fatigue,

Low mood, Gibberish, Agitation and ED. With MVCP, we find moderate to sub-

stantial agreement (0.56 - 0.66).

5.3.5 Distribution Analysis of the Depression Symptoms Datasets

In this section, we provide symptoms distribution analysis for our D2S and DSD-

Clinician-Tweets datasets. DSD-Clinician-Tweets dataset contains 1500 tweets.

We then create a clean subset of this dataset which holds clinician’s annotations

and only tweets with depression symptoms, which we call DSD-Clinician-Tweets-

Original (further detail is in Section 5.5.1). For D2S, we have 1584 tweets with

different depression symptom labels. In Figure 5.4, the top 3 most populated labels

for DSD dataset are Agitation, Feeling of Worthlessness and Low Mood. However,

1Thanks to our annotators, Sudhakar Sivapalan, Jasmine Noble and Katrina Ingram
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for D2S dataset Suicidal Thought is the most populated label followed by Feeling

of Worthlessness and Low Mood, just like DSD.

We use D2S dataset because D2S dataset curators crawled tweets from self-

reported depressed users timeline. Although they did not confirm whether these

users have also disclosed their depression diagnosis, they mention that they analyze

their profile to ensure that these users are going through depression. Since their

annotation process is not as rigorous as ours, i.e., they did not develop an annotation

guideline as described in the earlier section and their depressed users dataset may

not contain all self-disclosing depressed users, we had to further filter those tweets

before we could use them. So we use DSD-Clinician-Original-Tweets for training

our very first model in SSL process, later use that model to re-label D2S samples.

To make a contrast with a substantial early work for Twitter symptoms annota-

tion on depression lexicon based keyword crawled tweets from random users, we

compare the symptoms distribution of above mentioned datasets with depression

symptoms annotated SAD corpus [87]. We find, the most prevalent depression

symptoms label in that dataset are Low Mood, Fatigue and Disturbed sleep. There

are few to no samples of other depression symptoms in that corpus. This indicates

annotated samples in self-disclosing Twitter users timeline is substantially different

than that of keyword based crawling from random users timeline. In a later section,

we report the depression symptoms distribution on our harvested data and another

approach for increasing sample size for least populated labels.

5.4 Data Preprocessing

We use the same data preprocessing for the tweets as described in Chapter 3, Section

3.4.

5.5 Experimental Setup and Evaluation

Our experimental setup consists of iterative data harvesting and re-training of a

DSD model, followed by observing its accuracy increase over each iteration cou-

pled with incremental initial dataset size increase. We report the results separately
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Figure 5.4: Sample distribution and ratio analysis across D2S and DSD-Clinician-
Tweets-Original-Train datasets.

for each of the step of SSL in next sections. DSD is a multi-class multi-label prob-

lem. We report accuracy measures in Macro-F1 and Weighted-F1 (Appendix A.1).

Our Semi-supervised Learning (SSL) strategy uses the DPD and DSD models

and the datasets as described in earlier sections to iteratively harvest more relevant

samples and learn robust models (Figure 5.5).

5.5.1 A Semi-supervised Learning (SSL) Framework

In our SSL framework, we iteratively perform data harvesting and retraining of

our DSD model, which is a multi-label text classifier utilizing pre-trained Mental-

BERT2, technical details of this model (i.e., the training hyperparameters and setup)

is provided in the Appendix A.10. We find Mental-BERT based DSD performs

significantly better in terms of Macro-F1 and Weighted-F1 scores compared to base

BERT only models in the DSD task (Tables 5.5 and 5.6). In this section, we provide

our step by step SSL process description, datasets used at each step and the resulting

models and/or datasets. All our steps are depicted in points 11-26 in Figure 5.5 and

2https://huggingface.co/mental/mental-bert-base-uncased
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described further below.

Step 1: Creating First DSD Model

In this step, we focus on the creation of a training dataset and a test dataset selected

from our clinician annotated samples. This dataset consists of tweets carrying at

least one of the 10 depression symptoms. We use this training dataset to create our

first DSD model, called DSD-Clinician-1. To do so, we follow the steps stated

below.

1. We first remove all the tweets with labels “Gibberish,” “Evidence of Depres-

sion” (ED) and “No Evidence of Depression” (NoED) from a subset of DSD-

Clinician-Tweets after applying MVCP. We call this dataset DSD-Clinician-

Tweets-Original. Details of ED, NoED and Gibberish is provided in Table

5.3.

2. We save the tweets labelled as “Evidence of Depression,” which we call DSD-

Clinician-ED-Tweets, (Arrow 8 in Figure 5.5). We later use those to harvest

depression symptoms related tweets.

3. Next, we separate 70% of the tweets from DSD-Clinician-Tweets-Original

dataset and create DSD-Clinician-Tweets-Original-Train dataset for train-

ing our first version of DSD model, called DSD-Clinician-1 and the rest 30%

of the tweets are used as an SSL evaluation set, also called, DSD-Clinician-

Tweets-Original-Test, (Arrows 5 and 7 in the Figure 5.5). This split is done

based on stratified sampling on label distribution. We will use this evalua-

tion set all through our SSL process to measure the performance of SSL, i.e.,

whether it helps increase accuracy for DSD task or not. Further, we separate

20% of samples from DSD-Clinician-Tweets-Original-Train as a validation

set to find out a optimal threshold to predict labels through sigmoid activa-

tion functions for each labels. We report the datasets created in this step in

Table 5.3, models in Table 5.4 and accuracy scores for each labels and their

average in Table 5.6. We also report accuracy for the DPD-Human model in

this step in Table 5.7.
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Dataset Sample size Comment
DSD-Clinician-Tweets-Original 539 Tweets with

depression symp-
toms only

DSD-Clinician-Tweets-Original-Train 377 Initial train
dataset

DSD-Clinician-Tweets-Original-Test 162 Overall test
dataset

DSD-Clinician-ED-Tweets 135 Depressive
tweets

DSD-Clinician-NoED-Tweets 785 Control tweets
DSD-Clinician-Gibberish-Tweets 41 Gibberish tweets

Table 5.3: Datasets in step 1.

Model Train dataset Sample
size

Comment

DSD-Clinician-1 DSD-Clinician-Tweets-
Original-Train

377 DSD-Clinician
model at SSL
iteration 1

DPD-Human (DSD-Clinician-Tweets
+ D2S – (DSD-
Gibberish-Tweets +
DSD-NoED-Tweets
+ Tweets with self-
disclosure)) + equal
number of NoED
tweets from DTR

(1500 +
1584 −
(41+785+
34)) +
2224 =
4448

DPD-Human
model at SSL
iteration 1

Table 5.4: Model details in step 1.

Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.00 0.00 0.00 26
Change in sleep pattern 1.00 0.07 0.12 15
Fatigue 0.00 0.00 0.00 6
Weight change 0.00 0.00 0.00 4
Feelings of worthlessness 0.55 0.16 0.24 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.55 0.73 0.62 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 1.00 0.14 0.24 22
Macro avg 0.31 0.11 0.12 205
Weighted avg 0.46 0.28 0.28 205

Table 5.5: DSD-Clinician-1 (BERT) model accuracy.
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Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.61 0.42 0.50 26
Change in sleep pattern 0.76 0.87 0.81 15
Fatigue 0.00 0.00 0.00 6
Weight change 0.00 0.00 0.00 4
Feelings of worthlessness 0.49 0.53 0.51 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.63 0.77 0.69 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.91 0.45 0.61 22
Macro avg 0.34 0.30 0.31 205
Weighted avg 0.52 0.51 0.51 205

Table 5.6: DSD-Clinician-1 (Mental-BERT) model accuracy in step 1.

Precision Recall F1-score Support
0.84 0.90 0.87 227

Table 5.7: DPD-Human model accuracy in step 1.

Step 2: Harvesting Tweets Using DSD-Clinician-1

In this step, we use DSD-Clinician-1 model created in the previous step to harvest

tweets which carry signs of depression symptoms from a set of tweets filtered for

carrying signs of depression only by DPD-Human model from DTR, we call this

dataset DSD-Harvest-Candidate-Tweets (Arrows 10 and 12 in Figure 5.5). Our

DPD-Human model is trained on all available human annotated datasets, i.e., DSD-

Clinician-Tweets-Original and D2S tweets and equal number of control tweets from

DTR (Arrows 6 and 9 in Figure 5.5 and more dataset details in Table 5.4). We use

this model to leverage human insights to further filter DTR. All the datasets used for

training purpose of DPD-Human and its incremental versions are stratified sampled

and 90% of the samples are used as train and the rest as test. In this step, we cre-

ate two more datasets from DSD-Harvest-Candidate-Tweets, (1) Harvested-DSD-

Tweets: This dataset contains the tweet samples for which the model is confident,

i.e., it detects at least one of the 10 depression symptoms and (2) Harvested-DSD-

Tweets-Less-Confident: This dataset contains the tweet samples for which the

model has no confident predictions or it does not predict any depression symptoms.
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Dataset Sample
size

Comment

DSD-Harvest-Candidate-
Tweets

3145 Harvestable
tweets for
DSD

Harvested-DSD-Tweets 2491 First harvested
dataset

Harvested-DSD-Tweets-
Less-Confident

654 First harvested
less confident
dataset

Table 5.8: Datasets in step 2.

Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.71 0.46 0.56 26
Change in sleep pattern 0.70 0.93 0.80 15
Fatigue 0.00 0.00 0.00 6
Weight change 0.00 0.00 0.00 4
Feelings of worthlessness 0.44 0.63 0.52 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.62 0.77 0.69 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.80 0.55 0.65 22
Macro avg 0.33 0.33 0.32 205
Weighted avg 0.51 0.55 0.52 205

Table 5.9: DSD-Clinician-1 model accuracy in step 2.

Harvested dataset statistics is provided in Table 5.8.

Step 3: Harvesting Tweets Using Best ZSL Model

In this step, we use a ZSL model (USE-SE-SSToT) described in Chapter 4, to har-

vest tweets carrying signs of depression symptoms from the DSD-Harvest-Candidate-

Tweets. We choose this model because it has reasonable accuracy in the DSD task

and it is fast. We also set a threshold while finding semantic similarity between the

tweet and the label descriptor to be more on a conservative side so that we reduce the

number of false positive tweets. We find that a threshold < 1 is a reasonable choice

because cosine-distance < 1 indicates higher semantic similarity. In this step, we

create two datasets: (1) Only-ZSL-Pred-on-Harvested-DSD-Tweets (step: 3a):
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Dataset Sample
size

Comment

ZSL-and-
Harvested-
DSD-Tweets

2491 Second harvest, sample size
is same as Harvested-DSD-
Tweets because harvesting is
done on the same data

Only-ZSL-Pred-
on-Harvested-
DSD-Tweets

2248 Sample size less than the
above because we are not us-
ing samples with no labels
predicted

Table 5.10: Datasets in step 3.

This dataset is only ZSL predictions on DSD-Harvest-Candidate-Tweets. (2) ZSL-

and-Harvested-DSD-Tweets (step: 3b): This dataset is a combination of ZSL

predictions and DSD-Clinician-1 predictions on DSD-Harvest-Candidate-Tweets.

This means, if either DSD-Clinician-1 or ZSL detects a depression symptom label

for a sample in DSD-Harvest-Candidate-Tweets, then we assign that label to that

sample. We follow steps: 3a and 3b to compare whether datasets produced through

these steps help in accuracy gain after using them to retrain DSD-Clinician-1.

Compared to step: 1 (Table 5.6), we achieve 4% gain in Macro-F1 and 5% gain

in Weighted-F1 using the combined dataset in step: 3b (Table 5.12). We achieve

1% gain in both the measures using Harvested-DSD-Tweets only in step: 2. With

ZSL only in step: 3a (Table 5.11), we actually lose 3% in Macro-F1 and 15% in

Weighted-F1. We also provide our produced datasets description in Table 5.10.

Step 4: Creating a Second DSD Model

From the previous experiments, we now create our second DSD model by retraining

it with DSD-Clinician-Tweets-Original-Train and ZSL-and-Harvested-DSD-Tweets.

This results in our second DSD model (Table 5.13).

Step 5: Creating Final DSD Model

In this final step, we do the following:

1. We create a combined dataset from D2S and DSD-Clinician-ED-Tweets and

we call this combined dataset DSD-Less-Confident-Tweets dataset (Arrows
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Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.56 0.85 0.68 26
Change in sleep pattern 0.72 0.87 0.79 15
Fatigue 0.00 0.00 0.00 6
Weight change 0.00 0.00 0.00 4
Feelings of worthlessness 0.33 0.55 0.42 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 1.00 0.11 0.19 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.82 0.64 0.72 22
Macro avg 0.34 0.30 0.28 205
Weighted avg 0.60 0.38 0.36 205

Table 5.11: DSD-Clinician-1 model accuracy in step 3a.

Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.71 0.92 0.80 26
Change in sleep pattern 0.68 0.87 0.76 15
Fatigue 0.00 0.00 0.00 6
Weight change 0.00 0.00 0.00 4
Feelings of worthlessness 0.34 0.82 0.48 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.65 0.82 0.72 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.76 0.73 0.74 22
Macro avg 0.31 0.42 0.35 205
Weighted avg 0.49 0.67 0.56 205

Table 5.12: DSD-Clinician-1 model accuracy in step 3b.

Model Train dataset Sample size Comment
DSD-Clinician-2 DSD-Clinician-

Tweets-Original-
Train + ZSL-and-
Harvested-DSD-
Tweets

(377 + 2491) = 2868 DSD
model
at SSL
iteration
2

Table 5.13: Model details in step 4.
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Figure 5.6: Sample distribution in harvested dataset vs original clinician annotated
dataset.

15, 16, 17, 20 in Figure 5.2). D2S tweets are used here because the dataset

was annotated externally with a weak clinical annotation guideline. We use

our model to further filter this dataset.

2. We use DSD-Clinician-2 model and ZSL to harvest depression symptoms

tweets from DSD-Less-Confident-Tweets, we call this dataset ZSL-and

-Harvested-DSD-from-Less-Confident-Tweets. Finally with this harvested

data and the datasets used to train DSD-Clinician-2 model, we create our final

dataset called Final-DSD-Clinician-Tweets and by training with it, we learn

our final DSD model called, Final-DSD-Clinician. We also retrain our DPD-

Human model to create Final-DPD-Human model. Datasets, models and the

relevant statistics are reported in Tables 5.14, 5.15, 5.16, and 5.17.

We report the symptoms distribution for our DSD-Clinician-Tweets-Original-

Train dataset earlier, and here report depression symptoms distribution in our

SSL model harvested datasets (ZSL-and-Harvested-DSD-Tweets + ZSL-and-

Harvested-DSD-from-Less-Confident-Tweets) only. We see that sample size

for all the labels generally increased and the samples reflect almost the same
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Dataset Constituent datasets Sample
size

Final-DSD-
Clinician-Tweets

DSD-Clinician-Tweets-Original-
Train + ZSL-and-Harvested-DSD-
Tweets + ZSL-and-Harvested-
DSD-from-Less-Confident-Tweets

(377 +
2491 +
1699) =
4567

Final-DPD-
Human-Tweets

Final-DSD-Clinician-Tweets which
are not in DPD-Human test set
+ DPD-Human trainset which are
not in Final-DSD-Clinician-Tweets
+ Equal number of NoED tweets
from DSD-Harvest-Candidates

(2743 +
1997)×2 =
9480

Table 5.14: Datasets in step 5.

Model Train dataset Comment
Final-DSD-Clinician Final-DSD-Clinician-Tweets DSD model at

SSL Step 5
Final-DPD-Human Final-DPD-Human-Tweets DPD model at

SSL step 5

Table 5.15: Model details in step 5.

label distribution as our DSD-Clinician-Tweets-Original-Train dataset. In-

terestingly, data harvesting increases the sample size of “Feelings of Worth-

lessness” and “Suicidal thoughts” while still maintains the distribution of our

original clinician annotated dataset (DSD-Clinician-Tweets-Original-Train)

(Figure 5.6).

We also report the top-10 bi-grams for each of the symptom for our Final-

DSD-Clinician-Tweets dataset in Table 5.19. In that table, we report the

salient bi-grams highlighted, i.e., the bi-grams exclusive to each of the symp-

tom. We see that top bi-grams and the salient ones convey the concepts of

each symptoms.

Step 6: Combating Low Accuracy for Less Populated Labels

Here we attempt to combat the low accuracy for the labels which have very small

sample size. In these cases, we analyze the co-occurrence of those labels with other

labels through an associative rule mining (Apriori) algorithm [2]. Our idea is to use
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Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.57 0.96 0.71 26
Change in sleep pattern 0.68 0.87 0.76 15
Fatigue 1.00 0.17 0.29 6
Weight change 1.00 0.75 0.86 4
Feelings of worthlessness 0.35 0.76 0.48 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.62 0.77 0.69 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.64 0.82 0.72 22
Macro avg 0.49 0.51 0.45 205
Weighted avg 0.51 0.68 0.56 205

Table 5.16: Final-DSD-Clinician model accuracy in step 5.

Precision Recall F1-score Support
0.83 0.97 0.89 227

Table 5.17: Final-DPD-Human model accuracy in step 5.

Step Model Macro-F1 Weighted-F1 F1
1 DSD 0.31 0.51 -
1 DPD - - 0.87
2 DSD 0.32 0.52 -
3a DSD 0.28 0.36 -
3b DSD 0.35 0.56 -

Final DSD 0.45 0.56 -
Final DPD - - 0.89

Table 5.18: Summary of accuracy improvements (DSD and DPD correspond to
DSD-Clinician and DPD-Human models respectively).
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Depression-Symptoms Bi-grams
Anhedonia want go, dont care, go work, motivation any-

thing, want die, want live, go away, im done,
tired bored, getting bed

Low Mood feel like, want cry, depression anxiety, feeling
like, mental illness, want die, like shit, want
someone, feel alone, feels like

Change in Sleep Pattern want sleep, go sleep, im tired, hours sleep,
fall asleep, cant sleep, need sleep, back sleep,
could sleep, going sleep

Fatigue im tired, f*cking tired, physically mentally,
tired everything, tired tired, feel tired, im
f*cking, need break, tired yall, sad tired

Weight Change eating disorder, fat fat, stop eating, feel like,
keep eating, im gonna, lose weight, eating
disorders, fat body, wish could

Feelings of Worthlessness feel like, like shit, feeling like, fat fat, wish
could, f*cking hate, good enough, ibs hate,
hate ibs, makes feel

Indecisiveness cant even, even know, says better, thoughts
brain, seems like, feel like, better dead, assis-
tant remember, remember things, time like

Agitation feel like, mental illness, f*ck f*ck, depression
anxiety, f*ck life, f*cking hate, fat fat, panic
attacks, every time, hate body

Retardation feel like, lay bed, ever get, committed better-
ing, sleepy kind, im tired, one moods, talking
going, well mind, motherf*ckers prove

Suicidal thoughts want die, feel like, wanna die, want kill, want
cut, f*cking die, better dead, self harm, hope
die, want f*cking

Table 5.19: Top-10 bi-grams for each symptoms for Final-DSD-Clinician-Tweets
dataset with the ones bolded occur exclusively to each symptoms.
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Comment Precision Recall F1-score Support
Anhedonia 0.03 0.80 0.06 5
Low mood 0.59 0.92 0.72 26
Change in sleep pattern 0.71 1.00 0.83 15
Fatigue 0.04 0.83 0.08 6
Weight change 1.00 0.50 0.67 4
Feelings of worthlessness 0.34 0.79 0.47 38
Indecisiveness 0.09 1.00 0.16 11
Agitation 0.61 0.76 0.68 66
Retardation 0.07 0.75 0.12 12
Suicidal thoughts 0.72 0.82 0.77 22
Macro avg 0.42 0.82 0.45 205
Weighted avg 0.49 0.82 0.57 205

Table 5.20: Final-DSD-Clinician model with applied label association rules accu-
racy in step 6.

Comment Precision Recall F1-score Support
Anhedonia 0.00 0.00 0.00 5
Low mood 0.52 0.96 0.68 26
Change in sleep pattern 0.71 1.00 0.83 15
Fatigue 1.00 0.17 0.29 6
Weight change 1.00 0.75 0.8 4
Feelings of worthlessness 0.32 0.82 0.46 38
Indecisiveness 0.00 0.00 0.00 11
Agitation 0.64 0.76 0.69 66
Retardation 0.00 0.00 0.00 12
Suicidal thoughts 0.60 0.82 0.69 22
Macro avg 0.48 0.53 0.45 205
Weighted avg 0.50 0.70 0.56 205

Table 5.21: DSD-Clinician model trained on IJCAI-2017-Unlabelled and all the
harvested dataset.
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significant co-occurring labels and artificially predict one label if the other occurs.

For that, we analyze a small human annotated train dataset (DSD-Clinician-Tweets-

Original-Train). However, since the support and confidence for association rules are

not significant due to the small sample size, we consider all the “strong” rules with

non-zero support and confidence score for those labels. The rules we consider have

the form: (strong-label→ weak-label), where the weak label (such as Anhedonia,

Fatigue, Indecisiveness and Retardation) means, the labels for which our model

achieves either 0 F1 score or very low recall). These are the candidate labels for

which we would like to have increased accuracy. On the other hand strong labels

are those for which we have at least a good recall. By emphasizing high recall, we

intend to not miss a depression symptom from being detected by our model. All

the extracted strong rules are reported in Appendix A.9. When we compare the

sample distribution for Apriori based harvested data and plain harvested data, we

see for the least populated class we have more samples (Figure 5.7). This makes

the classification task more sensitive towards the weak labels. However, with this

method, we do not achieve better Macro-F1 score compared to our Final-DSD-

Clinician model (Table 5.20).

Stopping Criteria for SSL:

The following two observations lead us to stop the SSL:

1. Our DTR consists of total 6,077 samples and we have finally harvested 4,567

samples, so for (6, 077 − 4, 567) = 1, 510 samples neither ZSL nor any ver-

sion of DSD models have any predictions. We exhausted all our depression

candidate tweets from all sources we have, therefore, we do not have any

more depression symptoms candidate tweets for moving on with SSL.

2. We have another very noisy dataset, called IJCAI-2017-Unlabelled [133],

where we have tweets from possible depressed users, i.e., their self-disclosure

contains the character string “depress” but it is not verified whether those

are genuine self-disclosures of depression. Using our Final-DSD-Clinician

model we harvest ≈ 22K depression symptoms tweets from ≈ 0.4M de-
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Figure 5.7: Sample distribution in Apriori harvested dataset vs plain harvested
dataset.

pression candidate tweets identified by Final-DPD-Human model from that

dataset. We then retrain the Final-DSD-Clinician model on all the samples

previously we harvested combined with the newly harvested ≈ 22K tweets,

which results in a total of ≈ 26K tweets (≈ 6 times larger than the samples

DSD-Final-model was trained on). However, we do not see any significant

accuracy increase, so we do not proceed (Table 5.21).

5.6 Results Analysis

Here we analyze the efficacy of our semi-supervised learning framework on three

dimensions, as follows:

5.6.1 Dataset Size Increase

Through the data harvesting process, we are able to increase our initial clinician

annotated 377 samples to 4567 samples, which is 12 times bigger than our initial

dataset. In addition, we have access to a external organization collected dataset (i.e.,

D2S dataset), for which we could access around ≈ 1600 samples. Our final dataset
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is more than double the size of that dataset.

5.6.2 Accuracy Improvement

Our Final-DSD-Clinician model has Macro-F1 score of 45% which is 14% more

than that of our initial model and Weighted-F1 score increased by 5% from 51% to

56% (Table 5.18). The substantial gain in Macro-F1 score indicates the efficacy of

our data harvesting in increasing F1 scores for all the labels. We also find that the

combination of DSD-Clinician-1 and ZSL models in step 3a helps achieve more

accuracy than individually; specifically, using only ZSL harvested data for train-

ing is not very ideal. Macro-F1 has slow growth and does not increase after step

3b. We also find that the combined harvesting process on D2S sampled helped us

achieve further accuracy in a few classes for which D2S had more samples, such as

“Fatigue,” “Weight Change” and “Suicidal Thoughts.”

5.6.3 Linguistic Components Distribution

In Table 5.19, we see that our harvested dataset contains important clues of depres-

sion symptoms. Interestingly, there are some bi-grams, such as “feel like” occurs

in most of the labels; this signifies the frequent usage of that bi-gram in various

language based expressions of depression symptoms. This also shows a pattern of

how people describe their depression.

5.6.4 Sample Distribution

Compared with the original clinician annotated dataset distribution (Figure 5.6),

we see similar trends in our harvested dataset, i.e., in Final-DSD-Clinician-Tweets.

However, instead of “Agitation” we have some more samples on “Feeling of Worth-

lessness,” although those are not surpassed by “Suicidal Thoughts” as in D2S dataset.

“Suicidal Thoughts” samples have also strong presence which is the result of inte-

grating D2S dataset in our harvesting process. Since the majority of our samples are

coming from self-disclosing users tweets, and we apply our DSD model learned on

the clinician annotated portion of that dataset to the D2S dataset to harvest tweets,

our final harvested dataset reflects mainly the distribution of symptoms from the
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self-disclosing depressed users and insights from clinical experts. However, D2S

has some impact which results in more samples in few labels of the final harvested

dataset.

5.6.5 Data Harvesting in the Wild

We use our final model on a bigger set of very loosely related data, i.e., IJCAI-

2017-Unlabelled, but we do not see any increase of accuracy, which suggests that

harvesting from irrelevant data is of no use.

5.7 Limitations

1. Our overall dataset size is still small, i.e., for some labels we have very small

amount of data both for training and testing.

2. We do not attempt to artificially increase sample amount for the small popu-

lated labels.

3. To start with, we use a small expert (i.e., clinician) annotated dataset because

human annotation is expensive.

4. We haven’t explored stratified sample generation using state-of-the-art gen-

erative models.

5. Our SSL process depends on the iteratively learned model’s efficacy for la-

belling new samples. So it is possible that the error this model makes can

be propagated further in next iteration; we tried to tackle it to some extent

through integrating a ZSL model in this process. However, one of the solu-

tion to this problem is to employ Active Learning (AL) based on human in the

loop labelling, unfortunately, it is almost impossible to acquire expert human

annotation in an iterative basis as it is very expensive.
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5.8 Conclusion

We have described a Semi-supervised Learning (SSL) framework more specifically

semi-supervised self-training (Appendix A.4) for gathering depression symptoms

samples in-situ from one of the largest benchmark datasets of self-disclosing users’

Twitter timeline. We articulate each step of our data harvesting process and model

re-training process. We also discuss our integration of Zero-Shot Learning model

in this process and its contribution. We show that each of these steps provides

moderate to significant accuracy gains. We discuss the effect of harvesting from the

samples of an externally curated dataset, and we also try harvesting samples in the

wild, i.e., a large noisy dataset with our Final-DSD-Clinician model. In the former

case we find good improvement in Macro-F1 score. In the latter, we do not see any

improvements indicating that there is room for further progress to improve accuracy

in those samples. Finally, we discuss the effect of our SSL process for curating

small but distributionally relevant samples through both sample distribution and

bi-gram distribution for all the labels.
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Chapter 6

Deep Temporal Modelling of
User-Level Clinical Depression
Through Text

In this chapter, we use learned Depression Symptoms Detection (DSD) model as

described in the last chapter and develop a deep learning based depression detection

model to detect user-level clinical depression through their temporal social media

posts. This chapter provides an insight on the strengths and weaknesses of the

underlying DSD model to extract clinically relevant features, e.g., depression scores

and their consequent temporal patterns, as well as user posting activity patterns, i.e.,

quantifying “no activity” or “silence” of a user. To evaluate the efficacy of these

extracted features, we create three kinds of datasets and a test set from the two

existing well-known benchmark datasets for user-level depression detection task.

Later, we provide accuracy measures through single features, baseline features and

feature ablation tests, in several temporal granularity, data distributions and clinical

depression detection related settings to draw a complete picture on the impact of

these features across our created datasets. We show that, in general only semantic

representation based models perform well. However, clinical features may enhance

overall performance very slightly provided the training and testing distribution is

same and there is more data in a user’s timeline. Further, we show that the predictive

capability of depression score increases significantly while used in a more sensitive

clinical depression detection settings.
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6.1 Motivation

Most of the earlier studies in the area of user-level depression modelling through

social media posts do not attempt to align with the clinical framework (Chapter 2).

By clinical framework, we mean conforming to the definition of clinical depression

as defined in DSM-51, i.e., looking for signs of depression in at least a two-week

episode of a user. Developing such a model is very challenging because it requires

a Depression Symptoms Detection (DSD) model and a framework to calculate de-

pression scores over the temporal episodes in a user’s social media timeline. In this

work, we mainly focus on using our learned DSD model and clinical insights for

depression detection for extracting depression scores. We subsequently represent a

user’s timeline as a temporal series of depression scores then use that representation

for our deep Temporal User-level Clinical Depression Detection (TUD) model.

According to earlier research, social media posting activity patterns and lan-

guage specific clues are very important for user-level depression modelling. Most

current research has focused on these features in a non-temporal manner, i.e., on di-

gests of tweets, meaning, taking all the tweets of a user’s timeline and concatenate

them together to represent that user, where temporal sequence of these tweets were

not considered [18], [20], [27], [96], [155]. Very recently, a very closely related

work was carried out by Nguyen et al. [96], who inferred the presence of depres-

sion symptoms from individual Reddit posts of a user. They extracted summaries

of symptoms from an arbitrary number of posts through different kernel sizes of a

CNN classifier and use those as non-temporal feature representations for user-level

depression detection. Their depression presence calculation is based on looking

for hand crafted text patterns of depression symptoms in a Reddit post. Relatively

few studies have considered temporal modelling; but showed a different focus from

depression detection, e.g., finding correlation between depression score of the pa-

tients from depression rating scales and their underlying mood patterns through

social media text [68] or tracking change of the same before the date of depression

diagnosis [117]. Recently, [158] proposed a multi-modal social media depression

1https://www.psychiatry.org/psychiatrists/practice/dsm/
feedback-and-questions/frequently-asked-questions
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detection algorithm which uses a hierarchical attention layer that leverages each

tweet to learn word level and tweet level compositions. The main criticism of most

of these studies is about the value of extracted features: they fail to follow clinical

depression modelling criteria (Appendix A.3) and are primarily based on topical

and lexical representations which are not as clinically useful as the clinical repre-

sentations, i.e., depression scores. In addition temporal patterns analysis is missing.

Unlike earlier research, we extract depression scores for each of the two-week

depressive episodes in a user’s timeline and provide it to the temporal deep learning

model, thus enabling the consideration of temporal modelling for user-level clinical

depression. We also integrate user posting activity patterns through the proportion

of the number of days they have posting activities out of all the days in an episode.

This helps us distinguish between an episode without any signs of depression and

the same period with no activity.

Earlier research was also not concerned about varying levels of granularity in

a user’s timeline. In our approach, we provide our model with a sliding two-week

time window of all possible depressive episodes with various sliding lengths over a

user’s social media timeline, e.g., sliding lengths of 1, 7 and 14 days.

In addition, and absent in the earlier research, we consider two different kinds

of important depression modelling strategies: one follows strictly the clinical defi-

nition of depression, i.e., there must be social media posts that carry signs of either

“Anhedonia” or “Low mood” in an episode to qualify it as an episode of depression;

and the other does not.

Depression scoring depends on the thresholds used by the clinicians for deter-

mining whether a depression symptom is expressed either “not at all,” “for several

days,” “more than half of the days,” or “nearly everyday,” we experiment with a

more sensitive threshold, that qualifies an episode to be expressing depression even

when a user has exhibited a symptom for at least a day in that episode.

Therefore, the main motivation of this work comes from user level clinical de-

pression modelling, which means, following clinical criteria of depression detection

as laid out in DSM-5 and in clinical practice [29] (Appendix A.3).
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6.2 Methodology

We begin with an extensive analysis of our datasets (Chapter 2). First we report dis-

tributions of different user specific statistics related to social media usage behavior,

demography and linguistic components analysis based on a well-known psycholin-

guistic lexicon named, LIWC [106]. Next, we describe different clinical features

based on depression scores and social media usage behavior of the users and how we

extract them from our datasets. Later, we describe these feature distributions across

our datasets. We then describe our deep learning model followed by the experimen-

tal setups, where we describe our sets of feature-ablated models and single-feature

models compared to the all-feature model and relevant baselines.

We experiment with three types of depressive episode analysis, starting from

most granular to least granular. To do this, we slide a two-week temporal window in

a user’s time line from their earliest post in the history to the latest. We experiment

with various slide length = (1, 7, 14). Slide length=1 provides us with the most

granular temporal analysis to slide length=14 which is the least granular settings of

the same. We keep the temporal window as two weeks to conform with the DSM-

5 criteria of depression detection which defines depressive episodes to be of two

weeks long. Moreover, it is found that temporal mood patterns are best captured

through a two-week time window [68], and weekly windows are better than per-

day analysis [117].

We experiment with two kinds of clinical depression detection settings–one

strictly follows the clinical definition of depression and the other does not. We

also experiment with two kinds of clinical analyses based on two different depres-

sion scoring strategies- one reflecting traditional clinical scoring approach, another

reflecting more sensitive approach for depression detection. We create three main

datasets for training purpose and separate a portion of each for testing the perfor-

mance of the model. We also create a separate test set from one of the datasets

which is annotated for ongoing depressed users and then evaluate all the models in

that set.

Finally, we provide detailed analysis on how different clinical features con-
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tribute to the user-level depression detection task in each of those datasets across

various level of granularity and clinical settings.

6.3 Datasets

We have created balanced data subsets from the CLPsych-2015 and IJCAI-2017

datasets (Chapter 2). Both of these datasets are from Twitter users who self-disclosed

their diagnosis of depression through a self-disclosing statement. In both of these

datasets, depressed users are identified from Twitter users’ self-disclosure and con-

trol users are the users who do not have such disclosures. We use balanced de-

pressed and control subsets of users for our experiments, as it is found to be the most

effective strategy to build robust user-level depression detection model by Shen et

al. [133], the curators of the largest benchmark dataset (IJCAI-2017 dataset) for the

same task.

CLPsych-2015 users have markedly longer tweets history compared to IJCAI-

2017 users. Moreover, IJCAI-2017 users have data preceding only one month of

their self-disclosure. So analyzing IJCAI-2017 data in contrast to CLPsych-2015

provides a clear idea whether recency of self-disclosure has any effect on temporal

user-level depression detection. In addition, our experiments are heavily based on

social media posts from Twitter instead of Reddit or any other depression forums

alike. The reason is that, we would like to use an unbiased representative of social

media text, as opposed to using the datasets which have strong self-reporting bias

such as depression forums (Chapter 2).

6.3.1 Experiment Datasets Creation

We run experiments on three datasets. As described earlier, these datasets are

extracted from two publicly available datasets: CLPsych-2015 and IJCAI-2017,

which are similar to most of the datasets previously reported: they used public so-

cial media posts from self-disclosing users (i.e., Twitter users) for their depression

condition. We describe the curation of these datasets as follows:
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CLPsych-2015-Users Dataset

CLPsych-2015-Users dataset is a balanced subset of the CLPsych-2015 dataset

(Chapter 2, Table 2.2). We ensure each user has minimum 50 posts and 30 days

of Twitter history. This dataset does not include any self-disclosing statements.

The original dataset from Twitter was created from users with the disclosure state-

ment “I was just diagnosed with depression”. Further, the original dataset curators

employed human annotators to verify the authenticity of these self-disclosing state-

ments for most of the users in that dataset. In addition, for a control population,

random users were selected without such disclosing statements. The timeline for

this dataset collection is in between the years 2008 and 2013.

IJCAI-2017-Users Dataset

We use a subset of the IJCAI-2017 dataset (Chapter 2, Table 2.2) with users who

have minimum 50 posts and 30 days of Twitter history, to train our temporal deep

learning model with enough data. We ensure that our datasets do not contain the

users whose tweets were used for creating training datasets for DSD and DPD tasks

(Chapter 5). Note further, this is a multi-lingual dataset with users producing Tweets

in different languages. To initially avoid the need for multi-lingual analysis, we

discard user records which have more than 20% non-English tweets. Even with

this filter, we still find close to 1000 users. This dataset does include the self-

disclosure statements from the users. For this dataset, the self-disclosure looks like

the following text: “I (am/was/have been) diagnosed with depression.” Many of

these disclosures also include the exact time of such diagnosis. Control users were

identified based on the Twitter users who do not have any tweets with the character

string “depress.” Because the Twitter API could return a huge number of tweets, the

curators of this dataset restricted their collection of control tweets from the month

of December, 2016. The timeline for collecting depressed users is in between the

years 2009 and 2016. Note further that this dataset contains the most recent one

month of Tweets from the disclosure for depressed users; for control, it is just the

recent one months of posts.

Since for this dataset we have self-disclosure statement and the timeline of de-

109



pression diagnosis, by analyzing each user’s self-disclosure, we identify genuine

users and create two types of user datasets based on the recency of their diagnosis:

1. IJCAI-2017-Ongoing-Users: these users declared that their depression di-

agnosis is recent.

2. IJCAI-2017-Today-Users: these users declared that they were diagnosed

with depression exactly at the day of the disclosure.

We identify genuine users based on the criteria that the user is talking about

their own depression and not using sarcasm, lyrics or any other text that does not

directly indicate the user’s depression diagnosis. Whenever a user expressed any

doubt about their depression diagnosis, we also consider them as not genuine. De-

tails on the annotation task for finding out users with current/ongoing depression is

provided in the work by McAvaney et al. [69]. We find only 20% of our IJCAI-

2017 users to be genuine ongoing depression candidate users. Moreover, we find

only 9% of those users who disclosed their exact date of depression diagnosis.

Mixed-Users Dataset

Mixed-Users dataset is a derived dataset created by combining CLPsych-2015-

Users and IJCAI-2017-Ongoing-Users datasets described earlier. This dataset is

created to see whether combining both datasets help in depression detection in our

test set described in the next sections. We do not separately report the feature and

linguistic analysis for this dataset because it is the aggregate of our two main train-

ing datasets, i.e., CLPsych-2015-Users and IJCAI-2017-Ongoing-Users.

The choice of minimum number of posts, days and proportion of non-English

tweets to curate the above datasets is largely influenced by an earlier research which

curated one of the very well-known benchmark datasets for user-level depression

detection through Twitter timeline [20]. The authors of that paper used users with

maximum 25% non-English tweets and minimum 25 posts, where, we adopted a

more strict strategy for non-English tweets proportion (i.e., 20%) and minimum

number of posts (i.e., 50) to facilitate more data per user for our deep learning

model and thereby learning better models.
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6.3.2 Dataset Statistics

In this section, we provide user-level social media behavior statistics and their de-

mographic profile. We also provide linguistic component distribution analysis for

the above mentioned datasets. For this linguistic analysis, we use a well-known

psycholinguistic lexicon named, LIWC [106], which is popularly used in user-level

mood fluctuation, emotion and sentiment analysis in temporal social media data

[27], [36].

We do not have demographic information for the IJCAI-2017 dataset, nor do we

have any information of the geographic location of the users. For the CLPsych-2015

dataset only, we have demographic information available.

User Specific Statistics:

In our dataset statistics tables, we provide the following user specific statistics:

1. #Users: Total number of users.

2. Avg. Frequency. of Posting (AFP): Time difference between two consec-

utive user activities, here activity means tweet post by a user. AFP is the

average of these differences. The lower the number, the higher the activity or

posting frequency of the user.

3. Fluctuation of Posting Frequency (FPF): This is standard deviation of AFP,

which means, how much irregular a user’s posting frequency is.

4. #Tweets: Total number of tweets in a user’s profile.

5. #Proper-Tweets: Total number of proper tweets, i.e., tweets after prepro-

cessing in a user’s timeline.

6. #Days: Total number of days a user has Twitter history.

7. Age: Age of a user. Only available for CLPsych-2015 dataset, inferred by a

third party machine learning model for detecting age [20].
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8. Gender: Gender of a user. Only available for CLPsych-2015 dataset, inferred

by a third party machine learning model for detecting gender [20].

9. Avg. Tweets Length: We report the average length of Tweets, i.e., average

number of tokens in all tweets in a user’s timeline.

10. Avg. Sents : We also report the average number of sentences in a tweet. To

calculate this we simply split a tweet based on period/question mark/exclamation.

For all these statistics, we report the average and standard deviations across de-

pressed and control population except #Users (Tables 6.2 and 6.3). We use Welch’s

two-tailed unpaired t-test to find statistical significance among the means of these

features across depressed vs. control population (statistically significant means p-

value < 0.05). Welch’s unpaired t-test is widely used for comparing means between

two populations [39].

We observe that IJCAI-2017-Ongoing/Today-Users datasets are smaller than

CLPsych-2015-Users: the average number of posts in CLPsych-2015-Users is higher

in their timeline compared to IJCAI-2017-Ongoing/Today-Users. However, av-

erage Tweet length and average number of sentences are the same across these

datasets (Table 6.1).

In IJCAI-2017-Ongoing/Today-Users, number of posts for control population

is higher than the depressed population, however, there is no such difference for the

same in CLPsych-2015-Users. #Tweets and #Proper-Tweets are significantly higher

in control than depressed in IJCAI-2017-Ongoing/Today-Users, in CLPsych-2015-

Users there is no such difference in the same. In all three datasets, avg. tweets

length is significantly higher in depressed population compared to control popula-

tion.

For both depressed and control CLPsych-2015-Users, we find there are more

females than males and most of them are young adults (Table 6.2), with the control

population significantly older than the depressed population, by 4 years.

The Twitter timeline of CLPsych-2015-Users is significantly longer than IJCAI-

2017-Ongoing/Test-Users. Moreover, in the CLPsych-2015-Users dataset, control
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users have significantly longer timelines than depressed users. For the IJCAI-2017-

Ongoing/Test-Users, they are same, because, IJCAI-2017-Ongoing/Test-Users

datasets are collected for a window of 1 month only. In the CLPsych-2015-Users,

depressed users post more frequently and show less fluctuation than control users;

it’s just the opposite for IJCAI-2017-Ongoing/Test Users. However, in both datasets,

both control and depressed users are very active which is reflected through their

AFP which is less than two days (Table 6.3).

Linguistic Components Distribution:

Here we provide the linguistic component analysis with the help of LIWC. We

create a digest of all Twitter posts from both depressed and control users’ Twitter

timelines. Later, we apply LIWC on these digests. For a given digest, LIWC finds

the proportion percentage of lexicon items under each lexicon components. We call

this proportion percentage, “Lexicon Component Intensity (LCI)”. We follow the

steps provided below to perform our linguistic component distribution analysis:

1. We find the deviations between the LCIs (we call LCIdev) for depression

(LCId) and control (LCIc) population for each dataset. All the positive val-

ues (or deviations) mean those components have high LCI in depressed pop-

ulation compared to the control population; negative means vice-versa, and

zero means equal (Equation 6.1).

2. Finally, we report LCIdev for all the common LIWC components where

LCIdev > 0 for depressed population and control population for all three

datasets. For the control population, we make negative deviation positive.

We then report the average and standard deviation of those in the Tables 6.4

and 6.5 in descending order of the average LCIdev across all datasets (Equa-

tions 6.1, 6.2 and 6.3).

This analysis provides us with the LIWC components that are mostly ex-

pressed in depressed population compared to control population and vice-

versa.
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Class #Male #Female Age (Mean)
Control 74 190 25.2(±6.33)∗
Depression 54 219 21.6(±4.92)

Table 6.2: CLPsych-2015 demographic statistics (* indicates significantly higher
with p-value < 0.05 in Welch’s two-tailed unpaired t-test.)

LCIdev = |LCId − LCIc| (6.1)

LCIdev−avg = µ(LCIdev) (6.2)

LCIdev−std = σ(LCIdev) (6.3)

These tables show that language used by depressed population has more use of

personal pronouns, negative emotion and anxiety related words compared to con-

trol population (bold items in Table 6.4). This observation aligns with an earlier

research [27].

6.4 Data Preprocessing

6.4.1 Tweets Preprocessing

We use the same data preprocessing for the tweets as described in Chapter 3, Section

3.4.

All the tweets which are excluded after preprocessing are counted towards user

posting activity but they don’t carry signs of depression. “No posting activity” or

absence is represented differently than absence of depression, so that our modelling

can distinguish between these two.

6.4.2 User Level Filtering

Our datasets are derived from two widely used benchmark datasets used by nu-

merous established studies [18], [53], [102], [133], [152] without any user filter-

ing. One reason could be that, the original data curators already verified the users
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LIWC Compo-
nents

CLPsych-
2015

IJCAI-
2017-
Ongoing-
Users

IJCAI-
2017-
Today-
Users

LCIdev−avg LCIdev−std.dev.

Authentic 13.74 7.40 7.61 9.58 3.60
Linguistic 8.1 3.50 0.29 3.96 3.93
function 7.61 2.97 0.97 3.85 3.41
Dic 6.17 3.74 0.97 3.63 2.60
i 2.92 1.16 1.65 1.91 0.91
pronoun 3.93 1.46 0.23 1.87 1.88
ppron 3.27 1.24 0.39 1.63 1.48
Cognition 1.9 1.55 0.30 1.25 0.84
cogproc 1.68 1.45 0.54 1.22 0.60
auxverb 2.08 0.50 0.24 0.94 1.00
conj 1.37 0.81 0.46 0.88 0.46
Period 0.07 1.36 1.14 0.86 0.69
adverb 1.37 0.43 0.51 0.77 0.52
emotion 0.57 0.51 0.60 0.56 0.05
focuspresent 1.14 0.12 0.20 0.49 0.57
tone neg 0.49 0.44 0.33 0.42 0.08
emo neg 0.39 0.37 0.32 0.36 0.04
health 0.34 0.65 0.05 0.35 0.30
insight 0.16 0.15 0.48 0.26 0.19
cause 0.19 0.27 0.23 0.23 0.04
emo pos 0.18 0.13 0.24 0.18 0.06
emo sad 0.11 0.07 0.20 0.13 0.07
certitude 0.16 0.05 0.17 0.13 0.07
illness 0.07 0.28 0.02 0.12 0.14
mental 0.16 0.14 0.03 0.11 0.07
family 0.06 0.16 0.10 0.11 0.05
want 0.13 0.14 0.04 0.10 0.06
feeling 0.12 0.08 0.11 0.10 0.02
assent 0.06 0.08 0.03 0.06 0.03
friend 0.05 0.04 0.08 0.06 0.02
sexual 0.06 0.07 0.01 0.05 0.03
emo anx 0.08 0.04 0.01 0.04 0.04
lack 0.02 0.02 0.01 0.02 0.01

Table 6.4: Depression deviations for all three datasets (bolded components are usu-
ally high in depressed population than control indicated in earlier research).
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LIWC Compo-
nents

CLPsych-
2015-Users

IJCAI-
2017-
Ongoing-
Users

IJCAI-
2017-
Today-
Users

LCIdev−avg LCIdev−std.dev.

Analytic 27.89 8.93 2.14 12.99 13.35
Clout 17.88 5.89 9.66 11.14 6.13
Tone 12.63 12.41 7.35 10.80 2.99
Lifestyle 1.22 0.34 0.14 0.57 0.57
Perception 0.71 0.46 0.50 0.56 0.13
netspeak 0.13 0.31 0.91 0.45 0.41
Drives 0.81 0.03 0.42 0.42 0.39
space 0.53 0.24 0.38 0.38 0.15
Conversation 0.04 0.24 0.79 0.36 0.39
food 0.29 0.07 0.45 0.27 0.19
leisure 0.35 0.24 0.07 0.22 0.14
tone pos 0.26 0.29 0.11 0.22 0.10
Culture 0.31 0.26 0.02 0.20 0.16
power 0.26 0.04 0.28 0.19 0.13
motion 0.17 0.06 0.31 0.18 0.13
we 0.24 0.26 0.01 0.17 0.14
affiliation 0.31 0.04 0.04 0.13 0.16
reward 0.11 0.24 0.01 0.12 0.12
relig 0.00 0.10 0.14 0.08 0.07
politic 0.15 0.04 0.03 0.07 0.07
ethnicity 0.03 0.01 0.03 0.02 0.01

Table 6.5: Control deviations for all three datasets.
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through human annotation and analysing the genuineness of their disclosure [20],

[133]. In addition, our own Tweets preprocessing and minimum 50 number of posts

constraint also removes users with excessive gibberish posts. Finally, we manually

reviewed each user’s timeline to verify the quality of the users based on the content

of their posts, i.e., whether they have at least a few post regarding their struggles

related to depression.

6.5 Clinically Relevant Features Extraction

Here we describe how we calculate several clinically relevant features for an episode

(i.e., for a two-week time window). Later, we use those to learn temporal patterns

using our deep Temporal User-level Clinical Depression Detection (TUD) model.

6.5.1 Depression Score (DS)

One of the major contributions of our research is to employ the DSD model to guide

extraction of depression scores for an episode. We extract such depression scores

over all such episodes in a user’s Twitter timeline and then use TUD model to learn

useful temporal patterns of depression.

To enable this feature extraction process we take the following steps:

1. We first sort the posts of a user based on their Twitter post timestamp infor-

mation, in an ascending order of recency.

2. We then create day-wise chunks of tweets.

3. For each day of tweet chunks we find out Depression Symptoms Expression

Vector (DSEV), where DSEV ∈ {0, 1}d, and d = #depression-symptoms.

Each indices of this vector corresponds to each of the 10 depression symp-

toms we are interested in. DSEV is initialized as all 0s at the beginning

indicating no symptoms is expressed; then if any of the tweets in the chunk

has expressed symptoms, a particular index of DSEV vector is made 1, which

signifies corresponding depression symptom is expressed for that day (Algo-

rithm 4).
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Algorithm 4: Depression-Symptoms-Expression-Vector Algorithm
(DSEVA).

Input: A day chunk of tweets, D, Depression symptoms, S
Output: DSEV

1 DSEV ← {0}#symptoms ;
2 foreach tweet ∈ day do
3 depSymptsIDs← DSD(tweet) ;
4 foreach symptIndex ∈ range(|S|) do
5 if symptIndex ∈ depSymptsIDs then
6 DSEV [symptIndex]← 1
7 end
8 end
9 end

10 return DSEV ;

4. Later, in the first layer of TUD model, we extract all the DSEVs in an episode,

aggregate them and calculate the percentage of days each depression symp-

toms is expressed (Lines (5-12) in Algorithm 5). We calculate this percentage

on the number of days the user has activity, i.e., Twitter posts.

5. In an episode, a user may not have tweets for all of its days. So we also keep

track of the days for which a user has no activity (i.e., no tweets), which we

call Absence Ratio (AR). This is separately discussed in Section 6.5.3.

6. Finally, Depression Score (DS) is calculated based on the percentage of days

for each depression symptoms in an episode. In this calculation we consider

“Agitation” and “Retardation” as one symptoms instead of two separate ones

to conform with PHQ-9 (for the sake of brevity this is not included in the

algorithm). If this is within a predefined range of thresholds2, as defined in

PHQ-9, we assign a corresponding score (or symptomScore) for that symp-

tom in an episode. Aggregating all these scores for all the symptoms provide

us with the final depression score for an episode (Lines (5-28) in Algorithm

5).

7. Since to identify clinical depression, a user must have either “Low Mood” or

“Anhedonia”, we enable our scoring Algorithm 5 (Lines 29-39), so that we
2It is to be noted that, the predefined thresholds in PHQ-9 are not concrete, they are roughly

described, so we use a clinician’s advice to ground those descriptions to numerical values.
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Algorithm 5: Depression-Score Algorithm (DSA).
Input: An episode, E, depression symptoms, S, Mode, M
Output: Depression Score, depScore

1 depScore← 0 ;
2 symptomScore← 0 ;
3 DSEVSum ← 0 ;
4 symptomScoreSum← 0 ;
5 foreach day ∈ E do
6 foreach tweet ∈ day do
7 DSEVsum ← DSEVsum +DSEV A(day, S)
8 end
9 end

10 foreach symptIndex ∈ range(|S|) do
11 symptomScoreSum← DSEVsum[symptIndex]

percentOfDays← (symptomScoreSum/|E|)× 100
12 if (percentOfDays ≥ 50) and (S is (“Anhedonia” or “Low Mood”) then
13 isClinicallyDepressed← True
14 end
15 if (percentOfDays ≥ 0) and (percentOfDays < 20) then
16 symptomScore← 0
17 end
18 else if (percentOfDays ≥ 20) and (percentOfDays < 50) then
19 symptomScore← 1
20 end
21 else if (percentOfDays ≥ 50) and percentOfDays < 85 then
22 symptomScore← 2
23 end
24 else if (percentOfDays ≥ 85) then
25 symptomScore← 3
26 end
27 depScore← depScore+ symptomScore ;
28 end
29 if M is “Clinical” then
30 if isClinicallyDepressed then
31 return depScore ;
32 end
33 else
34 return 0 ;
35 end
36 end
37 else if M is “Non-Clinical” then
38 return depScore ;
39 end
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can calculate depression scores by fulfilling the clinical criteria or relaxing it.

The former option is called Clinical Scoring (CS), the latter is called Non-

clinical scoring (NCS). In Clinical Scoring (CS) criteria, a depression score

of 0 is assigned for an episode, if none of the above depression symptoms are

expressed in that episode, otherwise, we move on with the depression score

calculation. We report our TUD model’s performance for both options.

8. We also consider a much more sensitive version of depression scoring. So, in-

stead of considering all the thresholds stated in lines (12-26) in Algorithm 5,

we only consider one threshold, i.e., whenever there is a tweet carrying signs

of depression, we consider a symptom score (symptomScore) of 1, and an

episode will be considered as a minimal depressive episode whenever, it has

depression score (depScore) > 0, otherwise the episode will not be consid-

ered as a depressive episode, we call this Minimal Depression Expression

(MDE) based Temporal Modelling.

6.5.2 Semantic Information

To create a representation that holds semantic information corresponding to a de-

pressive episode, we first take the average of the sentence embeddings for all the

tweets in a day to represent that day, we call this Day Level Sentence Embedding

Average (DLSEA). Subsequently, based on this day level semantic representation,

we calculate the episode level semantic representation by again taking average em-

bedding for all the DLSEAs in an episode, we call this Episode Level Sentence

Embedding Average (ELSEA). We also take all the tweets and the average of

their sentence embeddings, we call this All Tweets Embedding Average (ATEA).

We use Universal Sentence Encoder (USE) based sentence embedding for all these

representations, as USE embedding has been found out to be very effective and

compact representation for detecting signs of depression detection (Chapter 3).
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6.5.3 User Posting Activity Pattern

As mentioned earlier, we find out posting activity patterns for each episode. For

this, we calculate, number of days a user has no activity (or no social media posts

in a day) out of all days in an episode, we call this Absence Ratio (AR).

6.5.4 Temporal Depression Patterns

We extract two kinds of temporal depression patterns among all the episodes with

user activity. These are (1) Depression Recurrence Frequency and (2) Inertia. De-

pression Recurrence Frequency has been found to be an important predictor of clin-

ical depression as it is usually highly recurrent in nature [10], and Inertia has been

found by early research as an important trait for depressed social media users [61].

To calculate those, we first binarize the temporal series of episodic depression

scores. We call this series, Binarized Temporal Episodes (BTE). Through bina-

rization we convert the depression scores to 1 if those correspond to minimal or

higher level of depression, otherwise we convert it to 0 (Algorithm 6). Later we

take the following steps to calculate Depression Recurrence Frequency and Iner-

tia scores.

Algorithm 6: Binarized-Temporal-Episodes Algorithm (BTEA).
Input: Temporal Episodes, TE
Output: Binarized Temporal Episodes, BTE

1 BTE ← {0}|TE| ;
2 foreach E ∈ TE do
3 if depLevel(E) ≥ “MINIMAL′′ then
4 BTE ← 1
5 end
6 end
7 return BTE ;

Depression Recurrence Frequency Score (DRFS):

Depression recurrence means repetition of depressive mood. Here, we track whether

a user’s depression shows up in a recurring manner. To calculate this, we first com-

press BTE, or remove consecutive repetitive binary scores from it, we call this se-

ries Compressed Binarized Temporal Episodes (CBTE). Later, we find the cyclic
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pattern “1-0-1” (or a cycle), which means, a user starts with depression, gets better

but again falls into depression. We count all such patterns in CBTE and normalize

them with the number of items or binary scores in CBTE. We call this score DRFS

(Algorithms 7, 8 and 9).

Algorithm 7: Compressed-Binarized-Temporal-Episodes Algorithm
(CBTEA).

Input: Binarized-Temporal-Episodes, BTE
Output: Compressed-Binarized-Temporal-Episodes, CBTE

1 CBTE ← ∅ ;
2 CBTE.insert(BTE[0]) ;
3 foreach TE ∈ BTE do
4 if TE ̸= CBTE[|CBTE| − 1] then
5 CBTE.insert(TE)
6 end
7 end
8 return CBTE ;

Algorithm 8: Cycle-Count Algorithm (CCA).
Input: Compressed-Binarized-Temporal-Episodes, CBTE
Output: Cycle-Count, CC

1 CC ← 0 ;
2 if |CBTE| > 2 then
3 foreach index ∈ range(|CBTE| do
4 if 0 < index < (|CBTE| − 1) then
5 if CBTE[index] = 0 then
6 if (CBTE[index− 1] = 1) and (CBTE[index+ 1] = 1) then
7 CC ← CC + 1
8 end
9 end

10 end
11 end
12 end
13 return CC ;

Inertia Score (IS):

Inertia means the tendency of staying in depressive mood for a while. To calculate

this, we take BTE and find how many consecutive episodes have values 1, which

means how many consecutive depressive episodes are there in a user’s timeline. We
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Algorithm 9: Depression-Recurrence-Frequency-Score Algorithm
(DRFSA).

Input: Compressed-Binarized-Temporal-Episodes, CBTE
Output: Depression-Recurrence-Frequency-Score, DRFS

1 cycles← CCA(CBTE) ;
2 DRFS ← (|cycles|/|CBTE|) ;
3 return DRFS ;

then normalize this count with the total episode counts of that user. We call this

score Inertia Score (IS) (Algorithm 10).

Algorithm 10: Inertia-Score Algorithm (ISA).
Input: Binarized-Temporal-Episodes, BTE
Output: Inertia-Score, IS

1 consecutivenessCount← 0 ;
2 foreach index ∈ range(|BTE| − 1) do
3 if BTE[index]−BTE[index+ 1] = 0 then
4 if BTE[index]×BTE[index+ 1] = 1 then
5 consecutivenessCount← consecutivenessCount+ 1
6 end
7 end
8 end
9 IS ← (consecutivenessCount/|BTE|) ;

10 return IS ;

6.6 Clinically Relevant Feature Distribution in the
Datasets

Here we report the extracted feature distributions, such as depression levels3, de-

pression score related temporal patterns (i.e., DRFS and IS) and user-activity pat-

terns for our three datasets (i.e., CLPsych-2015-Users, IJCAI-2017-Ongoing-Users

and IJCAI-2017-Today-Users). To calculate this distribution, we first determine the

proportion of episodes out of all the episodes in a user’s Twitter timeline. We then

find out the average and standard deviation of these measures for all the users in de-

pressed and control population. These numbers are reported in Tables 6.6, 6.7 and

6.8. We report differences among these features across depression versus control
3Depression levels are calculated based on depression score ranges. These ranges are reported

in Section A.8 and Table A.2
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Depression-Level Control Depression
None 0.9763(±0.1167)∗ 0.9258(±0.1885)
None(MDE) 0.6701(±0.3405)∗ 0.4808(±0.3281)
Minimal 0.0125(±0.0577) 0.03649(±0.0949)∗
Minimal(MDE) 0.3299(±0.3405) 0.5192(±0.3281)∗
Mild 0.0111(±0.0717) 0.0375(±0.1519)∗
Moderate 0(±0) 0.0002(0.0026)
Moderately-Severe 0(±0 0± 0)
Severe 0(±0) 0(±0)
AR 0.3616(±0.2771) 0.3600(±0.2660)
IS 0.0211(±0.1099) 0.0664(±0.1750)∗
IS(MDE) 0.3160(±0.3310) 0.4996(±0.3216)∗
DRFS 0.0013(±0.0068) 0.0039(±0.0105)∗
DRFS(MDE) 0.0083(±0.0105) 0.0104(±0.0098)∗

Table 6.6: CLPsych-2015-Users features distribution (* indicates significantly
higher with p-value < 0.05 in Welch’s two-tailed unpaired t-test).

populations, based on Welch’s two-tailed unpaired t-test (statistically significant

means p-value < 0.05).

We find that, in CLPsych-2015-Users dataset, depression levels, such as “Mini-

mal” and “Mild” and temporal patterns, such as “IS” and “DRFS” are significantly

higher in depressed population compared to control population. Alternatively note

that, instances labelled as “None” are significantly higher in the control population

than in the depressed population. These distributions are expected according to the

earlier research and clinical criteria of depression [27], [61] and Appendix A.3.

In the IJCAI-2017-Ongoing-Users dataset, we note that the depressed popu-

lation has a significantly higher Absence-Ratio than the control population. How-

ever, for all other features and in both IJCAI-2017-Ongoing-Users and IJCAI-2017-

Today-Users datasets, we do not see any statistically significant difference.

6.7 Experimental Setup

Figure 6.1 illustrates the diagram of the over-all temporal deep-learning model. The

model is provided with day-level aggregate of depression score and semantic repre-

sentation of tweets based on day-level average embedding. Later, the model based

on a flexible settings for different sliding day lengths calculates episode level ag-
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Depression-Level Control Depression
None 0.9271(±0.2258) 0.9232(±0.2114)
None(MDE) 0.3328(±0.4117)∗ 0.2290(±0.3433)
Minimal 0.0396(±0.1484) 0.0528(±0.1553)
Minimal(MDE) 0.6671(±0.4116) 0.7710(±0.3433)∗
Mild 0.0327(±0.1624) 0.024(±0.1279)
Moderate 0.0006(±0.0084) 0(±0)
Moderately-Severe 0(±0) 0(±0)
Severe 0(±0) 0(±0)
AR 0.0827(±0.1177) 0.1691(±0.1585)∗
IS 0.0621(±0.2063) 0.0615(±0.1878)
IS(MDE) 0.6164(±0.3903) 0.7113(±0.3318)∗
DRFS 0.0021(±0.015) 0.0045(±0.020)
DRFS(MDE) 0.0048(±0.0161) 0.0066(±0.0186)

Table 6.7: IJCAI-2017-Ongoing-Users features distribution (* indicates signifi-
cantly higher with p-value < 0.05 in Welch’s two-tailed unpaired t-test).

Depression-Level Control Depression
None 0.9935(±0.0278) 1(±0)
None(MDE) 0.2549(±0.3406) 0.2974(±0.3909)
Minimal 0.0065(±0.0278) 0(±0)
Minimal(MDE) 0.7451(±0.3406) 0.7026(±0.3909)
Mild 0(±0) 0(±0)
Moderate 0(±0) 0(±0)
Moderately-Severe 0(±0) 0(±0)
Severe 0(±0) 0(±0)
AR 0.1127(±0.1902) 0.2374(±0.2293)
IS 0.0033(±0.014) 0(±0)
IS(MDE) 0.6797(±0.3248) 0.6470(±0.3775)
DRFS 0(±0) 0(±0)
DRFS(MDE) 0.0131(±0.0252) 0.0065(±0.0190)

Table 6.8: IJCAI-2017-Today-Users features distribution (* indicates significantly
higher with p-value < 0.05 in Welch’s two-tailed unpaired t-test).
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Figure 6.1: Detailed TUD model architecture (+ means concatenation, curved arrow
followed by dashed box provides description of a component, solid arrow means
data/process flow and dashed arrow means the same from “n” number of items).
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gregates of depression score and semantic representations. This flexibility helps us

doing three kinds of granular analysis over a user’s depressive episodes based on

sliding lengths of 1, 7 and 14. Later, these temporal episode level feature represen-

tations are concatenated and further fed to a BiLSTM (Appendix A.5) encoder to

learn necessary temporal patterns of depression. This step produces encoder output,

hi for each episode and is further multiplied with final BiLSTM hidden represen-

tation, hfinal. This is done for the entire temporal episode sequence to determine

an attention weight, wi for each episode (Equations A.2 and 6.5). Each wi is then

normalized based on a softmax function which turns it to an attention score αi.

This attention mechanism has been proposed by Bahdanau et al. [7] and is often

called, “Global Attention” or “Bahdanau Attention.” Finally, we calculate a fixed

length Attention score weighted sum of encoder outputs or episodes, C (Equation

6.6), which is further fed to a fully connected or dense layer followed by a sigmoid

activation function outputting a binary value, “1” indicating presence or “0” indi-

cating absence of depression. Hyperparameter settings for training TUD model is

provided in the Appendix A.11.

wi = attention(hi, hfinal) (6.4)

αi =
exp(wi)∑|sequence|

k=1 exp(wk)
(6.5)

C =

|sequence|∑
i=1

αihi (6.6)

We report the accuracy scores (described in next section) for user level depres-

sion detection task individually for each of our three datasets (i.e., CLPsych-2015-

Users, IJCAI-2017-Ongoing-Users and Mixed-Users) for slide length=1 (because

this provides us with the best results) and for the traditional clinical depression de-

tection settings (alternative settings do not provide better results) described earlier

for following experiments:

1. Ablation tests: We start with a model with all features (all-feats), then com-

pare this model’s accuracy scores with all the other feature ablated versions
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of it.

2. Single feature tests: We report the model’s performance for each individual

feature to asses that single feature’s discriminatory power.

3. Best sliding length configurations: We report the best model for other slid-

ing configurations, i.e., for slide lengths = 7 and 14.

4. Baselines: We create two baselines, such as: (1) Episodic Semantic

Representation based model (ES): This model uses Episode Level Sentence

Embedding Average (ELSEA) (Section 6.5.2) and the BiLSTM-Attention

model for depression detection and (2) All Historic Tweets Semantic Rep-

resentation based model (HTS): This model uses All Tweets Embedding

Average (ATEA) representation (Section 6.5.2) followed by a fully connected

layer for depression detection task.

5. Non-Clinical vs Clinical Setting: We also report whether following strict

clinical criteria for depression detection, i.e., verifying the presence of either

“Anhedonia” or “Low Mood,” makes any difference in user level depression

detection compared to non-clinical settings (described in Section 6.5.1).

6. Apriori vs Non-Apriori DSD model Settings: We use a version of DSD

model which use Apriori to predict samples for the labels for which DSD has

weak performance (Chapter 5). We then use this model for TUD task.

7. Minimal Depression Expression (MDE) based temporal modelling: Based

on the depression level features distribution, we confirm that the “None” level

is higher in control than depression (Section 6.5), which indicates that we

may try MDE to observe any increase the accuracy for DS.

6.8 Evaluation

Since our task is a binary classification task, for accuracy analysis, we report Pre-

cision, Recall and F1 scores for each of our three datasets across the corresponding

held-out sets and a test set. To enable 10 fold cross validation (CV), we create
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10 (train set, held-out set) pairs. We then report average Precision, Recall and F1

scores and their standard deviations across this 10 folds. We also report, how our

models trained on each folds do on a separate test set, i.e., in IJCAI-2017-Today-

Users dataset (Section 6.3.1).

This provides us with the information on how generalizable our model is in

a dataset with totally different data distribution. We use two-tailed paired t-test

and consider the difference between two accuracy scores as significant if p-value is

< 0.05.

6.9 Results Analysis

In this section, we provide results analysis in the following dimensions (correspond-

ing experiments are reported in Tables 6.9, 6.10, 6.11, 6.12, 6.13 and 6.14). Under-

line signifies the score is significantly worse than that of the model which uses all

the features (all-feats model).

1. Feature ablation study: For all three dataset experiments, we do not see

any significant accuracy difference among the ablated models and all-feats in

both the held-out and test sets except avg-embedding ablated model, which

performs significantly worse.

2. Single feature study: We report single features, i.e., depression-score (DS),

absence ratio (AR) and temporal patterns (TP) for all the experiment datasets.

We use Temporal Patterns (TP), which is a vector of two scores, i.e., IS and

Depression Recurrence Frequency Score (DRFS). TP is calculated over a

user’s timeline unlike a series of scores like DS and AR. We see that these

models are highly unstable, i.e., they have high variability in accuracy scores

across different folds in held-out and test sets. Performance becomes exclu-

sively worse when the train and test sets are from different distribution, i.e.,

number of episodes vary by a large margin (Tables 6.9, 6.10, 6.11, 6.12, 6.13

and 6.14).

For the same data distribution (i.e., in held-out set of CLPsych-2015-Users
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and both held-out and test set for IJCAI-2017-Ongoing-Users), AR has the

most predictive value.

In general, it is clear that single features are data distribution sensitive, how-

ever, TP is a bit less sensitive compared to others. Moreover, DS has better

performance in a dataset which has more depressive episodes compared to

other one with less number of depressive episodes (Table 6.3) and vice versa

is true for TP. Except for AR in IJCAI-2017-Ongoing-Users dataset, all the

other single features perform poorly and under chance level. It is as expected

as we can see there is no significant difference between the control and de-

pressed population across other features than AR in IJCAI-2017-Ongoing-

Users dataset (Section 6.6).

Also, all the single features are significantly worse than the baselines, all ab-

lated models (except in some cases Episodic-Semantic Representation (ES)

ablated model) and all-feats models. We can also see, DS performs worst for

the model trained in CLPsych-2015-Users and tested in IJCAI-2017-Today-

Users. Moreover, DS performance in IJCAI-2017-Ongoing-Users is not as

good as it is in CLPsych-2015-Users. This can be due to the fact that overall,

DS score is not a significantly important factor to discriminate between de-

pressed and control population in IJCAI-2017-Ongoing/Today-Users as we

have observed in Section 6.6.

3. Comparison with baseline models: Both ES and All Historic Tweets Se-

mantic Representation (HTS) are significantly better than avg-embedding ab-

lated model and DS model across all datasets and in both held-out and test

sets. In Mixed-Users test set, HTS is significantly better than all-feats and

ablated models.

Moreover, HTS is slightly (although not always significantly) better than ES

in both held-out and test sets across all datasets except IJCAI-2017-Ongoing-

Users dataset where the other way round is true. This somewhat signifies

IJCAI-2017-Ongoing-Users dataset has more prominent temporal signals.

In general, the power of embedding representation confirms that deep learn-
138



ing based methods learn better with high dimensional feature representations

compared to low dimensional depression score based feature representations.

4. Comparison with an early work baseline on same dataset Yadav et al.

[152] used their fine-tuned DSD model to detect user-level depression in

CLPsych-2015 dataset, which yielded 0.7079 F1 accuracy (Table 6.9). Al-

though, without more information it is hard to compare their accuracy with

ours, we see that our least and best performing TUD models in all-feats

and feature ablated categories achieve 0.6815 and 0.7371 mean F1 accuracy

which are only≈ 2% less and≈ 3% more than theirs, confirming the efficacy

of our underlying DSD model for user-level clinical depression modelling

(Table 6.9).

5. Sliding lengths contribution: Sliding length adjustments do not have sta-

tistically significant effect on accuracy gain for all our experiments, except

in the Mixed-Users dataset where sliding length 14 has significantly worse

performance.

6. Clinical vs non-clinical setting analysis: Non-clinical setting does not have

statistically significant effect on accuracy gain compared to clinical setting for

all our experiments, confirms they have no effect in our clinical depression

modelling. Distribution wise most of the depression episodes have “None”

level of depression which represents depression score 0− < 4; and this is

present in abundant in both depressed vs. control population classes (Tables:

6.6, 6.7 and 6.8). Clinical setting does not introduce any significant change to

this distribution; could be because of the lack of the symptoms “Anhedonia”

and “Low Mood” being expressed in our datasets.

7. Minimal Depression Expression (MDE) based temporal modelling: We

observe statistically significant increase for DS and TP in this mode (i.e.,

DS(MDE) and TP(MDE)) for all the experiments in test sets (Tables 6.10,

6.12 and 6.14). We also find, instead of concatenating DS if we element wise

multiply it with temporal embedding representation (ES) to create all-feats
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model (i.e., all-feats(MDE)), then there is some accuracy improvement over

the original concatenation based all-feats model. This accuracy increase is

also vetted by the statistically significant difference in “None”, “Minimal”

and “IS” level for this mode, where except IJCAI-2017-Today-Users dataset,

we see “None” level is lower in depressed population and higher in control

population; “Minimal” and “IS” levels are higher in depressed population

and lower in control population in all other datasets (Tables 6.6, 6.7 and 6.8).

In IJCAI-2017-Today-Users dataset, we see the statistically non-significant

reverse distribution patterns for “None”, “Minimal” and “IS” levels between

these two populations. “DRFS” was found out to be majorly statistically non-

significantly higher in depressed population compared to control population

for all datasets except IJCAI-2017-Today-Users dataset, where the other way

round is true. It is interesting to see still in IJCAI-2017-Today-Users dataset

the models perform well despite they were trained on a reverse distribution,

this could be due to the fact that depressed population have specific temporal

pattern of depression scores which plays a discriminatory role here. We need

to perform further investigation to confirm this in future.

Compared to Non-MDE, single feature based models seem to be more stable

in this mode across held-out and test sets for all the datasets (Tables 6.9, 6.10,

6.11, 6.12, 6.13 and 6.14). However, through comparing the best models in

each datasets in both held-out and test set for MDE and Non-MDE modes,

we do not see their difference is statistically significantly different.

8. Precision vs. recall: We see in held-out sets precision and recall scores are

somewhat close. However, in test sets, recall becomes higher and precision

becomes lower, resulting in more sensitive models. Change in training data

distribution (i.e., trained in more temporal episodes) results in sensitive mod-

els (as evaluated in test data).

All the above observations can be summarized into the following facts:

1. Performance of DS depends on the dataset characteristic, if in a particular

140



dataset, DS has significantly more discriminatory power then in that dataset

DS might add more value.

2. In general, single feature based models perform worse than all features and

ablated features based models. However, MDE mode leads to more stable

and in many cases significantly better single feature based models compared

to the Non-MDE mode.

3. Language only models (i.e., baseline models) are over-all pretty good in-

terms of user-level depression detection compared to posting behavior of the

users, expressed depression in the posts through their depression scores and

relevant temporal patterns. Although, those features can positively effect the

model performance provided that the data distribution is same in train and

test sets.

4. Mixing two datasets with different distribution makes temporal modelling

worse which is indicated by the fact that HTS performs better than all other

temporal models in the Mixed-Users dataset.

5. Larger sliding length can result in similar model performance than more gran-

ular sliding lengths, indicating the promise for building more compact models

in future.

6.10 Limitations

Some limitations of our work are provided below:

1. Our model uses depression score calculated based on the output of our De-

pression Symptoms Detection (DSD) model. This model is trained on a

highly imbalanced dataset and is not robust to identify all the symptoms of

depression from text.

2. We do not consider pure transformer models because earlier research do not

show any extra benefit for using transformer for this kind of temporal mod-

elling. The amount of memory needed by the Self-attention (Appendix A.5)
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in the Transformer is quadratic on the length of the input, means there is a

limitation on the input size. Another shortcoming for using a transformer

is that, to represent a sequence, an explicit mechanism to inform the model

on the order of episodes is needed which is not necessary in our architecture.

There is a state-of-art transformer model called Temporal Fusion Transformer

(TFT) for temporal modelling [64], however, it is not yet established whether

TFT architecture is highly superior in the same. Interestingly, TFT has close

connection to BiLSTM-Attention in its model architecture. Our future work

will consider other Attention mechanisms to see if there is any improvements.

3. We follow clinical criteria of depression detection, which limits us from ex-

perimenting with various lengths of depressive episodes, i.e., episodes larger

than two weeks or less. Likewise, we emphasize on the expression of de-

pression symptoms in a tweet; if a candidate tweet expresses depression but

no particular symptoms is detected (which is a rare possibility), that tweet do

not contribute in the depression scoring. Since, we see with a sensitive set-

ting in MDE mode (Section 6.9), we have some improvement in our clinical

modelling. In our modelling, we do not explicitly account for other mental

health conditions and bereavement that can resemble depression symptoms.

We also do not ensure whether any depressive symptom causes significant

change in a user’s daily life functioning. In future, we would like to inves-

tigate more in this line to establish optimal thresholds and other depression

criteria mentioned above in our clinical depression modelling.

4. Although Long Short Term Memory (LSTM) might not perform good for

longer sequence, we use BiLSTM followed by Attention which helps allevi-

ate problems with longer sequence to some extent.

5. Due to the datasets size, we do not try further stratification of users based

on #Days in their timeline. IJCAI-2017-Ongoing-Users experiment however

sheds some light of fixed timeline size, although the accuracy we achieve

there is higher than that of CLPsych-2015, the general trend found in different

features contribution is similar.
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6. We largely follow the machine learning evaluation framework used in the

seminal work of De Choudhury et al. [27] for social media based depres-

sion detection and their sample size is also similar to us4. However, they

only reported avg. accuracy scores to compare different model-feature com-

binations. They did not report any std. deviation or t-test to compare their

models. Moreover, most of the experiment results we report are not statis-

tically significant, paired t-test in 10 fold cross validation is robust against

Type-2 error (Appendix A.1 and [31]), which means, when there is no sig-

nificant difference between two model’s accuracy, we can confidently assume

that their accuracy values are similar. We believe, our experiment results in an

independent test set (i.e., IJCAI-2017-Today-Users) complement the analysis

with the held-out set. Moreover, we find those clinical features have some

discriminatory power which also have significant difference across depressed

and control population (Section 6.6), this further corroborates the efficacy

of our extracted clinical features. We also focus on the nature of change in

accuracy scores rather than only comparing them by their value in our anal-

ysis, which also shed light on the performance of our various model-feature

combinations.

6.11 Conclusion

In this chapter, we have described the construction of a deep Temporal User-level

Clinical Depression Detection (TUD) model, using Twitter posts and all of their

sub-components. These sub-components are created to help extract depression

score (and few clinically relevant features based on it) from temporal social media

posts. Later, we find their efficacy based on their accuracy for user-level depression

4There is some chance of Type-1 error in the paired t-test we used (i.e., it can reject null hypoth-
esis when it is actually true), one solution to this is repeating cross-validation many times which is
extremely time and resource intensive for the deep learning models and therefore is not suggested
[31]. Also, another option is trying 5×2 fold CV, unfortunately, this has potential to largely decrease
train set size which may render deep learning models to be ineffective. Non-parametric significance
test, such as McNemer’s test also has less statistical power in general when used in small dataset like
ours. We tried non-parametric pairwise Wilcoxon’s signed ranked test. However, we did not see any
difference of this test with our pair-wise student’s t-test in terms of statistical significance finding.

143



detection through several temporal and clinical depression related modes of analy-

sis. We observe that, clinical features are more useful in same data distribution and

some of the features are dataset specific. Also, semantic embedding representation

is the most effective among all.
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Chapter 7

Conclusion

In this chapter, we provide the summary findings of this research in the main areas

of contribution mentioned in Chapter 1, i.e., (1) creating building blocks of Tempo-

ral User-level Clinical Depression Detection (TUD) model, and (2) analyzing the

TUD model through various feature analyses in several data distributions and clini-

cal depression detection settings. Later, we describe the limitations of our research

in terms of the validity and reliability of the dataset curation and modelling ap-

proaches. We also discuss how we conform to the existing best practices of ethics

in social media based mental health monitoring research. Finally, we discuss future

research directions, including an outline of an actual depression monitoring system

that might be useful for practicing clinicians to monitor their patients in clinical

white space, i.e., the time between the visits to the clinician’s office.

7.1 Summary of Contributions

In Chapter 1, we posed the main research question, described four goals we aimed

to achieve to answer the research question, and discussed our two major contribu-

tions. These contributions have been actualized through the efforts to achieve four

goals towards natural language modelling of clinical depression. In the following

sections, we discuss the summary findings for each goal.
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Developing Sub-modules of TUD Model

Following are the major findings while developing sub-components of the TUD

model:

1. Depressive Post Detection (DPD) Model: We started by developing a DPD

model, one of the most important sub-components for TUD model (Chapter

3). We faced a major obstacle in developing such a model because of the lack

of expert human annotated datasets for the DPD task. To overcome this, we

resorted to learning rich feature representations, such as word embeddings

from depression forum posts, to represent our tweets. We showed that our

learned Depression Specific Embedding (DSE) performed better than an ex-

isting TE representation for DPD task. We showed that vocabulary size does

not matter provided the vocabulary is relevant to the task, e.g., DSE vocab-

ulary is much smaller but relevant than TE with large and many irrelevant

vocabulary words. We demonstrated that a non-linear mapping between the

word vectors of common vocabulary can help improve the predictive power

of TE, which further corroborates the efficacy of our learned depression spe-

cific embedding representation. We also experimented with two state-of-the-

art sentence/contextual embedding representations and showed those perform

better than all our word embedding representations. Finally, we developed a

majority voting model (i.e., DPD-MV) using all our best word and sentence

embedding based DPD models, and showed that in a large test set, DPD-MV

performs the best.

2. Zero-Shot Learning (ZSL) based Depression Symptoms Detection (DSD)

Model: Next, we described the application of state-of-the-art sentence em-

bedding, word embedding, and natural language inference (NLI) models to

develop a ZSL based DSD model (4). We showed that with this model, we

do not need annotated samples for depression symptoms. In this case, we

can leverage already existing clinical depression symptoms description found

in various clinical resources, e.g., clinical handbook of depression diagnosis

(e.g., DSM-5), depression rating scales (e.g., PHQ-9), and insights from a
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practicing clinician. We demonstrated that such a model can achieve bet-

ter accuracy than strong supervised models fine-tuned on small clinician an-

notated samples. We further showed that with the help of the constituency

parse/syntax tree, we can make our model explainable, i.e., we can find out

sub-phrases (or explanations) inside a tweet that explains its label for the

depression symptom. Finally, we showed that we can develop a text explain-

ability scoring module that can rank our explanations.

3. Semi-supervised Learning (SSL) enhanced DSD model: Finally, with the

help of the DPD-MV and ZSL models, we outlined a Semi-supervised Learn-

ing (SSL) framework, that started from a small clinician annotated DSD sam-

ples and gathered more relevant samples for DSD (Chapter 5). In DSD sam-

ple annotation phase, we found the most agreement among the annotators

were for the depression symptom labels “Suicidal Thoughts” and “Change

in Sleep Patterns”. Further, we showed that our SSL process helps achieve

a better DSD model in a couple of data harvest and model re-training iter-

ations. In this process, ZSL based DSD model had a positive contribution.

However, harvesting more samples this way from a large unlabelled sample

repository for candidate depression symptom related tweets did not help to

increase DSD model accuracy any further.

Design and Development of TUD Model and its Experimental
Evaluation

In this section, we describe the findings during the design and development of the

TUD model and its experimental evaluation as follows:

1. With the help of our DSD model trained with harvested samples of depres-

sion symptoms which is a by-product of the SSL framework, we finally de-

signed and developed a TUD model which conforms to the criteria for clini-

cal depression detection (Chapter 6). In this modelling process, we integrated

temporal depression scores and patterns therein helpful to detect and moni-

tor clinical depression, such as continuation of depressive mood through our
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proposed Depression Inertia Score (IS) and recurrence of depressive mood

through Depression Recurrence Frequency Score (DRFS). We reported ex-

periment results based on all these features together through ablation study

and their individual performances. We also reported the performance of the

TUD model in the various granularity of temporal feature representations and

clinical depression detection settings. Our clinical depression detection set-

tings include (1) adherence to the clinical definition of depression and the

lack thereof and (2) two thresholds for clinical depression scoring.

2. We found that only semantic representation based models provide the best

accuracy. Furthermore, we observed that, depression score based patterns

are not generalizable across different data distributions in train and test sets;

however, for the same distribution, they perform better. Also, we did not see

much difference among the performances of our models based on different

granularity of temporal feature representations and clinical depression detec-

tion settings.

3. We also found depression score performs significantly better when we have a

more sensitive threshold for depression scoring per episode.

7.2 Limitations and Efforts to Overcome

Earlier, we discussed the limitations of the various approaches relevant to each

chapter. Here we discuss the limitations of our overall research in terms of the

validity and reliability of our clinical depression modelling. This includes a discus-

sion about our sample size, quality and biases, and annotation procedure. Further,

we shed light on the underlying biases in the large language models and embedding

representations that are used for this modelling. We also provide a description of

our effort to overcome those limitations.

Validity of TUD Modelling

Validity refers to how accurately a psychometric test measures what it is supposed to

measure. In our case, how accurately our TUD model measures the true depression
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of a user. We discuss the validity of our TUD model in terms of three well-known

types of validity measures [146], such as the following:

1. Construct Validity: This refers to whether we can infer that a social media

user has depression, provided that our TUD model has detected it. To ensure

such validity, we require social media users who have ongoing depression

as diagnosed by a clinician. Unfortunately, we do not have access to such

datasets. So, we used social media users who self-disclosed their depression

diagnosis. Research by De Choudhury et al. [27] showed that people rated as

depressed by depression rating scales use more depression related language

patterns compared to the control population in their Twitter timeline. Through

leveraging linguistic clues, our TUD model detected user-level depression

with good accuracy. This particular fact vouches, although weakly, for the

construct validity of our modelling.

2. Content Validity: This refers to the extent to which our TUD modelling cov-

ers all the aspects necessary for measuring clinical depression. We followed

the clinical depression diagnosis criteria mentioned in DSM-5 in our TUD

modelling, which is absent in earlier research. Although it is not possible to

cover all the aspects through social media language to measure clinical de-

pression, our adherence to the depression diagnosis criteria helped us develop

a model as content valid as possible.

3. Criterion Validity: This refers to the correlation of our clinical modelling

to other valid measures for depression detection. At the heart of our TUD

modelling is depression scoring, in which we follow clinical guidelines. We

showed that in a more sensitive threshold for depression detection in an episode,

the depression score provides good discriminatory power in depression detec-

tion, indicating that our depression scoring has some criterion validity.

Reliability of TUD Modelling

Reliability refers to how consistently TUD modelling discriminates between de-

pression and control populations in different datasets from similar demographics.
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Although we found semantic information alone is a reliable measure, our proposed

individual clinical features are not so much so, i.e., they do not generalize well

in held-out and test sets. Furthermore, the demographic information across our

datasets is not very accurate; for example, for the CLPsych-2015-Users dataset,

the demographic information was predicted through a machine learning model for

detecting gender and age from their tweets, which may not be perfect. For IJCAI-

2017-Users dataset, demographic information was not available; however, based on

the majority of the users’ demographic information on Twitter, it is assumed that

most of the users in that dataset were around 25-34 years old [145].

Sample Size for Signs of Depression Detection Through Social
Media Text

For Depression Symptoms Detection (DSD) task, we harvested a moderate sized

sample of total ≈ 4.5K tweets with depression symptoms and the same amount of

control tweets. Moreover, we harvested another set of 22K tweets from ≈ 0.4M

tweets and showed it did not help increase accuracy for the DSD task. As mentioned

earlier, our final Depressive Post Detection (DPD) model is also trained on the

harvested DSD data. Samples of such well curated tweets (both properly filtered

and carrying insights from expert annotation) for DPD and DSD task is rare in

earlier work [149], [152], [155].

Sample Size for TUD Modelling

The sample size for TUD modelling is not very large. Our sample size for our two

benchmark datasets, i.e., 537 users in CLPsych-2015-Users dataset and 392 users

in IJCAI-2017-Users dataset, can be identified as moderate sized, compared to the

similar work by De Choudhury et al. with a sample size of 476 users [27]. However,

our dataset is still not sufficient to better deep-learning models. Therefore, we had

to use as many samples as possible to train the TUD model, leaving a small subset

for testing.
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Sample Quality

Data quality is measured based on 12 dimensions, including data accessibility, data

believability and completeness [51], [112]. Although social media datasets can be

unreliable in terms of truthfulness and credibility, they are well known for their high

availability. However, social media language is full of spelling errors and culture

specific jargon and symbols, which makes it challenging to infer a complete picture

of users’ lives from it.

To reduce inherent noise in social media samples/tweets, we used a prepro-

cessing pipeline, which considers only clean tweet samples devoid of hashtags and

symbols for further analysis. Further, we normalized the words with repetitive char-

acters to their original forms. Finally, we excluded depression diagnosis statements

to avoid overfitting.

For DPD and DSD tasks, we ensured the quality of the respective samples

through the SSL approach to harvest samples from depressed users’ timelines. Fur-

ther, we filtered these samples with the help of our DSD model, which utilized a

state-of-the-art large pre-trained language model fine-tuned in clinician annotated

samples. For DSD samples annotation, we put efforts into developing a depression

symptoms annotation guideline based on clinical criteria of depression detection

outlined in DSM-5, a well-known clinician rating scale for depression, and consul-

tation with a practicing clinician.

For TUD modelling, it is not possible to verify the truthfulness of the users.

However, we self-annotated a set of users for the genuineness of their depression

self-disclosure and its recency. Based on this annotation process, we separated a set

of users who have ongoing depression with a very high possibility and reported our

TUD modelling performance in that dataset.

Sample Bias

Our datasets represent specific demographics (i.e., young adults aged around 25-

34 years), with a majority of those being English speakers. Indeed our modelling

outcomes did not provide general insight into depressive language characteristics
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across all demographics. On top of that, we depended on a user’s self-disclosure,

which in itself may not be true or a biased representation of a user’s current mental

health status. However, our annotation procedure to find the genuineness of self-

disclosures and rigorous SSL process ensures the believability of our datasets to a

great extent.

Annotation Procedure

It is very challenging to determine depression symptom labels for a tweet in ab-

sence of a proper context, which is the case for our Twitter samples. To overcome

this challenge, we developed an annotation guideline with the help of a clinician

rating scale for depression (i.e., MADRS [29]) instead of a patient rating for the

same. The clinician rating scale is based on how a clinician would rate a patient’s

depression depending on the patient’s answers to the questions related to depression

symptoms. We found this rating scale has sufficient clues for depression symptoms

detection through language. Moreover, we consulted with a practicing clinician

and went through examples of confusing tweets and their possible labels. We use

those samples as the examples in the annotation guideline to provide indications to

the annotators to guide their annotation decisions. Thus, our adherence to clinical

depression symptoms detection criteria alleviated confusion among the annotators

for the task of labelling DSD. Further, we employed four annotators, including one

clinical expert and one practicing clinician, to ensure the overall validity of our

annotated dataset.

To ensure the reliability of the annotation procedure, we reported a test-retest

reliability score of 83%, which is very high and shows the proper understanding of

the clinical depression guideline by the annotators and its reflection on the annota-

tion process.

Bias in Pre-trained Representations

Large pre-trained language models and word embeddings contain inherent biases

learned from different stereotypes hidden in the datasets these models are trained on

[9], [90], [157]. Although detecting and mitigating these biases is itself a research
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topic, we found that sometimes these inherent biases in the pre-trained represen-

tations help in achieving better accuracy. For example, in DPD task, we achieve

better accuracy through using Depression Specific Embedding (DSE) (Chapter 3).

On the other hand, in DSD task, we achieved better accuracy through the use of

Mental-BERT language model [55], which was pre-trained on large mental health

corpus (Chapter 5).

7.3 Ethical Challenges

Although in public social media like Twitter, people publicly broadcast social media

posts, they still do not perceive it as a purely public space [74]. Mikal et al. [77],

who employed focus groups to understand the perceived ethics of utilizing Twitter

for mental health research, found that Twitter users often fail to understand (1) “data

permanence,” (2) “data reach,” and (3) “big data computation tools that can be used

to analyze social media posts.” Thus, Benton et al. [8] proposed an ethical research

protocol for social media health research. In the following section, we discuss how

we adopted the guidelines outlined in that protocol in our research.

Institutional Research Board (IRB) Review

Research on public social media posts that do not have population intervention or

interaction may qualify for IRB ethics review exempt status. This research may still

require an application to the IRB but we can expect a substantially simplified review

process. When a research project does not include any human subjects an IRB

review is not required. As of the writing of the thesis manuscript, we have obtained

three IRB approvals from the University of Alberta Research Ethics Office covering

all aspects of our overall research, including data collection and annotation.

Informed consent

It is not feasible to obtain informed consent individually from millions of users

[101]. However, informed consent should be obtained whenever possible, espe-

cially for the users of private social media like Facebook or Twitter private accounts
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[12]. Normally in such scenarios, users have more expectation on respecting their

privacy [142]. Therefore in our research, we used all the datasets that are based

on public Twitter accounts. Moreover, we obtained these datasets from external

sources by signing a Data Use Agreement (DUA) that ensures that we have the

permission to use the dataset and we will respect all ethical aspects regarding the

dataset use, as outlined there.

User Interventions

Research involving user intervention may not qualify for IRB exemption. In our

research, we do not have any user intervention. An example of such kind of inter-

vention is by Kramer et al. [60], in which they manipulated Facebook users’ feeds

through varying emotional content and monitored the feeds’ influence on users’

emotional states. Kramer et al. did not obtain any informed consent from the users,

which raised ethical reservations. In our research, we simply analyzed depressed

users’ Twitter timelines instead of creating any user interaction and/or intervention.

Protections for Sensitive Data

Appropriate protection measures should be taken to protect sensitive data, even if it

is public. For example, Twitter data from users self-disclosing their mental health

status may have sensitive information regarding them. In that case, data can be

stored in a safe storage that can restrict access to users’ sensitive information, as

done previously by [19]. In our research, only the cosigners of the Data Use Agree-

ment (DUA) have access to the datasets. DUA ensures the privacy of the social

media users of those datasets. A portion of one of these datasets has been used for

further annotation for Depression Symptoms; in that case, we took signed consent

from our annotators to ensure that the samples would not be searched through In-

ternet for possible linking or identifying users by the annotators. We did not reveal

any direct user identification to the public, nor did we try to find any user’s identifi-

cation over Internet or by any means in any stage of our research. Also, among the

three major datasets we used in our research, two were anonymized for user identity

by their curators.
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User Attribution

Although public social media posts are freely accessible to anyone, users may not

intend their posts to have such a broad audience. For that reason, Benton’s guide-

lines [8] proposed three measures as follows:

1. Removing usernames and profile pictures from publications: We do not

expose usernames, profile pictures, or any direct user identifiers in any papers

or presentations.

2. Paraphrasing original social media message: We paraphrased original mes-

sage, especially if it contains uniquely user identifying sensitive information.

In general, our machine learning performance has been measured mostly

quantitatively, meaning, we don’t need to expose any such messages unless

absolutely needed.

3. Use of synthetic examples: We did not have to use any synthetic examples

to obfuscate user messages in our research.

User De-identification in Analysis

Researchers should remove the identity of a user and other sensitive personal infor-

mation if it is not needed. Since our clinical depression model leverages language to

detect depression, we only use language samples or tweets and no other user identi-

fiers. Our algorithms further use an encoded text representation, i.e., word/sentence

embeddings for representing tweets, which works as a layer of tweets obfuscation.

Sharing Data

Sharing datasets with external research groups to encourage reproducibility is im-

portant, but at the same time, we should ensure that these external research groups

respect ethical and privacy concerns. In our research, we haven’t yet finalized a

protocol for safe and secure data sharing. We are still in the phase of develop-

ing one. However, we can readily share the encoded version of our datasets, e.g.,
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word/sentence embeddings of tweets. Although this encoding has obvious draw-

backs, such as limiting other research groups to use some fixed text representations,

we believe this is the first step for us in terms of sharing our annotated datasets with

external researchers. Of course, in any case, we will obtain consent from external

research groups so that they do not try to identify any user should there be a way to

do so.

Data Linkage Across Sites

It is possible to link users from their multiple public social media profiles [33], [91].

Researchers should be cautious about this and refrain from doing so even if there is

an opportunity. In our case, we did not try to link any user across their public social

media or other available profiles. In the future, when we share our datasets, we will

enforce this practice through a DUA that needs to be signed by external research

groups.

7.4 Future Directions and Practical Implications

Here we provide future directions under the following themes:

Signs of Depression Detection

For signs of depression detection task, i.e., DPD (Chapter 3), in our research, we

focused on utilizing learned representations and their augmentation. We found this

is the very first step for developing a good supervised DPD model when training

data is scarce. In this augmentation process, we use an off-the-shelf embedding

representation for a particular social media domain, for us, it is Twitter, and we

further enhance its capability for signs of depression detection from text. To some

extent, this augmentation technique alleviates the need for learning a social media

domain specific, i.e., Twitter or Facebook embedding from large number of social

media posts.

Particularly, our intention was to bring attention to the fact that, we can learn

a good task domain embedding representation, e.g., we can learn DSE from more
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regular and less noisy depression forums text (Chapter 3). Later, we can transfer the

domain knowledge embedded in DSE to another social media domain through se-

mantic augmentation technique. However, our augmented semantic representation,

i.e., ATE did not perform better than DSE. Also, it performed non-significantly bet-

ter than unaugmented TE, indicating there is extensive research needed to uncover

what semantic information are crucial and what adds noise. DSE’s performance

was best compared to the other representations indicates atleast depression spe-

cific vocabulary identified by our word embedding creation algorithm is invaluable.

On the other hand, ATE’s performance slightly better than TE indicates semantic

knowledge transfer has some positive impact in DPD modelling.

Moreover, our semantic augmentation was done at the vocabulary level, mean-

ing, it is possible to use the same technique to develop better representations for

other natural language text domains. So in this sense, our method is not restricted

to social media language based analysis only. In light of the above discussion, we

can see the following research directions for signs of depression detection:

1. We will develop an extensive framework to analyze why semantic augmenta-

tion works in terms of semantic knowledge transfer. As a part of this exercise,

we will find a set of minimal vocabulary words sufficient for such augmenta-

tion.

2. We will also employ social network analysis techniques in the word embed-

ding representation space to analyze the semantic relationship among words

and observe how this changes through semantic augmentation techniques.

Furthermore, we will analyze what changes are positive for DPD tasks and

what changes are negative.

3. Since our initial experiment results are inconclusive (Chapter 4), we will in-

vestigate extensively to see if this augmentation also works for contextual

representations such as sentence embeddings.

4. Finally, through these analyses we would like to come to a conclusion on

what criteria should be fulfilled for better augmentation. For example, what
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needs to be done to learn an embedding representation that leverages social

media domain vocabulary and semantic knowledge transferred from depres-

sion specific embedding space.

ZSL Modelling of Text Based Clinical Depression Symptoms

We proposed ZSL modelling, which helps prevent being too dependent on depres-

sion symptoms labelled samples for DSD task (Chapter 4). However, it was not

clear to us what specific label descriptors or text representation for each labels are

useful for creating a better ZSL model. As an attempt to gain more clarity on this,

we sketched a framework for ZSL based explainable DSD model.

We would like to extensively explore the following areas for finalizing such

framework. Since we used average embedding representations to represent tweets

and depression label descriptors and cosine similarity to find association between

them, it is possible to apply our ZSL modelling in other text domains, not just

tweets. Thus we see the following future directions in the area of overall ZSL

modelling:

1. We would like to extend our STEP algorithm (Chapter 4) so that it would

work on a set of multiple sentences instead of a short a single sentence based

tweet. A simpler approach could be to use STEP on every sentence in an

excerpt and create a dictionary of depression symptoms and relevant expla-

nations of phrases. However, this may miss on the global semantics of the

text excerpt and instead focus only on constituent sentence semantics. Here,

we can either use a dependency parser and develop a STEP mechanism on

this parsing or we can summarize the excerpt with the help of STEP as an

explanation.

2. We would like to evaluate our explanation score in various edge cases to

ensure whether this scoring rewards those explanations that are also useful

for humans. We would like to employ human annotators for such evaluation.

3. We would like to integrate this mechanism to make our user-level clinical
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depression modelling more transparent and hence useful for practicing clini-

cians.

Harvesting Relevant Depression Symptoms Samples

We harvested depression symptoms samples from large Depressive Tweets Reposi-

tory (DTR) to ensure both the symptoms distribution of depression related language

and the relevant linguistic clues are present (Chapter 5). However, due to the huge

imbalance in the sample space of depression symptom labels, it is not possible to

learn a DSD model that is equally better at detecting every symptom. One would

argue that learning such a model may not be needed, as those samples are rare in

depressed users’ profile. SSL based data harvesting helped us create a DSD model

with good accuracy. We would like to explore if this model can also be exploited for

longer social media text. Our initial observation shows some promise while using a

short text DPD model to identify depression in longer depression forum texts [37].

We consider the following options to develop an even better model in the future:

1. We will generate synthetic samples by using state-of-the-art language models

for various depression symptom labels and observe their contribution during

user-level clinical depression detection.

2. We would like to employ clinicians in our SSL model to make it a human-in-

the-loop based Active Learning (AL) system. This way, we can collect more

samples that carry important clinical indicators for depression.

3. We can develop a cost sensitive model that learns to put more emphasis on

the symptoms which are important to detect user-level clinical depression for

a particular social media domain.

Design and Development of TUD Model

We developed a TUD model through the integration of all the clinical sub-components

stated earlier. Our TUD model leveraged state-of-the-art sequential or temporal

model, i.e., BiLSTM-Attention, which is capable of learning long term dependency
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Figure 7.1: A tool for clinical depression monitoring through social media text.

among the depressive episodes. Moreover, our model can also learn important tem-

poral episodes contributing to the detection of user-level clinical depression through

Attention scores. In our work, we considered the clinical criteria for user-level de-

pression detection; however, it is also possible to consider other textual features,

such as basic and depression specific emotions and their fluctuations over time. We

proposed a model that can detect basic and depression specific features through

tweets [35]; however, we did not explore its potential in user-level clinical depres-

sion modelling. Since we proposed all the building blocks in this research to de-

velop a transparent and clinically relevant depression detection model, we would

like to use these building blocks to explore further in the following areas:

1. We will develop a tool (Figure 7.1) that can be used by the clinicians to mon-

itor the depression levels over temporal depressive episodes in a user’s social

media timeline. Further, clinicians will be able to zoom into those episodes to

see, what particular symptoms are expressed and relevant phrases that convey

those symptoms.
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2. We will investigate whether Attention scores are a better representation of

depression levels in each episode.

3. We will investigate whether we can use the current model, provided that, we

have temporal depression based feature representations in other text domain,

e.g., day-to-day conversations. We believe it is possible; however we need to

summarize each text conversation unit into a small text excerpt and then see

the efficacy of the TUD model there.

4. We will find out how TUD model performs to forecast depression, i.e., how

many days before an actual depression diagnosis we can predict a user’s de-

pression. Along these lines, we have already made some progress. For ex-

ample, we identified few users with disclosures indicating their exact date of

depression. However, this sample size is very small, and we need to collect

more samples to conduct such experiments more extensively.

5. We will develop a system for verifying genuineness of an user for the self-

disclosure of their depression based on their timeline and profile information,

etc.

6. We will integrate our extracted features and compare their efficacy with other

features related to other modalities, e.g. Emotion patterns, Voice, ECG etc,

and find ways to combine them efficiently to build a more complete depres-

sion detection system.

7. We will try to find an optimal threshold for clinical depression scoring that

does not hamper classification accuracy.

8. We will ensure that our model follows all the guidelines for ethically aligned

design (Appendix A.2).
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Appendix A

Background Material

Here we provide a concise overview on key concepts related to statistical analyses

used in Psychometrics, ethics of extracting and summarizing online information,

i.e., Social Media contents and clinical process for detecting Major Depressive Dis-

order (MDD). We also provide layman’s details of some well known deep learning

constructs we use in our research, such as Bidirectional Long Short Term Memory

(BiLSTM), Self-attention, Word and Sentence Embedding, Bidirectional Encoder

Representations from Transformers (BERT), Natural Language Inference (NLI) and

Semi-supervised Learning (SSL).

A.1 Definition of Psychometrics

Psychometrics is the branch of Psychology which deals with measuring psycho-

logical constructs such as, personality, attitude, aptitude and intelligence [114].

Reliability and validity are the two main concepts used by the psychometric re-

searchers and practitioners for demonstrating the effectiveness of different psycho-

logical tests/questionnaires/scales [113]. In a traditional machine learning sense,

we can (almost) think of a depression questionnaire as a machine learned depres-

sion detection model and the data, i.e., the interviews from the patient as depression

related data.
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Reliability

Reliability is used to measure the consistency of a psychometric test. The main idea

is to measure whether a particular test score is consistent while it is repeatedly used

under conditions where test score supposed to be consistent [113]. For example, a

questionnaire for screening depression is used for different depressed patients and

the score is pretty consistently indicating depressive state of those patients, hence

the depression questionnaire is reliable.

Types of Reliability: Psychologists consider mainly three types of reliability

or consistency measures, such as (1) Test-retest reliability over time for a test

(2) Internal consistency across (test) items and (3) Inter-rater reliability across

different raters for a test [113]. (1) Test-retest Reliability: This reliability mea-

surement finds out whether a particular scale is consistent when it is repeated over

time . For example, a personality questionnaire score should be consistent over-

time for a particular person if it is used by that person in coming weeks or months.

Test-retest correlation is one way to measure whether a particular test’s score is

consistent over time. For this, Pearson’s r or correlation score is widely used. Given

a pair of random variable (X, Y ), the Pearson’s correlation factor can be calculated

using the following equation: ρX,Y = cov(X,Y )
σXσY

, where, covariance of X and Y ,

cov(X, Y ) = E[[X − µX ][Y − µY ]]. Here, µX , σX is the mean and standard devia-

tion of X respectively, µY , σY is the mean and standard deviation of Y respectively

and E is the expectation. The more the score the better. (2) Internal consistency:

This reliability measure finds out whether the items in a test correlates each other,

thus confirming they are identifying same underlying construct. For example, In

a depression questionnaire, if the item (or question) scores are not correlated, then

those items are not internally consistent. The most widely used measure of such

reliability is called split-half consistency. In such a scenario, a depression ques-

tionnaire can be split half into set of items and the scores of these split halves are

calculated. Later, Pearson’s r is calculated from those sets to see if they are cor-

related. Another widely used measure is called Cronbach’s α. Cronbach’s α is

used to find out the mean of all possible split halves among set of items or ques-

tions of a questionnaire. The higher the score the better. (3) Inter-rater reliability:
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This refers to the consistency among the raters for their judgment. For example,

to measure whether an assessment criteria for depression is consistent over differ-

ent clinicians, it is used by different clinicians for the same patient. If the score is

different for each clinicians then the test has low inter-rater reliability, may be due

to the fact that the assessment criteria are too subjective. Cronbach’s α is used for

finding out inter-rater reliability when the judgments of clinicians are continuous

values and Cohen’s κ is used when it is categorical.

Validity

Validity refers to how accurately a psychometric test measures what it supposed to

measure. For example, a depression questionnaire is not valid if its score is highly

correlated to the patient’s ability to memorize things. Although depression may

cause memory problems, the said questionnaire could be valid for memory test, not

for depression screening.

Types of Validity There are three types of validity, (1) Construct, (2) Content

and (3) Criterion [113]. (1) Construct Validity: This refers to, how much a test

adheres to the existing theory and knowledge. For example, a depression ques-

tionnaire can be assessed through measuring other traits related to depression as

established by earlier research, such as consistent Anhedonia, sad mood and psy-

chomotor retardation. (2) Content Validity: This refers to the extent to which the

test covers all aspects of the concept being measured. For example, if Anhedonia,

sad mood and psychomotor retardation are the integral part of depression identifi-

cation, then lacking any of them can make the depression questionnaire invalid. (3)

Criterion Validity: This measures the extent to which a test is correlated to the

other valid measures of the same concept. For example, given work performance

degrades with depression, if depression questionnaire score is negatively correlated

with work performance, then the depression questionnaire can be regarded as crite-

rion valid, here the criterion is work performance.
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Relation Between Validity and Reliability

A reliable test can be thought of as valid, although it is not always true. For example,

a depression questionnaire can be reliable because it measures anxiety pretty much

consistently over different subjects, although it’s not valid, because it measures

anxiety instead of depression.

Ensuring Reliability

Reliability can be ensured in the following ways [119], (1) Method for data collec-

tion should be consistent: It is to be ensured that, the clinicians who use the ques-

tionnaire to detect depression, should look for same criteria of depression across

different patients. (2) Standardizing the condition of the research: It is to be

ensured that the depression (interview) data was collected from the patients under

same condition and they were given same information about the questionnaire.

Ensuring Validity

Validity can be ensured in following ways [119]: (1) Choosing appropriate meth-

ods of measurement: The measurement techniques should be of high quality

and supported by established research. For example, a depression questionnaire

should contain clinically established symptoms of depression. (2) Using appropri-

ate sampling method for selecting the subject: The population from where the

subject is sampled should be properly defined (i.e., the age group, gender, ethnicity

etc). Also, It has to be ensured that the sample is appropriate representative of the

population and big enough to infer something statistically significant.

Basics of Accuracy Measures

To find out whether a particular psychometric test is reliable and valid, its accuracy

should be calculated. Higher accuracy means the test is measuring a particular

concept (e.g. depression) more accurately. We discuss accuracy measures in the

light of the following confusion matrix, where, True Positive = TP, False Positive =

FP, False Negative = FN and True Negative = TN.
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True diagnosis
Positive Negative Total

Screening test
Positive TP FP (Type-1 error) TP + FP
Negative FN (Type-2 error) TN FN + TN

Total TP + FN FP + TN N

Table A.1: Confusion matrix.

From A.1, we can define all the positive samples, Pos = TP + FN and all

the negative samples, Neg = FP + TN in a True diagnosis set. So, total num-

ber of samples, N = Pos + Neg. Hence simple accuracy can be measured as,

acc = TP+TN
TP+TN+FP+FN

. However, accuracy can be susceptible of data imbalance,

i.e., blindly predicting majority class can result in high accuracy. To avoid this there

are other measures, such as balanced accuracy, bacc = TPR+TNR
2

, where, True Posi-

tive Rate, TPR = TP
Pos

and True Negative Rate, TNR = TN
Neg

. It is to be noted, that

TPR is also called, sensitivity, recall and hit rate and TNR is also called, specificity

or selectivity. In clinical field, clinicians are more interested about the sensitiv-

ity and specificity of a test. A test with higher sensitivity means it has high false

positive score, i.e., it does not miss any true diagnosis, however, some or many of

its detected positive case may not be actually positive case. On the other hand, a

highly specific test detects positive cases with high accuracy, i.e., the detected pos-

itive case is indeed positive, however, it may miss some real positive cases. There

are another measure widely used in computing science which is called, Precision

or Positive Predictive Value (PPV), Prec = TP
TP+FP

and Recall, Rec = TP
TP+FN

,

and their harmonic mean, F − score = (1+β2)×Prec×Rec
β2×Prec+Rec

. When β = 1, it is called

F1-score. Although, F1-score is widely used and is proof to data imbalance, it puts

equal weights to precision and recall, which may not be ideal, e.g, if a clinician is

more interested on recall, rather than precision, s/he can put more emphasis on it,

by modifying the formula for F-score, such that, β = 2. In multi-label classification

settings two widely used accuracy measures are (1) Macro-F1: this is an average

F1 score for all the labels and (2) Weighted-F1: this is a measure which assigns

more weight to the labels for which we have majority samples1. Macro-F1 provides

1https://scikit-learn.org/stable/modules/generated/sklearn.
metrics.f1_score.html
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an idea of a multi-label classifiers performance in all labels regardless of the number

of samples under those labels, i.e., it does not take data imbalance into account. On

the other hand Weighted-F1 can be thought as a weighted average of label wise F1-

scores; it puts more weight to labels with majority samples. Weighted-F1 provides

an idea of a classifiers performance when there is a data imbalance.

Statistical Significance Test:

A result is statistically significant if the probability of its occurrence just by chance

is less than a certain threshold. This probability is called p-value and the thresh-

old is often set to be ≤ 0.05 for a result to be deemed as statistically significant.

To compare between two machine learning models, mostly used statistical signif-

icance test is two-tailed paired t-test for different fold in k-fold cross validation

[31]. Provided enough data and less processing overhead, there are some sugges-

tions of using non-parametric methods or 5 × 2 cross validation for evaluation of

machine learning models. However, with small test set and deep learning models

these suggestions are not so feasible to follow [31].

Bayes’ Theorem and Base Rate:

According to Bayes’ theorem, probability of an event can be estimated from the

prior knowledge about the conditions related to the event. For example, given a

depression questionnaire score is positive for a random person, what is the proba-

bility that the person is depressed (D)? given, the depression questionnaire is 99%

sensitive (i.e., 99% true positive for depressed person) and 80% specific (i.e., 80%

true negative for non-depressed (¬D) person) and the base rate or the proportion

of depressed people in the population from where that random person is sampled is

10%. According to Bayes’ theorem,

P (D|+ ve) =
P (+ve|D)P (D)

P (+ve)

=
P (+ve|D)P (D)

P (+ve|D)P (D) + P (+ve|¬D)P (¬D)

=
0.99× 0.1

0.99× 0.1 + 0.2× 0.90

= 35.4%

(A.1)
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From the above calculation, we can see that although the test is highly sensitive

and specific, the probability of an user being depressed given the test is positive is

low, because the base rate is low. It is to be noted that, we can adjust the threshold

of the questionnaire for depression screening, so that we have acceptable sensitivity

and specificity [75].

A.2 Definition of Ethics

Ethics (also ‘moral philosophy’), refers to the branch of philosophy, which deals

with “systematizing, defending and recommending concepts of right and wrong

behavior.” [52].

Categories of Ethical Theory

Modern day philosophers divide ethical theories into three areas, such as (1) Meta-

ethics, (2) Normative Ethics, and (3) Applied Ethics [52]. Meta-ethics: this area

is concerned about the questions regarding the source of our ethical principles and

their meaning. It deals with the questions, such as “what is the meaning of moral

judgement? (e.g, what do the words ‘right’ and ‘wrong’ mean?),” “what is the na-

ture of moral judgments? (i.e., is it universal or relative?),” and “how may the moral

judgments be supported (i.e., how can we know that something is right or wrong?).”

Normative Ethics: this category is concerned about articulating behaviors that we

should acquire, the duties we should follow and the consequences of our behaviour

towards others. Applied Ethics: this category is concerned about what is permitted

for a person in a specific context or situation. In the next sections, we will mainly

discuss about Applied Ethics in terms of Internet Research, more specifically social

media research. We will also discuss briefly what ethically aligned design means

and the key principles of ethically aligned design in autonomous and intelligent

systems (A/IS).
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Ethics in Internet Research

Internet has become an integral part of our life and playing important role as a

ground for research, which is commonly referred as Internet Research (IR). IR can

be used as an umbrella term, encompassing all the related research that use “innu-

merable technologies, devices, capacities, uses, and social spaces” came into the

existence because of the internet [71]. Since many ethical questions can arise in

the context of IR, it’s important to provide the scope of IR as follows: (1) Utilizing

internet for collecting data, for example, through online surveys, interviews and au-

tomated means for data scraping. (2) Studying people’s online behavior through ac-

cess patterns and usage of different online environments including, websites, blogs

and social media. (3) Engaging in the process of storage and analysis of data-sets

curated from the Internet. (4) Studying software, code and internet technologies.

(5) Studying the design and structure of the internet technologies. (6) Utilizing var-

ious forms of analysis, such as semiotic, content and textual analysis of internet

facilitated images, text and writings etc and (7) Studying large scale production,

usage and regulation of internet by the governments, industries, corporation and

military forces.

Principles of research ethics and ethical treatment to persons have been laid

out in number of policies and documents, including, UN Declaration of Human

Rights, the Nuremberg Code, the Declaration of Helsinki and the Belmont Report.

Although, these basic principles largely originated from bio-medical contexts, they

can be generalized into IR. Also, these basic principles echo the same idea, i.e.,

“respect for persons, justice and beneficience”. The key guiding principles funda-

mental to ethical approach of IR are as follows: (1) The obligation of the researchers

to protect a community/author/participant depends on the vulnerability of the same,

i.e., the more the vulnerability, the greater the protection required. (2) One of the

important reasons for adopting ethical approach in IR is the minimization of harms.

It is to be noted that the definition of ‘harm’ depends on the context, thus, ethical

decision making is best made through the application of practical judgement that

pays attention to specific context. (3) Although the involvement of human subjects

are not immediately apparent, ethical principles regarding them should be consid-
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ered, because, all digital information at some point involves individual humans.

(4) Rights of research subjects should be balanced with the benefits of research

and researchers’ right to conduct research. In many cases, the rights of subjects

may surpass the benefits of the research. (5) Ethical principles should be obeyed

in all the steps of research, starting from planning, research conduct, publication

and dissemination and (6) Since ethical decision making is a deliberative process,

it should be done in consultation with as many people and resources as possible,

including, people familiar with the research and/or participating in the research,

fellow researchers, research review boards, etc. There are major tensions in con-

firming ethical concepts in three areas in IR, such as (1) Human subjects: the

definition of human subject in not very clear in the context of IR as it is in bio-

medical research. (2) Public/Private: The definition of privacy is ambiguous in

the context of IR. People may operate in public spaces but have strong expectations

for privacy. (3) Data(Text)/Persons: In Internet it is tough to define the concept of

‘personhood’, i.e., whether ones digital information represents themselves. There is

no straight forward answer to this question. Thus, the answer should be determined

by rigorous discussion and follow the concept of “contextual integrity” as defined

by “Nissenbaum” [98]. In the next sections, we provide few scenarios of contextual

ethical principles in terms of Social Media Research which is a subset of IR.

Ethical Framework for Social Media Research

An ethical framework has been proposed by Townsend et al. [142] and Benton et

al. [8] for social media research that take into account the key areas of the same,

such as (1) Data Privacy: What data is considered public or private in the context

of social media? (2) Informed Consent: When to seek for informed consent and

how? What components should be present in informed consent? (3) Anonymity:

When data needs to be anonymized? and (4) Risk of Harm: Is it possible to use the

data to harm the research participants, i.e., using an user’s personal information to

embarrass them or damage their reputation or even prosecute them? The framework

stands upon three main components as follows: (1) Getting Aware of Terms, Con-

ditions and Legalities: Researcher should be aware of the most recent legal terms
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and conditions of the social media platform before starting their research. Also,

researchers should ensure that their research is compliant with the research organi-

zation they are the part of, funding bodies and any disciplinary guidance provided

by relevant disciplinary bodies. (2) Privacy and Risk: To determine whether social

media data is public or private boils down to the fact that whether or not the social

media user would like to be observed by the stranger [142]. The points to consider

here are as follows: (1) The data researchers would like to access, is it located in

a closed group/private group such as Facebook or in a open forum like, Twitter?

(1.a.) Also, is it from a password protected forum, like online forums which require

users’ to open a password protected account? (1.b.) Is there any gate keeper in the

group to whom researchers can turn to for approval or advice? (1.c.) Is there any se-

curity setting for the users of the forums? (2) Is the data potentially sensitive? (2.a.)

Would the users of the group expect to share their data with the visitors who have

interests and issues similar to themselves? (3) Is the data coming from an age group

who are not aware of the risk of harm of social media? If the data is coming from

closed/private/password protected groups, then it has more ethical concerns than

the same from public/open forums. If there is a gatekeeper/admin of a password

protected forum, researchers should consult him to find the best way to use the user

data of that forum. In such case, the admin can assist researchers to seek consent

from the users. Also, the admin can provide the capability to the users so that they

can opt-out from the research whenever they want. If researchers would like to ask

questions to the forum users about their social media behavior, s/he should disclose

their identity to the users participating in the research. Also, due to the sensitive

nature of the data, if possible informed consent from the users whose data is used,

should be taken. If the data is coming from young (such as children) or vulnerable

group who cannot provide informed consent and do not have clear idea about the

risk of harm stemmed from social media, should be eliminated from the research.

Overall, if the benefit of a research outweighs the risk of harm, researchers may get

an exemption from following these privacy policies. (3) Reuse and Republication:

For publishing results of a research or share data for the sake of better reproducibil-

ity of the same, researchers should keep in mind about the sensitivity of the data. If
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the data is sensitive, researchers may seek informed consent (for the dissemination

of the users’ data to public) and/or try various ways of anonymization so that the

users are untraceable. Moreover, it has been observed that, generally aggregated

user data (as opposed to individual user data), and data published by organizations

or public figures or hash-tagged social media posts can be used without the consent

of its author because the former prevent from identifying individuals and the latter

are intended for public views. Also, researchers should be aware about the privacy

conditions (of the platform from which the data is being collected), whether the

data is allowed to reuse and republish. There is another crucial ethical question

about “whether a social media post still remains public if the user later deletes it?”.

In case of Twitter (and other social media which support this), one can share de-

hydrated Tweets (i.e only Tweet IDs), so that those can be downloaded later by the

other parties, preventing the interested parties from downloading deleted Tweets.

Ethically Aligned Design for Autonomous and Intelligent Systems
(A/IS)

IEEE has published a guidance for designing intelligent agents [132] (eg. tool for

depression modelling), so that the intelligent agents align with overall well being of

the human society and environment and reach beyond mere functional goals they

suppose to achieve, which they name as Ethically Aligned Designs (EAD). The

general principles of EAD are as follows: (1) Human Rights: A/IS should protect

human rights which have international recognition. (2) Well-being: A/IS devel-

opers should focus on the betterment of human well-being as their main success

criterion. (3) Data Agency: Better data accessibility and security should be facil-

itated to the users of A/IS. (4) Effectiveness: A/IS should be very clear about its

functionality, whether its suitable for performing something its intended to do.(5)

Accountability: The decisions of an A/IS system should be explainable and un-

ambiguous, for example an user should be able to clearly understand the rationale

behind a decision made by such system. (6) Awareness of Misuse: A/IS systems

should be protected against any kind of misuse and risk related to it. (7) Compe-

tence: The safe and effective operations of A/IS systems should be ensured both by
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the A/IS creators through properly specifying it and users properly following them

and (8) Transparency: A particular decision made by an A/IS system should be

easily found.

A.3 Definition of Major Depressive Disorder or De-
pression

Depression also known as Major Depressive Disorder (MDD) is a common and

serious mood disorder. Depression can be characterized by persistent feelings of

sadness and hopelessness and/or losing interest in day-to-day activities which were

once enjoyable. Apart from emotional problems, depression can lead to various

physical problems that can reduce a person’s ability to function at work and at

home [29].

Clinical Process of Depression Diagnosis

The clinical process of depression diagnosis starts with depression screening tools.

If a patient is screened positive for depression, s/he is interviewed by clinicians to

find out if s/he meets the criteria for depression diagnosis according to a widely

known Diagnostic and Statistical Manual for Mental Disorders (DSM), version 5

[72].

Depression Screening Tools

There are several screening tools that are used for depression screening [129], such

as Hamilton Depression Rating Scale (HDRS): HDRS is an interview scale, de-

veloped in 1960 to measure severity of depression in an inpatient population. It’s

a 21 item scale with 5 points for each item indicating the severity of depression

symptoms. Items 18-21 are used for further qualifying depression. Scores 0-7 are

considered normal while score greater than 20 indicate moderate to severe depres-

sion. This scale contains comparatively large numbers of somatic symptoms and

few cognitive or affective symptoms. It has sensitivity of 86.4% and specifity of

92.2% , Beck Depression Inventory (BDI): BDI is a self-rating scale. It contains
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21 items of emotional, behavioral and somatic symptoms and takes 5-10 minutes

to administer. The items are scored within 0-3 indicating severity of symptoms.

Scores, 10-18 indicates mild depression, 19-29 indicates moderate and greater than

30 indicates severe depression. One study has found that, BDI has 97% sensitiv-

ity and 99% specificity for identifying depression. Patient Health Questionnaire

(PHQ): The Patient Health Questionnaire, PHQ is a self-administered tool of 2

(for PHQ-2) and 9 (for PHQ-9) items. PHQ-2 is a screening tool that assesses the

frequency of depressive mood and Anhedonia for past two weeks and has scoring

between 0 (not at all) to 3 (nearly every day). A PHQ-2 score greater than 3 has

83% sensitivity and 92% specificity for major depression. The cut-point of PHQ-

9 is greater or equal to 10, which has sensitivity and specificity of 88%. PHQ-9

scores, 5, 10, 15 and 20 are representative of mild, moderate, moderately severe

and severe depression. Major Depression Inventory (MDI): MDI is a self rating

scale used for diagnosis or measurement of depression according to both DSM-4

criteria of major depression and ICD-10 moderate to severe depression. The symp-

toms should be present nearly everyday for last two weeks. It’s a 10 point scale

with each item can have values between (0-5). This scale has more emphasis on

depressed mood and lack of interest. The cutoff score is 26. The sensitivity of MDI

is between 86% and 92% and specificity is between 82% and 86%. Center for Epi-

demiological Studies Depression Scale (CES-D): This was published in 1977 as

a screening tool for depression in general population. This scale has 20 items with

16 negatively worded and 4 positively worded. This instrument measures affective

and somatic aspects of depression. Each question/item receives score between 0 to

3 and possible range of score is between 0 to 60 with 22 as a cut-off point. Mont-

gomery Asberg Depression Rating Scale (MADRS): This rating scale is used

by clinicians to rate the severity of depression among the depression diagnosed

patients. It is designed to be sensitive to the change as a result of antidepressant

therapy. This scale was developed in 1979 by Montgomery and Asberg. It has 10

items related to symptoms of depression. Each item has a severity scale from 0

to 6 and can be added to form a over-all score from 0 to 60. At a cut-off of > 6,

the MADRS had a sensitivity of 0.90 and a specificity of 0.66. At a cut-off of
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> 12, a sensitivity of 0.70 and a specificity of 0.86 was found. All cut-offs lower

than 9 yielded sensitivities > 0.80 and specificities > 0.60. Of these, a cut-off of

> 8 had the highest overall agreement (0.74), kappa (0.40), and positive predictive

value (0.41). The AUC for the MADRS was excellent (AUC = 0.91) [82]. Zung

Self-Rating Depression Scale (SDS): It’s a self-administered depression scale and

is a 20 item scale published in 1965. Half of the 20 items are positively worded

and half are negatively worded. The items has scores between 1-4. Scores greater

than 50 indicate mild depression, greater than 60 indicate moderate and 70 indicate

severe depression. Geriatric Depression Scale (GDS): Originally developed for

screening depression in geriatric population. It’s a 30 item scale but later modified

to 15 items. The questions are of “yes” or “no” nature for making it easy for older

population. There is also a five point scale which is better received by older pop-

ulation. This 5-item scale has sensitivity of 94% and specificity of 81%, Cornell

Scale for Depression in Dementia (CSDD): This scale is specially designed for

the Dementia patients. Since, Dementia patients can provide unreliable answers

to the questionnaire, it requires additional information from patient informant, i.e.

someone who knows the patient. It’s a 19 points scale where each item has scores

between 0 (for absent) to 2(for severe). A total score of 10 indicates probable ma-

jor depression, greater than 18 indicates definite major depression. According to

a recent study, a score more than 6 has sensitivity of 93% and specificity of 97%.

Most of the depression screening tools have been made keeping in mind the major

symptoms of depression as specified in DSM-4 and more recently DSM-5.

Diagnostic and Statistical Manual for Mental Disorders (DSM)
criteria for Depression Diagnosis

DSM is the handbook used by the clinicians around the world as the authoritative

guide for diagnosing mental disorders. DSM contains description, symptoms and

other criteria for diagnosing mental disorder. It provides a common platform for the

clinicians around the world to communicate with their patients and establish reli-

able and consistent diagnosis of mental disorders [34]. According to recent version

of DSM (i.e., DSM-5), to diagnose someone as depressed, one should have five or
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more symptoms related to depression during the past two weeks, most of the day or

nearly everyday, and represent a change from previous functioning as indicated by

either subjective report or observation made by others. At-least one symptom have

to be either: (A) depressed mood or (B) loss of interest or pleasure. Symptoms

due to general medical conditions or mood in-congruent delusions/hallucinations

should not be included. The full list of MDD symptoms are as follows: (1): De-

pressed mood. For children and adolescents it can be irritable mood. (2) Markedly

diminished interest or pleasure. (3) Significant weight loss. (4) Insomnia / Hy-

persomnia. (5) Psycho-motor agitation. (6) Fatigue. (7) Feeling of worthlessness.

(8) Diminished ability to think or concentrate or indecisiveness and (9) Recurrent

thoughts of death, suicidal ideation without a specific plan or a suicide attempt.

Also, the symptoms (1) should not meet criteria for mixed (Bipolar) episodes (2)

should cause clinically significant distress or impairment in social, occupational or

other type of functioning and (3) the symptoms are not induced by substance abuse

or medication of any general medical condition and (4) the symptoms are not bet-

ter accounted for by bereavement. The medical professional/ clinician or health

care provider thus conducts various physical test and takes interview of the patient

to rule out whether the depression symptoms are caused by any other underlying

medical/physiological/drug related/psychological reasons [72].

DSM vs. ICD on MDD Diagnosis

DSM and International Classification of Diseases (ICD) both contain the depres-

sion symptomatology, helpful for diagnosing depression. ICD is developed by an

international body of clinicians appointed by WHO, where DSM is developed by

American Psychiatric Association. ICD is widely used in European countries, while

DSM is used mostly in North and South America and some Asian countries [16].

Although DSM uses the term Major Depressive Disorder (MDD), ICD does not

and it refers MDD as Depressive Disorder. Moreover, ICD contains only guide-

lines for depression diagnosis and relies more on clinical judgment for depression

diagnosis unlike DSM, which contains criteria for the depression diagnosis. DSM

also includes sub-types of MDD which ICD does not have. However, both of these
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manuals acknowledge the fact that for diagnosing depression there is a basic set

of symptomatology that needs to be confirmed in a patient. Both of these manuals

recently added different cultural variables in MDD symptomatology [104], since,

people from some cultures may mask their symptoms of depression and express

them through somatic terms, such as “feeling of imbalance” or “ailment in their

heart”.

A.4 Semi-supervised Learning (SSL)

SSL is a branch of machine learning, where a learned model is used to label samples

from large unlabelled samples. Later, newly labelled samples along with original

training samples are used to re-train the initial learned model and improve it on a

iterative basis. There are few variations of SSL, among them two main methods are

(1) self-training: In this method usually most confident predictions of a model are

used to augment the existing training set and (2) co-training: In this method, two

or more models each having multiple view of the data are used to label unlabelled

samples and use those to augment existing training samples [73].

A.5 Deep Learning Models

Deep learning is a branch of machine learning which performs superior in many

supervised learning tasks, including language related tasks, such as, text classifica-

tion (e.g., sentiment detection) and sequence to sequence modelling (e.g., machine

translation). Here we discuss the basic deep learning models which we use to de-

velop our clinical depression model.

Bidirectional Long Short Term Memory (BiLSTM)

BiLSTM is a kind of Recurrent Neural Network (RNN). RNN is a variant of feed-

forward neural network which is capable of handling sequence data of varying

lengths and each node of this network represents each components of the sequence.

It has a memory unit that can retain information from earlier portion/nodes of the

input. However for very long sequence, due to vanishing gradient problem, RNN
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cannot retain early information of the sequence efficiently. Variants of RNN, such

as LSTM [45] has been proposed to alleviate this problem. A BiLSTM is basically

a bidirectional LSTM that consist of a forward LSTM and a backward LSTM as

depicted in the Figure 3 [24]. LSTM consists of gating mechanism that enables it

to retain or forget portion of the input through a memory cell, C (Figure 2 [24]).

There are three kinds of gating mechanisms in an LSTM, such as: (1) Forget (f)

(2) Input (i) and (3) Output gate (o). Forget gate ensures whether to retain previous

information through previous cell state Ct−1 of a sequence through a sigmoid acti-

vation function, input gate then passes current input (xt, ht−1) and decides whether

to pass it or not through a sigmoid activation function and the output of this sigmoid

function is multiplied by current input through tanh activation function to candidate

cell state to C̃t. Finally, through the output gate, output hidden state ht is formed

with the help of current input (xt, ht−1) and final cell state Ct. These two values are

passed to the next LSTM node.

Self-attention

Self-attention is a main mechanism of transformer models [148]. The core idea of

Self-attention is to learn the contribution of important components of a sequence

while optimizing a particular learning objective. It is done through finding out

each components of a sequence and how they interact with others including itself.

To calculate this interaction, three vectors, such as Query (Q), Key (K) and Value

(V) are calculated for each component. Later, a dot product of Q and K for each

component is calculated; this dot product is scaled by dividing it with
√
dk, where dk

is the dimension of the key, softmaxed and later point wise multiplied by V. Later,

the output is calculated by adding weighted Vs for each component for that Q.

This process is repeated for other components which results in component vectors

with their importance for the learning task. Equation A.2 provides the details of

scaled-dot-product Attention. Also, Figure 2 [148] provides details of Self-attention

and multi-head Attention mechanism. Multi-head Attention allows for attending

different representation subspaces at different positions of the input.
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Self − attention(Q,K, V ) = softmax(
QKT

√
dk

)V (A.2)

BERT

BERT is a pre-trained language representation model with stack of 12 transformer-

encoder blocks with 12 multi-headed Self-attention layers. An illustration of BERT

model is provided in Figure 3 [30] (extreme left). BERT is pre-trained on Book

Corpus and English Wikipedia text and through Masked Language Model and Next

Sentence Prediction tasks. BERT based models are found out to be outperforming

many traditional machine learning models in various downstream Natural Language

Processing (NLP) tasks. There are different variations of BERT, among them one

of the most well known BERT model is A Robustly Optimized BERT Pretrain-

ing Approach (RoBERTa) proposed by Liu et al. [66]. They showed that BERT’s

performance can be improve even more through careful fine-tuning during its train-

ing, i.e., learning on large batches and longer sequences as well as removing next

sentence prediction objective.

Natural Language Inference (NLI)

Natural Language Inference (NLI) is a branch of NLP field, where, a classifier

predicts whether a possible hypothesis for a given premise entails it or contradicts it

and their probabilities. For example, provided the following tweet as premise: “This

is a wonderful world”, an user’s sentiment “satisfied” is entailed. This entailment

and contradiction can be expressed as probability scores for the label “satisfied”.

BART [63] is a pre-trained model which is found out to be performing superior

in NLI task based on Zero-Shot Learning setting proposed by Yin et al. [156].

BART is a denoising autoencoder which uses a transformer-based neural machine

learning architecture, where it has a bidirectional encoder like BERT and left-to-

right decoder like GPT, pre-trained on two tasks: (1) corrupting text with arbitrary

noise function and (2) denoising the corrupted text to its original form.
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Sentence Embedding

Sentence or contextual embedding model takes input a text and provides a fixed

length vector that represent that text. Universal Sentence Encoder (USE) is one

well known sentence embedding model [13].

There are two kinds of encoders used by USE, one is called Deep Averaging

Network (DAN) encoder, which uses averaged bi-gram and word embedding of

a sentence. Another is transformer encoder, which uses the context aware word

representations of a sentence. Later, these word representations are converted to a

fixed length sentence encoding vector by computing the element-wise sum of these

representations. Further, both encoders send their respective representations to a

feed-forward neural network, which is then multi-task trained on several down-

stream NLP tasks, such as: “a SkipThought [58] like task for the unsupervised

learning from arbitrary running text; a conversational input-response task for the

inclusion of parsed conversational data; and classification tasks for training on su-

pervised data” [13]. Both of these encoders take a lower cased sentence further

tokenized using PTB tokenizer and then produce a 512 dimensional sentence em-

bedding. The data sources for pre-training these encoders are Wikipedia, web news,

web question-answer pages and discussion forums.

It has been found out to be as good as other contemporary sentence embedding

models such as: Embeddings from Language Model (ELMo) [111], which uses

a bi-directional LSTM to compute contextualized character-based word representa-

tions. USE and ELMo are two prominent sentence embedding models before BERT

came into existence. Later, BERT and its variation like SBERT [118] which is fur-

ther fine-tuned in sentence similarity task based on triplet and siamese network loss

objective has been found out to be providing state-of-the-art in many NLP down-

stream tasks.

Word Embedding

Word embedding is a technology which is based on the same underlying principle as

word co-occurrence matrix for determining different semantic relationships among
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words. Instead of calculating a raw word-co-occurrence matrix, the word embed-

ding is a elaboration that leverages a neural network which takes context words as

inputs and the word for which context words were determined are used as output or

prediction, also called, Contextual Bag of Words or CBOW method. There is a re-

lated method, that tries to predict the context words provided a particular word, and

this method is called the skip-gram method. Skip-gram has been found to be very

effective for such (Figure 2 [89]). In both of these methods, inputs and outputs are

a one-hot vector representation of size equal to the total number of elements in the

vocabulary. Mathematically, through this process, the neural network learns a hid-

den layer which is a matrix of dimension V ×N , where V is size of the vocabulary

and N is the dimension of the embedding (Figure 2 [89]).

This embedding representation can be thought of as a compressed representa-

tion that represents the semantics of the word. The semantics of the word can be

guessed through the analysis of its distance with other vectors. It has been shown

in the earlier research, e.g., Levy et al. [62], that the hidden layer matrix mentioned

earlier can be approximated through Singular Value Decomposition (SVD) of the

PMI matrix, which looks like word co-occurrence matrix C, but, populated with

point wise mutual information (PMI) for word and context word pairs. Glove [109]

is an algorithm which uses similar ideas for creating word embedding representa-

tion as described by Levy et al. The loss function of the neural network for learning

skip-gram word embedding and its description is provided as follows in Equation

A.3 (adapted from [136]).

L = −log
C∏
c=1

P (wc,j|wa) = −log
C∏
c=1

exp(Oc,j∗)∑V
j=1 exp(Oc,j)

(A.3)

where, wc,j is the j-th word predicted on the c-th context position; wa is the only

input word; and Oc,j is the j-th value in the O vector when predicting the word for

the c-th context position.
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A.6 Label Descriptors

Depression symptom labels and their corresponding descriptors, i.e., DSM Headers,

MADRS Headers and Leads and All are provided in Figure A.1.

Figure A.1: Label descriptors.

A.7 Annotation Guideline

Social Media Data Annotation by Human

For this annotation task, an annotator has to label or classify a social media post

(i.e., a tweet) in one or more of the following depression symptom categories which

suit best for that social media post through a web tool:

1. Inability to feel pleasure or Anhedonia

2. Low mood

3. Change in sleep pattern

4. Fatigue or loss of energy

5. Weight change or change in appetite
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6. Feelings of worthlessness or excessive inappropriate guilt

7. Diminished ability to think or concentrate or indecisiveness

8. Psychomotor Agitation or Inner Tension

9. Psychomotor Retardation

10. Suicidal Thoughts or Self-Harm

11. Evidence of Clinical Depression

12. No evidence of Clinical Depression

13. Gibberish

Detailed description of these categories with examples are as follows:

The following sections need to be very carefully read to better understand what

each category means. We divide the description under each category into three

parts: “Lead”, “Elaboration”, and “Example”. “Lead” contains the summary or gist

of the symptomatology. “Elaboration” provide a broader description of the symp-

tomatology accompanied by a few relevant “Examples”. These sections have been

developed with careful considerations of criteria defined in the DSM-5, MADRS,

BDI, CES-D and PHQ-9 depression rating scales.

Depression Symptom Labels

1. Inability to feel pleasure or anhedonia

(a) Lead: Subjective experience of reduced interest in the surroundings or

activities, that normally give pleasure.

(b) Elaboration: Dissatisfied and bored about everything. Not enjoying

things as one would used to. Not enjoying life. Lost Interest in other

people. Lost interest in sex. Can’t cry anymore even though one wants

to.

(c) Example:
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i. I feel numb.

ii. I am dead inside.

iii. I don’t give a damn to anything anymore.

2. Diminished ability to think or concentrate or indecisiveness

(a) Lead: Difficulties in collecting one’s thoughts mounting to incapacitat-

ing lack of concentration.

(b) Elaboration: Can’t make decisions at all anymore. Trouble keeping

one’s mind on what one was doing. Trouble concentrating on things.

(c) Example:

i. I can’t make up my mind these days.

3. Change in sleep pattern

(a) Lead: Reduced duration or depth of sleep, or increased duration of

sleep compared to one’s normal pattern when well.

(b) Elaboration: Trouble Falling or Staying Asleep. Waking up earlier and

cannot go back to sleep. Sleep was restless (wake up not feeling rested).

Sleeping too much.

(c) Example:

i. It’s 3 am, and I am still awake.

ii. I sleep all day!

4. Fatigue or loss of energy

(a) Lead: Any physical manifestation of tiredness.

(b) Elaboration: Elaboration: Feeling tired. Insufficient energy for tasks.

Feeling too tired to do anything.

(c) Example:

i. I feel tired all day.

ii. I feel sleepy all day.
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iii. I get exhausted very easily.

5. Feelings of worthlessness or excessive inappropriate guilt

(a) Lead: Representing thoughts of guilt, inferiority, self-reproach, sinful-

ness, and self-depreciation.

(b) Elaboration: Feeling like a complete failure, Feeling guilty, Feeling

of being punished. Self-hate. Disgusted and Disappointed on oneself.

Self blaming for everything bad happens. Believe that one looks ugly

or unattractive. Having crying spells. Feeling lonely. People seems

unfriendly. Felt like all other people dislike oneself.

(c) Example:

i. Leave me alone, I want to go somewhere where there is no one.

ii. I am so alone ...

iii. Everything bad happens, happens because of me.

6. Low mood

(a) Lead: Despondency, Gloom, Despair, Depressed Mood, Low Spirits,

Feeling of being beyond help without hope.

(b) Elaboration: Feeling down. Feeling sad. Discouraged about future.

Hopelessness. Feeling like it’s not possible to shake of the blues even

with the help of family and friends.

(c) Example:

i. Life will never get any better.

ii. I don’t know why but I feel so empty.

iii. I am so lost.

iv. There is no hope to get out of this bad situation.

7. Psychomotor agitation or inner tension

(a) Lead: Ill defined discomfort, edginess, inner-turmoil, mental tension

mounting to either panic, dread or anguish.
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(b) Elaboration: Feeling irritated and annoyed all the time. Bothered by

things that usually don’t bother. Feeling fearful. Feeling Restless. Feel-

ing Mental Pain.

(c) Example:

i. It’s my life so I decide what to do next, mind your own business,

don’t bother!

ii. You have no idea how much pain you gave me!

8. Psychomotor retardation or lassitude

(a) Lead: Difficulty getting started or slowness initiating and performing

everyday activities.

(b) Elaboration: Feeling everything one do requires effort. Could not get

going. Talked less than usual. Have to push oneself to do anything.

Everything is a struggle. Moving or talking slowly.

(c) Example:

i. I don’t feel like moving from the bed.

9. Suicidal thoughts or self-harm

(a) Lead: Feeling of Life is not worth living, suicidal thoughts, preparation

for suicide.

(b) Elaboration: Recurrent thoughts of death (not just fear of dying), re-

current suicidal ideation without specific plan, or suicide attempt, or

a specific plan for suicide. Thoughts of self-harm. Suicidal ideation.

Drug abuse.

(c) Example:

i. I want to leave for the good.

ii. 0 days clean.

10. Weight change or change in appetite

(a) Lead: Loss or gain of appetite or weight than usual.
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(b) Elaboration: Increase in weight. Decrease in weight. Increase in ap-

petite. Decrease in appetite. Do not feel like eating. Poor appetite. Loss

of desire to food, forcing oneself to eat. Eating a lot but not feeling sa-

tiated. Eating even if one is full. Eating in large amount of food quickly

and repeatedly. Difficulty in stop eating.

(c) Example:

i. I think I am over eating these days!

ii. I don’t feel like eating anything!

11. Evidence of clinical depression

(a) Elaboration: Any social media post which do not necessarily fit into

any of the above symptoms, however still carry signs of depression or

representing many symptoms at a time, so it’s very hard to fit it in a few

symptoms.

(b) Example:

i. I feel like I am drowning . . .

12. No evidence of clinical depression

(a) Elaboration: Political stance or personal opinion, inspirational state-

ment or advice, unsubstantiated claim or fact.

(b) Example:

i. People who eat dark chocolate are less likely to be depressed.

13. Gibberish

(a) Elaboration: If you are not sure what a social media post means i.e., if

a social media post does not make sense or it’s gibberish, then annotate

it as Gibberish.
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A.8 Depression Level Mapping

In the following Table A.2, we provide the mapping between the depression levels

and corresponding range of depression scores. We use more stratification than the

conventional PHQ-9 scale to get clearer idea about depression level distributions

across our datasets.

Depression Level Depression Score Range
None 0− < 4

Minimal 4− < 9
Mild 9− < 14

Moderate 14− < 19
Moderately Severe 19− < 27

Severe >= 27

Table A.2: Depression Level Mapping Reference

A.9 Apriori Rules

Here we provide the strong rules mined from DSD-Clinician-Tweets-Original-Train

(Table A.3)

Rules(Strong-Label→Weak-
Label)
1→ 2
1→ 6
4→ 3
4→ 8
4→ 10
7→ 6
7→ 8
9→ 6
9→ 8
9→ 10

Table A.3: Strong Rules; indices for each labels are from Section A.7
.
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A.10 Mental-BERT Training Configuration for DPD
and DSD

Here we report the training configuration for Mental-BERT based DPD and DSD

(Table A.4)

Hyperparameters Values(DPD) Values(DSD)
#Epochs 20 10
#Batch 32 Same

Max. sequence length 30 Same
Learning Rate 2× 10−5 Same

#GPUs 1 Same
Loss function Binary Cross Entropy (BCE) Loss Same

Table A.4: DPD and DSD model training parameters.

For DSD we use Binary Cross Entropy (BCE) Loss on the output of last layer of

our Mental-BERT model which is based on sigmoid activation functions for each

node corresponding to each depression symptom label. For DPD, we use BCE loss

on the softmaxed output for each binary label, i.e., depression vs control. We do not

freeze any layers in our fine-tuning process because it turned out to be detrimental

to the model accuracy.

A.11 Temporal User-level Clinical Depression Detec-
tion (TUD) Model Training Configuration

Here we report the training configuration for TUD model (Table A.5)

Hyperparameters Values
#Epochs 10
#Batch 16

LSTM Hidden-Dimension 100
#LSTM Hidden Layer 1

Drop-out 0.1
Learning Rate 1× 10−3

#GPUs 1
Loss function Binary Cross Entropy (BCE) Loss

Table A.5: TUD model hyperparameters.
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Since TUD is a binary classification task, we use the same settings for loss

function as DPD described earlier.
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