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ABSTRACT 

DEAD box proteins are a family of RNA helicases implicated in every aspect 

of RNA biogenesis and metabolism. Modification of RNA secondary structure by 

DEAD box proteins has widespread effects on numerous cellular processes due 

to the ubiquitous nature of RNA. While the biochemical activity of several DEAD 

box proteins has been described, there is limited information into the biological 

functions of most family members. DEAD box 1 (DDX1) is over-expressed in some 

cancers, and has in vitro RNA/RNA and RNA/DNA unwinding activity. In vivo 

analyses have implicated DDX1 in RNA maturation, double-stranded DNA damage 

response and viral maturation. To date, there have been no reported DDX1-

negative cell lines, with neuronal and germline cells showing the highest DDX1 

levels. 

Here, we describe three novel facets of DDX1 biology and function. First, 

we report that DDX1 is a novel and independent prognostic indicator in breast 

cancer. Both increased DDX1 mRNA levels and cytoplasmic DDX1 protein 

localization are negative prognostic markers. Analysis of treatment-specific 

subgroups revealed that this effect is elevated in patients who receive adjuvant 

therapy, indicating that DDX1 may be predictive of patient response to treatment. 

Second, we report the generation of a novel Ddx1-null allele in Drosophila 

melanogaster. Ddx1-null flies are viable, but have phenotypes consistent with 

reduced metabolism and display aberrant gametogenesis. We also describe an 

interaction between Ddx1 and Sirup mRNA, which may underlie the metabolic 

disruption observed in mutant Ddx1 flies. Third, we have found that Ddx1-/- mice 
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die at the pre-blastocyst stage. We also observed that mice carrying one Ddx1- 

allele display transgenerational inheritance, with heterozygous Ddx1 mice 

generated from heterozygous intercrosses producing significantly fewer wild-type 

progeny than expected. We attribute this to a novel modification of the wild-type 

allele in heterozygous mice and demonstrate that transgenerational inheritance of 

Ddx1 is distinct from previously described cases of transgenerational epigenetic 

inheritance. 

These combined studies address different aspects of DDX1 function, 

providing new insight into the spectrum of biological roles associated with DDX1. 

DDX1 appears to be under strict regulation, as evidenced by the fact that Ddx1 

levels in mice do not vary between heterozygous and wild-type animals. Strict 

regulation of DDX1 levels may explain why prognostic effects are observed when 

DDX1 levels are elevated in breast cancer. Although we did not attempt to 

determine why high levels of DDX1 are associated with early recurrence, the 

phenotypes observed in our Ddx1-null flies suggest a role for Ddx1 in regulating 

metabolism. We propose that DDX1 is an integral regulator of metabolism and 

growth, and is itself tightly regulated. As such, deregulation of DDX1 can either 

promote tumourigenesis (when over-expressed) or death (when absent). This 

model of DDX1 action indicates that it may be possible to target DDX1 to improve 

patient outcome in those cancer patients with mis-expressed DDX1.  
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1.1 RNA HELICASES 

 Unlike common illustrations of RNA, which are presented as a linear string 

of nucleotides, in vivo RNA molecules exist with complex secondary and tertiary 

structure (Figure 1.1). In addition, RNA molecules are bound by numerous proteins 

during each stage of RNA biogenesis. Complex structure and protein binding 

partners allow for intricate regulation of RNA and RNA-dependent processes within 

a cell. As a result, cells express numerous RNA binding and RNA modifying 

proteins. Amongst these are helicases, which unwind double-stranded nucleic acid 

strands. RNA and DNA helicases are broadly categorized into two major groups, 

with non-ring forming helicases comprising helicase superfamily (SF) 1 and 2, and 

ring forming helicases comprising SF 3 through 6 (Gorbalenya et al. 1988, 

Singleton et al. 2007).   

 The biochemical actions of ringed versus non-ringed helicases are distinct, 

though both traditionally use ATP as an energy source (Singleton et al. 2007). 

Ringed helicases generally act as hexamers, encircling DNA or RNA nucleotide 

strands and progressively translocating along the nucleotide strand as they 

unwind. Non-ringed helicases predominantly act by translocating along a single 

strand of the RNA molecule, displacing the up/downstream complementary strand 

as they relocate. Of note, ringed RNA helicases are only found in bacteria and 

viruses, with all known eukaryotic RNA helicases belonging to SF 1 and 2 (non-

ringed). 
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Figure 1.1 RNA structure. (A) A simple depiction of the sequence of a tRNA 

molecule. (B) 3d modelled structure of a tRNA molecule, adapted with permission 

from Jackman et al. (2013). 
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1.2  DEAD BOX PROTEINS  

DEAD box proteins form the largest component of SF 2 (Jankowsky et al. 

2007). They are characterized by 12 conserved motifs, including their namesake 

motif II: D(asp)-E(glu)-A(ala)-D(asp)  (Linder et al. 2011, Linder et al. 1989). DEAD 

box proteins have been described in eukaryotes, prokaryotes and archaea 

(Anantharaman et al. 2002). Structurally, DEAD box proteins are composed of two 

globular domains that can exist in an open or closed configuration (Cordin et al. 

2006). In contrast to other non-ringed RNA helicases, DEAD box proteins generally 

unwind by binding to and destabilizing local RNA structure, and do not translocate 

or act in a progressive manner (Mallam et al. 2012, Sengoku et al. 2006). As a 

result, DEAD box proteins generally only unwind shorter lengths (generally 6-17 

bp) of double stranded RNA (dsRNA) (Chen et al. 2008, Rogers et al. 1999), 

though notably, p68 and p72 have been shown to unwind longer duplexes in some 

cases (Hirling et al. 1989, Rossler et al. 2001).  

Though ATP hydrolysis is a property displayed by most DEAD box proteins 

(Andersen et al. 2006, Chen et al. 2008, Collins et al. 2009), it is not necessarily 

required for unwinding activity (Del Campo et al. 2007). However ATP hydrolysis 

may be essential for efficient release of the nucleotide strand post unwinding (Liu 

et al. 2008). Structural modelling of the conserved region of DEAD box proteins 

has shown that the interaction between RNA molecules and DEAD box proteins is 

almost entirely through the RNA backbone (Bono et al. 2006, Sengoku et al. 2006). 

This binding location precludes sequence specificity for most DEAD box proteins, 

suggesting that they are targeted to RNA molecules through other proteins, or bind 
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RNA non-specifically. Of note, some functions of DEAD box proteins do not require 

unwinding, with RNA-bound DEAD box proteins acting as an anchor for recruiting 

and interaction between the RNA molecule and other proteins (Andersen et al. 

2006, Bowers et al. 2006, Tran et al. 2007). 

In eukaryotic cells DEAD box proteins have been implicated in all stages of 

RNA biogenesis and metabolism, from transcription, splicing and trafficking to 

translation and degradation (reviewed in Linder et al. 2011). As a consequence of 

the ubiquitous nature of RNA, DEAD box proteins play a wide spectrum of roles in 

the cell. While there is a basic understanding of the role or biochemical activity of 

many DEAD box proteins, the scope of DEAD box protein function and impact on 

cellular processes is still limited. Below, the functions of a few of the well-studied 

DEAD box proteins are described. 

 

1.2.1 eIF4A 

 eIF4A (eukaryotic initiation factor 4A) was the first DEAD box helicase 

described and is required for efficient translation in eukaryotes (Grifo et al. 1982). 

In conjunction with a number of other translation initiation factors (eIF4B, eIF4E 

and eIF4G, composing the eIF4F complex) (Conroy et al. 1990, Jackson et al. 

2010), eIF4A facilitates the interaction between the small ribosomal subunit and 

the 5’ cap of mature mRNA molecules (Jackson et al. 2010). The loading rate of 

ribosomal complexes onto mRNA is inversely related to secondary structure 

complexity of the 5` terminal region, with simple unstructured mRNA not requiring 

eIF4A for efficient translation (Koromilas et al. 1992, Pelletier et al. 1985). eIF4A 
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unwinds RNA secondary structures in this region, allowing for more efficient 

loading of ribosomes onto mRNA molecules and increasing translational rates 

(Rogers et al. 1999). Of interest, despite its name, eIF4A is not wholly restricted to 

eukaryotic cells, as an orthologue has been described in the archaea species 

Methanococcus jannaschii (Story et al. 2001).  

 Mammalian cells express three eIF4A homologues. eIF4A1 (DDX2A) and 

eIF4A2 (DDX2B) are closely related, with both localizing to the cytoplasm, whereas 

eIF4A3 (DDX48) is somewhat divergent and localizes to the nucleus (Figure 1.2A) 

(Chan et al. 2004). While eIF4A1 and eIF4A2 are 90% identical, they play distinct 

roles with differing expression patterns during the cell cycle (Williams-Hill et al. 

1997). Both eIF4A1 and eIF4A2 bind to the eIF4F complex and play the canonical 

role of regulating ribosomal loading onto mRNA molecules (Jackson et al. 2010). 

In addition to translation initiation, eIF4A2 acts in the miRNA repression pathway 

(Meijer et al. 2013). Intriguingly, knock-down of eIF4A1 results in increased 

expression of eIF4A2, but the resulting higher levels of eIF4A2 do not compensate 

for the loss of eIF4A1 (Galicia-Vazquez et al. 2012). Consistently, over-expression 

of eIF4A1 does not rescue the effect of eIF4A2 depletion (Meijer et al. 2013).  

The least similar member of the eIF4A family, eIF4A3, is primarily involved 

in the exon junction complex (EJC) regulating nonsense mediated mRNA decay 

(NMD) (Chan et al. 2004, Palacios et al. 2004). The proposed function for eIF4A3 

in EJC is not as an unwinding enzyme, but rather as an RNA clamp that serves as 

the anchor for the EJC (Zhang et al. 2007). Though eIF4A3 exhibits dsRNA 

RECTANGLE  
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Figure 1.2 DEAD box protein alignment. Amino acid sequences of related DEAD 

box proteins were aligned using ClustalW2. (A) Human DEAD box proteins 

eIF4A1, eIF4A2 and eIF4A3 are aligned. (B) Human DEAD box proteins p72, the 

p72 variant p82 and p68 are aligned. (C) Drosophila DEAD box proteins Vasa and 

Belle are aligned. 
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unwinding activity in vitro, it seems unlikely that its role in EJC is dependent on 

unwinding activity, but there is some evidence that eIF4A3 may function in 

translation initiation in yeast (Alexandrov et al. 2011).  

 

1.2.2 p68 and p72 

p68 (DDX5) and p72 (DDX17) are two closely related multifunctional DEAD 

box genes (Figure 1.2B). Together, they are known to modulate transcription, 

mRNA splicing, and processing of rRNAs and miRNAs (Caretti et al. 2006, Fukuda 

et al. 2007, Honig et al. 2002, Wilson et al. 2004). p68 and p72 have high sequence 

homology, interact with each other to form heterodimers and are generally 

implicated in cellular processes in tandem (Ogilvie et al. 2003). Of note, an 

alternatively spliced variant of p72 has been described that encodes 2 extra amino 

acids (p82), but it is not yet clear what functional difference, if any, exists between 

the two isoforms (Uhlmann-Schiffler et al. 2002). While p68 and p72 share some 

redundant functions, they also perform distinct functions as well and display 

different expression patterns (Dardenne et al. 2012, Honig et al. 2002, Jalal et al. 

2007, Lamm et al. 1996).   

 As with the eIF4A family of proteins, many p68 and p72 functions rely on 

helicase activity, while others do not. Helicase-dependent functions include p68 

modulation of a stem loop structure present in tau mRNA that in turn modulates 

alternative splicing (Kar et al. 2011). Similarly, the helicase activity of p68 and p72 

has been implicated in microRNAs processing (Liu 2002, Salzman et al. 2007) and 

mRNA splicing (Guil et al. 2003, Honig et al. 2002, Lee 2002). In contrast, the role 
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of p68 and p72 as transcriptional modulators has generally been found not to be 

dependent on their helicase activity. p68 and p72, individually or in tandem, 

interact with and co-activate androgen receptor (AR), the vitamin D receptor, p53, 

MyoD and Runx2 (Bates et al. 2005, Caretti et al. 2006, Clark et al. 2008, Nicol et 

al. 2013, Wagner et al. 2012, Wong et al. 2009). p68 and p72 have also been 

implicated in transcriptional repression through interaction with the histone 

deacetylase HDAC1 (Wilson et al. 2004). In Drosophila, a single orthologue of p68 

and p72 (Rm62) is expressed. Rm62 has been implicated in both transcriptional 

repression, through regulation of chromatin insulators, and in clearance of nascent 

RNA transcripts (Boeke et al. 2011, Buszczak et al. 2006). 

 

1.2.3 Vasa 

Similar to eIF4A, p68 and p72, VASA (DDX4) has been implicated in many 

biological processes (Lasko 2013). The Drosophila orthologue of Vasa, vas, was 

originally identified in a screen for mutations that affect female fertility (Schupbach 

et al. 1986) and later identified as a component of polar granules in Drosophila 

(Hay et al. 1988). VASA is now recognized as a marker of germ line cells in 

numerous animals (Gustafson et al. 2010). Vasa protein is localized to polar 

granules within the pole plasm throughout early Drosophila development through 

an interaction with osk mRNA (Breitwieser et al. 1996).  

While the function of Vasa in polar granules has not been fully delineated, 

it is known to mediate translation of both Gurken and mei-P26 (meiotic P26) mRNA 

in an eIF4B dependent manner (Liu et al. 2009). Gurken is a TGF-α like growth 
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factor that plays essential roles in oogenesis at distinct developmental stages, 

whereas Mei-P26 regulates germ cell maintenance, both through BMP signalling 

and by regulating miRNA expression (Li et al. 2012, Neumuller et al. 2008). Given 

that mutations of both gurken and mei-P26 can result in sterility, it is logical to 

propose that Vasa`s role in oogenesis is mainly due to its role in regulating the 

translation of these two, and possible other, mRNAs. Though also expressed in 

Drosophila testes, mutation of vasa has no effect on male fertility (Lasko et al. 

1990). Intriguingly, though vasa mutation only affects female fertility in Drosophila, 

mouse Vasa is required for spermatogenesis (Tanaka et al. 2000) and 

hypermethylation of the promoter of the human VASA gene is associated with 

spermatogenesis defects (Sugimoto et al. 2009).  

In addition to its role in gametogenesis, Drosophila Vasa has also been 

shown to play a role in chromatin condensation during female germline mitosis by 

facilitating the localization of components of the condensing I complex (Pek et al. 

2011b). Of note, this role is not dependent on eIF5B suggesting that it cannot be 

attributed to Vasa-mediated translational regulation of other transcripts. Instead, 

this function is dependent on two genes involved in the piRNA (Piwi-associated 

RNA) pathway (maelstrom and spindle-E). piRNAs are small non-coding RNA 

molecules that repress transposon activity through post-transcriptional and 

epigenetic gene silencing (Brennecke et al. 2007). Under normal conditions, Vasa 

accumulates at nuage particles with several proteins required for piRNA 

generation (Aubergine and AGO3), but in vasa mutants these piRNA-related 

proteins do not localize to nuage particles, and piRNA generation is prominently 
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reduced (Malone et al. 2009). While a direct role linking piRNAs to chromatin 

condensation has not yet been described, there is evidence of non-coding RNAs 

(ncRNAs) modifying chromatin and playing a role in chromosome segregation  

(Claycomb et al. 2009, Pek et al. 2011a, Savic et al. 2014, van Wolfswinkel et al. 

2009). A relationship between Vasa and Dicer, an essential protein for miRNA and 

siRNAs generation, has been described in flies, mice and C. elegans, suggesting 

a more general role for Vasa in small ncRNA biosynthesis (Beshore et al. 2011, 

Kotaja et al. 2006, Megosh et al. 2006). 

Drosophila express a second DEAD box gene closely related to vas, bel 

(Figure 1.2C). Belle (bel) mutations can result in male and female sterility or larval 

lethality (Johnstone et al. 2005) and mitotic segregation defects are observed in 

the wing discs of bel mutants (Pek et al. 2011a). Belle has also been shown to 

localize to nuage bodies with Vasa (Johnstone et al. 2005). Though similar, Belle 

and Vasa differ significantly in several ways. In contrast to Vasa, Belle expression 

is not enriched in pole plasm. Furthermore, vasa mutant progeny die during early 

embryogenesis, whereas bel mutants die during larval development (Johnstone et 

al. 2005). While the specific cause of lethality in bel mutants has not been 

elucidated, Belle has been shown to regulate ecdysone signalling through 

translational repression of an ecdysone induced transcription factor (Ihry et al. 

2012). De-regulation of ecdysone signalling could plausibly be the cause of the 

observed larval lethality in bel mutants. 

Amongst related DEAD box genes, high sequence similarity does not 

appear to be indicative of overlapping function, and individual genes often have 
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multiple, seemingly unrelated, roles. The ubiquitous nature of RNA in or as a 

precursor to all cellular processes means that individual DEAD box proteins may 

be involved in multiple processes by modifying different RNA targets’ secondary 

structure. In addition, the non-helicase dependent roles of DEAD box proteins 

allow for an even greater range of functions, from serving as RNA clamps to 

facilitate protein binding to localization of RNA through interaction with other 

proteins to modulate translation. The widely divergent roles of the above described 

DEAD box genes in addition to the unrelated functions of related genes provide an 

example of the wide scope of DEAD box protein function. 

 

1.2.4 DEAD box genes in mice 

To date there has been limited work into the role of Ddx1 in mice. siRNA 

knock-down of Ddx1 in a mouse spermatogonial cell line resulted in reduced levels 

of cyclin-D2, CD9, and GDF3 and reduced cell proliferation (Tanaka et al. 2009). 

While cell lines represent a useful tool for understanding gene function within a 

cellular context, animals carrying mutations allow for more insightful analysis of the 

effect of genes of interest. Currently, no previous Ddx1 mutant mouse lines have 

been reported. However, knock-out of other DEAD box genes have been 

described in the literature. 

As previously mentioned, knock-out of Vasa results in male sterility in mice 

(Tanaka et al. 2000). Knock-out of Ddx25 results in a phenotype similar to Vasa, 

with males being infertile, though the disruption to spermatid development appears 

at an earlier stage than in Vasa knock-out males (Tsai-Morris et al. 2004b). DDX25 
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plays a role in mRNA transcript trafficking and storage, in turn regulating 

expression of genes integral to spermatogenesis (Sheng et al. 2006, Tsai-Morris 

et al. 2004a). While both Vasa and Ddx25 knock-outs are viable, most of the other 

DEAD box genes which have been knocked-out in mice are not.  

Knock-out of ChlR1 (Ddx11) has been implicated in sister chromatid 

cohesion, and results in embryonic lethality due to aneuploidy (Inoue et al. 2007, 

Parish et al. 2006). The earliest described lethality associated with a DEAD box 

gene in mice is cause by knock-out of DP103 (Ddx20), resulting in lethality prior to 

the four-cell stage, potentially due to disruption of the maternal to zygotic transition, 

in which zygotic genes become active and maternally supplied protein and RNA 

undergo widespread degradation (Mouillet et al. 2008). Finally two knock-out 

strains have been generated for Ddx58, one of which is embryonic lethal, while the 

other survive to adulthood but develops gastrointestinal problems (Kato et al. 2005, 

Wang et al. 2007). It is not clear why these two different Ddx58 knock-out mice 

lines have different phenotypes, but it is likely due to differences between the lines 

used to generate the individual mutations. 

 

1.2.5 DEAD box genes in flies 

A number of DEAD box genes in addition to the previously described vasa 

and bel, a number of other DEAD box proteins have been studied in flies. Several 

of these have also been implicated in germ line development. Whereas Gemin3, a 

member of the SMN (survival of motor neurons) complex, is essential, targeted 

disruption of Gemin3 in ovaries results in aberrant oogenesis (Cauchi 2012). In 
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Gemin3 mutants prior to death, or in flies with less severe disruption of Gemin3, 

motor defects are observed, in keeping with the role of the SMN complex in motor 

neuron development and maintenance (Cauchi et al. 2008, Shpargel et al. 2009). 

Me31B (DDX6) interacts with Vasa in polar granules, and has been implicated in 

piRNA generation (Liu et al. 2011, Thomson et al. 2008).  During oogenesis, nurse 

cells generate mRNA transcripts intended to be loaded into the oocyte Me31b 

forms RNP complexes to repress inappropriate translation of these maternal 

transcripts (Nakamura et al. 2001). Me31b has also been implicated in regulating 

translation in neuronal cells in a similar manner (Hillebrand et al. 2010). Finally, 

while little is known about Dbp73d, it is expressed in germ line cells, indicating a 

potential role in gametogenesis (Patterson et al. 1992). 

Other Drosophila DEAD box proteins have described roles in a variety of 

biological processes. Drosophila express two eIF4A genes, eIF4A1 and eIF4A3. 

Similar to its human orthologue, Drosophila eIF4a plays additional roles outside of 

translation initiation, including a role in early oogenesis and regulating Dpp 

signalling (Jagut et al. 2013, Li et al. 2006a, Li et al. 2005, Shen et al. 2009a). 

eIF4A3 also mirrors the function of its human orthologue, playing a role in EJC 

(Zhang et al. 2007). Another DEAD box gene, UAP56, plays a role in RNA export 

and EJC (Gatfield et al. 2002, Gatfield et al. 2001, Meignin et al. 2008). UAP56 

has also been implicated in piRNA biogenesis in conjunction with Vasa (Zhang et 

al. 2012). Two DEAD box genes, abstrakt and Dbp21E2, are involved in retinal 

development (Hibbard et al. 2012, Schmucker et al. 2000). abstrakt, an essential 

gene, is required for axonal outgrowth and the regulation of asymmetrical mitotic 



16 
 

divisions during development in the retina and other neuronal tissues, (Irion et al. 

1999, Irion et al. 2004), while Dbp21E2 is required to maintain Rhodopsin levels 

(Hibbard et al. 2012).  Lastly, Pitchoune has been implicated in the regulation of 

proliferation and is potential target of dMyc (Zaffran et al. 1998).  

 

1.3 DDX1 

 DDX1 was originally identified as being over-expressed in a subset of 

retinoblastoma and neuroblastoma cell lines and tumours (Godbout et al. 1998, 

Godbout et al. 1993a, Squire et al. 1995). Retinoblastomas can occur as multifocal 

(heritable) or unifocal (sporadic) disease (Ries et al. 1999). Multifocal 

retinoblastomas are caused by inherited or novel germline mutations in the 

retinoblastoma gene (RB1) while unifocal cases are associated with sporadic RB1 

mutations (Ries et al. 1999). While there is a general consensus that inactivation 

of RB1 is the major cause of retinoblastoma, several other genomic aberrations 

are commonly observed (Theriault et al. 2014). Amplification of MYCN is observed 

in approximately 3% of cases (Bowles et al. 2007, Corson et al. 2007), and more 

recently, MYCN amplification has also been implicated as a possible cause of a 

subset of retinoblastoma tumours which still retain functional RB protein (Rushlow 

et al. 2013).  

The DDX1 gene locus resides less than half a megabase from the MYCN 

locus (Figure 1.3A). Amplification of this region can include DDX1 as well as two 

other genes at a lower rate (NAG and NSE1) (Beheshti et al. 2003, Squire et al. 

1995, Wimmer et al. 1999). In retinoblastoma, DDX1 is almost always co-amplified 
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with MYCN (Godbout et al. 2007, Godbout et al. 1993a, Rushlow et al. 2013). In 

contrast co-amplification of DDX1 occurs in approximately one-third of MYCN 

amplified neuroblastomas (Godbout et al. 1998, Squire et al. 1995). MYCN/DDX1 

amplification has also been reported in alveolar rhabdomyosarcoma, 

medulloblastoma, glioblastoma multiforme, and rat uterine endometrial carcinoma 

(Adamovic et al. 2005, Barr et al. 2009, Fruhwald et al. 2000, Hodgson et al. 2009). 

While MYCN is a well-documented oncogene (Freier et al. 2006, Heine et al. 2010, 

Teitz et al. 2011), it is not entirely clear what role, if any, DDX1 amplification plays 

in MYCN/DDX1 amplified tumours. A competitive advantage for tumour cells over-

expressing DDX1 can be inferred though, as the amplified copies of DDX1 produce 

increased levels of DDX1 protein (Godbout et al. 1998). Of note, DDX1 is 

predominantly nuclear in most cells; however when over-expressed in 

retinoblastoma and neuroblastoma cells, a significant proportion of DDX1 localizes 

to the cytoplasm (Godbout et al. 1998). 

 The amino acid sequence of DDX1 is highly conserved across the DEAD 

box core when compared other DEAD box proteins. Unique to DDX1 is the 

inclusion of a SPRY domain (Figure 1.3B). The presence of extra domains within 

the helicase core of DEAD box proteins is rare, suggesting unique properties for 

DDX1. There are over 100 SPRY domain containing proteins in the human 

genome, with SPRY domains found throughout all three domains of life (Rhodes 

et al. 2005). Structurally modular, SPRY domains are believed to be involved in 

protein-protein interactions and/or protein-RNA interactions (Perfetto et al. 2013).  

DDX1 orthologues have been identified in all animals, and a few other eukaryotes, 
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Figure 1.3 DDX1 genomic location and protein domains. (A) Human DDX1 is 

located at chromosome 2p24. This region can be co-amplified with MYCN in 

cancers such as retinoblastoma. Nearby genes which are sometimes co-amplified 

are noted. (B) The 12 conserved domains within DDX1 are shown to scale. DDX1 

sequence is indicated above the conserved DEAD box helicase sequence. Domain 

function is indicated by colour. * designates a 16 amino acid span. 
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but is not expressed in prokaryotes or fungi. Gene expression analysis has shown 

ubiquitous expression of DDX1 in all cell lines tested (Godbout et al. 1998, 

Godbout et al. 1993a). In chicken, DDX1 mRNA is found at highest levels in retina, 

brain, heart, liver and kidney (Godbout et al. 2002). In Drosophila, highest DDX1 

levels are observed in neuronal and germ cells (Rafti et al. 1996). In both of these 

studies, DDX1 was more highly expressed in early developmental stages. 

 

1.3.1 Biochemical activity 

In vitro analysis has shown that human DDX1 can unwind both RNA/RNA 

and RNA/DNA duplexes (Li et al. 2008). RNA/DNA unwinding is uncommon in 

DEAD box proteins, but a small number of DEAD box proteins have been shown 

to have this activity (Rozen et al. 1990). DDX1 unwinding activity is further 

differentiated from the majority of DEAD box proteins, as DDX1 is activated by 

ADP, as opposed to ATP, and DDX1 is able to unwind duplexes up to 29 bp in 

length (as opposed to most other DEAD box proteins that unwind 6-17 bp) (Kellner 

et al. 2015, Li et al. 2008). In a recent report, DDX1 has been shown to bind ADP 

with 500X more affinity than other DEAD box proteins (Kellner et al. 2015). It is not 

yet clear if DDX1 hydrolyzes ADP, or if ADP binding is sufficient for its unwinding 

activity. In addition to unwinding RNA/RNA and RNA/DNA duplexes, DDX1 also 

degrades ssRNA (Li et al. 2008). This activity is distinct from RNAse A activity and 

energy independent, but requires Mg2+ and is heat sensitive.   
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1.3.2 Role in RNA biogenesis 

Generation of mature functional RNA molecules requires numerous cellular 

processes. In eukaryotic cells, following transcription, RNA molecules are modified 

by addition of a 5` cap (7-methylguanosine) and/or a 3’ poly(A) tail, splicing, RNA 

editing and cleavage. Furthermore, RNA function can also be modified through 

RNA stability/degradation and RNA subcellular localization, processes that underly 

RNA trafficking and transport. Thus, a single locus can generate transcripts with 

different roles depending on how the RNA is processed. Given that RNA 

biogenesis and maturation can be regulated by RNA secondary structure, it is not 

surprising that DEAD box proteins are essential for each of these steps. 

In human cells, DDX1 has been implicated in several steps of RNA 

biogenesis and regulation. Under normal growth conditions DDX1 displays a 

strong nuclear signal and forms a small number of foci that co-localize with or 

reside next to cleavage bodies (associated with 3’ mRNA processing and 

polyadenylation) and Cajal bodies and gems (associated with rRNA and histone 

mRNA processing and snRNA and snoRNA biogenesis) (Bleoo et al. 2001, Li et 

al. 2006b). DDX1 was also shown to co-localize with MBNL1 and YB-1 in stress 

granules upon arsenite treatment (Onishi et al. 2008). Stress granules are densely 

packed structures which selectively hold mRNA molecules in a translationally 

stalled state to modify gene expression patterns in response to stress stimuli 

(reviewed in Kedersha et al. 2013).  

DDX1 is a component of neuronal RNA trafficking granules, RNA/protein 

complexes that transit RNA molecules along axons for localized translation (Kanai 
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et al. 2004, Perez-Gonzalez et al. 2014). Consistent with these roles DDX1 has 

also been shown to interact with heterogeneous nuclear ribonucleoprotein K 

(hnRNP K), a component of heterogeneous nuclear ribonucleoprotein complexes 

that are involved in regulating RNA transcription, transport and translation (Chen 

et al. 2002). DDX1 also interacts with KSRP, which regulates mRNA decay and 

microRNA maturation (Chou et al. 2013). More recently, DDX1 has been found to 

be part of the tRNA splicing complex and is required for efficient turnover of an 

RtcB-guanylate intermediary required for splicing (Popow et al. 2011, Popow et al. 

2014). Finally, there is some evidence that DDX1 may promote maturation of a 

subset of miRNAs (Han et al. 2014). 

 

1.3.3 Viral role 

DDX1 is not limited to regulating endogenous RNA molecules. Several 

viruses have been shown to modulate DDX1 localization or require DDX1 for 

efficient replication. The initial discovery that linked DDX1 to viral replication 

identified an interaction between DDX1 and Rev, a viral protein responsible for the 

nuclear export of unspliced HIV RNA genomes (Edgcomb et al. 2012, Fang et al. 

2005, Fang et al. 2004, Lin et al. 2014). RNA viruses initially require processing of 

RNA transcripts in order to facilitate translation of viral proteins, but at later stages 

require unprocessed whole genomic RNA molecules for the generation of new 

viruses. Intriguingly, several other DEAD box proteins (DDX3, DDX5, DDX17, 

DDX21 and DDX56) also can interact with Rev and promote RNA export (Naji et 

al. 2012, Yasuda-Inoue et al. 2013, Yedavalli et al. 2004).  
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In addition to HIV, DDX1 has been shown to play a role in the replication of 

several other viruses. DDX1 acts as a transactivator of the JC viral gene promoter 

and promotes viral proliferation (Sunden et al. 2007a, Sunden et al. 2007b). DDX1 

also enhances coronavirus replication, and notably, was observed to localize to 

the cytoplasm following coronavirus infection (Wu et al. 2014, Xu et al. 2010). 

While it is still not clear what effect cytoplasmic localization has on DDX1, it is 

intriguing that this cytoplasmic localization has been previously observed in cancer 

cells that over-express DDX1.  

  

1.3.4 Role in DNA repair 

Even under normal conditions, cells accumulate DNA damage. Amongst 

the different types of DNA damage, the most deleterious and dangerous to a cell 

are DNA double strand breaks (DSBs). Left unrepaired, DSBs can lead to genetic 

instability and ultimately cell death or cancer. DSBs are generally repaired through 

one of two major pathways, non-homologous end joining (NHEJ) or homologous 

recombination (HR) (reviewed in Aparicio et al. 2014). Two less common DSB 

repair pathways have also been described (microhomology-mediated end joining 

and single strand annealing), but will not be discussed here (Bennardo et al. 2008, 

Heyer et al. 2010). NHEJ is an error prone form of repair, which acts by degrading 

the DNA immediately surrounding the DSB and directly ligating the two ends. This 

process generates a repaired DSB, but often results in loss of genetic information. 

HR is an error free form of repair, which requires 5’ end resection of both ends of 

the DSB. The resulting single stranded DNA is then able to invade a homologous 
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sequence (generally a sister chromatid). The homologous sequence is used as a 

template to repair the damaged DNA strand. HR rates are enhanced when 

homologous sequences are available (S, G2 and M phase), while NHEJ is 

predominant when there are no homologous sequences present (G1) (Mao et al. 

2008). While this simple cell cycle-dependent model describes the underlying 

bases for DSB repair by HR versus NHEJ, these two forms of DNA repair can both 

occur at any point during the cell cycle, and it is not entirely clear how one pathway 

is chosen over the other (Mao et al. 2008).  

In addition to its roles in RNA biogenesis, DDX1 has been implicated in the 

cellular response to DNA DSBs. Following exposure to ionizing radiation (IR), 

DDX1 forms foci that co-localize with a subset of γH2AX foci, a histone variant that 

quickly localizes to sites of DSBs (Li et al. 2008). DDX1 localization to DSBs is 

dependent on ATM, a kinase that plays an integral role in the signal cascade 

activated upon DSB formation. As well, DDX1 localization to DSBs requires active 

transcription and its retention at DSBs requires RNA/DNA duplexes (Li et al. 2008). 

Given the importance of RNA/DNA duplexes for the co-localization of DDX1 with 

γH2AX, it has been proposed that the presence of DDX1 and RNA at DSBs marks 

these sites for repair by HR. Thus, DSBs near sites of active transcription may 

preferentially be repaired by HR, thereby utilizing an error-free mechanism to 

repair genetically important regions, while leaving the repair of DSBs in 

untranscribed regions to the more efficient, but error prone, NHEJ. 
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1.3.5 DDX1 in cancer 

DDX1 is co-amplified with MYCN, a well-established oncogene, in some 

tumours and cell lines (Godbout et al. 1998, Squire et al. 1995). As such, it is not 

immediately obvious if DDX1 is playing a significant role in tumour biogenesis or 

is simply being co-amplified as the result of its proximity to MYCN. However, as 

previously mentioned, increased DDX1 protein levels are observed in 

DDX1/MYCN-amplified cancer cells, suggesting that there is an active selective 

pressure to express high levels of DDX1 protein (Godbout et al. 1998). To date 

there have been 5 studies to determine the effect of DDX1 amplification in 

neuroblastoma patients, with the largest study suggesting a better outcome for 

patients with MYCN/DDX1 amplification compared to MYCN amplification alone. 

No clear conclusions were derived from the other studies because of sample size 

(De Preter et al. 2005, de Souza et al. 2011, George et al. 1996, Kaneko et al. 

2007, Weber et al. 2004). DDX1 has also been implicated in testicular and ovarian 

cancers, with low DDX1 levels being associated with a poor outcome in ovarian 

cancer patients (Han et al. 2014, Tanaka et al. 2009). 

 

1.4 DROSOPHILA MELANOGASTER 

Drosophila melanogaster has served as a model system for genetic analysis 

since the early 1900’s (Castle 1906, Morgan 1910). Their high reproductive rate in 

conjunction with their short life-cycle allows for large scale analyses, while not 

requiring excessive resources. While other simpler and more economical model 

organisms can be used, the fruit fly model represents a valuable balance between 
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convenience and complexity, allowing analysis of both basic cellular processes 

and the more complicated processes involved in developmental patterning and 

organ function. Over the past century, researchers have accumulated numerous 

useful tools for molecular analysis in flies. In addition, the creation of several large 

scale consortias who freely share generated material have resulted in flies 

becoming arguably the most effective invertebrate eukaryotic model system for 

investigating cellular processes and gene function.  

 

1.4.1 Development 

Drosophila development can be divided into four stages: embryonic, larval, 

pupal, and adult. Mature Drosophila eggs are fertilized internally just prior to being 

laid. Early rounds of mitosis are highly choreographed, with nuclei undergoing 

simultaneous divisions. Notably, cytokinesis does not occur during this period, 

resulting in a syncytial embryo. During this stage of development, a subset of nuclei 

are segregated to the posterior end of the embryo and cellularize precociously, 

becoming pole cellsthat are the precursors to the eventual germ line cells of the 

adult fly (Mahowald 2001). After approximately two hours, the embryo contains 

roughly 6000 nuclei (Foe et al. 1983). At this point, cellularization occurs and 

gastrulation begins. Over the next 20 hours, the unpatterned embryo develops into 

a 1st instar and hatches out of the egg. 

The 3 larval stages (1st, 2nd and 3rd instar stadium) are periods of growth. 

Over a period of 4-5 days the larvae grow from ~0.5 mm to more than 3 mm long. 

Larval stages are punctuated with 2 moltings, where larvae shed their cuticle after 
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the 1st and 2nd instar stages to allow further expansion of body size. Growth and 

molting are carefully regulated by ecdysone, a major developmental hormone that 

cycles throughout development to control timing of key events, and juvenile 

hormone (Di Cara et al. 2013). 3rd instar which have consumed sufficient nutrients 

enter a wandering stage, where they leave the food source they have been 

inhabiting and climb upwards to find an appropriate site to initiate metamorphosis. 

Once a suitable site has been found, larvae undergo pupariation. As with 

previous developmental events, pupariation begins with the release of ecdysone 

from the brain (Di Cara et al. 2013). The larval cuticle undergoes tanning, 

becoming a puparium. The pupae then retract from the puparium in a process 

called apolysis. Once free from the puparium, the pupae undergo metamorphosis, 

with major body segments forming and imaginal discs developing into adult 

tissues. The last steps of metamorphosis include neuronal development and adult 

cuticle development. Finally, an adult fly ecloses from the puparium. 

 

1.4.2 Gametogenesis 

While all animals produce ova and sperm through meiosis, the development and 

structure of germ cell-producing gonads vary. The development of Drosophila 

ovaries has been well characterized (Bastock et al. 2008). Briefly Drosophila 

ovaries develop from pole cells, and consist of a bundle of ~16-18 ovarioles that 

are connected through a single oviduct. Each ovariole independently generates 

egg chambers from a group of germ line stem cells at its apical tip. Following 

asymmetrical division of one of the germ line stem cells, a single celled cystoblast 
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is released into the ovariole. The cytoblast then undergoes four rounds of mitosis 

to generate 16 cells interconnected by ring canals (Figure 1.4A). Of the 16 cells, 1 

will undergo meiosis, becoming the oocyte, while the remaining 15 undergo DNA 

replication with no cytokinesis, becoming polyploid nurse cells. These nurse cells 

generate RNA, protein and cellular organelles that are transferred to the oocyte. In 

addition to nurse cells, the egg chamber is surrounded by a population of follicle 

cells. Egg chambers grow in size as they travel along the length of the ovariole 

until they reach maturity (Figure 1.4B). Mature eggs are held by the fly until an 

appropriate site to lay is found, at which point the mature egg passes through the 

oviduct and is fertilized by sperm held in the spermatotheca. 

Spermatogenesis differs significantly from oogenesis, but both processes 

begin with a germ-line stem cell population in the apical tip of the gonad. As with 

oogenesis, asymmetrical mitosis of a germ-line stem cell generates a primary 

spermatogonial cell that moves along the length of the testis. The spermatogonial 

cell undergoes four rounds of mitosis with incomplete cytokinesis to generate a 

cyst of 16 interconnected cells (Figure 1.4C). At this point, each of the 16 cells 

within the spermatocyte undergoes meiosis, generating a total of 64 spermatids 

that remain connected by cytoplasmic bridges. The developmental period following 

meiosis is known as spermiogenesis (Fabian et al. 2012). During spermiogenesis, 

a marked morphological transformation takes place, with mitochondria within 

spermatids fusing into two large mitochondria that RECTANGLE 
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Figure 1.4 Drosophila gametogenesis. (A) The single cell cystoblast undergoes 

4 rounds of mitosis with incomplete cytokinesis, resulting in 16 interconnected cells 

as depicted. Cell number one or two will become the oocyte and undergo meiosis, 

while the remaining cells will become polyploid nurse cells. (B) Drosophila 

oogenesis within an ovariole. A stem cell population resides in the anterior tip of 

the ovariole (left). Egg chambers develop as they move along the length of the 

ovariole. The oocyte and nurse cells are tan, with follicle cells colored green. 

Adapted from Frydman et al. (2001). (C) Drosophila spermatogenesis. A single 

spermatogonial cell undergoes 4 rounds of mitosis and meiosis to generate 64 

haploid spermatids. Spermatids then undergo nuclear migration, elongation, 

individualization and coiling to generate mature sperm. Scale bars equal 50 µm. 

Phase contrast micrographs adapted with permission from Cross et al (1979). 
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interweave to form a Nebenkern, referred to as the onion stage due to the onion-

like structure of the Nebenkern (Tokuyasu 1975). Following this transformation, 

spermatids begin to assemble flagellar axonemes and elongate. The two large 

mitochondria separate and elongate alongside the axoneme, eventually resulting 

in a structure that extends the length of the spermatid tail. During this period the 

spermatid nucleus also undergoes a morphological change, from rounded to a thin 

needle shape. The final steps in the maturation of spermatid are individualization 

and coiling (Tokuyasu et al. 1972a, Tokuyasu et al. 1972b). Beginning at the 

spermatid head, cytoplasm is moved into a waste body that travels along the length 

of the spermatid. As the cytoplasm is expelled, intercellular cytoplasmic bridges 

are removed, resulting in individual sperm. Following individualization, sperm tails 

coil into a tightly packed structure. Mature sperm are then held in the seminal 

vesicle until mating. 

 

1.4.3 Tor signalling 

The Drosophila life cycle can be divided into two major periods, the first 

involving a high growth rate (pre-pupation) and the second involving very little 

growth (post-pupation). As with all animals, regulation of growth is essential, as 

inappropriate growth signalling during times of limited resources can result in 

damage or even death to the organism. In animals, the insulin/Tor pathway acts to 

match growth and metabolism with resource intake. The Drosophila insulin/Tor 

pathway has been well characterized and is similar to the mammalian pathway 

(Grewal 2009). The Drosophila insulin receptor (DInr) is a receptor tyrosine kinase 
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that, in response to Drosophila insulin-like peptides (DILPS), is activated by auto-

phosphorylation (Fernandez et al. 1995, Gronke et al. 2010). Several proteins are 

then recruited to activated DInr, instigating a signalling cascade that enhances 

PI3K-based production of PIP3 and MAPK signalling (Bohni et al. 1999, Maehama 

et al. 1999, Poltilove et al. 2000, Scanga et al. 2000). Binding of PIP3 recruits 

PDK1, PDK2 and Akt to the cell membrane (Oldham et al. 2003). PDK1 and PDK2 

can then directly phosphorylate S6k (Flynn et al. 2000), while Akt phosphorylates 

Tsc2, GSK-3β and foxo (Cross et al. 1995, Potter et al. 2002, Puig et al. 2003). 

Phosphorylation of these targets stimulates metabolism and growth by up-

regulating Tor signalling (through repression of Tsc2) (Yang et al. 2006), up-

regulating dMyc mRNA levels (by activating GSK-3β) (Parisi et al. 2011) and 

localizing foxo to the cytoplasm, repressing expression of catabolic genes (Hay 

2011) (Figure 1.5). 

Tor exists in two distinct protein complexes, Tor complex 1 (TORC1) and Tor 

complex 2 (TORC2) (Inoki et al. 2006). TORC1 is a key intermediary in regulating 

cellular growth in response to nutrient and energy levels (Oldham 2011). During 

low resource conditions, TORC1 is repressed by Tsc1/Tsc2 inhibition of Rheb, an 

essential activator of TORC1 (Nobukini et al. 2004, Zhang et al. 2003). In response 

to high levels of amino acids, TORC1 activity is up-regulated through rag GTPases 

recruiting Tor to Rheb (Kim et al. 2008). Activated TORC1 then stimulates cell 

growth though regulation of mRNA translation initiation via three main effector 

molecules, S6k, 4EBP and TIF-1A (Grewal et al. 2007, Miron et al. 2003, Zhang et 

al. 2000). S6k functions by phosphorylating target proteins to promote protein 



32 
 

synthesis, the best characterized of which is a subunit of the small ribosomal 

subunit, RpS6, phosphorylation of which increases initiation of protein synthesis 

(Volarevic et al. 2001). 4EBP binds to and represses eIF4E, but phosphorylation 

of 4EBP disassociates it from eIF4E, allowing more efficient translation initiation 

(Beretta et al. 1996). Finally, TIF-1A is essential for ribosomal synthesis and 

phosphorylation of TIF-1A by Tor promotes the nuclear localization of TIF-1A 

(Grewal et al. 2007). In addition, TORC1 has recently been shown to up-regulate 

tRNA levels, through inhibition of the Pol III inhibitor Maf1 (Figure 1.5) (Rideout et 

al. 2012). Relatively little is known about TORC2, which has been primarily 

implicated in regulating the actin cytoskeleton in several different organisms 

(Cybulski et al. 2009). However, there is recent evidence linking TORC2 to cellular 

growth in Drosophila (Hietakangas et al. 2007). 

 

1.5 BREAST CANCER 

Cancer is the leading cause of death in Canada (Statistics Canada 2011). 

More than 40% of Canadians are expected to develop some form of cancer over 

their lifetime and an estimated 30% of all Canadians will die due to cancer 

(Canadian Cancer Society 2014). In women, breast cancer is the most common 

cancer, comprising more than a quarter of all diagnosed cancers, and the second 

most common cause of cancer related death (American Cancer Society 2013). 

Breast cancer does occur in men as well, though rarely, representing less than 1% 

of new cancers diagnosed in men (American Cancer Society 2010). While survival 

rates for breast cancer patients have seen significant increases in recent decades, 
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Figure 1.5 Schematic depiction of a simplified version of insulin and Tor 

signalling in Drosophila. In response to DILPS and nutrient signalling, DInr and 

Tor generate signal cascades that promote growth and proliferation through 

increased expression of dMyc, and increased levels of tRNA and rRNA levels, 

accompanied by increased translational rates.   
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with an 88% 5-year survival rate, approximately 30% of patients relapse (Jones 

2008). Recurrent breast cancer patients often present with treatment resistant 

disease and have a much worse prognosis with an estimated 5-year survival of 

21% (Hayat et al. 2007). 

While the majority of breast cancer cases are caused by somatic mutations, 

an estimated 5-10% are heritable, 90% of which are associated with mutations in 

the breast cancer 1, early onset (BRCA1) and breast cancer 2, early onset 

(BRCA2) genes (Gage et al. 2012). BRCA1 and BRCA2 play essential roles in 

DNA repair (Aparicio et al. 2014). Reduced capacity for DNA repair due to these 

mutations results in the accumulation of additional mutations, which can eventually 

lead to uncontrolled growth and tumourigenesis. More recently, a number of other 

genes have been identified as causing inheritable breast cancer susceptibility, with 

most being involved in DNA repair (e.g. ATM and PALB2), or cell cycle regulation 

(e.g. TP53 and PTEN) (Economopoulou et al. 2015).  

 

1.5.1 Molecular subtypes 

Cancer is by nature a heterogeneous disease, and while it has been long 

understood that individual tumours differ from one another, historically, treatment 

for “individual cancer types” (i.e. breast, lung, colon) has been uniform. This was 

in part due to limitations in identifying and elucidating the significance of molecular 

markers. However, with recent advances in molecular biology, including whole 

genome and transcriptome sequencing, it is becoming increasingly clear that each 
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major cancer type is made up of numerous sub-types, opening the door to a more 

personalized approach to the treatment of cancer. 

In 2000, a large scale study by Perou et al. revealed that breast cancers 

can be clustered into subgroups based on expression profiles, response to 

treatment and prognosis (Perou et al. 2000). Breast cancers are now classified into 

four major subtypes: luminal A, luminal B, HER2-amplified or triple-negative/basal-

like. Luminal A and luminal B are both estrogen receptor (ER) and/or progesterone 

receptor (PR) positive, and are differentiated based on proliferative rates (Ki67 

scoring) and HER2 status (Cheang et al. 2009). HER2-amplified are ER- and PR-

negative and, as the name suggests, HER2-amplified. The triple-negative/basal-

like cancers, while commonly considered a single subtype, represent a much wider 

variety of breast cancers (Badve et al. 2011). While triple-negative cancers are by 

definition ER, PR and HER2 negative, a proportion of basal-like breast cancers 

are not (Rakha et al. 2007). Moreover, though the majority of triple-negative 

tumours display basal-like expression profiles, there is a sub-population that 

deviates from these profiles (Bertucci et al. 2008). Finally, a fifth subtype is 

recognized in the literature, normal-like tumours, though it has been proposed that 

the gene expression profile in these cases is biased by higher concentrations of 

non-tumourigenic cells (Parker et al. 2009). 

 

1.5.2 Treatment and prognosis 

Thanks to advances in screening and treatment options, breast cancer 

patients have seen tremendous improvement in survival (Sledge et al. 2014). This 



36 
 

is at least partially due to increased awareness resulting in increased screening, 

as patients who present with early stage disease have much better predicted 

outcome (Berry et al. 2005). In addition, the development of a number of new 

targeted drugs in conjunction with efficient screening for these targets in patients 

has led to the beginnings of a more personalized approach to the treatment of 

cancer.  

Breast cancer treatment includes surgical resection, radiation therapy, 

chemotherapy, hormone therapy, and targeted drug therapy. Surgical resection is 

the primary treatment option for solid tumours, and often effectively removes the 

majority of the tumour mass. In non-invasive cases, surgery can be sufficient as 

treatment, but where a portion of the main tumour mass is left behind, or invasion 

and metastasis has occurred, additional treatment is required. Depending on 

individual circumstances, resection can be either a lumpectomy (removal of the 

tumour and some surrounding tissue), or a mastectomy (removal of the entire 

affected breast). Sentinel lymph nodes or axillary lymph nodes are commonly 

removed to determine if tumour cells have migrated outside of the localized area 

(Giuliano et al. 1994).  

Adjuvant therapies are given following surgical resection in order to kill any 

remaining non-localized tumour cells. Adjuvant therapy consists of two major 

treatment avenues, radiotherapy and systemic therapy. Radiotherapy utilizes 

ionizing radiation to kill cells and is targeted to areas that are suspected to contain 

residual cancer cells (tumour peripheries or lymph nodes). Careful shaping of 
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radiation beams delivered from multiple angles allows high doses of radiation to 

target areas, with surrounding healthy tissue receiving a much lower dose. 

Systemic therapies are treatments delivered system wide, and are either 

targeted to tumour cells, or have increased effects in tumour cells compared to 

normal cells. Chemo-, hormone, and targeted drug therapy fall into this category. 

Chemotherapeutic agents are cytotoxic drugs that kill cells through a variety of 

mechanisms, but generally have stronger effects in rapidly dividing cells. This 

characteristic ensures preferential killing of tumour cells, although some rapidly 

dividing normal cells also exhibit sensitivity to common chemotherapeutic agents 

(e.g. hair follicles and components of the immune system). As such, administering 

chemotherapy needs to be a balance between delivering a tumour-killing dose 

while not causing too much damage to normal cells. In spite of significant side 

effects, chemotherapy remains a key tool in cancer treatment. 

The ability to sustain unregulated growth and division is one of the key 

hallmarks of cancer (Hanahan et al. 2011). Although tumours have intrinsic 

properties leading to unrestrained growth, it’s important to keep in mind that 

tumours exist within complex microenvironments and sometimes rely on external 

growth factors. Many types of tumours express hormone receptors, including 

breast cancers, prostate cancers, endometrial cancers and adrenal cancers 

receptors (Shen et al. 2009b, Sissung et al. 2014, Werner et al. 2014). ER-positive 

breast cancers (luminal A and B) rely, at least in part, on estrogen to promote 

proliferation, and high estrogen levels are correlated with increased breast cancer 

risk (Hankinson et al. 2004). Therapeutics which reduce estrogen levels 
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(aromatase inhibitors) or antagonize ER activity (e.g. tamoxifen) have been shown 

to significantly improve patient outcome in ER positive breast cancer patients with 

fewer side effects than standard chemotherapeutic agents (Schiavon et al. 2014).  

Targeted drug therapy utilizes small molecules or monoclonal antibodies that 

interact with a specific protein target. These treatments commonly take advantage 

of over- or uniquely-expressed tumour proteins to reduce side effects in normal 

cells. In breast cancer, several targeted therapies are in use or currently 

undergoing clinical trials for treatment. Monoclonal antibodies, the most prominent 

being trastuzumab which binds to HER2, have been successfully used to improve 

outcome in HER2-amplified breast cancer patients (Teplinsky et al. 2014). VEGF 

and the VEGF receptor are also targets for treatment, though the efficacy of 

bevacizumab (a monoclonal antibody that targets the VEGF ligand), used to treat 

metastatic breast cancer, has been brought into question (Schneider et al. 2011).  

Although proteins that are unique or over-expressed in cancer represent 

valuable targets for drug development, there are other aspects of tumour biology 

that can be exploited. BRCA1 and BRCA2 mutations are common in hereditary 

breast cancers, resulting in reduced DNA repair by HR (Roy et al. 2012). 

Alternative DNA repair pathways can compensate for defects in HR; however, as 

these pathways are error-prone, the cells will begin to accumulate mutations. While 

a moderate mutational rate can lead to tumourigenesis and cancer progression, a 

much higher rate of DNA damage will outright kill cells. Inhibitors of PARP, a 

protein essential for the repair of single strand breaks, have little effect on healthy 

cells with normal HR rates, but in BRCA1/2 mutants result in epistatic or synthetic 
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lethality (Dedes et al. 2011). This is caused by unrepaired single strand breaks that 

are converted to double strand breaks upon DNA replication, which in turn cannot 

be repaired by HR due to BRCA deficiency. There are currently several ongoing 

clinical trials testing the efficacy of PARP inhibitors in the treatment of HR-deficient 

cancers (Lee et al. 2014). 

Prognostic outcome varies between the different molecular subtypes, with 

luminal A having the best prognosis, followed by luminal B HER2-amplified and 

triple negative/basal-like breast cancers (Kreike et al. 2007). Treatment regimens 

are also tailored to each molecular subtype, with luminal cancers treated with 

hormonal therapy, and HER2-amplified breast cancers treated with HER2 targeted 

antibodies or drugs. However, many breast cancers do not respond to targeted 

treatment and others become resistance to treatment (Gonzalez-Angulo et al. 

2007). This problem is compounded in patients with advanced or metastatic 

disease. Thus, while significant progress has been made in both the understanding 

of the molecular biology of breast cancer and the development of new treatments, 

breast cancer remains a major cause of death for women. New avenues need to 

be explored to find effective treatment for all breast cancers.  

 

1.6 CHAPTER SUMMARIES 

1.6.1 Chapter 2 

Breast cancer is a heterogeneous disease characterized by diverse 

molecular signatures and a variable response to therapy. Clinical management of 

breast cancer is guided by the expression of estrogen and progesterone receptors 
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and HER2 amplification. New prognostic and predictive markers, as well as 

additional targets for therapy, are needed for more effective management of this 

disease. We used both gene expression microarrays and tissue microarrays to 

investigate the significance of DDX1 expression on the prognosis of breast cancer 

patients. For these analyses, we examined a 176-patient cohort, half of which had 

been selected based on early relapse despite standard adjuvant therapy, but were 

otherwise matched for estrogen receptor and HER2 status, stage and duration of 

follow-up. We identified DDX1 RNA overexpression as an independent prognostic 

marker for early recurrence in primary breast cancer, with a hazard ratio of 4.31 

based on logrank analysis of Kaplan–Meier curves. Elevated levels of DDX1 

protein in the cytoplasm were also independently correlated with early recurrence 

with a hazard ratio of 1.90. Our data indicate a strong and independent association 

between poor prognosis and deregulation of the DEAD box protein DDX1. We 

propose that elevated levels of DDX1 RNA or the presence of DDX1 in the 

cytoplasm could serve as an effective prognostic biomarker for early recurrence in 

primary breast cancer. 

 

1.6.2 Chapter 3 

Mammalian DDX1 has been implicated in RNA trafficking, DNA double-

strand break repair and RNA processing; however little is known about its role 

during development. We report phenotypes associated with a Ddx1-null mutation 

generated in Drosophila melanogaster. Ddx1-null flies are viable but significantly 

smaller than their control counterparts. Female Ddx1-null flies show reduced 
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fertility with egg chambers undergoing autophagy, whereas males are sterile due 

to disrupted spermatogenesis. Comparative RNA sequencing of control and Ddx1-

null third instar larvae identified several transcripts affected by Ddx1 inactivation. 

One of these was Sirup mRNA, shown previously to be overexpressed under 

starvation conditions and implicated in mitochondrial function. We demonstrate 

that Sirup is a direct binding target of Ddx1 and that Sirup mRNA is differentially 

spliced in the presence or absence of Ddx1. Combining Ddx1-null with Sirup 

knock-down causes epistatic lethality not observed in either single mutant. Our 

data suggest that the role of Drosophila Ddx1 includes stress-induced regulation 

of RNA splicing. 

 

1.6.3 Chapter 4 

To further investigate the role of DDX1 during development, mice carrying a 

constitutive Ddx1 knock-out allele were generated. Ddx1+/- mice have no obvious 

phenotype and express similar levels of DDX1 as wild-type mice indicating 

compensation from the intact Ddx1 allele. Heterozygote matings produce no viable 

knock-out progeny, with Ddx1-/- embryos dying prior to embryonic day E3.5. 

Intriguingly, the number of wild-type progeny is significantly decreased in 

heterozygote-heterozygote crosses, with two different heterozygote populations 

identified based on parental genotype: (i) normal Ddx1+/- mice which generate the 

expected number of wild-type progeny and (ii) Ddx1*/- mice (with * signifying an 

altered allele) which generate a significantly reduced number of wild-type progeny. 

The transgenerational inheritance of wild-type lethality observed upon crossing 
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Ddx1*/- mice is independent of gender and occurs in cis through a mechanism that 

is different from other types of previously reported transgenerational epigenetic 

inheritance. 
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A version of Chapter 2 has been published as Germain DR, Graham K, Glubrecht 
DD, Hugh JC, Mackey JR, Godbout R. DEAD box 1: a novel and independent 
prognostic marker for early recurrence in breast cancer. Breast Cancer Res Treat. 
2011 127(1):53-63. Immunohistochemistry and pathology was performed by Darryl 
Glubrecht. Gene expression microarrays were prepared by Dr. John Mackey and 
Dr. Kathryn Graham. Ki67 scoring was performed by Dr. Judith Hugh. I was 
responsible for data analysis and interpretation, pathology, imaging, and writing 
the manuscript. Dr. Roseline Godbout was involved in all stages of the project and 
in writing the manuscript. 
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2.1 INTRODUCTION  

Breast cancer is the second highest cause of cancer-related death in women, 

with approximately one million new cases diagnosed each year worldwide (Porter 

2008). While there have been significant advances in the development of 

endocrine and chemotherapy-based therapies for the treatment of breast cancer, 

approximately 30% of women with early stage disease will eventually relapse 

(Jones 2008), and those with distant metastases have less than a three percent 

chance of long term survival (Barnadas et al. 2008, Bergh et al. 2001, Fossati et 

al. 1998, Lopez-Tarruella et al. 2009). The molecular pathways and events 

underlying recurrence in breast cancer are poorly understood. To compound this 

problem, breast cancer represents a conglomerate of many different clinical and 

pathological diseases characterized by different genetic alterations, growth 

properties and responses to therapy.  

A number of clinical and molecular parameters have traditionally been used 

to classify breast cancers including stage, grade (number of mitoses, nuclear 

architecture and tubule formation), estrogen receptor (ER) and progesterone 

receptor (PR) status, and HER2 (ERBB2) amplification. Recent molecular profiling 

based on hormone receptor status, HER2 amplification, and proliferation rates 

have resulted in the widely-accepted classification of breast cancer into four major 

subtypes: luminal A (ER+ve, PR+ve, low proliferation, and HER2-ve); luminal B 

(ER+ve, PR+ve, with either a higher proliferative index or HER2+ve); HER2-

amplified (ER-ve, PR-ve and HER2+ve); and triple-negative or basal-like (ER-ve, 

PR-ve, and HER2-ve) (Cheang et al. 2009, Fan et al. 2006, Hugh et al. 2009, 
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Perou et al. 2000). Of these four subtypes, luminal A breast cancers have the best 

prognosis, with tumours responding well to adjuvant hormone therapy. In the 

absence of a specific target for therapy, triple negative tumours have the worst 

prognosis (Kreike et al. 2007). While this molecular classification allows for more 

precise prognosis and treatment recommendations, there is still considerable 

response variation within each subtype (Brenton et al. 2005).  

Similarly, genome wide transcriptome analysis has defined multi-gene 

signatures reflecting breast cancer subtypes. Several multi-gene signatures with 

varying prognostic significance have been reported (Chiuri et al. 2007, Oakman et 

al. 2009, Stadler et al. 2009). The 21-gene recurrence score assay and the 70-

gene signature MammaPrint are currently being marketed as prognostic tools for 

breast cancer (Albain et al. 2010, Slodkowska et al. 2009). Recent reports suggest 

that these multigene assays help identify which patients will benefit from 

chemotherapy (Mook et al. 2010). In spite of these advances, it is clear that we 

need: (i) a better understanding of the events underlying early relapse in breast 

cancer, (ii) novel prognostic markers that can independently predict recurrence, 

and (iii) new approaches to the treatment of breast cancers with a poor prognosis. 

 DEAD box 1 (DDX1) is a member of the D(Asp)-E(Glu)-A(Ala)-D(Asp) box 

protein family of RNA unwinding proteins (Linder 2006). DDX1 is amplified and 

over-expressed in a subset of retinoblastoma and neuroblastoma tumours (George 

et al. 1996, Godbout et al. 1993a, Manohar et al. 1995, Squire et al. 1995) and has 

recently been reported to be involved in the development of testicular tumours 

(Tanaka et al. 2009). DDX1 is widely expressed in different cell types and tissues, 
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albeit at different levels (Godbout et al. 1993a), and appears to be essential for 

embryonic development as mutation of the DDX1 gene results in early embryonic 

lethality in both mice (our unpublished data) and Drosophila melanogaster 

(Zinsmaier et al. 1994). A number of roles have been proposed for DDX1 including 

RNA processing, RNA transport from the nucleus to the cytoplasm and RNA 

clearance at sites of double strand breaks (Bleoo et al. 2001, Fang et al. 2004, 

Kanai et al. 2004, Li et al. 2008, Li et al. 2006b). Although DDX1 is predominantly 

a nuclear protein, it is also found in the cytoplasm of DDX1-amplified 

neuroblastomas and retinoblastoma cells (Godbout et al. 1998).  

Here, we examine DDX1 expression and subcellular location in gene 

expression microarrays and tissue microarrays designed to identify biomarkers 

associated with early recurrence in primary breast cancer. We show that over-

expression of DDX1 RNA (by as little as 40%) and elevated levels of DDX1 protein 

in the cytoplasm can both serve as prognostic markers of recurrence and death. 

Correlation of DDX1 with recurrence is independent of the commonly used breast 

cancer markers ER, PR, HER2 amplification, grade and stage, thus identifying 

DDX1 as a novel prognostic marker. 
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2.2 MATERIALS AND METHODS 

2.2.1 Patient selection 

 Gene expression microarray analysis was performed on 176 primary, 

treatment- naive breast cancer samples and ten normal breast tissue samples 

acquired from reduction mammoplasties through the Canadian Breast Cancer 

Foundation Tumour Bank. A flow chart depicting patient selection criteria is 

presented in Figure 2.1. Patient information was collected under Research Ethics 

Board Protocol ETH-02-86-17. The tumour samples, collected at surgery, were 

frozen in liquid nitrogen within 20 min of devitalization. Evaluation of histology 

slides from tissue adjacent to the frozen samples indicated that at least 70% of the 

cells present were invasive tumour cells.  

 

2.2.2 Gene expression analysis 

Total RNA was isolated from the frozen samples using Trizol and QIAGEN 

RNeasy columns. The RNA was quantified using a NanoDrop 1000 

spectrophotometer and its integrity evaluated using a Bioanalyzer 2100. RNA 

samples with RNA Integrity Numbers (RIN) greater than 7.0 were used. 

The RNA was subjected to linear amplification and Cy3 labeling, then 

hybridized to Agilent Whole Human Genome Arrays using Agilent Technologies 

kits (One Color Low RNA Input Linear Amplification Kit Plus, One Color RNA 

Spike-In Kit and Gene Expression Hybridization Kit). The arrays were scanned 

using an Agilent scanner. The data were extracted and quality-evaluated using 

Feature Extraction Software 9.5, and normalized and analyzed using GeneSpring 

GX 7.3 (Agilent Technologies).  
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Figure 2.1 Flow chart depicting patient selection for the study. Of the original 

population of 988 consented patients with treatment-naïve primary breast cancer, 

88 had suffered an early relapse by September 30, 2009 when the data were 

locked. The women whose tumors were selected for this study received 

standardized guideline-based chemo- and hormonal therapies. These 

treatment guidelines recommend anthracycline chemotherapy for high risk 

node-negative disease, anthracycline with taxane chemotherapy for node-

positive disease, hormonal therapy for all patients with ER+ve disease, and 

trastuzumab for those with HER2 positive tumors. Two groups of patients 

were selected for analysis, the first consisting of 88 patients who experienced 

an early relapse (less than 5 years after the initial treatment), and the second 

consisting of 88 patients who did not relapse. The two groups were matched for 

ER and HER2 status, stage and time of follow-up. The median duration of follow-

up for surviving patients was 4.5 years. Abbreviation: FFPE, formalin fixed paraffin 

embedded. 
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2.2.3 Tissue microarray construction and immunohistochemical analysis 

The TMA included three 0.6 mm cores from each of the samples and was 

constructed using a TMArrayer (Pathology Devices, Westminster, Maryland). 

TMAs were deparaffinized in xylene, re-hydrated and microwaved for 20 min in 

epitope retrieval buffer (10 mM citrate, 0.05% Tween-20; pH 6). TMAs were 

immunostained with rabbit anti-DDX1 antibody (1:2000) (batch 2910) (Godbout et 

al. 1998) or mouse anti-Ki67 antibody (clone MIB-1; proliferation marker) 

(DakoCytomation, Carpinteria, California).  

 

2.2.4 Scoring and quantification of immunohistochemical staining 

Ki67 scoring to measure proliferative index was performed by a single 

pathologist (JH) blinded to outcomes, using the MIB1 antibody and dichotomized 

at 15% nuclear staining (Hugh et al. 2009). DDX1 protein was scored separately 

for nuclear and cytoplasmic levels. Each score was based on the average staining 

intensity throughout the tumour tissue on a scale of 0 to 3. Cytoplasmic staining 

was considered high if the score was 2 to 3 and low if the score was 0 to 1, while 

nuclear staining was considered high if the score was 3 and low if the score was 1 

or 2 (no tumours were scored 0 as all tumours had some DDX1 in the nucleus). 

With few exceptions, staining intensity was consistent in all tumour cells throughout 

a single core. DDX1 staining was scored by DG with 63 random samples 

independently scored by JH. The agreement between the two sets had a Cohen’s 

kappa value of 0.69 (substantial agreement) with complete agreement in 85% of 

cases for cytoplasmic intensity and a Cohen’s kappa value of 0.57 (moderate 
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agreement) with complete agreement in 78% of cases for nuclear intensity. 

Acquisition of images was performed using an Axioskop2 plus microscope with a 

20x or 40x lens, a ZeissAxiocam and AxioVision software, version 4.7.1.0 (Carl 

Zeiss MicroImaging, Jena, Germany). 

 

2.2.5 Statistical analysis 

Statistical analyses were performed using MedCalc for Windows, version 

11.1.0.0 (MedCalc Software, Mariakerke, Belgium). Rank correlation was 

performed to determine Spearman’s Rho. Clinical/pathological variables as a 

function of DDX1 scores were assessed for both gene expression microarrays and 

TMAs using the Students t test (continuous variables), Fisher’s exact test (2 

category variables) and chi square test (3 or more category variables). Survival 

and recurrence-free survival was analyzed using the logrank test on Kaplan-Meier 

survival curves. Cox proportional-hazard regression was performed for univariate 

analysis using an enter model for survival and recurrence-free survival. 

Multivariate analysis was performed using a backward enter model with variable 

removal at p>0.10 to test statistical significance and independence of factors 

shown to be significant by univariate analysis for survival or recurrence-free 

survival. This study complies with the Reporting Recommendation for Tumour 

Marker Prognostic Studies guidelines (McShane et al. 2006).  
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2.3 RESULTS 

2.3.1 Gene expression analysis of DDX1 in breast cancer 

 Gene expression microarrays were hybridized using RNAs isolated from 

samples obtained from 176 primary treatment-naive breast cancer patients (45 

stage I, 117 stage IIA/IIB and 14 stage IIIA/IIIB). Eighty-eight of the 176 patients 

experienced early relapse (recurrence within five years) and 57 patients had died 

when the study was locked (September 30 2009). Of the 176 tumours analysed, 

31 were classified as luminal A, 45 as luminal B, 8 as HER2+ve and 56 as triple 

negative. Thirty-six samples were simply classified as luminal as their Ki67 status 

was not available (Table 2.1). 

 Relative DDX1 RNA levels in the 176 tumours ranged from 0.497 – 3.437. 

In comparison, relative DDX1 RNA levels in 10 normal breast tissue samples 

ranged from 0.804 to 1.094. ROC curve analysis in relation to recurrence defined 

a relative RNA level of more than 1.365 as the most appropriate cut-off point 

(sensitivity 23%, selectivity 91%). Of 176 patients, 28 (16%) had relative DDX1 

RNA levels of >1.365, with the remaining 148 (82%) having relative RNA levels of 

≤1.365. Univariate Cox regression analysis showed a significant correlation to both 

recurrence and death for negative ER status, negative PR status, high grade 

(defined as grade 3) and elevated DDX1 RNA levels. There was no correlation to 

death or recurrence for HER2 status or stage (Table 2.1). 
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Table 2.1 Clinicopathologic features of the patients included in the gene 

expression microarray analysis. p values correspond to univariate Cox 

regression analysis. Percentages may not equal 100% due to rounding. 

Abbreviation: HR, hazard ratio. 
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2.3.2 DDX1 RNA levels correlate with death, recurrence, ER negative status, 

PR negative status and high grade 

 Fisher’s exact tests, chi square tests or Student’s t tests were performed to 

determine if elevated DDX1 RNA levels correlated with known prognostic 

indicators and clinical outcomes. High DDX1 RNA levels were found to correlate 

with recurrence, death, negative ER status, negative PR status, and high grade 

(Figures 2.2A-B). There was no correlation between relative DDX1 RNA levels of 

>1.365 and HER2 amplification, breast cancer family history, menopause status, 

stage and tumour size (Figure 2.2B). 

 Kaplan Meier survival curve analysis of high DDX1 RNA levels showed a 

higher risk of recurrence with a hazard ratio of 4.31 (95% CI 2.22 – 9.19, p<0.0001) 

(Figure 2.2C) and a higher risk of death with a hazard ratio of 2.58 (95% CI 1.22 – 

5.61, p=0.014) (Figure 2.2D). Similar data were obtained upon analysis of 

recurrence within systemic therapy subgroups (+ or – adjuvant chemotherapy; + 

or - adjuvant hormone therapy). High DDX1 RNA levels were significantly 

associated with recurrence in patients who received chemotherapy, with a hazard 

ratio of 8.45 (95% CI 3.38 – 21.05, p<0.0001) and in patients who received 

hormone therapy, with a hazard ratio of 14.68 (95% CI 3.49 – 61.65, p=0.0002) 

(Figure 2.3) Although not significant, there was also a trend towards increased 

recurrence in patients who did not receive chemotherapy and in patients who did 

not receive hormone therapy.  
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Figure 2.2 Clinical/pathological features of the expression microarray patient 

population. (A-B) Occurrence of clinical/pathological features in patients with 

relative DDX1 RNA levels of >1.365 (n=28) compared to patients with relative 

DDX1 RNA levels of ≤1.365 (n=148). High DDX1 RNA levels were found to 

correlate with recurrence [71% of cases with elevated DDX1 RNA (>1.365) showed 

recurrence compared to 46% of cases with low DDX1 RNA (≤1.365)], death (50% 

compared to 29%), negative ER status (71% compared to 29%), negative PR 

status (71% compared to 42%), and high grade (86% compared to 65%). There 

was no correlation between relative DDX1 RNA levels of >1.365 and HER2 

amplification (14% compared to 18%), breast cancer family history (39% compared 

to 45%), menopause status (39% pre-, 50% post-, and 11% peri-menopausal 

compared to 33% pre-, 59% post-, and 8% peri-menopausal), stage (29% stage I, 

61% stage IIA/B and 11% stage IIIA/B compared to 25% stage I, 68% stage IIA/B, 

and 7% stage IIIA/B) and tumor size (average size of 2.8 cm compared to 2.6 cm) 

* indicates p < 0.05, ** indicates p < 0.01. (C-D) Kaplan-Meier survival curves of 

patients with relative DDX1 RNA levels >1.365 (n=28) compared to patients with 

relative DDX1 RNA levels ≤1.365 (n=148). (C) Recurrence-free survival. (D) 

Survival. Abbreviation: HR, hazard ratio. 
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Figure 2.3 Kaplan-Meier survival curves of recurrence-free survival 

comparing patients with high versus low DDX1 RNA levels sorted by 

systemic therapy subgroups. (A-B) Patients classified by receiving or not 

receiving chemotherapeutic agents. (C-D) Patients classified by receiving or not 

receiving hormone therapy. Abbreviation: HR, hazard ratio. 
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2.3.3 DDX1 protein subcellular localization in breast cancer tissue 

 A TMA was generated using breast cancer tissue samples from 120 (of the 

original 176) patients, of which seven were discarded because of insufficient tissue 

left on the TMA. The TMA also included cores from six normal breast tissue 

samples. TMAs were immunostained with anti-DDX1 antibody. Sixty-two of the 

113 patients represented in the TMAs had recurred at the time of analysis, and 32 

patients had died (Table 2.2). 

As different levels of DDX1 protein were observed in the cytoplasm and 

nucleus, cytoplasmic and nuclear DDX1 protein were individually scored (Figures 

2.4B-G). Nuclear staining was scored on a relative scale of 1 to 3, while 

cytoplasmic staining was scored on a relative scale of 0 to 3. There was a non-

random distribution of nuclear to cytoplasmic staining intensity (p<0.001), with a 

general inverse relationship between cytoplasmic and nuclear levels (rho=-0.28, 

p=0.0027) (Figure 2.4A). Thirty-seven of 113 (33%) tumours had a cytoplasmic 

score of 2 or 3. In contrast, all six normal breast tissues had cytoplasmic scores of 

0 or 1 and nuclear scores of 3 (Figure 2.4G). 

Univariate analysis of the 113 tumour samples showed a significant 

correlation with both recurrence and death for: (i) negative PR status and (ii) 

elevated levels of DDX1 in the cytoplasm. A significant correlation was also 

observed between grade and recurrence, but not grade and death. A negative ER 

status was correlated with death only, whereas decreased levels of DDX1 protein 

in the nucleus was correlated with recurrence only (Table 2.2).  
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Figure 2.4 DDX1 protein subcellular location in breast cancer TMAs. (A) The 

intensity of cytoplasmic DDX1 protein is plotted against the intensity of nuclear 

DDX1 protein. The distribution of DDX1 nuclear and cytoplasmic intensities is non-

random with a p value of <0.001 based on chi square distribution analysis. (B) 

Breast cancer tissue from patient MT861 had a nuclear DDX1 score of 1 (N=1) 

and a cytoplasmic DDX1 score of 1 (C=1). The boxed area is magnified in the right 

panel. (C-F) The nuclear and cytoplasmic DDX1 scores for patient GT178 (C), 

patient MT340 (D), patient GT226 (E), and patient MT604 (F) are indicated at the 

bottom left of each figure. (G) Normal breast tissue had a nuclear DDX1 score of 

3 and a cytoplasmic DDX1 score of 0. Scale bars = 60 m. 
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Table 2.2 Clinicopathologic features of the patients included in the TMA 

analysis. p values correspond to univariate Cox regression analysis. Percentages 

may not equal 100% due to rounding. Abbreviation: HR, hazard ratio. 
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2.3.4 Subcellular DDX1 protein localization correlates with death, recurrence, 

ER negative status, and PR negative status  

Statistical analysis was performed as described for DDX1 RNA to determine 

if elevated levels of DDX1 protein in the cytoplasm (defined by a score of 2 or 3) 

compared to low levels in the cytoplasm (defined by a score of 0 or 1) correlated 

with known prognostic indicators and clinical outcomes. Elevated levels of DDX1 

protein in the cytoplasm were found to correlate with recurrence, death, negative 

ER status, negative PR status and high grade (Figures 2.5A-B). There was no 

correlation between elevated levels of cytoplasmic DDX1 protein and HER2 

amplification, breast cancer family history, menopause status, stage and tumour 

size (Figure 2.5B). Kaplan Meier survival curve analysis of cytoplasmic DDX1 

localization showed a higher risk of recurrence with a hazard ratio of 1.90 (95% CI 

1.09 – 3.34, p=0.0237) (Figure 2.5C) and death with a hazard ratio of 2.79 (95% 

CI 1.32 – 5.89, p=0.0073) (Figure 2.5D).  

 There was also correlation between low levels of nuclear DDX1 protein 

(score of 1 or 2 in the nucleus) and known prognostic markers (negative ER status, 

negative PR status and high grade) but not clinical outcome based on the number 

of events (data not shown). However, we did observe a non-significant trend 

between low levels of DDX1 protein in the nucleus and recurrence, but not death, 

based on logrank analysis of Kaplan-Meier curves (HR=1.65, 95% CI 0.99 – 2.76, 

p=0.055) and univariate Cox regression analysis (HR=1.62, 95% CI 0.99 – 2.68, 

p=0.058).  
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Figure 2.5 Clinical/pathological features of the tissue microarray patient 

population. (A-B) Occurrence of clinical/pathological features in patients with high 

levels of DDX1 protein in the cytoplasm (DDX1 scores of 2 or 3) (n= 37) compared 

to patients with low levels of DDX1 in the cytoplasm (DDX1 scores of 0 or 1) (n=76). 

Elevated levels of DDX1 protein in the cytoplasm were found to correlate with 

death (46% of cases with elevated cytoplasmic DDX1 protein levels compared to 

20% of cases with low cytoplasmic DDX1 protein levels,), recurrence (68% 

compared to 49%), negative ER status (59% compared 28%), negative PR status 

(78% compared to 34%, p<0.0001) and high grade (81% compared to 63%). There 

was no correlation between elevated levels of cytoplasmic DDX1 protein and 

HER2 amplification (14% compared to 21%), breast cancer family history (49% 

compared to 38%), menopause status (32% pre-, 59% post-, and 8% peri-

menopausal compared to 36% pre-, 55% post-, and 9% peri-menopausal), stage 

(22% stage I, 62% stage IIA/B and 16% stage IIIA/B compared to 28% stage I, 

67% stage IIA/B, and 5% stage IIIA/B) and tumor size (average size of 3.3 

compared to 2.7 cm) * indicates p < 0.05, ** indicates p < 0.01. (C-D) Kaplan-Meier 

survival curves of patients with cytoplasmic DDX1 scores of 2 and 3 (n=37) 

compared to patients with cytoplasmic DDX1 scores of 0 and 1 (n=76). (C) 

Recurrence-free survival. (D) Survival. Abbreviation: HR, hazard ratio. 
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2.3.5 DDX1 RNA levels and protein localization predict recurrence 

independently of common markers 

 Multivariate Cox regression analysis of factors shown to be significant in our 

univariate analysis (DDX1 RNA levels, DDX1 localization, ER status, PR status 

and grade) was performed to determine if either DDX1 RNA levels or protein 

localization, or both parameters, were independently predictive of death and 

recurrence (Table 2.3). 

  First, we carried out multivariate analysis on the four variables found to be 

significantly associated with survival or recurrence in the 176-patient gene 

expression microarray study: relative DDX1 RNA levels, ER status, PR status and 

grade. We used the backward stepwise method to remove variables at each step 

based on a 0.1 level of significance. Only one variable was retained when survival 

was modeled: ER status (HR=0.35 95% CI 0.21 – 0.60, p=0.0001). Upon modelling 

recurrence-free survival in the same cohort, all four factors were retained, DDX1 

RNA levels (HR=2.61 95% CI 1.50 – 4.54, p=0.0007), ER status (HR=1.92 95% 

CI 0.89 – 4.12, p=0.10), PR status (HR=0.43 95% CI 0.23 – 0.83, p=0.01) and 

grade (HR=1.67 95% CI 0.96 – 2.90, p=0.07). Three of the four variables retained 

in our model for recurrence had hazard ratios similar to those calculated using 

univariate analysis (DDX1 RNA level, PR status and grade) suggesting that they 

have independent prognostic value. The hazard ratio for ER status is significantly 

different in the univariate analysis (0.61) compared to the multivariate analysis 

(1.92), suggesting that ER status does not confer an independent prognostic value. 

ECTANGLE 
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Table 2.3 Cox multivariate analysis of survival and recurrence-free survival 

based on the gene expression microarray data and TMA data. Abbreviations: 

HR, hazard ratio; CI, confidence interval. 
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This is expected as our patient cohort (relapsed versus non-relapsed) was 

controlled for ER status. 

Second, we carried out multivariate analysis with the four variables found to 

be significantly associated with survival or recurrence in the 113-patient TMA 

study: cytoplasmic DDX1 protein, ER status, PR status and grade. Upon modelling 

survival, only cytoplasmic DDX1 protein (HR= 1.97 95% CI 0.96 – 4.06 p=0.067) 

and ER status (HR=0.43 95% CI 0.21 – 0.89, p=0.024) were retained. The model 

for recurrence-free survival retained only cytoplasmic DDX1 protein (HR=1.73 95% 

CI 1.04 – 2.88, p=0.036) and grade (HR=1.82 95% CI 1.02 – 3.27, p=0.045). 

Cytoplasmic DDX1 protein and grade were retained with hazard ratios similar to 

those generated by univariate analysis suggesting that they both provide 

independent prognostic significance. 
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2.4 DISCUSSION 

Breast cancer is increasingly managed on the basis of molecular 

classification. There is widespread consensus that ER+/PR+/low proliferation 

tumours are associated with a good outcome while HER2-positive and triple-

negative tumours are associated with a poor outcome. Adjuvant hormonal therapy 

in ER+ve breast cancers, which constitute ~70% of breast cancers in developed 

countries, reduces the relative risk of death by approximately 22% and the risk of 

recurrence by 42% (2005). Nonetheless, a significant number of ER+ve tumours 

will relapse. At issue are the diverse nature of breast cancer and the complexity 

and multitude of events leading to tumour formation and progression.  

Here, we use gene expression and immunohistochemical analysis to 

investigate DDX1 expression in 176 primary breast cancers, half of which were 

selected for early recurrence. We demonstrate a highly significant correlation 

between recurrence and increases in DDX1 RNA levels, with a hazard ratio of 

4.31. We also observe a significant correlation between recurrence and elevated 

DDX1 protein in the cytoplasm, and a non-significant trend between recurrence 

and low levels of DDX1 in the nucleus. Furthermore, analysis of systemic therapy 

subgroups suggests that elevated levels of DDX1 RNA is a prognostic factor for all 

treatment subpopulations. Assessment of DDX1’s predictive value for treatment 

outcome in primary breast cancer will require evaluation of DDX1 in the context of 

a randomized clinical trial.  

Cox multivariate analysis of high DDX1 RNA levels and DDX1 cytoplasmic 

localization indicate that both DDX1 RNA levels and cytoplasmic localization are 
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independent markers of recurrence. In both cases, the hazard ratio remained 

relatively unchanged between univariate and multivariate analysis, demonstrating 

that additional factors (ERα, grade) did not significantly modulate the effect of 

DDX1 RNA or protein localization. Cytoplasmic DDX1 localization, but not DDX1 

RNA levels, was also independently correlated with death. These results suggest 

that DDX1 analysis refines prognostic assessments using standard 

clinicopathologic parameters (stage, grade, hormone receptor and HER2 status) 

in a population receiving guideline-based standardized adjuvant therapy. 

It is not clear to what extent increased DDX1 RNA levels correlates with 

increased DDX1 protein levels in the breast cancer tissues analysed. Although 

there was considerable overlap between those recurrences characterized by 

elevated DDX1 RNA levels and those characterized by elevated levels of DDX1 

protein in the cytoplasm, it seems unlikely that the relatively small increases in 

DDX1 RNA levels (>40%) detected by gene expression microarray analysis could 

account for the considerable increases in cytoplasmic DDX1 protein levels 

observed by TMA analysis. We postulate that deregulation of DDX1, be it at the 

expression or subcellular distribution level, is at the heart of its association with 

recurrence. In support of this idea, analyses of a wide variety of tissues and cell 

lines demonstrate that DDX1 is primarily a nuclear protein (Bleoo et al. 2001, 

Godbout et al. 1998), with the exception of MYCN/DDX1-amplified retinoblastoma 

and neuroblastoma tumour cells that show equal distribution of DDX1 protein in 

the nucleus and cytoplasm (Bleoo et al. 2001, Godbout et al. 1998). Furthermore, 

we have not been able to stably alter DDX1 protein levels in either cell lines or 
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transgenic mice (our unpublished data), and mutation of DDX1 in fruit flies can 

lead to an embryonic lethal phenotype (Zinsmaier et al. 1994). Combined, these 

data suggest that levels of DDX1 and its subcellular distribution are tightly 

controlled and that it is only when cells become tumourigenic that this regulation is 

relaxed.  

DDX1 is a DEAD box protein that can bind and unwind DNA/RNA and 

RNA/RNA duplexes in vitro (Li et al. 2008). Roles proposed for DDX1 include RNA 

processing (Bleoo et al. 2001, Sunden et al. 2007b), transcription regulation 

(Tanaka et al. 2009), DNA double-strand break repair (Li et al. 2008) and RNA 

transport (Fang et al. 2004, Kanai et al. 2004). While the first three roles are strictly 

dependent on the presence of DDX1 protein in the nucleus, RNA transport involves 

shuttling of molecules between the nucleus and cytoplasm, and to specific regions 

of the cytoplasm. Deregulation of DDX1 could result in altered subcellular 

localization of RNAs, that in turn could affect the availability of specific RNAs for 

translation. Thus, breast cancer cells with elevated levels of cytoplasmic DDX1 

protein may exhibit alterations in their complement of translated proteins. As 

increases in cytoplasmic DDX1 protein are associated with a worse prognosis, 

reduction of its extraneous cytoplasmic activity represents an attractive therapeutic 

option. One possibility is to target DDX1 with small molecule inhibitors, as reported 

for two other DEAD box proteins (Bordeleau et al. 2005, Erkizan et al. 2009).  

The mechanisms of action of several members of the DEAD box protein 

family implicated in cancer have been investigated. For example, p68 (DDX5) and 

p72 (DDX17) have been shown to interact with ERα and to alter ERα transcription 
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activity in breast cancer cells (Fuller-Pace et al. 2008, Wortham et al. 2009). 

Expression of p72 in ERα-positive breast cancers is associated with longer 

recurrence-free survival and overall survival, and is inversely correlated with HER2 

expression. DDX6 (RCK/p54), is over-expressed in colorectal cancer, and may be 

deregulating proliferation by activating the Wnt pathway (Lin et al. 2008). Finally, 

DDX53 (CAGE), normally specific to the testis, is expressed in a variety of cancers, 

including lung, cervical, and colon (Cho et al. 2002). The wide spectrum of 

associations between DEAD box proteins and cancer define this family of proteins 

as an attractive target for future therapies.  

In summary, we show that increased DDX1 RNA levels and cytoplasmic 

localization of DDX1 protein both correlate with increased risk of recurrence in 

breast cancer, independently of commonly used markers such as ERα and grade. 

Future work will involve determining whether DDX1 can serve as a prognostic 

marker for all subtypes of breast cancer, and to assess DDX1’s potential as a 

predictive biomarker and breast cancer therapeutic target.  
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3.1 INTRODUCTION 

DEAD box proteins are a family of RNA helicases implicated in virtually every 

aspect of RNA metabolism (Cordin et al. 2006). These proteins are characterized 

by 12 conserved domains, including the D-E-A-D motif for which they are named. 

DEAD box proteins function by modifying RNA secondary structure in an ATP-

dependent manner (Linder et al. 2013), and play a role in RNA trafficking (Linder 

et al. 2001, Montpetit et al. 2012). There are >30 DEAD box genes in the 

Drosophila melanogaster genome (Activities at the Universal Protein Resource 

(UniProt), 2014). 

Several Drosophila DEAD box genes are known to play a role in early 

development and gametogenesis. For example, the vasa gene encodes a 

multifunctional DEAD box protein that localizes to the posterior pole in oocytes and 

is required for completion of oogenesis (Lasko 2013). Vasa has also been 

implicated in chromatin condensation and generation of small non-coding RNAs 

(Pek et al. 2011b, Zhang et al. 2012). Belle, which is closely related to Vasa, is 

essential for larval development and required for both male and female fertility 

(Johnstone et al. 2005). Mutation of pitchoune, encoding another DEAD box 

protein, results in developmental arrest during the first instar larval stage. 

Pitchoune has been implicated in regulating cell growth and proliferation (Zaffran 

et al. 1998).  

 Only one mutation of Ddx1 has been previously described in Drosophila 

melanogaster (Zinsmaier et al. 1994). This mutation was deemed to be recessive 

lethal; however, the nature of the mutation was not determined and the mutant line 
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is no longer available. Rafti et al. described the expression of Ddx1 in Drosophila 

in 1996, and reported elevated levels in early embryos, and expression throughout 

development (Rafti et al. 1996). More recently, publically available large scale 

studies using gene expression microarrays and RNA deep sequencing analysis 

have revealed widespread expression of Ddx1 in all tissues and cell lines tested to 

date (St Pierre et al. 2014). These screens show elevated Ddx1 levels in the 

nervous system, testes and ovaries with the highest levels observed at early 

embryonic stages, similar to the results obtained by Rafti et al. (Rafti et al. 1996). 

 Human DDX1, which is 68% similar to Drosophila Ddx1, is amplified and 

overexpressed in a subset of MYCN-amplified neuroblastoma and retinoblastoma 

cell lines and tumours (Godbout et al. 1998, Godbout et al. 1993a, Manohar et al. 

1995, Squire et al. 1995). DDX1 is also a prognostic marker in breast cancer (Balko 

et al. 2011, Germain et al. 2011), and plays a role in testicular tumourigenesis 

(Tanaka et al. 2009). Large scale screens for disease associated genes have 

identified DDX1 as a potential gene of interest in cervical cancer and chronic 

obstructive pulmonary disease (Johanneson et al. 2014, Smolonska et al. 2014). 

As well, DDX1 is significantly down-regulated in Down syndrome fetal brains 

(Kircher et al. 2002). Clues to DDX1’s role in these diseases come from in vitro 

analysis of DDX1. For example, DDX1 was identified in a subset of RNA transport 

granules involved in the subcellular localization of RNA molecules in neuronal 

axons (Kanai et al. 2004). DDX1’s role in RNA trafficking is not limited to 

endogenously coded genes as HIV replication requires DDX1 for efficient export 

of unspliced viral genomic RNA from the nucleus to the cytoplasm (Edgcomb et al. 
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2012, Fang et al. 2005, Robertson-Anderson et al. 2011). This effect is mediated 

through an interaction between DDX1, and two virally encoded proteins, Rev and 

Tat, that are essential for RNA export (Lin et al. 2014). DDX1 is also required for 

efficient replication of coronavirus (Wu et al. 2014, Xu et al. 2010), and has been 

shown to transactivate hepatitis C and JC viral genes (Sunden et al. 2007a, 

Sunden et al. 2007b, Tingting et al. 2006).  

Under normal conditions, DDX1 forms granules that co-localize with (or 

reside adjacent to) cleavage bodies, gems and Cajal bodies, nuclear organelles 

associated with mRNA processing (Bleoo et al. 2001, Li et al. 2006b). When cells 

are treated with ionizing radiation, DDX1 is recruited to a subset of DNA double-

strand breaks (Li et al. 2008). Biochemical analysis has shown that DDX1 can 

unwind RNA/RNA and RNA/DNA duplexes in vitro in an ADP-dependent manner 

and can efficiently digest single-stranded RNA (Li et al. 2008). Finally, DDX1 has 

also been implicated as a tRNA splicing factor (Popow et al. 2011, Popow et al. 

2014). 

While it is clear that DDX1 is a multifunctional protein, we only have a limited 

understanding of its biological role in the cell and during development. To gain 

insight into DDX1’s role during development, we generated a Ddx1 mutant 

Drosophila line. Here, we report that Ddx1-null flies are viable, with reduced fertility 

and body size. Ddx1-null flies also display aberrant gametogenesis in both testes 

and ovaries. We also describe a direct interaction between Sirup mRNA, 

previously described as up-regulated during starvation conditions and implicated 

in mitochondrial function (Erdi et al. 2012, Van Vranken et al. 2014), and Ddx1 
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protein. Finally, we found alternative splicing patterns in Sirup mRNA contingent 

on the presence or absence of Ddx1 in vivo, and an epistatic lethal effect in Ddx1-

null/Sirup knock-down flies.  
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3.2 MATERIALS AND METHODS 

3.2.1 Drosophila stocks and husbandry 

All crosses were performed at 25˚C on Bloomington recipe media. Fly 

stocks were obtained from the Vienna Drosophila RNAi Center (VDRC) and the 

BDSC. The following fly stocks were used:  

w1118 - Control line. 

y1 w*; Ly/TM3, Sb – Balancer for potential mutant allele.  

y1 w67c23; P{EPgy2}EY12792 – P-element upstream of Ddx1. 

w*; Dr1/TMS, P{ry[∆2-3]}99B – Expresses P-element transposase. 

w*; Sb1/TM3, P{ActGFP}JMR2, Ser1- Mutant allele balancer. 

w1118; Df(3L)ED230, P{3'.RS5+3.3'}ED230/TM6C, cu1 Sb1- Deficiency 

encompassing Ddx1. Referred to as Df(3L)ED230. 

y1 w*; P{Act5C-GAL4}25FO1/CyO, y+ - Expresses GAL4 under the control of the 

actin promoter. 

w1118; P{GD14644}v36437 – Sirup RNAi transgene. 

 

3.2.2 Generation of potential Ddx1 mutant alleles by P-element excision 

 Potential mutations of the Ddx1 locus were generated using BDSC stock 

#21389 (y1 w67c23; P{EPgy2}EY12792), that contains a P-element inserted 43 bp 

upstream of the Ddx1 transcriptional start site. P{EPgy2}EY12792 was excised by 

crossing virgin P{EPgy2}EY12792 females with ∆2-3 transposase expressing 

males (w*; Dr1/TMS, P{ry[∆2-3}99B, BDSC #1610). F1 single female virgin 

∆P{EPgy2}EY12792/ TMS, P{ry[∆2-3}99B flies were mated to Ly/TM3, Sb males. 

http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBal0095147.html
http://flybase.org/reports/FBti0057983.html
http://flybase.org/reports/FBal0015145.html
http://flybase.org/reports/FBba0000047.html
http://flybase.org/reports/FBti0010576.html
http://flybase.org/reports/FBal0015427.html
http://flybase.org/reports/FBal0018186.html
http://flybase.org/reports/FBab0035340.html
http://flybase.org/reports/FBti0032870.html
http://flybase.org/reports/FBba0000071.html
http://flybase.org/reports/FBal0002131.html
http://flybase.org/reports/FBal0015145.html
http://flybase.org/reports/FBab0035340.html
http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBti0012293.html
http://flybase.org/reports/FBba0000025.html
http://flybase.org/reports/FBal0190963.html
http://flybase.org/reports/FBst0461684.html
http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBal0095147.html
http://flybase.org/reports/FBti0057983.html
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F2 ∆P{EPgy2}EY12792/TM3, Sb females and males were crossed to establish 

balanced lines.  

 

3.2.3 Characterization of potential mutant lines 

 Lines displaying white eye color, indicating removal of P{EPgy2}EY12792, 

were analyzed for deletion by sequential PCR reactions using staggered primers. 

One line (AX) was identified as containing an ~2 kb deletion. Subsequent genomic 

sequencing revealed that a 1733 bp region spanning the P-element insertion site 

and most of the Ddx1 gene locus had been removed and replaced with the 15 bp 

sequence 5’-CATGATGAAATAACA-3’. This 15 bp sequence does not correspond 

to any part of Ddx1 or P{EPgy2}EY12792. This allele was designated Ddx1AX. The 

following primers were used for PCR amplification: 5’-CCAGAAGCCGTGCATG-3’ 

(forward primer ~400 bp upstream of Ddx1 transcription start site), 5’-

ATGAGTGTTGGCCAGCG-3’ (forward primer ~500 bp downstream of Ddx1 

transcription start site), 5’-AGCTGGTGGAATTGCAC-3’ (reverse primer ~400 bp 

downstream of Ddx1 transcription start site), 5’-ACCATCTGCAGACGG-3’ 

(reverse primer ~1.4 kb downstream of Ddx1 transcription start site), 5’-

GAGCTCCGACTTCCTAC-3’ (reverse primer located in Ddx1 3’ UTR). The 

following primer was used for genomic DNA sequencing: 5’-

CTCATAAAGTCAAGTAAC-3’ (forward primer ~200 bp upstream of Ddx1 

transcription start site). 

 



80 
 

3.2.4 Western blot analysis and antibodies 

Cell lysates were prepared from adult flies or larvae by grinding with a pestle 

in lysis buffer (1% sodium deoxycholate, 1% Triton-X-100, 0.2% SDS, 150 mM 

NaCl, 50 mM Tris-HCl pH 7.4 and 1X Complete® [Roche] protease inhibitors). 

Samples that were analyzed for phosphor-S6k were prepared in lysis buffer 

supplemented with 1x PhosStop (Roche). Lysates were electrophoresed in 10% 

SDS-polyacrylamide gels and transferred to nitrocellulose membranes. The 

following antibodies were used: rabbit anti-pS6k (Cell Signaling, #9209), rabbit 

anti-Ddx1 (Genscript custom polyclonal antibody, antigen CQKNLRTGSGYEDHV) 

and mouse anti-β-Tubulin (DSHB, E7). The E7 β-Tubulin antibody developed by 

Michael Klymkowsky was obtained from the Developmental Studies Hybridoma 

Bank, created by the NICHD of the NIH and maintained at The University of Iowa, 

Department of Biology, Iowa City, IA 52242. Protein detection was using the 

Immobilon (Millipore) reagent. 

 

3.2.5 RNA purification and RT-PCR 

 RNA was purified using an RNeasy Plus Universal Mini Kit (Qiagen) as per 

the manufacturer’s directions. Briefly, whole flies or larvae were crushed in QIAzol 

reagent using plastic pestles and purified RNA isolated using a mini column. 

Reverse transcription was carried out using SuperScript II (Life Technologies) 

reverse transcriptase and oligo dT primers as per the manufacturer’s directions. 

The following primers were used for RT-PCR analysis: Sirup , forward primer 5’-

CCTGCGAGATTGCAATTCAG-3’, reverse primer 5’-AGTGGTTCCTTCTCC 
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TGGTACG-3’, Sirup splice specific transcript , forward primer 5’-

CAAATGGGCAAACAA*GTGA-3’ (asterisk indicates splice junction site), reverse 

primer 5’-GAATTCTTTAATAGTTTCTGCCC-3’, Actin 5’-AATCCAGAGACAC 

CAAACCG-3’, reverse primer 5’-GAACGATACCG GTGGTACGA-3’. The forward 

primer for Sirup splice-specific product amplification consisted of the 15 nt 

sequence upstream of the splice junction followed by the 4 nt sequence 

downstream of the splice junction. 

 

3.2.6 Viability, fertility, size and developmental delay assays and larval 

collections 

 For viability and fertility assays, single virgin females were mated with two 

males and left to lay eggs in standard culture vials. After ten days, the parental 

flies were removed and individual pupae were counted and moved to a new tube 

daily to ensure no cross generational contamination. For crowded conditions, 

twenty females were mated to twenty males in a single vial. For size analysis, 

newly eclosed adults or pupae were genotyped and photographed using an 

Olympus SZX12 fluorescence dissecting microscope. Whole length, for pupae, or 

thorax length, for adults were measured using Photoshop. For developmental 

delay assays, three Ddx1AX/TM3, GFP, Ser virgins were crossed with two 

Ddx1AX/TM3, GFP, Ser males and allowed to lay eggs for 24 hours. Individual 

pupae were removed as above and scored for Ddx1 genotype based on GFP 

status. For larval collection, parental flies were placed in collection cages on apple 

juice agar plates with yeast paste for two hours. Plates were then incubated at 

http://flybase.org/reports/FBba0000047.html
http://flybase.org/reports/FBti0010576.html
http://flybase.org/reports/FBal0015427.html
http://flybase.org/reports/FBba0000047.html
http://flybase.org/reports/FBti0010576.html
http://flybase.org/reports/FBal0015427.html
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25˚C for 24, 48 or 72 hours at which point larvae were manually collected and 

scored for GFP status using an Olympus SZX12 fluorescent dissecting 

microscope. Student’s t-test was used to compare differences between genotypes. 

 

3.2.7 Immunofluorescence, microscopy and measurement 

 Ovaries and testes were dissected from virgin male and female flies that 

had been collected and held in isolation for 3 days. Testes were fixed in 4% 

paraformaldehyde for 20 minutes and washed three times in PBS. Tissues were 

then incubated with RFP conjugated-phalloidin (1/500) for 90 minutes, washed in 

PBS, and mounted in PVA with DAPI. Ovaries were incubated in LysoTracker Red 

(1/50, Life Technologies) for 10 minutes. Samples were then fixed in 4% 

paraformaldehyde for 20 minutes. Ovaries were then dissected into individual 

ovarioles and mounted in PVA with DAPI.  

Confocal images were captured on a Zeiss LSM 710 confocal laser 

scanning microscope with a plan-Apochromat 63x (NA 1.4) oil immersion lens, a 

plan-Apochromat 40x (NA 1.3) oil immersion lens, or a plan-Apochromat 10x (NA 

0.45) lens, and Zen software. An Olympus SZX12 microscope was used to 

photograph adult flies and gonads. Exported images were saved as TIFF files and 

measurements made using Photoshop. 

 

3.2.8 Northern blot analysis 

 RNA samples were isolated from 3rd instar larvae as described above. For 

each sample 5 μg of total RNA was resolved in a 10% denaturing urea 
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polyacrylamide gel. A small RNA ladder (NEB) was used for size determination. 

RNA was then transferred to Hybond-N+ membranes (GE Healthcare) and baked 

for 1 hour at 80ºC. DNA probes were generated by 32P end-labeling of single-

stranded oligonucleotides obtained from IDT. The following probes were used: 

tRNAtyr 5’-CTACAGTCCACCGCTCTACCAACTGAGCTATCGAAGG-3’, tRNAala 

5’-TGCTAAGCGAGCGCTCTACCATCTGAGCTACATCCCC-3’, 5s rRNA 5’-

CACTCGGCTCATGGGTCGATGAAGAACGCAGCAAACTG-3’. Probe hybrid-

ization was carried out in 5X SSC, 50 mM Na2HPO4 pH 6.5, 0.5X Denhardt’s 

solution and 0.25 mg/mL salmon sperm DNA at 42ºC. Blots were then washed in 

2X SSC, 0.1% SDS, followed by 0.1X SSC, 0.1% SDS. The signal was visualized 

using X-ray film. 

 

3.2.9 RNA deep sequencing 

RNA was isolated from three independent preparations of wandering 3rd 

instar larvae for both Ddx1-null and control genotypes. RNA libraries were 

prepared by first removing rRNAs using a Ribo-Zero™ rRNA Removal Kit 

(Human/Mouse/Rat) (Epicentre) followed by TruSeq Stranded Total RNA Sample 

Prep Kit (Illumina). Paired-end 100 nt RNA sequencing was performed on an 

Illumina HiSeq 2000 platform and processed using CASAVA v1.8.2 by the UBC 

Biodiversity Research Centre NextGen Sequencing Facility. Alignment, splice site 

identification was carried out using Bowtie v2.1.0 and Tophat v2.0.13 with standard 

parameters. Differential gene expression was calculated using Cufflinks v2.1.1 

using standard parameters with a p value of < 0.005 considered significant. Splice 
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junctions analysis was limited to junctions identified a minimum of 100 times 

averaged across either Ddx1-null or control samples. Student’s t-test was used to 

determine significance for junctions present in both Ddx1-null and control samples.  

 

3.2.10 RNA co-immunoprecipitations 

Whole cell lysates were prepared from S2 cells by resuspending cell pellets 

in 50 mM Tris-HCl pH 7.5, 150 mM NaCl, 0.5% sodium deoxycholate, 1% NP-40, 

and 1X Complete (Roche) protease inhibitors. Four hundred micrograms of lysate 

was first cleared with Protein A agarose beads (GE Healthcare), followed by 

incubation with 5 l of rabbit anti-Ddx1 antibody or rabbit IgG for 2 hours at 4C. 

Protein A agarose beads were then added and incubation continued for 1 hour at 

4C. Co-immunoprecipitates were washed three times in lysis buffer and extracted 

with water saturated phenol. An aliquot taken from of the co-immunoprecipitates 

was saved for western blot analysis to check Ddx1 immunoprecipitation efficiency. 

Co-immunoprecipitated RNA was dissolved in RNase-free water and stored at -

80C until use. Reverse transcription was carried out as above, using Sirup-

specific (5’-AGTGGTTCCTTCTCCTGGTACG-3’) or Ddx1-specific (5’-TCATCG 

GGCAGCGTCAC-3’) reverse primer with the immunoprecipitated RNA serving as 

template. Following reverse transcription, PCR amplification was carried out using 

the Sirup primers described previously and with the Ddx1 RT reverse primer above 

and 5’-GCATGCATTTGAGGTGAAG-3’ for Ddx1. 
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3.2.11 Sirup knock-down in Ddx1 modified flies 

 y1 w*; P{Act5C-GAL4}25FO1/CyO; Ddx1AX/TM3, Sb virgin females were 

crossed to w1118; P{GD14644}v36437; Ddx1AX/TM3, P{ActGFP}JMR2, Ser1 males 

and allowed to lay eggs for 3 days. Adults were scored for Ddx1 status by the 

presence of Sb or Ser alleles, and Sirup knock-down was scored based on the 

absence of CyO. Chi square analysis was performed to determine the significance 

of observed outcomes compared with expected genotype distribution. 

 

3.2.12 Duplex specific nuclease treatment of single stranded Sirup DNA 

annealed to total RNA to identify possible anti-sense RNA molecules 

Full length Sirup cDNA was generated by PCR using primers 4F (5’-

CCTCGCAGATTGCAATTCAG-3’) and 795R (5’-GAATTCTTTAATAGTTTCTG 

CCC-3’) primers. Asymmetrical PCR was then performed using only primer 4F to 

generate a solution consisting of primarily a single stranded sense DNA copy of 

Sirup. Serial dilutions followed by PCR using the above primers was used to 

determine that a 1x108 dilution represented the minimal amount of product which 

could generate a robust visible signal following 40 cycles of PCR amplification. 2.5 

µg of total RNA, isolated as previously described, was mixed with 1 µl of 2x107 

dilution of single stranded Sirup DNA in annealing buffer (20 Mm Tris-HCl, pH 7.5, 

200mM potassium acetate, 0.1 mM EDTA), boiled and allowed to cool to room 

temperature, precipitated and resuspended in water. The annealed mix was split 

into two samples, one of which was treated with duplex specific nuclease, which 

degrades DNA from DNA/DNA and RNA/DNA duplexes, as per the manufacturer’s 

http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBti0012293.html
http://flybase.org/reports/FBba0000025.html
http://flybase.org/reports/FBst0461684.html
http://flybase.org/reports/FBba0000047.html
http://flybase.org/reports/FBti0010576.html
http://flybase.org/reports/FBal0015427.html
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instructions (Evrogen). Treated and untreated samples were precipitated and 

resuspended in water. PCR was performed using five primer sets that amplify sub-

fragments of Sirup: primer 4F (see above) and 201R (5’-

TTTGTCTGGTCACGGATTG-3’), 91F (5’-GTGTAACTGCGACTAAGAAGCG-3’) 

and 332R (5’-CGTCGATAGATAGCTCACTG-3’), 325F (5’-GTGAGCTAT 

CTATCGACGAG-3’) and 481R (5’-AGTGGTTCCTTCTCCTGGTACG-3’), 454F 

(5’-GCAAGCTGGATGAATTCTC-3’) and 618R (5’-ACTAGAAATCGGAGACGC-

3’), 601F (5’-GCGTCTCCGATTTCTAGT-3’) and 795R (as above).  
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3.3 RESULTS 

3.3.1 Ddx1-null flies are viable 

 Imprecise excision of a P-element located immediately upstream of Ddx1 

(y1 w67c23; P{EPgy2}EY12792) was used to screen for novel Ddx1 mutations. From 

this we isolated a Ddx1 allele with a 1733 bp deletion encompassing the majority 

of the Ddx1 open reading frame. This allele was designated Ddx1AX (Figure 3.1A). 

In contrast to a previously described Ddx1 mutation which showed early embryonic 

lethality (Zinsmaier et al. 1994), Ddx1AX/AX flies reached adulthood. Western blot 

analysis of control (w1118) and Ddx1AX/AX adult flies showed a complete absence of 

Ddx1 in mutant flies (Figure 3.1B). Although a small portion of the 3’ Ddx1 open 

reading frame is retained in Ddx1AX/AX flies, no novel bands were detected using 

an anti-Ddx1 antibody generated against the C-terminus of Ddx1. These results 

suggest that there is either no translation of the retained 3’-end of Ddx1 or the 

resulting protein product is unstable. 

Although Ddx1AX/AX flies were viable, we noticed that they were consistently 

outcompeted under high density culturing conditions. When single eggs from 

heterozygote-heterozygote crosses were raised in isolation, we observed the 

expected 2:1 ratio of heterozygous to homozygous mutant progeny (heterozygous 

mutants were maintained over a recessive lethal balancer chromosome 

[TM3, P{ActGFP}JMR2, Ser1], so no homozygous non-mutant Ddx1 progeny were 

generated). When a single female was allowed to lay eggs for 10 days in a 

standard collection vial, the ratio dropped to approximately 3:1. When r20 females 

ectangle  

http://flybase.org/reports/FBba0000047.html
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http://flybase.org/reports/FBal0015427.html
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Figure 3.1 Ddx1-null flies are viable but show reduced fertility. (A) The location 

of the Ddx1AX deletion. (B) Western blot analysis shows no detectable signal for 

Ddx1 protein in Ddx1AX/AX adult flies. (C) Survival of homozygous adult flies 

generated from heterozygote-heterozygote crosses were counted. As the Ddx1AX 

mutation is carried over a recessive lethal balancer chromosome, the expected 

rate of homozygous progeny generated is 33%. At low density, homozygous flies 

were generated at the expected rate. At medium density and high density, a 

significant reduction in the number of homozygous flies was observed; n = 45 

adults (low density), 1165 adults (medium density) and 499 adults (high density). 

(D) Progeny generated from single virgin females mated with two males 

(genotypes are indicated) and allowed to lay eggs for 10 days. Pupae were 

removed and counted daily. Homozygous mutant flies generated very low or no 

progeny. Heterozygous flies generated progeny at the expected rate. n ≥ 20 

crosses for all samples. 
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were allowed to lay eggs in a standard collection tube for 10 days, the ratio of 

heterozygous to homozygous mutant was 13:1 (Figure 3.1C).  

 

3.3.2 Ddx1-null flies have reduced fertility, size and delayed development 

 Heterozygous Ddx1AX/TM3 Ser GFP flies generated the expected number 

of progeny compared to control flies (Figure 3.1D). Both male and female 

Ddx1AX/AX flies were sterile. To confirm that the observed infertility was due to 

inactivation of Ddx1, and not a line-specific effect, we crossed Ddx1AX to a line 

containing a deficiency that encompasses the Ddx1 locus (Df[3L]ED230). 

Ddx1AX/Df(3L)ED230 males were completely sterile, while females were able to 

generate a small number of viable progeny that survive to adulthood (Figure 3.1D). 

Heterozygote-heterozygote crosses resulted in approximately 75% as many 

progeny as control. This was expected, as 25% would be homozygous for the 

recessive lethal balancer chromosome.  

We noted that Ddx1-null progeny generally eclosed later than control and 

heterozygous animals. To better define the extent of the developmental delay in 

Ddx1-null flies, we set up heterozygote-heterozygote crosses that were allowed to 

lay eggs for a period of 24 hours. Pupae were removed from each collection tube 

at 24 hour intervals and transferred to a secondary collection vial. Secondary 

collections were checked for eclosed adults at 24 hour intervals. Time to pupation 

revealed a non-significant trend (p=0.069), with heterozygous and homozygous 

mutant progeny having mean pupation times of 6.07 and 6.38 days, respectively 

(Figure 3.2A, left). A significant delay was observed for time to eclosion (p<0.001), 
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with heterozygous and homozygous mutant progeny having mean eclosion times 

of 10.78 and 11.70 days, respectively (Figure 3.2A, right). 

In order to determine if maternally loaded Ddx1 protein may be 

compensating for the mutant allele during early development, we performed 

western blot analysis of larvae at 24, 48 and 72 hours post egg laying. Significant 

levels of Ddx1 protein were observed in Ddx1AX/AX larvae at 24 hours, with a weak 

signal detected as late as 48 hours post egg laying (Figure 3.2B). These results 

suggest a significant amount of maternally deposited protein with a long half-life. 

This may explain why Ddx1AX/AX flies survive early development and only display 

phenotypes at later developmental stages.  

Comparison of control, heterozygous and mutant pupal lengths revealed a 

significant reduction in size in both Ddx1AX/AX and Ddx1AX/Df(3L)ED230 flies 

(Figure 3.3A). Of note, though both null strains were significantly smaller than 

control or heterozygous animals, the Ddx1AX/Df(3L)ED230 pupae were slightly, 

though significantly (p<0.001), larger than Ddx1AX/AX pupae. Similar results were 

observed upon measuring adult length (Figure 3.3B). Adult Ddx1-null flies were 

smaller than control or heterozygotes, and Ddx1AX/Df(3L)ED230 adults were 

slightly, though significantly (p<0.05), larger than Ddx1AX/AX adults. 

 

3.3.3 Gametogenesis is disrupted in Ddx1-null flies  

To investigate the cause of reduced fertility in Ddx1-null flies, we dissected 

ovaries and testes from adult flies which had been held in isolation for 3 or 10 days 

following eclosion. At 3 days post-eclosion, heterozygous ovaries appeared 
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Figure 3.2 Ddx1-null flies show delayed development and maternally 

contributed Ddx1 protein in larvae. (A) Heterozygote-heterozygote crosses 

were allowed to lay eggs for 24 hours. Pupae were removed at 24 hour intervals 

and scored for Ddx1 genotype (left, n=233 for heterozygous pupae and n=104 for 

homozygous mutant pupae). Adults were also counted at 24 hour intervals (right, 

n=162 for heterozygous adults and n=44 for homozygous mutant adults). A non-

significant trend was observed for pupation time, and a significant difference was 

observed for eclosion time. (B) Control and Ddx1AX heterozygote-heterozygote 

crosses were allowed to lay eggs on apple juice plates for a period of two hours. 

Protein lysates were prepared from larvae collected at 24, 48 or 72 hours post-egg 

laying. Western blot analysis was carried out using anti-Ddx1 (Genscript) and anti-

β-tubulin antibodies (E7, DSHB). A faint Ddx1 signal was observed at both 24 and 

48 hours post-egg laying, indicating that maternally loaded Ddx1 is still present at 

these times. Ddx1 was no longer detected at 72 hours. 
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Figure 3.3 Ddx1-null flies are smaller than control. (A) Control, Ddx1 

heterozygous and Ddx1 homozygous mutant pupae were collected and total pupal 

length was measured, n ≥ 20 pupae for each sample. (B) Control, Ddx1 

heterozygous and Ddx1 homozygous mutant one day old adults were collected 

and thorax length was measured, n ≥ 19 adults for each sample. At both pupal and 

adult stages, Ddx1-null animals were significantly smaller than control animals, 

and Ddx1AX/Df(3L)ED230 animals were slightly larger than Ddx1AX/AX. 
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essentially identical to control, containing many mature eggs. Ovaries from both 

Ddx1AX/AX and Ddx1AX/Df(3L)ED230 flies were much smaller, with 

Ddx1AX/Df(3L)ED230 ovaries occasionally containing a small number of mature 

eggs and Ddx1AX/AX ovaries containing no eggs (Figure 3.4A). Similar results were 

observed with ovaries isolated from adults held in isolation for 10 days post 

eclosion, with Ddx1AX/Df(3L)ED230 ovaries containing few mature eggs and some 

Ddx1AX/AX ovaries containing a small number of abnormal eggs that were 

approximately the size of a mature egg, but lacked dorsal appendages (Figure 

3.4B). These observations mirror the relative fertility of Ddx1AX/AX and 

Ddx1AX/Df(3L)ED230 females as compared to heterozygous and control females. 

 The reduced size of Ddx1-null flies is possibly related to metabolism 

dysfunction, and if this is the case we would expect to observe other phenotypes 

associated with reduced metabolism. When under metabolic stress or starvation 

conditions, developing egg chambers undergo autophagy in order to conserve 

energy (Barth et al. 2011, McCall 2004). To determine if developing egg chambers 

in Ddx1-null flies were undergoing autophagy, we stained dissected ovarioles with 

LysoTracker Red, a dye that is commonly used to identify autophagic cells 

(DeVorkin et al. 2014). In Ddx1-null ovaries, at both 3 and 10 days post eclosion, 

we observed autophagic egg chambers corresponding to approximately stage 7/8 

(Figure 3.4, arrows). Autophagic egg chambers were not observed in control and 

heterozygous ovaries. 

 Immunofluorescence imaging of testes isolated from adult males revealed 

aberrant sperm development in Ddx1-null males (Figure 3.5A). Early 
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Figure 3.4 Aberrant egg development in Ddx1-null fly ovaries. Ovaries 

collected from virgin females held in isolation for 3 days (A) or 10 days (B). Top – 

Ddx1-null flies have much smaller ovaries, with few (Ddx1AX/Df(3L)ED230) or no 

(Ddx1AX/AX) mature eggs present. Bottom – immunofluorescence imaging of 

LysoTracker Red-treated ovaries reveals developing egg chambers undergoing 

autophagy (white arrows) in Ddx1-null ovaries. Nuclei are stained with DAPI. 
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Figure 3.5 Aberrant spermiogenesis in Ddx1-null testes. Testes and seminal 

vesicles collected from male flies held in isolation for 10 days. 

Immunofluorescence imaging of testes (A, bottom increased magnification of 

outlined area) and seminal vesicles (B) using RFP conjugated-phalloidin and 

DAPI. Ddx1-null developing spermatid cysts become disordered during 

spermiogenesis and no mature sperm are observed in Ddx1-null seminal vesicles.  
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spermatogenesis appeared unaffected in Ddx1-null males, with developing 

spermatids undergoing nuclear elongation. However, spermatids at later stages of 

development lacked actin cones and were disrupted and scattered. To determine 

if mature sperm were being produced, seminal vesicles were isolated and imaged 

(Figure 3.5B). In contrast to control and heterozygous seminal vesicles, which 

contained mature sperm, we did not observe any mature sperm in the seminal 

vesicles of homozygous mutant males. 

 

3.3.4 Ddx1-null flies have reduced pS6k levels, but normal tRNA levels 

 As both reduced body size and autophagy of developing oocysts are 

phenotypes associated with reduced metabolism (Barth et al. 2011, Edgar 2006), 

we performed western blot analysis for the phosphorylated form of S6k, a 

downstream effector molecule of TOR and a common marker of active growth 

(Montagne et al. 1999). Phospho-S6k is down-regulated in starvation conditions 

(Hara et al. 1998, Zhang et al. 2000). pS6k levels were notably reduced in Ddx1-

null flies at the 3rd instar larval stage compared to control and heterozygous 

animals (Figure 3.6A). Notably, the pS6k signal observed in Ddx1AX/Df(3L)ED230 

larvae was stronger than that in Ddx1AX/AX larvae. This is consistent with our 

previous results demonstrating that the Ddx1AX/Df(3L)ED230 phenotype is slightly 

attenuated compared to Ddx1AX/AX flies.  

As human DDX1 has recently been implicated in tRNA splicing, and pS6k 

levels are associated with RNA Pol III activity (Marshall et al. 2012), we performed 

RECTANGLE 
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Figure 3.6 Reduced pS6k levels in Ddx1-null flies. (A) Western blot analysis of 

cell lysates prepared from control, Ddx1 heterozygous and Ddx1-null 3rd instar 

larvae. pS6k levels are reduced in the Ddx1-null lines, but slightly elevated in 

Ddx1AX/Df(3L)ED230 larvae as compared to Ddx1AX/AX. (B) Northern blot analysis 

of tRNA and rRNA levels in control, heterozygous and homozygous mutant 3rd 

instar larvae. No difference is observed for spliced tRNA (tRNAtyr), unspliced tRNA 

(tRNAala) or 5.8s rRNA. 
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northern blot analysis of tRNAtyr (an intron containing tRNA) and tRNAala (which 

contains no intron) levels in control, heterozygous and homozygous mutants. Our 

analysis showed no difference in the relative amounts of a mature tRNA that 

requires splicing (tRNAtyr) compared to one that does not require splicing (tRNAala). 

As well, there was no difference in relative tRNA to 5S rRNA levels (Figure 3.6B).  

 

3.3.5 Ddx1-null flies display widespread changes in mRNA levels and splicing 

 DEAD box proteins have been widely implicated in the generation, 

maturation and degradation of RNA molecules. Therefore, we undertook RNA 

deep sequencing of control and Ddx1AX/AX 3rd instar larvae to determine the effect 

of knocking-out Ddx1 on the transcriptome. We identified 72 significantly down-

regulated and 261 significantly up-regulated transcripts, using a cut-off of p<0.01 

(Table 3.1). Of note, we found that RNA is expressed from the remaining portion 

of the Ddx1AX allele, albeit at significantly reduced levels. We also analyzed 

transcripts for the presence of differentially spliced variants between Ddx1AX/AX and 

control flies (Table 3.2). We limited our analysis to the small number of transcripts 

that displayed unique splice variants with high levels in all three replicates of one 

genotype and absence in all three replicates of the other genotype. It is important 

to note that splice site analysis must be considered within the context of total RNA 

levels, as a gene that is only expressed in one genotype will necessarily have 

splice junctions that are unique to this genotype. Using these criteria, we identified   
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Table 3.1 Genes with differential expression in control and Ddx1-null 3rd 
instar larvae.  
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Table 3.2 Genes with modified splicing in control and Ddx1-null larvae. 
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Table 3.3 Genes with unique splice variants in Ddx1-null larvae.  
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Table 3.4 Genes with unique splice variants in control larvae. 
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a number of splice variants uniquely found in either control or Ddx1AX/AX flies, 

including Sirup (Table 3.3 and 3.4). 

 

3.3.6 Ddx1 interacts with Sirup mRNA 

Sirup RNA has previously been shown to be up-regulated in response to 

starvation conditions (Erdi et al. 2012) and is required for proper mitochondrial 

function (Van Vranken et al. 2014). We also observed up-regulation of Sirup (by 3-

fold) in Ddx1AX/AX versus control flies (Table 3.1). However, the biggest effect of 

Ddx1-null on Sirup appears to be in terms of splicing, with sequences spanning 

the 234-315 bp junction found uniquely and at high levels in Ddx1-null flies. Sirup 

has an unconventional gene structure, being expressed as a single exon or as an 

alternatively spliced product characterized by the removal of a small intron located 

downstream of the start codon (Figure 3.7A). Using a primer that spans the junction 

splice site, we confirmed that Sirup is indeed alternatively spliced in control and 

null flies, with Ddx1 control larvae and adult flies expressing unspliced Sirup, and 

Ddx1AX/AX larvae and adults expressing spliced Sirup (Figure 3.7B).  

The Sirup splice variant observed in control flies results in a longer transcript 

(810 nt) that retains the gene’s single intron, but a shorter open reading frame (36 

aa) due to a stop codon within the intron. In Ddx1AX/AX flies, the intron is removed, 

generating a shorter transcript (662 nt) but a longer open reading frame (118 aa). 

Intriguingly, this splice-specific regulation may be conserved in humans, as the 

human Sirup orthologue C6orf57 expresses two splice variants, one encoding a 

108 aa protein and the other being non-coding, mirroring what we observe in 
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Figure 3.7 Interactions between Ddx1 and Sirup. (A) Pictograph showing the 

structure of Sirup and the variable splice junction site (top – transcript expressed 

in control flies; bottom – transcript expressed in Ddx1AX/AX flies). (B) RT-PCR 

analysis of control and null larvae and adult flies. A spliced Sirup product is only 

observed in Ddx1-null animals. (C) IP using anti-Ddx1 antibody demonstrating that 

almost all Ddx1 protein is retained in the immunoprecipitate. (D, E) Left panels – 

RT-PCR analysis of RNA co-immunoprecipitated with Ddx1 or IgG. Right panels – 

RT-PCR of cDNA generated from control flies used as a positive control for the 

PCR reaction. Sirup mRNA results indicate that Sirup RNA, but not Ddx1 RNA, is 

pulled down with Ddx1 protein. (F) RT-PCR analysis shows reduced Sirup RNA 

levels in Sirup knock-down adult flies. (G) Progeny generated from Actin5C-

Gal4/CyO; Ddx1AX/TM3, Sb x UAS-Sirup-RNAi; Ddx1AX/TM3, Ser GFP crosses. 

Expected ratios of 2:1 for heterozygous to homozygous mutant Ddx1 and 1:1 for 

Sirup knock-down to CyO. A significant reduction in the number of Sirup knock-

down flies was observed. Chi square analysis comparing observed distribution to 

expected distribution was used to determine significance. 
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Drosophila. 

 As Ddx1 has previously been shown to bind target RNAs, Sirup RNA may 

be a direct target of Ddx1. On the other hand alternative splicing of Sirup may 

represent an indirect consequence of homozygous mutant Ddx1. To distinguish 

between these possibilities, we performed RNA co-immunoprecipitations (co-IPs) 

using a Ddx1-specific antibody to immunoprecipitate DDX1-binding RNAs from 

Schneider2 cell lysates. Using this approach, we were able to efficiently co-

precipitate Ddx1 protein (identified by western blot) and Sirup mRNA (identified by 

RT-PCR) but not Ddx1 mRNA (Figures 3.7C-E). The latter control was included to 

ensure that the interaction between Sirup mRNA and Ddx1 protein was specific, 

and not the result of non-specific RNA interaction with a DEAD box protein. 

 Next, we tested a genetic interaction between Ddx1 and Sirup. We 

generated flies that expressed a Sirup dsRNA construct using the UAS-GAL4 

system (Actin5C-GAL4 and UAS-Sirup RNAi [P{GD14644}v36437]) in Ddx1 

normal, Ddx1 heterozygous and Ddx1-null flies. Sirup knock-down in a control 

background reduced Sirup RNA levels by approximately 75% (Figure 3.7F), and 

generated viable, fertile flies that displayed no observable phenotypes. Sirup 

knock-down in both Ddx1 heterozygous and null backgrounds resulted in lethality 

in the majority of progeny. Although 50% of the progeny are expected to express 

the Sirup knock-down, we observed that the majority of Ddx1 mutant progeny 

generated from these crosses did not contain the Act5C-GAL4 transgene (3 

containing both the Actin5C-GAL4 driver and the UAS-Sirup transgene versus 148 

containing only the UAS-Sirup transgene). These results indicate an epistatic lethal 

http://flybase.org/reports/FBst0461684.html
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effect between the mutant Ddx1 locus and Sirup knock-down (Figure 3.7G). Of 

note, the two Ddx1-null/Sirup knock-down progeny survived for less than 1 day 

post eclosion, whereas the single Ddx1 heterozygous/Sirup knock-down progeny 

survived 14 days post eclosion. 

 

3.3.7 Identification of anti-sense Sirup RNA molecules 

There are two plausible mechanisms for splicing regulation by an RNA 

helicase. Modification of secondary structures with an mRNA molecule could 

suppress or enhance splicing, or alternatively, there has been recent work 

describing a relationship between splicing and antisense RNA molecules (Morrissy 

et al. 2011). As Ddx1 has well established dsRNA unwinding activity we strove to 

determine if Sirup anti-sense RNA molecules are expressed (Li et al. 2008). We 

generated single stranded sense Sirup DNA and annealed total RNA from control 

3rd instar larvae. A portion of the annealed product was subjected to duplex specific 

nuclease treatment (DSN), which selectively degrades DNA from DNA/DNA and 

DNA/RNA duplexes. DSN treatment results in the degradation of sections of the 

Sirup sense DNA that have been bound by complimentary anti-sense RNA. PCR 

amplification of sub-fragments of Sirup in non-treated samples generates a robust 

signal for each primer pair (Figure 3.8). Amplification of DSN-treated samples 

results in a relatively equivalent signal in four of the five sub-fragments. Notably, 

sub-fragment two, which spans the alternatively spliced region of Sirup, exhibited 

sensitivity to DSN treatment following RNA annealing, indicating the presence of 

an anti-sense RNA molecule within that region.  
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Figure 3.8 Identification of anti-sense Sirup RNA. (A) Pictograph indicating 

Sirup mRNA structure and the location of amplified fragments. (B) Single stranded 

sense Sirup DNA was incubated with total RNA from 3rd instar larvae. Left: no 

treatment, right: treatment with DSN. PCR amplification of sub-fragments was 

performed on both samples for each region. Sections of the Sirup DNA bound by 

anti-sense Sirup RNA will be degraded by DSN and a reduced signal will be 

observed. Fragment 2, which spans the single intron in Sirup, displays reduced 

signal following DSN treatment indicating that anti-sense RNA may bind to that 

region. 
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3.4 DISCUSSION 

While human DDX1 has been implicated in numerous biological processes 

in cultured cells, we still have a poor understanding of its role in animal 

development. Towards this end, we generated a Ddx1-null mutant in Drosophila. 

In contrast to a report listing a previous Ddx1 mutation as lethal (Zinsmaier et al. 

1994), we found that Ddx1-null flies were viable. While this may suggest that Ddx1 

is not crucial in the embryo, we detected significant levels of maternal Ddx1 protein 

up to the 2nd instar larval stage. As Ddx1 levels are highest in early embryogenesis 

(Rafti et al. 1996), these contributions may be sufficient to fulfill an essential need 

for Ddx1 in early development, postponing the appearance of Ddx1 phenotypes 

until later stages in Ddx1AX/AX flies. We are limited in our ability to specifically 

address the role of maternally contributed Ddx1, as the location of the Ddx1 gene 

locus is refractory to the generation of clonal populations, preventing the 

generation of mosaic females that would produce embryos with no maternal Ddx1 

protein.  

Additionally, the differing phenotypes between the two described Ddx1 

alleles may be the result of the nature of each mutation. Although the previously 

described Ddx1 mutant allele was not characterized, the position of the P-element 

used to generate this mutant (downstream of the 3’ end of Ddx1) suggests the 

possibility that a truncated Ddx1 protein may be produced. Expression of truncated 

proteins is tightly regulated in the cell as partial proteins often lead to dominant 

effects (Wagner et al. 2002). Aberrant activity of a truncated Ddx1 protein, 

compared to animals where Ddx1 is lost completely, could explain the distinct 
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phenotypes observed in the two lines of Ddx1 mutations. Unfortunately, since the 

original stock is no longer available, this cannot be tested experimentally. 

Although Ddx1-null flies survive to adulthood, it is clear that Ddx1 is involved 

in a wide spectrum of developmental functions. Ddx1-null flies are significantly 

reduced in size, developmentally delayed and out-competed by heterozygous 

animals when raised in crowded conditions. In addition, Ddx1-null flies are infertile 

due to aberrant gametogenesis, with both oogenesis and spermatogenesis being 

affected. Reduction in body size and autophagic egg chambers are phenotypes 

associated with metabolic stress and starvation conditions (Barth et al. 2011, 

Edgar 2006, McCall 2004). While our attempts to generate a transgenic Ddx1 over-

expression line to rescue this phenotype were not successful, we were able to 

confirm comparable phenotypes in flies carrying the null Ddx1AX allele over a 

deficiency that encompasses the Ddx1 locus. Thus, the phenotypes observed in 

Ddx1-null flies suggest a role for Ddx1 in normal metabolic function and/or 

regulation, with absence of Ddx1 phenocopying nutrient deficiency.  

In keeping with a role for Ddx1 in metabolism, we found reduced pS6k levels 

in Ddx1-null flies. pS6k levels are indicative of TOR signalling, which is modified 

by a number of pathways including insulin signalling and nutrient sensing (Edgar 

2006). Signalling through TOR and pS6k drives protein synthesis and cell growth 

(Zhang et al. 2000). Our RNA deep sequencing data indicate that neither TOR nor 

S6k mRNA levels are affected in Ddx1AX/AX flies. RNA levels of major upstream 

regulators of the TOR pathway, including Rheb, Tsc1 and gigas (dTSC2) are also 

unchanged. The consistent levels of these key signalling factors suggest that the 
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absence of Ddx1 does not directly affect the transcripts encoding proteins that 

participate in TOR signalling. Rather, absence of Ddx1 may play an indirect role in 

the down-regulation of the TOR signalling pathway mediated through the function 

of mRNA targets.  

In contrast to other DEAD box proteins that have been directly implicated in 

Drosophila oogenesis (Cauchi 2012, Johnstone et al. 2005, Styhler et al. 1998, 

Tomancak et al. 1998), we propose that the infertility observed in Ddx1-null 

females is due to disrupted metabolism. Altered metabolism also provides a 

possible explanation for the small number of progeny generated by 

Ddx1AX/Df(3L)ED230 females, as we observed a slightly higher pS6k level and 

slightly larger body size in these mutants compared to the completely sterile 

Ddx1AX/AX females. Thus, Ddx1AX/Df(3L)ED230 flies may have slightly higher 

metabolic function than Ddx1AX/AX flies. This may be due to second-site alleles that 

are different between the Ddx1AX and Df(3L)ED230 genetic background. 

Spermatogenesis can also be affected by starvation conditions, with a noted 

reduction in the number of germinal stem cells in starved males (McLeod et al. 

2010). In contrast to the phenotype observed in Ddx1-null ovaries, aberrant sperm 

individualization, the phenotype observed in Ddx1-null males, has not been 

associated with metabolic disruption. Following meiosis, spermiogenesis, the last 

stage of spermatogenesis, involves reshaping developing interconnected 

spermatids into individual mature sperm (Fabian et al. 2012). Spermiogenesis is 

characterized by gross morphological changes to the cell and mitochondria in 

particular. Developing spermatids in Ddx1-null males appear to undergo spermatid 
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elongation, but fail to individualize. Instead, they fall out of the developing sperm 

bundle prematurely and seminal vesicles remain devoid of mature sperm.  

Several DEAD box proteins have been associated with defects in sperm 

development. RecQ5 and Belle are both required for early spermatogenesis 

(Johnstone et al. 2005, Sakurai et al. 2014) and mutation of Rm62 has also been 

shown to cause male sterility (Buszczak et al. 2007). While the cause of sterility in 

Rm62 mutants has not been identified, mutation of Blanks, a binding partner for 

Rm62, results in spermiogenesis defects similar to those observed in Ddx1-null 

males (Gerbasi et al. 2011). As disrupted sperm individualization has not been 

linked to metabolic function, we postulate that this aspect of the Ddx1-null 

phenotype is the result of disruption of distinct RNA targets from those involved in 

metabolic function.  

It has been previously established that tRNA synthesis is regulated by TOR 

signalling (Ciesla et al. 2008) and human DDX1 has been recently identified as a 

tRNA splicing factor (Popow et al. 2011, Popow et al. 2014). As our analysis did 

not show changes in levels of spliced and unspliced tRNAs in Ddx1-null flies, it 

would appear that Drosophila Ddx1 is not essential for tRNA splicing. However, 

our northern blot analysis is only a snapshot of tRNA levels at the time of RNA 

isolation. Popow et al. showed that human DDX1 is necessary for efficient cycling 

of the RtcB-guanylate intermediate required for tRNA splicing in vitro (Popow et al. 

2014). It is possible that tRNA generation efficiency is reduced in Ddx1AX/AX flies, 

but either another compensatory mechanism is coming into play, or the reduction 

in efficiency of tRNA splicing is not sufficient to reduce overall steady state levels. 
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In either case, it appears that though Ddx1-null flies have reduced pS6k signalling, 

they retain normal tRNA levels relative to whole RNA content. 

Our RNA deep sequencing analysis revealed significant changes in the 

levels of 333 RNA molecules in Ddx1AX/AX 3rd instar larvae. In addition, we identified 

a number of transcripts that were differentially spliced in Ddx1 control versus null 

flies. We verified that Sirup mRNA is uniquely spliced in Ddx1AX/AX larvae and up-

regulated. We were also able to show that Ddx1 protein binds Sirup mRNA, which 

suggests that this splice site modification is due to a direct interaction with Ddx1, 

rather than being an indirect downstream consequence of the loss of Ddx1. 

Previous work has demonstrated that loss of Sirup results in shortened life span 

and neurodegeneration (Van Vranken et al. 2014). In agreement with our results, 

Sirup has also previously been shown to be up-regulated in response to starvation 

conditions (Erdi et al. 2012). We propose a role for Sirup in limiting metabolism 

during stress conditions. Sirup has recently been identified as the Drosophila 

homolog of yeast Sdh8 (Van Vranken et al. 2014). Similar to its yeast homologue, 

Drosophila Sirup may be required to stabilize the succinate dehydrogenase 

holocomplex, and enhance succinate dehydrogenase activity.  

We observed spliced Sirup mRNA only in the absence of Ddx1, and propose 

that Ddx1 is acting to repress splicing under normal conditions. This is in line with 

observations that human DDX1 is required for efficient trafficking of unspliced viral 

RNA genomes (Edgcomb et al. 2012, Fang et al. 2005, Robertson-Anderson et al. 

2011). Recently, anti-sense RNA has been implicated in the regulation of 

alternative splicing (Morrissy et al. 2011). There are several possible mechanisms 
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for splicing repression by Ddx1, but the identification of anti-sense Sirup RNA 

molecules in conjunction with Ddx1’s RNA/RNA unwinding activity suggest that 

Ddx1 is modulating splicing through the regulation of the interaction between Sirup 

mRNA and an anti-sense RNA. The location of this binding (within the region that 

is alternatively spliced) also supports this possibility. It is still not clear whether 

ncRNA binding promotes or represses specific splice sites, but it is possible that it 

is acting in either fashion, depending on where they bind to target RNAs. 

Although the relationship between Ddx1-dependent splice regulation of 

Sirup mRNA and the metabolic disruption observed in Ddx1-null flies remains a 

matter of speculation, Sirup’s known role in mitochondrial function provides a 

possible explanation for the epistatic lethality observed in Ddx1-null/Sirup knock-

down flies. We propose that Sirup’s unspliced form is required for steady state 

metabolic function. The unspliced form of Sirup retains an early stop codon that 

produces a transcript that encodes a short 36 aa product missing conserved 

domains required for succinate dehydrogenase activity. However, there is 

evidence suggesting that this stop codon undergoes read-through by ribosomes, 

thereby generating a full length protein in spite of the stop codon (Dunn et al. 2013). 

Under stress conditions, modification of Sirup mRNA by Ddx1 would generate a 

shorter variant protein. Variant Sirup protein is predicted to be less efficient than 

normally expressed Sirup product, resulting in reduced succinate dehydrogenase 

activity, which in turn slows down mitochondrial function. The outcome of this 

scenario is reduced resource usage by the cell, allowing it to survive periods of 

nutrient scarcity. Under this model the observed epistatic lethality in Ddx1-
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null/Sirup knock-down flies would be the result of a reduction in the amount of Sirup 

mRNA expressed in combination with only the less efficient form of Sirup protein 

being generated. 

In conclusion, the phenotypes generated by a loss of Ddx1 expression in 

Drosophila are in keeping with Ddx1 being a multifunctional protein involved in a 

variety of biological processes. Our work suggests a previously unreported role for 

Ddx1 in metabolism regulation that occurs through interaction and modification of 

transcripts such as Sirup, which can directly modulate metabolic activity.   
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4.1 INTRODUCTION 

DEAD box proteins are RNA unwinding proteins that are characterized by 

12 conserved motifs, including the signature motif, D(asp)-E(glu)-A(ala)-D(asp) 

which is involved in ATP hydrolysis. These proteins have been implicated in all 

aspects of RNA metabolism including transcription, transport, translation, and 

degradation (Fuller-Pace 1994, Jankowsky et al. 2007, Linder et al. 2013, 

Montpetit et al. 2012). Most DEAD box proteins unwind RNA-RNA duplexes in vitro 

through localized strand destabilization rather than processive unwinding (Del 

Campo et al. 2009, Yang et al. 2007). DEAD box proteins have been shown to be 

modulators of ribonucleoprotein complexes by displacing or recruiting different 

proteins to these complexes (Del Campo et al. 2009, Tanner et al. 2001).  

 DEAD box 1 (DDX1) was first identified by differential screening of a 

retinoblastoma cDNA library, and subsequently found to be amplified and 

overexpressed in a subset of retinoblastoma and neuroblastoma tumours and cell 

lines (George et al. 1996, Godbout et al. 1993b, Manohar et al. 1995, Squire et al. 

1995, Weber et al. 2004). DDX1 expression is ubiquitous, with proliferating cells 

and cells derived from neuroectodermal tissues expressing the highest levels of 

DDX1 (Godbout et al. 2002, Godbout et al. 1993b). DDX1 is predominantly located 

in the nucleus of non-DDX1-amplified normal and cancer cells (Bleoo et al. 2001). 

However, when amplified and overexpressed, elevated levels of DDX1 are 

observed in both the nucleus and cytoplasm (Godbout et al. 2007). In breast 

cancer, DDX1 is a negative prognostic indicator when overexpressed or mis-

localized to the cytoplasm (Balko et al. 2011, Germain et al. 2011).  
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 DDX1 has been associated with a number of biological processes both in 

the nucleus and the cytoplasm. In the nucleus, DDX1 forms foci that co-localize 

with cleavage bodies and reside adjacent to Cajal bodies and gems, three spatially 

related RNA processing bodies (Bleoo et al. 2001, Li et al. 2006b). When cells are 

exposed to ionizing radiation, DDX1 is recruited to sites of DNA double-strand 

breaks where it co-localizes with DNA damage response proteins (Li et al. 2008). 

DDX1 is also part of the tRNA ligase complex involved in pre-tRNA processing, 

and the pri-miRNA microprocessor complex involved in the processing of miRNAs 

(Gregory et al. 2004, Han et al. 2014, Popow et al. 2011, Popow et al. 2014). In 

the cytoplasm, DDX1 is found in RNA containing granules involved in the transport 

of RNAs in neurons, as well as stress granules (Kanai et al. 2004, Miller et al. 2009, 

Onishi et al. 2008).  

Although it is possible to knock-down DDX1 in immortalized cancer cell lines 

and normal fibroblast cultures (Li et al. 2008), to date there have been no reports 

of DDX1-null cell lines. Furthermore, our attempts to knockout DDX1 in HeLa cells 

using CRISPR/Cas9 technology have been unsuccessful. In fact, whereas 2-3 

rounds of CRISPR/Cas9 transfection resulted in a 50% reduction in DDX1 levels, 

repeated rounds of transfection (up to 10) generated cells with near normal levels 

of DDX1. Based on these data, it appears that HeLa cells have a compensatory 

mechanism in place to prevent long-term reduction in DDX1 levels.    

We have generated Ddx1 heterozygous mice that contain a constitutive 

gene-trapped allele. Here, we show that Ddx1-/- embryos die during the pre-

blastocyst stage of development. Intriguingly, the ratio of wild-type to heterozygote 
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mice is significantly reduced in heterozygote intercrosses, with wild-type progeny 

dying between E3.5 and E6.5. By tracing parental lineages, we identified a 

subpopulation of heterozygous mice that generate significantly reduced numbers 

of wild-type progeny. This phenotype is observed in both FVB and C57BL/6 

backgrounds, and is transmitted through both sexes. Analysis of the methylation 

status of the Ddx1 gene revealed no differences between the heterozygous and 

wild-type mice.  

  



133 
 

4.2 MATERIALS AND METHODS 

4.2.1 Generation and genotyping of Ddx1 mice 

The mouse embryonic stem cell line (RRT447) containing an intronic gene 

trap within intron 14 of the Ddx1 gene was purchased from BayGenomics. 

Chimeric Ddx1 mice were generated by microinjecting RRT447 ES cells into 

C57BL/6 blastocysts. Male chimeric mice were mated to C57BL/6 females to 

obtain germ line transmission of the Ddx1Gt(RRT447)RG allele (abbreviated as Ddx1-). 

Two independent lines were obtained and characterized. To confirm Ddx1 gene 

disruption at exon 14 and to ensure that there was a single insertion site of the β-

geo reporter gene in our two lines, Southern blot analyses were carried out using 

32P-labeled β-geo or Ddx1 (exons 10-18) cDNAs. The Ddx1 probe was generated 

by restriction endonuclease digestion of Ddx1 cDNA with EcoRI and HindIII. The 

β-geo probe was generated with β-geo specific primers (5’: 

5’-TTATCGATGAGCGTGGTGGTTATGC-3’ paired with 3’: 5’-GCGCGTACAT 

CGGGCAAATAATATC-3’).  

All animal work was approved by the Cross Cancer Institute Animal Care 

Committee (protocol BC11185) and followed the guidelines established by both 

the Cross Cancer Institute and University of Alberta Animal Care Committees. To 

generate timed pregnancies, female mice were naturally mated to males. Females 

were examined for the presence of vaginal plugs over the course of 10 days. Mice 

with a plug were deemed to be at gestational stage E0.5. Plugged females were 

sacrificed at E3.5 and 6.5-10.5 to isolate embryos, which were subjected to 

genotyping by PCR as described below. 
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 Genomic DNA was extracted from ear punches of weaned mice using the 

E.Z.N.A Tissue DNA Kit (Omega) according to the manufacturer’s instructions. 

Genomic DNA was collected from tails of P1 mice or from whole E6-10 embryos 

by digesting the tissue overnight in 100 µl Tris-EDTA-NaCl (TEN) buffer containing 

40 µg/ml proteinase K (PK). The following day, genomic DNA was extracted using 

phenol/chloroform and precipitated with ethanol. E3.5 embryos were collected in 

20 µl PCR buffer supplemented with 40 µg/ml PK. The embryos were digested at 

55˚C for 1 hour followed by 10 minutes at 90˚C to inactivate PK. 

Genotypes of E6 and older mice were determined by multiplex PCR in a 20 

µl reaction volume containing 1 µl DNA template, 2 µl 10X PCR buffer (GE 

Healthcare), 0.4 µM of each primer (RGo60: 5’-CTGGGGTTCGTGTCCTACAA-3’, 

RGo63: 5’-ATTAGGAACTGGGCATGTATC-3’, and RGo65: 5’-AGCACTAG 

TAAGTACCTACAC-3’), 250 µM dNTP mix and 0.2 µl Taq polymerase. The 

reaction was PCR-amplified under the following conditions: 94˚C for 5 minutes 

followed by 35 cycles at 94˚C for 1 minute, 60˚C for 1 minute and 72˚C for 1 minute 

followed by a final extension at 72˚C for 10 minutes. The reaction mixture was 

separated on a 1.0% agarose gel in 1X Tris acetate-EDTA buffer.  

 Genotypes of blastocysts were analyzed by nested PCR. For the first round, 

we used 1 µl DNA template, 2 µl 10X PCR buffer, 0.8 µM of the following primers: 

RGo62: 5’-GATGGAGACAGTCCTGGTT-3’ paired with RGo66: 

5’-CCAAGCTCCACTATTATCCC-3’ or RGo62 paired with RGo60, 250 µM dNTP 

mix and 0.2 µl Taq polymerase using the same amplification protocol described 

above. For the second round, we used 1 µl from the first round reaction, 2 µl 10X 
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PCR buffer, 0.4 µM primers (RGo63/RGo65 for the RGo62/66 template or 

RGo63/60 for the RGo62/60 template), 250 µM dNTP mix and 0.2 µl Taq 

polymerase using the same amplification protocol described above. 

 

4.2.2 Statistical analysis 

 Expected groups were defined by applying the normal genotype ratio to the 

total number of progeny collected at each stage of development. Individual Fisher’s 

exact tests were performed between each expected group and the observed 

values to determine significant differences between the two groups.  

 

4.2.3 Western blot analysis 

Protein was isolated from P1 brain tissue that had been previously flash 

frozen and stored at -80˚C. Chilled lysis buffer (PBS containing 1% TX-100, 0.1% 

SDS, 1X Complete (Roche), 1 mM PMSF, and 1 mM DTT) was added to each 

sample. The samples were homogenized and centrifuged at 14,000 g for 10 

minutes at 4˚C before collecting the supernatant. Cell lysates (50 µg per lane) were 

electrophoresed in an 8% SDS-polyacrylamide gel. The proteins were transferred 

to PVDF membranes. Membranes were blocked with 10% milk in TBST (0.01% 

Tween-20) for 1 hour, then sequentially immunostained with anti-DDX1 (batch 

2910; 1:5,000 dilution) and anti-actin (Sigma; 1:100,000 dilution) in 5% milk in 

TBST at 4˚C overnight. The blots were subjected to anti-rabbit (for DDX1) and anti-

mouse (for actin) secondary antibodies conjugated to HRP (Molecular Probes; 
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1:50,000 dilution) in 5% milk in TBST for 4 hours, followed by incubation with ECL 

reagent (GE) and exposure to X-ray film. 

 

4.2.4 Semi-quantitative RT-PCR 

RNA was isolated from P0-3 mouse brains by homogenization in 1 ml Trizol 

(Life Technologies) as per the manufacturer's protocol. Complementary DNA 

(cDNA) was generated using Superscript II (Life Technologies) following the 

manufacturer's protocol using either oligo(dT)12-18 or random hexamer primers and 

5 µg RNA. Semi-quantitative RT-PCR was performed in a 20 µl reaction containing 

1 µl cDNA, 2 µl 10X PCR buffer (GE Healthcare), 0.4 µM of each primer pair (3’ 

Ddx1: sense, 5’-AGAATTATGTGCACCGGATC-3’, antisense, 5’-GCACCAGAGG 

GTTAGAGT-3’; β-geo: sense, 5’-CCTGTCCGGTGCCCTGAATG-3’, antisense, 

5’-GAAGAACTCGTCAAGAAGGCG-3’; β-geo-Ddx1 fusion:, sense, 5’-CTGAAG 

AGCTTGGCGGCGAAT-3’, antisense, 5’-TTTGGATCCATGTACATCATCAGTT 

CTAAT-3’; Gapdh: sense, 5’-ACGGCAAATTCAACGGCAC-3’, antisense, 5’-GA 

GAGCAATGCCAGCCCC-3’), 250 µM dNTP mix and 0.2 µl Taq polymerase. The 

reaction was amplified using the following conditions: an initial heating to 94˚C for 

5 minutes followed by 25 cycles (Gapdh) or 29 cycles (Ddx1 or β-geo, or β-geo-

Ddx1 fusion) of 94˚C for 1 minute, 55˚C for 30 seconds and 72˚C for 1 minute 

followed by a final extension for 10 minutes at 72˚C and a hold at 4˚C. The 

reactions were electrophoresed in a 1% agarose gel to separate the amplified 

DNA.  
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4.2.5 Quantitative real-time PCR 

Total RNA was isolated from P0-3 brain and first-strand cDNA synthesized 

as above. The cDNA was amplified using TaqMan Fast Universal PCR Master Mix 

and gene-specific oligonucleotides (Ddx1, Mm01270541_m1; Gapdh, 

Mm99999915_g1) labeled at the 5′ end with the fluorescent reporter dye FAM (Life 

Technologies) (ABI 7900HT Fast Real-Time PCR System). The Ddx1 

oligonucleotide is 3’ to the LacZ insert. All cDNAs were run in triplicate, and the 

data were normalized using Gapdh. 

 

4.2.6 Bisulfite sequencing 

1 µg genomic DNA prepared from Ddx1+/+, Ddx1+/- and Ddx1*/- mice was 

treated with sodium bisulfite using the EpiTect Bisulfite kit (Qiagen) using the 

manufacturer’s protocol with an additional cycle of denaturation for 5 minutes at 

95oC followed by 2 hours at 60oC to ensure complete conversion. The converted 

DNA was amplified using 1 µl template, 10X PCR buffer (GE), 0.4 µM of each 

primer (sense, 5’-AAGTTTATAGGTTTTGAGTGAATTATT-3’, antisense, 5’-CCAA 

ACAAAACAACATCATCTTTAC-3’), 250 µM dNTP mix and 1 µl Taq polymerase 

in a 100 µl volume. The PCR reaction was electrophoresed in a 6% native 

acrylamide gel. The expected 700 bp band was cut out and electroeluted on 

dialysis tubing. The DNA was extracted with phenol and ethanol-precipitated. The 

purified DNA was ligated into the pGEM-T Easy (Promega) vector using the 

manufacturer’s protocol with overnight ligation at 16˚C. E. coli DH5α competent 

cells were transformed with the ligated products and colonies selected by 
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blue/white color selection. White colonies were selected for analysis and plasmid 

DNA purified using the QiaPrep Spin Mini plasmid kit (Qiagen) (Sambrook et al. 

1989). Plasmid DNA containing inserts were sequenced using the M13 reverse 

sequencing primer (5’-CAGGAAACAGCTATGAC-3’). DNA sequences were then 

subjected to analysis by Bisulfite Sequencing DNA Methylation Analysis (BISMA) 

using default parameters and displayed using Methylation plotter (Mallona et al. 

2014, Rohde et al. 2010).  
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4.3 RESULTS 

4.3.1 Ddx1-/- embryos die pre-implantation 

A mouse embryonic stem cell (ESC) line containing an intronic gene trap in 

the Ddx1 gene [GT(RRT447)Byg; abbreviated as RRT447] was obtained from 

BayGenomics. Insertion of the gene-trap was in intron 14 of Ddx1. RRT447 ES 

cells were microinjected into blastocysts to generate male chimeras that were 

mated to C57BL/6 females to obtain germ-line transmission of the Ddx1GT(RRT447)Byg 

allele, designated Ddx1- (Figure 4.1A). Southern blot analysis with cDNA probes 

to β-geo and Ddx1 exons 10-17 showed the presence of a single gene-trap in the 

RRT447 ESCs and in the Ddx1+/- mice generated from the ESCs (Figures 4.1B-C). 

Ddx1+/- mice showed no phenotypic abnormalities and produced phenotypically 

normal pups.  

Offspring produced by heterozygote intercrosses were genotyped by PCR 

to identify both wild-type and gene-trap Ddx1 alleles. Of 408 weaned pups 

analyzed, no Ddx1-/- pups were identified (Figure 4.1E). Next, we genotyped 

embryos from both pre-implantation (E3.5) and post-implantation (E10) stages. 

Again, no Ddx1-/- embryos were identified at either stage, indicating that Ddx1-/- 

embryos die pre-implantation.  

 

4.3.2 Two distinct populations of Ddx1+/- mice produce differing ratios of wild-

type to heterozygous progeny  

The expected ratio of wild-type to heterozygote animals in Ddx1 

heterozygous intercrosses is 1 wild-type to 2 heterozygotes, as no Ddx1 knock 
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rectangle 

 

 

Figure 4.1 Genomic map of the gene-trap insertion site. ESCs containing a 

single gene-trap insertion in Ddx1 were purchased from BayGenomics. (A) The 

insertion containing a β-geo gene, splice acceptor (SA) and a polyadenylation 

signal (PA) is located between exons 14 and 15 of Ddx1. The insertion generates 

a truncated DDX1 protein fused to LacZ. Locations of primers (RGo) and Southern 

blot probes used for genotyping are also shown. (B) Southern blot analysis of 

RRT447 cell line using a 32P-labeled cDNA probe specific to β-geo. (C) Southern 

blot analysis of wild-type and Ddx1+/- mice using a 32P-labeled cDNA probe specific 

to Ddx1. (D) PCR amplification of genomic DNA for routine genotyping using 

primers shown in (A). (E) Progeny from heterozygous intercrosses (Ddx1+/- or 

Ddx1+/-) were collected and genotyped at different developmental stages. No Ddx1 

-/- progeny were observed out of a total of 758 postnatal offspring, 225 E6-10 

embryos and 91 E9.5 blastocysts genotyped. A significant decrease in the 

percentage of wild-type mice was observed post E3.5 (P < 0.001). Fisher’s exact 

tests were performed to determine significant differences between the expected 

and observed ratios of Ddx1+/+ to Ddx1+/- mice. 
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-outs survive to E3.5. Intriguingly, analysis of all heterozygote matings revealed a 

considerable deviation from the expected 1:2 ratio, with an observed ratio of 1:9 

(Table 4.1). To rule out the possibility of a recessive lethal mutation linked to the 

wild-type Ddx1 allele in the C57BL/6 background, Ddx1+/- mice were backcrossed 

for six generations to wild-type FVB mice. When FVB Ddx1+/- mice were 

intercrossed, we obtained a similar genotype ratio as in the C57BL/6 background 

(Table 4.1). In total, 292 weaned pups in the FVB background were genotyped by 

PCR analysis, with an observed ratio of 1 wild-type to 7 heterozygous mice. As 

both the FVB and C57BL/6 strains generated a wild-type lethality phenotype, 

subsequent analyses were carried out using both the FVB and C57BL/6 Ddx1 

lines.  

Analysis of Ddx1+/+ to Ddx1+/- progeny ratios in individual litters of Ddx1 

heterozygous intercrosses revealed a bimodal distribution, suggesting the 

possibility of two distinct heterozygote populations (Figure 4.2A). Upon more 

detailed examination of individual litters, we discovered that a normal ratio of wild-

type to heterozygous progeny was consistently observed when Ddx1+/- animals 

were derived from Ddx1+/+ X Ddx1+/- backcrosses (Figure 4.2B). In contrast, 

Ddx1+/- animals derived from Ddx1+/- X Ddx1+/- intercrosses generated significantly 

fewer wild-type progeny. To distinguish the two Ddx1+/- populations, we designated 

the Ddx1+ allele inherited from Ddx1+/- X Ddx1+/- intercrosses as Ddx1* and 

heterozygous mice derived from these crosses as Ddx1*/-. 
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Strain Total 
Genotype by PCR 

+/+ +/- -/- 

C57BL/6/Ddx1+/- 408 42 (10%) 366 (90%) 0 

FVB/Ddx1+/- 292 34 (12%) 258 (88%) 0 

 

 

Table 4.1 Genotypes of weaned progeny from heterozygous matings. 
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Figure 4.2 Heterozygous mice generate a bimodal distribution of progeny 

genotypes. (A) Litters from heterozygous intercrosses (Ddx1+/- or Ddx1+/-) that 

contained at least 5 pups were plotted as a percentage of wild-type mice generated 

(n = 178). A normal random distribution plotted around the expected value of 33% 

wild-type is included for comparison. (B) Ddx1+/- and Ddx1*/- intercrosses were 

separated (n = 32 and n = 146, respectively) and the percentage of wild-type mice 

generated was plotted. (C) The percentage of wild-type mice at ages E3.5, E6-10 

and P0 from Ddx1+/- (n = 22, 61, 229, respectively) or Ddx1*/- (n = 69, 164, 529, 

respectively) intercrosses were plotted against the expected percentage. (D) 

Backcrosses (wild-type X heterozygote) from both FVB and C57BL/6 (combined) 

mice were separated by genotype and gender of the heterozygote. The percentage 

of wild-type genotyped was normalized to the Ddx1+/- backcross. Fisher’s exact 

tests were performed to determine significant differences.  
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4.3.3 Ddx1*-associated lethality occurs between E3.5 and E6.5 

 To further characterize Ddx1*-associated lethality, we carried out 

heterozygote intercrosses using: (i) heterozygote male and female mice generated 

from Ddx1+/+ X Ddx1+/- matings (Ddx1+/-), and (ii) heterozygote male and female 

mice generated from Ddx1+/- X Ddx1+/- matings (Ddx1*/-). Genotyping the progeny 

of heterozygote intercrosses at different stages of development revealed reduced 

numbers of Ddx1*/* progeny at E6.5 and later (Figure 4.2C). Only ~5% of the 

progeny generated at E6.5 in Ddx1*/- intercrosses were wild-type (Ddx1*/*). As no 

further reduction in wild-type (Ddx1*/*) progeny numbers were observed after E6.5, 

we conclude that the lethality observed in Ddx1*/* embryos is occurring pre-E6.5.  

To further define when Ddx1*/* mice die, E3.5 blastocysts were genotyped. 

Ratios of both Ddx1+/+ to Ddx1+/- and Ddx1*/* to Ddx1*/- were normal at E3.5, 

suggesting that Ddx1*/* lethality occurs during the post-blastocyst stages of 

development. The most likely causes for the observed lethality are therefore failure 

to implant or failure to continue development post-implantation. As no reabsorbed 

embryos were observed in Ddx1*/- intercrosses, lethality is likely due to a failure to 

implant.  

In the heterozygote intercrosses described above, wild-type lethality was 

observed in Ddx1*/* progeny. In order to address whether a single Ddx1* allele can 

give rise to lethality, both Ddx1+/- and Ddx1*/- mice were backcrossed to Ddx1+/+ 

mice. As expected, Ddx1+/- backcrosses (producing Ddx1+/+ and Ddx1+/- offspring) 

yielded the expected number of wild-type progeny. In contrast, Ddx1*/- 

backcrosses (producing Ddx1*/+ and Ddx1+/- offspring) yielded approximately 40% 
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of the expected number of wild-type mice, indicating reduced viability in Ddx1*/+ 

animals.  

 

4.3.4 Inheritance of the Ddx1* allele is parental sex independent 

As Ddx1+/- mice can be generated from Ddx1*/- x Ddx1+/+ crosses, we can 

infer that the modification responsible for the observed lethality must be linked with 

the specific Ddx1 allele, rather than transmitted in trans. In addition, since 

inheritance of the modified Ddx1* allele occurs in both heterozygous (Ddx1*/-) and 

homozygous wild-type (Ddx1*/*) progeny, the allele must be transgenerationally 

maintained. The most common form of epigenetic transgenerational modification 

in mice is genomic imprinting. Genomic imprinting involves methylation based 

silencing that occurs during gamete formation, and is sex asymmetric. 

While Ddx1 has not previously been reported to undergo genomic 

imprinting, the observed lethality could be explained by an imprinting mechanism 

of inheritance. In order to determine if genomic imprinting is responsible for 

modulating Ddx1, progeny generated from heterozygote female or male 

backcrosses were analyzed. Analysis of 295 progeny from Ddx1*/- backcrosses 

(154 offspring from male Ddx1*/- mice and 141 from female Ddx1*/- mice) revealed 

altered wild-type to heterozygote ratios in progeny generated from both male and 

female Ddx1*/- mice (Figure 4.2D). The lack of a sex-specific effect indicates that 

traditional genomic imprinting is not responsible for the observed lethality. 
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4.3.5 Expression compensation at the Ddx1 locus 

Western blot analysis of brain tissues using anti-DDX1 antibody showed 

similar levels of DDX1 in all progeny irrespective of genotype (Figure 4.3A). The 

absence of truncated DDX1 products in heterozygote mouse brain using an 

antibody prepared against the N-terminus of DDX1 suggests that stable DDX1 

protein is not produced from the Ddx1 gene-trap allele. In agreement with western 

blot data, qPCR analysis of Ddx1+/+, Ddx1+/- and Ddx1*/- mice showed similar Ddx1 

mRNA levels (Figure 4.3B). 

To further address expression from the wild-type Ddx1 and gene-trap 

alleles, we carried out RT-PCR using mouse brain RNA isolated from each 

genotypic group (Ddx1+/+, Ddx1+/-, Ddx1*/*, Ddx1*/-, and FVB control). PCR 

amplification of Ddx1 transcripts (exons 22-26) generated a positive signal for 

Ddx1 in all samples, and β-geo transcripts were detected in all samples containing 

the gene-trapped Ddx1 allele. These results indicate that Ddx1 is bi-allelically 

expressed in heterozygous mice (Figure 4.3C). RT-PCR analysis using a 5’ primer 

specific to the gene trap and a 3’ primer specific to Ddx1 (exon 21), downstream 

of the gene trap region, failed to produce a signal, indicating that the gene trap 

transcript is not being spliced into the downstream region of Ddx1 (Figure 4.3C). 

These results indicate compensation from the one functional Ddx1 allele in 

heterozygous mice, resulting in similar levels of DDX1 in heterozygous and wild-

type mouse brain. Similar results were obtained in liver (data not shown).  

 

 



149 
 

 

 

 

 

 

 

Figure 4.3 Ddx1 mRNA and protein expression levels are similar in wild-type 

and heterozygous animals. (A) Western blot analysis of 50 μg of whole brain 

lysates from P0-3 mice of the indicated genotypes. Blots were immunostained with 

anti-DDX1 antibody (top) and anti-actin antibody (bottom). (B) Quantitative real-

time PCR of P0-3 mouse brain from the indicated genotypes. qPCR was carried 

out with 3’ Ddx1 primers and Gapdh primers as a control (n  4 for each sample). 

Expression levels for Ddx1 are plotted relative to wild-type. Error bars show 

standard error of the mean. (C) Semi-quantitative RT-PCR analysis of cDNAs 

generated from P0-3 mouse brain RNA. cDNA samples were amplified with Ddx1 

primers 3’ to the gene-trap (top panel), primers specific to β-geo (second panel), 

primers to the 3’ end of β-geo and the 3’ region of Ddx1 (third panel), and primers 

to Gapdh as a control (bottom panel).  
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4.3.6 DNA methylation is not altered in the Ddx1* allele  

 Ddx1 compensation in heterozygous mice likely arises from changes in 

gene transcription as Ddx1 RNA levels are similar in wild-type and heterozygous 

mice. While we previously showed that genomic imprinting is not likely to be 

responsible for the phenotypes observed, it remains possible that DNA methylation 

is the mechanism by which the Ddx1* allele is modified. CpG methylation of 

promoter regions is commonly associated with alterations in gene expression. Low 

levels of transcription are generally associated with increased methylation. 

Importantly, altered methylation patterns can potentially be inherited, leading to the 

observed transgenerational nature of genomic imprinting. 

 Using MethPrimer prediction software we identified a single CpG island in 

the Ddx1 gene (Li et al. 2002). This CpG island contains 55 CpGs and flanks the 

Ddx1 transcriptional start site from –156 to +487 bp (Figure 4.4A). Using bisulfite 

conversion of genomic DNA followed by DNA sequencing, we analyzed DNA 

methylation patterns in Ddx1+/+, Ddx1+/- and Ddx1*/- mice. At least 4 clones from 

each group were sequenced. No differences in methylation patterns were 

observed between the three different groups indicating that DNA methylation is 

likely not the mechanism regulating Ddx1 gene compensation or Ddx1* allele 

modification (Figure 4.4B). 
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Figure 4.4 Methylation analysis at the Ddx1 transcription start site. (A) A CpG 

island consisting of 55 CpG sites was predicted flanking the transcription (txn) start 

site of Ddx1 from -156 to +487. MethF and MethR indicate binding sites of primers 

used to amplify the region following bisulfite conversion. (B) A lollipop diagram 

shows the methylation status of each of the 55 CpGs, where a white circle indicates 

no methylation and a black circle indicates methylation. At least 4 clones from each 

genotype (Ddx1+/+, Ddx1+/-, and Ddx1*/-) were analyzed for their methylation 

patterns. A cross indicates indeterminate methylation.   
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4.4 DISCUSSION 

Germ-line knockout of a number of DEAD box genes, including Ddx11, 

Ddx20, and Ddx58, results in embryonic lethality in mice (Inoue et al. 2007, Kato 

et al. 2005, Mouillet et al. 2008). Other DEAD box gene knockout mice are viable 

but have defects in gametogenesis; e.g., germ-line knockout of Ddx4 (Vasa) and 

Ddx25 both result in spermatid maturation defects (Tanaka et al. 2000, Tsai-Morris 

et al. 2004b). The earliest stage lethality upon knockout of a DEAD box gene was 

observed in Ddx20 (DP103, Gemin) knockout mice. Ddx20-/- mice die at the 2-cell 

stage when zygotic gene expression is activated after rapid degradation of 

maternal RNAs (referred to as maternal to zygote transition or MZT). DDX20 is up-

regulated in the 2-cell stage embryo and has been postulated to be involved in the 

reprogramming that occurs during maternal to zygote transition (Mouillet et al. 

2008, Zeng et al. 2004).  

Ddx1-/- mice die pre-E3.5 suggesting an essential role for DDX1 in early 

embryonic development. In light of DDX1’s demonstrated roles in RNA binding, 

RNA/RNA unwinding and RNA transport (Kanai et al. 2004, Li et al. 2008, Miller et 

al. 2009), loss of DDX1 may affect the secondary structure, stability, degradation, 

subcellular localization and/or translation of RNAs. It is therefore possible that 

DDX1 plays a similar role to that proposed for DDX20 in the reprogramming from 

maternal RNA utilization to active transcription from the zygote genome. Lethality 

could result from disruption of maternal RNA degradation that would interfere with 

zygote genome activation. Alternatively, deregulation of newly-synthesized zygotic 

transcripts could have lethal consequence for the developing embryo. The early 
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embryonic lethality associated with Ddx1 and Ddx20 knock-out suggests distinct 

roles for these two genes, as expression of DDX1 at early embryonic stages does 

not compensate for Ddx20-/- lethality and vice versa.  

Unexpectedly, we observed significantly reduced numbers of wild-type mice 

when genotyping the progeny of Ddx1 heterozygote crosses. Reduced numbers 

of wild-type mice were noted as early as the peri-implantation stage of 

development that occurs between E4.5 and E5.5 and remained constant at later 

stages of development suggesting stage-specific lethality. Through analysis of 

parental genotypes, we were able to identify two distinct populations of 

heterozygous mice: “abnormal” heterozygote mice (Ddx1*/-) which arose from 

heterozygote intercrosses (Ddx1+/- X Ddx1+/- or Ddx1+/- X Ddx1*/- or Ddx1*/- X 

Ddx1*/-) and yielded reduced ratios of wild-type to heterozygote progeny, and 

“normal” heterozygous mice (Ddx1+/-) which arose from backcrosses (Ddx1+/- X 

Ddx1+/+ or Ddx1*/- X Ddx1+/+) and yielded the expected ratios of wild-type to 

heterozygote progeny (Figure 4.5A). Importantly, the wild-type lethality is not 

strain-specific as it was observed in both the FVB and C57BL/6 backgrounds. 

Thus, the presumably genetically identical heterozygous animals are able to 

distinctly and permanently modulate Ddx1 expression at a very early 

developmental stage based on parental genotype. Although the mechanism of 

Ddx1+ to Ddx1* transition is unknown, it may be associated with the epigenetic 

reprogramming that takes place following MZT as the embryo proceeds to 

gastrulation (Messerschmidt et al. 2014). 
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Figure 4.5 Inheritance model of the Ddx1* allele. (A) Depiction of the two types 

of wild-type alleles as determined by parental crosses. (B) Ddx1+/- intercrosses 

produce the expected ratio of wild-type to heterozygote progeny, whereas Ddx1*/- 

mice intercrosses produce an abnormal ratio of wild-type to heterozygote progeny. 

(C) Ddx1+/- backcrosses produce the expected ratio of wild-type to heterozygote 

progeny, whereas partial wild-type lethality is observed in Ddx1*/- backcrosses. (D) 

Proposed mechanism for wild-type lethality. Under normal conditions, each Ddx1 

allele produces 1X Ddx1 RNA, resulting in a total of 2X DDX1 RNA and protein. 

Ddx1* alleles generate ~2X Ddx1 RNA to compensate for inactivation of the mutant 

Ddx1 allele. Ddx1*/+ and Ddx1*/* mice are predicted to produce ~3X and 4X Ddx1 

RNA, respectively. This increase results in early embryonic lethality, with higher 

penetrance observed with increased levels of DDX1.  
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Two major modes of epigenetic inheritance have been described: 

paramutation inheritance and genomic imprinting. Paramutations occur when one 

allele modifies a second locus in a heritable manner. RNA mediated paramutations 

were first identified in plants, but have also been described in mice (Brink 1958, 

Chandler 2007, Cuzin et al. 2010). The first example of a paramutation in mice 

was at the Kit locus (Rassoulzadegan et al. 2006). Kit+/- mice have a white-tail 

phenotype that is caused by loss of one copy of the Kit tyrosine kinase receptor 

gene. It was discovered that the white-tail phenotype could be maintained in wild-

type (paramutant) Kit+/+ offspring derived from Kit+/- heterozygote mice and all Kit+/- 

mice could generate paramutant Kit+/+ offspring. Furthermore, the white-tail 

phenotype could be transmitted to the next generation when paramutant Kit+/+ mice 

were mated with wild-type mice. Upon further investigation, it was discovered that 

miRNAs (miR-221 and -222) were being generated at high levels and inherited in 

subsequent generations through the oocyte or sperm, indicating trans rather than 

cis inheritance (Rassoulzadegan et al. 2006). These abnormally high levels of 

miRNAs were responsible for modifying Kit levels from one generation to the next 

over the course of three generations, resulting in the white-tail phenotype. Two 

other paramutations were subsequently found to also be induced by microRNAs: 

Cdk9 (miR-1) and Sox9 (miR-124) (Grandjean et al. 2009, Wagner et al. 2008). 

While the phenotype associated with the Ddx1* allele shares some similarities with 

paramutations, the Ddx1* phenotype is limited to progeny that inherit the Ddx1* 

allele from Ddx1+/- intercrosses. Furthermore, in contrast to Kit paramutants which 

can be generated from Kit+/- backcrosses in addition to heterozygote intercrosses, 
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mice with the DDX1*/- genotype are only observed in Ddx1+/- intercrosses and 

subsequent Ddx1*/- intercrosses. Thus, our data indicate that, unlike RNA-

mediated paramutations, the transgenerational phenotype associated with the 

Ddx1* allele is physically associated with the allele.  

 Genomic imprinting represents a non-conventional form of gene regulation 

and epigenetic inheritance that is cis-acting. Genomic imprinting is characterized 

by sex-specific changes to DNA methylation that occur during gametogenesis. 

Imprinted genes display mono-allelic expression, as one of the genes is silenced 

by methylation. As Ddx1 expression is bi-allelic and the phenotype associated with 

the Ddx1* allele is sex-independent, genomic imprinting is not the mechanism 

regulating the modification of Ddx1. In an attempt to determine whether 

methylation marks might explain the Ddx1* phenotype independent of genomic 

imprinting, we sequenced bisulfite converted genomic DNA from wild type, Ddx1+/- 

and Ddx1*/- mice. There were no changes in the methylation status of the single 

CpG island in the region surrounding Ddx1. Thus, we have yet to determine by 

what mechanism the Ddx1* phenotype is first generated and then maintained in 

order to be inherited by subsequent generations.  

While we were able to clearly delineate the inheritance pattern underlying 

the lethality associated with the Ddx1*/* genotype, we can only speculate as to the 

underlying cause of lethality in Ddx1*/* embryos (Figures 4.5B-C). We propose that 

DDX1 protein levels are narrowly regulated in the developing embryo, such that 

deviations from normal levels are lethal (Figure 4.5D). In support of this idea, 

attempts to generate lines of transgenic mice overexpressing DDX1 have been 
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unsuccessful even in mice carrying multiple copies of the Ddx1 gene (our 

unpublished data). Compensation in levels of DDX1 RNA and protein in 

heterozygous mice also indicates that DDX1 levels are tightly regulated. We 

propose that while heterozygous mice can easily compensate for reduced DDX1 

RNA and protein levels by up-regulating DDX1 expression, downward 

compensation from Ddx1* alleles that are overexpressing Ddx1 RNA does not 

occur. Thus, mice who inherit two compensating Ddx1 (i.e. DDX1*) alleles die 

because of DDX1 overexpression (Figure 4.5D). It is still not clear if DDX1 over-

expression is inherently lethal or causing aberrant development during early 

embryogenesis. The fact that some cancer cell lines can tolerate over-expression 

of DDX1 (George et al. 1996, Godbout et al. 1993b, Manohar et al. 1995, Squire 

et al. 1995) is in keeping with disruption of developmental processes being the 

cause of lethality. Based on our data, modification of the wild-type allele in 

heterozygous mice is flexible for one generation, indicating that the “cis” mark is 

only added after fertilization in the second generation. As some lethality is 

observed in Ddx1*/+ offspring, we attribute this effect to a moderate increase in 

DDX1 levels that approaches the lethal threshold, such that embryos with 

acceptable variations in DDX1 levels survive, and embryos that surpass the 

threshold die.  

In summary we found that DDX1 expression is essential for early mouse 

development, with Ddx1-/- embryos failing to develop to the blastocyst stage. In the 

process of analyzing the progeny of heterozygote matings, we found that wild-type 

mice also die during development albeit at a later developmental stage than Ddx1 
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-/- mice (pre E.6.5). In particular, our genotyping analyses indicate that the wild-

type allele from Ddx1+/- intercrosses is physically marked through an unknown 

mechanism after the first generation of intercrosses. Our data indicate that DDX1 

expression is tightly regulated during embryonic development, and that 

transcription of the wild-type Ddx1 gene is up-regulated in Ddx1+/- mice thereby 

compensating for loss of transcription from the mutant allele. We propose a model 

whereby inheritance of two wild-type Ddx1 overexpressing alleles leads to 

embryonic lethality. While we have yet to establish the mechanism causing death 

during embryonic development, the transgenerational wild-type lethality 

phenomenon reported here does not appear to have been previously described in 

the literature and may represent a novel form of epigenetic inheritance.  
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5.1 DISCUSSION 

The processes regulating RNA generation, maturation and functional activity 

are immensely complex. A number of fundamental roles for RNA in protein 

synthesis were described prior to the 1970’s: e.g., mRNAs serving as the 

intermediary between DNA sequences and protein translation, rRNA involvement 

in ribosome biogenesis and function, and tRNA involvement in transferring amino 

acids to elongating peptides (Geiduschek et al. 1969, Rich et al. 1976, Schweet et 

al. 1966). Over the last 10-15 years, new roles for currently known RNA species, 

and entirely novel RNA species have been regularly described and continue to be 

discovered to this day (Girard et al. 2006, Lee et al. 2009). In addition to the ever 

increasing number of distinct RNA species expressed in cells, our comprehension 

of the complexity of the processes that regulate RNA generation and function has 

also grown. However, while significant progress has been made into the study of 

RNA biology, there is still much to learn. Beyond a purely biochemical perspective, 

the nature and consequence of RNA-protein interactions are integral to our 

understanding of development and disease.  

The role of RNA helicases in binding to RNA and modifying their secondary 

structure allows for intricate regulation of RNA molecules. DEAD box proteins, as 

a family, have been implicated in every step of RNA biogenesis and metabolism 

(Linder et al. 2011). While a few DEAD box proteins have been extensively 

described, the majority remain poorly characterized. Here, we present three 

studies describing novel facets of the function and regulation of the DEAD box 

protein DDX1. 
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5.1.1 Non-traditional forms of inheritance 

Traditional Mendelian genetic inheritance is dictated by random segregation 

of DNA encoded genes. An early proposed alternative to Mendelian inheritance 

was described by Lamarck, based on the idea that parents could pass down traits 

developed during their lifetime. While the basic tenets of Mendelian genetics have 

certainly been proven to be the general rule of inheritance, exceptions exist. 

Several mechanisms have been described whereby heritable information has been 

transmitted without being directly coded in the genome, or in a non-random 

fashion. These include well described phenomena such as genomic imprinting, 

which regulates gene expression based on parental allele-specific DNA 

methylation (Bartolomei et al. 2011), and maternal effects, caused by proteins and 

RNA molecules produced by maternal cells during zygote generation, which can 

cause phenotypes associated with parental genotype instead of the progeny’s 

(Mousseau et al. 1998). Histones also provide an avenue for modified inheritance, 

though these effects are generally associated with DNA methylation (Probst et al. 

2009). Such modifications are often referred to as epi-alleles and although these 

processes certainly don’t fit the traditional description of Mendelian inheritance, 

they are not truly transgenerational, and should be more appropriately considered 

inter-generational, as the effects are passed on through only one or two 

generations (Heard et al. 2014) (Figure 5.1). This is mainly due to natural half-life 

and small quantity of maternally loaded components and the extensive epigenetic 

reprogramming that occurs during gametogenesis.  

RECT 



165 
 

 

AN 

 

Figure 5.1 Transgenerational inheritance. (A) Gametes present in F0 animals 

are exposed to parental stimuli while undergoing gametogenesis. As such, single 

generation transmission should not be considered transgenerational. For maternal 

inheritance in mammals, the developing fetus (F1) and its germ cells (F2) are also 

exposed to the same stimuli as the F0 animal. In males, F0 to F2 transmission can 

be considered transgenerational, as the F2 animal was not directly exposed to 

stimuli. Adapted from Heard et al. (2014). (B) Inheritance patterns in Ddx1 mutant 

mice. Cross 1: +/+ x +/- generate normal progeny ratios. Cross 2: +/- x +/- generate 

normal progeny ratios, but resulting heterozygous progeny are modified (indicated 

by *). Cross 3: */- x */- generate abnormal progeny ratios, with most */* progeny 

dying. Note that this effect is dependent on the phenotype of the mice in Cross 2. 

If we designate Cross 2 as F0, we then see the resulting phenotype in F2 animals. 

As this effect occurs from either parental source, it appears to be a true 

transgenerational effect. Cross 4: +/+ x */- generate abnormal progeny ratios, but 

heterozygous mice generated from this cross do not contain a modified Ddx1 

allele. As such we can ascertain that the allele is inherited in cis fashion only (as a 

non-modified allele is inherited from the +/+ wild type animal and future crosses 

show normal progeny ratios). 
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Multigenerational epigenetic inheritance has been long described in plants, 

and more recently has been shown across a number of animal species and termed 

“paramutation” (Chandler 2007). Paramutations differ from the previously 

described effects, mostly in that they are able to self-propagate. Paramutations 

include RNA and protein products with self-regulating feedback loops, enduring 

DNA methylation marks that evade epigenetic reprogramming, and proteins that 

replicate through structural templating (prions). As these effects are able to amplify 

during developmental growth of an organism, they can be passed on for an 

indefinite number of generations. The far-reaching effect of these observations is 

that stimuli affecting an animal could result in the generation of a paramutation 

allowing the animal to adapt to environmental conditions and pass that adaption 

on to its progeny, essentially fulfilling a Lamarckian form of inheritance.  

To date, there have been many well-characterized paramutations in plants, 

but few in animals (Heard et al. 2014). Of the studies that have identified epigenetic 

inheritance, only a minority have been able to determine the mechanism at work. 

As previously discussed, heterozygous Kit mice are able to transmit a white tail 

phenotype through multiple generations by miRNAs passed on through gametes, 

that self-perpetuate in the following generation (Rassoulzadegan et al. 2006). 

Agoutivy female mice can transmit coat colour and disease susceptibility regardless 

of progeny genotype, but the effect only lasts a few generations (Daxinger et al. 

2012). When exposed to heat shock over the course of multiple generations, 

Drosophila develop a modified chromatin state that can persist for multiple 
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generations without further stimuli due to modifications to dATF-2 (Seong et al. 

2011).  

There is also evidence for transgenerational effects in humans, though our 

understanding of the underlying process is very limited, making it difficult to 

differentiate between inter-generational effects and genuine transgenerational 

inheritance. In either case, a number of studies have shown that mother and 

grandmother nutritional states can increase the likelihood of children`s metabolic 

disorders (Hales et al. 2013, Lussana et al. 2008, Painter et al. 2008). Similar 

analysis in mice has shown transmission of metabolic phenotypes from both 

maternal and paternal sources (Carone et al. 2010, Ferguson-Smith et al. 2011, 

Radford et al. 2012). While it is not clear if these effects are truly transgenerational, 

they set a precedent for environmental stimuli generating inheritable gene 

regulation in mammals.   

 

5.1.2 Transgenerational inheritance of a modified Ddx1 allele in mice 

We have described a novel transgenerational inheritable effect for mouse 

Ddx1. The heterozygous Ddx1 mouse population is composed of two 

phenotypically different, but genotypically identical groups. They are differentiated 

by parental genotype, and their phenotype is a lethal effect in wild-type progeny. 

As this effect can be maternally or paternally inherited and occurs across two 

generations, it appears to be transgenerational, though at this time the analysis to 

prove that it can be inherited indefinitely has not been completed. While we have 

not directly confirmed the nature of the modification to Ddx1 alleles in heterozygous 



169 
 

mice, our evidence suggests that the primary effect is to up-regulate Ddx1 levels 

through increased transcription and/or possibly translation. The combination of our 

findings in Drosophila indicating a role for Ddx1 in metabolism and Ddx1`s tightly 

controlled expression suggest that Ddx1 may be an important metabolic regulator. 

If this is the case, then Ddx1 expression regulation may be modified in response 

to stress and there could be an evolutionary advantage to pass on this modification 

in order to prepare progeny for the environment the parent has experienced.  

Equally interesting is the currently inexplicable nature of 

the Ddx1 modification. As we have observed the phenotype associated with the 

modified Ddx1 allele in two distinct mouse strains, and the phenotype is tracked 

based on the presence of the gene-trapped Ddx1 allele, the effect must be 

associated with either the Ddx1 locus or the nearby surrounding region. In addition, 

the nature of the phenotype is such that the allele associated with the phenotype 

originates from a wild-type mouse, as alleles that undergo modification (the + allele 

in +/- mice) originate from a +/+ parent. The strains utilized are highly inbred, to a 

point where they are homozygous at virtually all alleles, indicating that the lethal 

phenotype associated with the allele cannot be the result of a traditional permanent 

mutation carried in our two control stocks. The likely remaining possibility is that 

the phenotype results from the heterozygous state of the intermediate generation. 

We observe reduced lethality when the modified Ddx1* allele is carried with 

a normal wild-type allele as compared to animals homozygous for the modified 

allele, which we have interpreted as demonstrating that the effect is dose-

dependent. As a small number of */* mice survive, we postulate that there is some 
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variation in the relative effect of the modification. As such, on occasion mice 

carrying one or two modified alleles will survive due to stochastic variation. We 

have proposed that the nature of the modification is to modulate Ddx1 expression 

through epigenetic modification. This modification would occur in response to 

reduced Ddx1 protein levels in heterozygous animals, and acts to normalize Ddx1 

levels. When this modification in passed on to a second generation heterozygous 

mouse, the effect becomes more permanent, and can then be passed on to 

progeny with two functional Ddx1 genes. Natural variation in relative over-

expression of Ddx1 from the modified allele would then result in Ddx1*/+ animals, 

and on occasion Ddx1*/* mice, that express Ddx1 within the range associated with 

viability. While we have no direct evidence for modulation of Ddx1 levels, it is a 

plausible explanation for the effect observed. Though we cannot dismiss the idea 

that the observed wild-type lethality is due to changes to other genes in the region 

surrounding the Ddx1 locus, the fact that wild-type lethality occurs in response to 

a Ddx1 mutation is in keeping with modulation of Ddx1 levels being the underlying 

cause of embryonic death. 

Current epi-alleles are associated with DNA methylation or 

maternally/paternally contributed RNA and proteins (Heard et al. 2014). The cis 

inheritance of the modified Ddx1 allele argues against the possibility of parental 

contributed materials. DNA methylation is similarly unlikely, as the only local CpG 

island does not show modified methylation and DNA methylation is associated with 

gene silencing, while we observe an increase in Ddx1 gene expression. 

Furthermore, the possibility of a normally methylated region becoming 
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unmethylated is inconsistent with our observations, as Ddx1 is expressed in all 

tested conditions. While it remains possible that there is a methylation site distal to 

the Ddx1 gene locus, it would still not explain the increased expression observed. 

As a final scenario, a distal methylation site could be silencing a gene that normally 

down-regulates Ddx1 expression, resulting in higher levels of Ddx1 when the site 

becomes methylated; however, for this to be the case the site would have to be 

located in close proximity to Ddx1, as we see only a cis effect, and the likelihood 

of a distal, but still linked CpG island silencing a gene, which in turn down-regulates 

Ddx1 seems too unlikely to be considered as a valid option. 

If Ddx1 is being epigenetically modified, but not through currently described 

mechanisms, what alternatives could explain the phenotypes we observe? There 

are a number of DNA modifications that occur in normal cells about which very little 

is known. Though the term DNA methylation is commonly used to solely describe 

5-methylcytosine, other types of DNA methylation, including 5-

hydroxymethylcytosine, 4-methylcytosine and 6-methyaladenine, are also present 

under normal conditions (Ratel et al. 2006). Modifications outside of methylation 

also occur, including 5-carboxylcytosine, 5-formylcytosine and 8-oxoguanine. 

Unfortunately, the roles and even existence of biologically relevant levels of these 

modifications in eukaryotes remains very much unclear. 

Another possibility worth consideration is a cis based form of gene 

regulation by an RNA molecule. Barr bodies are formed by Xist RNA suppressing 

a single X chromosome in normal female mammalian cells (Froberg et al. 2013). 

While the randomly selected X chromosome bound by Xist RNA is reset every 



172 
 

generation, it persists from gastrulation until death. Theoretically, a modified 

version of this repression could be responsible for trangenerational epigenetic 

inheritance, but this model runs into similar issues as previous possible 

explanations of the cause of Ddx1 modification. This system of regulation is only 

known to occur in an “on” or “off” state, which is not consistent with our expression 

data, and it is not clear if such a system could function on the scale of an individual 

gene. 

A final possible explanation for the observed Ddx1 mouse phenotype could 

be DNA editing. Though not an epigenetic modification, a permanent change to 

the Ddx1 gene sequence or the regulatory regions of Ddx1 could result in the 

observed phenotypes. Apolipoprotein B mRNA editing (APOBECs) enzymes are 

known to edit RNA in mammalian cells and there is evidence of DNA editing by 

APOBECs in bacteria (Harris et al. 2002). Remarkably, human DDX1 has been 

shown to interact with APOBEC3G, which could represent a self-regulating 

feedback system (Chiu et al. 2006). Furthermore, the most highly altered transcript 

observed upon DDX1 knock-down in HeLa cells is APOBEC3H (our unpublished 

data). Regardless of the exact mechanism, the transgenerational regulation of 

Ddx1 appears to be a novel process, and a deeper understanding of the 

mechanism at work will shed light on both Ddx1 function as well as inheritable 

gene regulation.  
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5.1.3 Ddx1 and metabolism 

We report that flies homozygous for a Ddx1-null allele display phenotypes 

previously associated with reduced metabolism. These phenotypes include 

reduced body size, delayed development and oocysts undergoing autophagy. 

Given the proposed roles for Ddx1 in modifying RNA secondary structure, we 

believe that Ddx1 is indirectly modulating metabolism through its interaction with 

RNA targets. Our deep sequencing analysis identified a number of RNA targets 

with either modified expression levels and/or altered splice variants in Ddx1-null 

larvae. Gene ontology analysis of genes with increased or decreased expression 

provides little insight, as the smaller up-regulated group generates no significant 

ontology terms, and the only specific terms identified in the down-regulated group 

are uninformative (cuticle development and glutathione S-transferase 

metabolism). Likewise, the group of genes that display modified splicing could only 

be associated with general processes. 

In addition to the genes that display modified relative levels of splice 

variants, we identified a population of genes that display unique variants in Ddx1-

null flies. Specifically, we show that Sirup mRNA is unspliced in wild-type flies, and 

spliced in Ddx1 knock-out flies. Sirup is required for efficient succinate 

dehydrogenase activity, a step linking the citric acid cycle to the electron transport 

chain (Van Vranken et al. 2014). As Ddx1-null flies display metabolically-related 

phenotypes, we propose that Ddx1 regulates Sirup by repressing its splicing under 

normal conditions. Under stressful conditions (e.g. low nutrient availability), Ddx1 

activity would be repressed, allowing for Sirup mRNA to be spliced, generating a 
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variant Sirup protein. In our model, this variant protein has lower activity, and 

results in the slowing down of cellular metabolism, matching metabolic activity to 

available nutrient levels. 

Perhaps the most fascinating phenotype observed in Ddx1-null flies is that 

they are viable. Previously, Ddx1 has been considered essential (Zinsmaier et al. 

1994), and we show that Ddx1 knock-out mice die at an extremely early 

developmental stage. Maternally contributed Ddx1 protein can be detected until 

the 2nd instar larval stage, leading to the suggestion that this protein is sufficient to 

fulfill the essential role of Ddx1 until later stages when phenotypes emerge. While 

this model applies to Drosophila, it is important to note that Ddx1 knock-out mice 

die prior to a period of growth, as mice embryos remain essentially the same size 

during early development. This discrepancy implies that a different facet of Ddx1 

function may be responsible for Ddx1-associated lethality in mice. Given the 

multitude of roles that Ddx1 is known to play, this is not an unreasonable assertion. 

Indeed, the miscellaneous nature of the transcripts identified in our RNA deep 

sequencing screen of Ddx1-null Drosophila speak to the widespread effects that 

Ddx1 may be playing. 

  

5.1.4 Other Ddx1 targets in Drosophila 

Though our primary focus following our RNA transcriptome analysis was 

dissecting the relationship between Ddx1 protein and Sirup mRNA, other modified 

RNAs are also of interest. methuselah (mth) is a G protein-coupled receptor, 

mutation of which can lead to a significant increase in lifespan (35%), increased 
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resistance to starvation, but reduced fertility (Araujo et al. 2013). Little is known 

about the function of the family of 15 methuselah-like genes, but RNA expression 

analysis has shown spatially and temporally restricted expression patterns (Patel 

et al. 2012). We identified mthl8 as uniquely expressed and mthl3 as expressing a 

unique splice variant in Ddx1-null 3rd instar larvae. mthl8 and mthl3 have been 

shown to be expressed in 3rd instar imaginal discs and nervous tissue, but are not 

expressed in embryonic tissue. We did not detect mthl8 transcripts in wild-type 3rd 

instar larvae, but we attribute this to low levels of expression under normal 

conditions. In any case, a significant increase in mthl8 RNA levels occurred in 

Ddx1-null flies. In the case of mthl3, our data indicate that an alternative splice 

donor in 1st exon is utilized in Ddx1-null larvae. This splice variation does not 

modify the open reading frame, but results in the inclusion of an additional ~300 nt 

in the 5’ untranslated region. Unfortunately, because there is very little information 

as to the function of the methuselah-like gene family, it is difficult to postulate what 

the outcome of these changes would be. 

Another group of genes that displayed modified expression levels is the 

family of salivary gland secretion (sgs) genes. sgs genes are only expressed in the 

salivary glands during the second half of the 3rd instar larval stage (Lehmann 

1996). While their function has not been described in Drosophila, they have been 

shown to be a major component of saliva in insects. We observed a significant 

down-regulation of sgs1 (~4X) and sgs3 (~5X), and a non-significant down-

regulation trend for sgs5 (~2.5X), sgs7 (~2.5X) and sgs8 (~2x) in Ddx1-null flies. 

sgs genes are regulated by ecdysone levels (Lehmann et al. 1995), which means 
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that as an alternative to direct regulation by Ddx1, this change may be a 

downstream result of larger changes to developmental regulation and metabolism. 

 

5.1.5 DDX1, driving treatment resistance and tumour growth? 

We showed a strong prognostic effect for DDX1 mRNA levels and protein 

localization in our breast cancer cohort, but verification in additional cohorts is 

essential for confirmation of the validity of this finding. Following the publication of 

our results, two additional analyses for DDX1 in breast cancer have been 

published. Balko et al. reviewed our results and performed analysis of patients 

outcome based on DDX1 mRNA levels using a publicly available database (Balko 

et al. 2011). Their results were consistent with ours, with patients in the top 50 

percentile of DDX1 mRNA levels having a worse outcome. Far more interesting 

though, was that they showed that this effect is lost in patients who refuse any form 

of treatment. This mirrors our observation that elevated levels of DDX1 are 

associated with early recurrence, specifically in the case of patients who receive 

either chemotherapy or hormone therapy. Together, these results suggest a role 

for DDX1 in conveying treatment resistance in tumours. Intriguingly, this effect 

seems to convey resistance to a wide range of treatment regimens. Li et al have 

previously published that DDX1 is involved in the repair of double strand breaks 

(Li et al. 2008). A partial explanation could therefore be that breast cancer cells 

with elevated levels of DDX1 are able to repair DNA damage caused by 

chemotherapeutic drugs that induce DNA damage more effectively than breast 

cancer cells with low levels of DDX1 (also see below). 
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One other study of DDX1 status in breast cancer has been reported. Taunk 

et al. looked at DDX1 protein levels in a cohort of 282 early stage node-negative 

breast cancer patients (Taunk et al. 2012). They observed a positive prognostic 

outcome for patients whose tumours expressed DDX1. While these results conflict 

with our observations, there are a number of possible reasons for this. First, 

different patient populations were analyzed, though with Balko et al.’s results in 

line with our observations, it seems unlikely that the inconsistency can be attributed 

simply to cohort variation. Second, a far more likely explanation is that the anti-

DDX1 antibody used by Taunk et al., a previously uncharacterized commercial 

anti-DDX1 antibody, may not be reliable. This could explain the abnormal 

localization patterns observed. These authors report that approximately 50% of the 

tumours analysed were DDX1-positive, with the majority displaying predominantly 

cytoplasmic localization of DDX1. This is in contrast to our observations using a 

well-characterized anti-DDX1 antibody showing that virtually every breast cancer 

expresses nuclear DDX1. Widespread expression of DDX1 in breast cancers and 

a predominantly nuclear localization is in keeping with the generally accepted 

expression patterns for DDX1. However it is worth noting that a study in ovarian 

cancer also reported low DDX1 levels being associated with a worse outcome (Han 

et al. 2014). Though there is still some disagreement as to the effect of DDX1 mis-

expression in cancer, at least in breast cancer, the evidence suggests an 

association between elevated levels of DDX1 and a worse prognosis.  

 As alluded to earlier, many of the processes that DDX1 has been implicated 

in could affect tumour growth and/or response to treatment. As we have evidence 
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that DDX1 regulates metabolism and growth in Drosophila, it is appealing to 

propose that mis-regulation of DDX1 could also affect the growth properties and 

metabolism of breast cancer cells. As DDX1 has been implicated in the repair of 

DNA double strand breaks, overall elevated levels of DDX1 could increase the 

DNA repair capacity of cancer cells exposed to chemotherapeutic agents that 

cause damage to the DNA.  Alternatively, DDX1 appears to regulate the 

expression of many different RNA targets, any number of which could promote 

tumourigenesis when mis-expressed. Each of these possibilities could be 

responsible for resistance to some forms of treatment. Promoting growth could 

abrogate the effects of hormone therapies, while increased DNA repair could 

provide resistance to DNA damaging chemotherapeutic agents. The fact that 

DDX1 appears to provide resistance to a range of treatment options suggests 

either a general resistance mechanism, perhaps by reducing cell death in 

response to different forms of stimuli, or multiple resistance mechanisms, which in 

combination, provide a general treatment resistant phenotype. 
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5.2 FUTURE DIRECTIONS 

5.2.1 Understanding and targeting DDX1 in cancer 

While there is provocative evidence for DDX1 playing a role in breast 

cancer, there is still a need for additional studies. In particular, the studies to date 

have only included patients with variable treatment regimens. It would be very 

informative to look at the effect of DDX1 levels and/or localization in clinical trial 

cohorts with groups receiving controlled treatment regimens. This would allow us 

to elucidate which treatments DDX1 mis-expression confers resistance to. In turn, 

this information could be taken into consideration when determining appropriate 

treatment regimens for individual patients, potentially reducing harm caused by 

therapeutic agents that do not provide substantial benefits due to DDX1 status. In 

conjunction with additional breast cancer studies, it would also be of interest to 

determine the effect of DDX1 in other types of cancers. Such studies could provide 

valuable insight into the scope of DDX1 mis-expression and DDX1’s prognostic 

value in cancer. 

In addition to utilizing patient tissues, the development of a panel of cancer 

cell lines with high/low DDX1 mRNA levels and high/low cytoplasmic DDX1 protein 

could provide useful tools to further our understanding of the role of DDX1 in 

tumour progression and treatment resistance. Particularly, the pathological 

characteristics (i.e. invasiveness, growth rates) of these cell lines could be 

measured as a function of their DDX1 status. These data, in conjunction with 

experiments designed to modify DDX1 levels (RNAi knock-down, over-expression) 

could help to clarify the effects of DDX1 in cancer. A DDX1 modified panel could 
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also be utilized to determine more precisely if DDX1 status confers treatment 

resistance to cells. Again, by employing methods to modify DDX1 levels, 

characterizing responses to treatment agents could be measured within the 

context of DDX1 high vs low backgrounds, or in cytoplasmic vs non-cytoplasmic 

DDX1 conditions. 

 While we already have some indication of DDX1’s importance in breast 

cancer, the above experiments could validate the use of DDX1 as a prognostic 

and/or predictive marker, and as a potential drug target. Development of a small 

molecule inhibitor would be useful, not only for research purposes, but also as a 

possible adjuvant therapy that may sensitize tumour cells to other agents or directly 

cause death of tumour cells. To date, small molecule inhibitors have been 

developed for only a few DEAD box proteins (Cencic et al. 2013). So far, different 

types of compounds have been shown to inhibit DEAD box activity, including 

nucleoside analogues and small molecules that disrupt the interaction between a 

target helicase and a co-activating binding protein. Additionally, a small bacterial 

protein (Burkholderia lethal factor 1) has been shown to inactivate eIF4A (Cruz-

Migoni et al. 2011). Though the use of DEAD box proteins as drug targets in 

disease is still very much in its infancy, these proteins represent a potentially useful 

group of targets for new drug development. 

  

5.2.2 Functional analysis of Ddx1 in Drosophila 

Previous to our newly generated Ddx1AX homozygous flies, no Ddx1-null 

cells had been reported. As such, Ddx1-null flies are a valuable tool for functional 
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analysis. The first objective would be transgenically express Ddx1 in our Ddx1-null 

background to rescue observed phenotypes, with the objective of conclusively 

demonstrating that the effects observed are due to the Ddx1AX allele. Following 

this, a number of different constructs could be tested. For example, expressing 

human or mouse DDX1 will determine if DDX1 retains conserved functions across 

species. Introducing Ddx1 constructs encoding truncated proteins, or proteins with 

deleted domains (e.g. SPRY domain) could further reveal which domains are 

essential for function. In addition, if distinct roles are responsible for separate 

phenotypes, we may be able to distinguish the roles with truncated protein 

products.  

 As we believe Ddx1-null phenotypes to be the result of deregulation of 

downstream RNA targets of Ddx1, it would be of interest to express or knock-down 

identified targets to recapitulate phenotypes observed in out Ddx1 mutant flies. For 

example, we propose that the spliced form of Sirup results in reduced metabolism. 

As such, expressing the alternative Sirup transcript should phenocopy at least a 

subset of the Ddx1-null phenotypes. By over-expressing or knocking-down targets, 

as appropriate, we should be able to link specific targets to specific downstream 

effects observed in Ddx1-null flies. Since we believe Ddx1 to be multi-functional, 

this analysis may provide insight into the different processes regulated by Ddx1 in 

Drosophila. 

 We have already shown a direct interaction between Ddx1 and Sirup 

mRNA, and have proposed that Ddx1 regulates Sirup splicing through modulation 

of an anti-sense Sirup RNA molecule (Morrissy et al. 2011). While we have some 
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evidence of the binding location of a putative anti-sense Sirup RNA molecule, the 

length, sequence and origin of this RNA is unknown. Further characterization of 

this RNA could provide new insight into how anti-sense RNA molecules regulate 

splicing. While somewhat technically difficult, small scale directional RNA deep 

sequencing could also be used to determine the sequence of the anti-sense Sirup 

RNA. Once this sequence has been identified, it will be possible to measure the 

binding and unwinding activity of Ddx1 using in vitro transcribed Sirup mRNA and 

anti-sense RNA by gel shift and unwinding assays.  

It would also be of interest to undertake in vitro splicing assays using Sirup 

pre-mRNA. Though it’s not possible to generate Ddx1-null splicing extracts from 

traditional sources (due to maternally contributed Ddx1 in embryos, and the 

absence of a Ddx1-null Drosophila cell line), we could deplete normal extracts 

using our anti-Ddx1 antibody, which has already been shown to immunoprecipitate 

Drosophila Ddx1 with high efficiency. If we are able to establish a viable in vitro 

splicing assay for Sirup, we could then use Ddx1 depleted extracts and reintroduce 

Ddx1 variants as described above. This would allow to us to dissect specific 

domain function and confirm any functions that are conserved across Ddx1 

orthologues. Once established, this splicing assay could also be used to determine 

the role of Ddx1 in regulating splice variant expression of other targets identified in 

our RNA deep sequencing analysis. 
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5.2.3 Investigating the regulation and function of Ddx1 mice 

The nature of the modification of Ddx1 alleles in heterozygous mice remains 

a mystery. As we have already shown that local DNA methylation does not appear 

to be responsible, investigating alternative modes of modification may reveal the 

mechanism at work. In particular, DNA editing could be confirmed by sequencing 

the entire Ddx1 locus. In addition, a novel sequencing technique, SMRT 

sequencing, has been developed that can identify the presence of uncommon DNA 

modifications (Roberts et al. 2013). This technique could be used to determine 

whether the observed inheritable effects are due to uncommon epigenetic DNA 

modifications.  

We have characterized Ddx1-related lethality at two distinct stages, with 

knock-out mice dying prior to E3.5 and Ddx1*/* mice dying between E3.5 and E6.5. 

Further analysis of the cause of death is still required. Live cell imaging of 

developing embryos isolated directly post fertilization could provide some insight 

into the cause of death in knock-out mice. Genotyping embryos imaged in this 

fashion is extremely difficult, limiting our ability to generate definite conclusions; 

however we could obtain some clues based on trends observed. Lethality in 

Ddx1*/* mice may be easier to assess, as entire uteruses from pregnant mice can 

be fixed and sectioned. This would allow us to discern morphological phenotypes 

potentially identifying gross effects of the Ddx1* allele in affected mice. 

Immunohistochemistry could be used for genotyping as well as looking at 

expression patterns for genes of interest that may be playing a role in Ddx1* related 

lethality. 



184 
 

The early lethality observed in Ddx1 knock-out mice precludes most analyses 

of gene function. However, methods exist for the generation of developmentally 

and/or spatially targeted gene knock-out in mice. Techniques involving Cre 

recombinase and LoxP recognition sites can be used for targeted gene deletion, 

recombination or inversion (Kos 2004). Generation of a mouse line with Ddx1 

flanked by LoxP sites would allow analysis of Ddx1 disruption at later 

developmental stages, or in specific tissues, to determine if Ddx1 is ubiquitously 

essential in mice, or only required during early development. Such an approach 

could provide valuable insight into the role of Ddx1 in mice. 
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5.3 SIGNIFICANCE 

Like many other DEAD box proteins, DDX1 is a multi-functional protein 

involved in a number of cellular processes. DDX1 has also been implicated in 

several cancers and viral replication. While significant progress has been made 

towards understanding DDX1’s biochemical properties and roles in intracellular 

processes, there has been little effort towards understanding the role of DDX1 in 

developmental and the effect of DDX1 in disease remains unclear. This project 

helped to expand our understanding of the role of DDX1 in development, as well 

as breast cancer. We have characterized phenotypes caused by novel mutations 

of Ddx1 in Drosophila and mice. We have identified a novel form of 

transgenerational epigenetic inheritance and implicated Ddx1 in early 

development and metabolism regulation. We have also identified Sirup mRNA as 

a target of Ddx1, with modified splicing of Sirup mRNA resulting from Ddx1 

depletion. Finally, we have shown that DDX1 is a prognostic factor and have 

evidence that DDX1 may be a predictive factor in breast cancer. Together, our data 

have contributed to a better understanding of the many roles of the multifunctional 

DDX1 in development and cancer, and implicate DDX1 as a possible target for the 

treatment of breast cancer. 
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APPENDIX 

 

Modulation of Ddx1 levels in Drosophila 

 The following fly lines were utilized in an attempt to modulate Ddx1 RNA 

and protein levels: w1118; P{GD14106}v29017 (Ddx1 specific RNAi), w[*]; 

P{w[+m*]=Ubi-GAL4.U}2/CyO (GAL4 expressed in all cells, Ubi-driver), 

P{w[+mC]=GAL4-elav.L}2/CyO (GAL4 expressed in nervous tissue cells, elav-

driver), w[1118]; P{y[+t7.7] w[+mC]=GMR44E09-GAL4}attP2 (GAL4 expressed in 

the dorsal half of the wing, ap-driver) and y[1] w[*]; P{w[+mC]=tubP-

GAL4}LL7/TM3, Sb[1] Ser[1] (expresses GAL4 ubiquitously, tub-driver). 

Transgenic Ddx1 over-expression lines were generated by cloning Ddx1 cDNA into 

Drosophila Gateway Vectors pPWG (C-terminal GFP tag), pPMW (C-terminal HA 

tag) and pHS (heast-shock promoter), with Bestgene Inc. (Chino Hills, US) 

microinjecting the plasmid into w1118 embryos along with a ∆2-3 plasmid to facilitate 

insertion. Of the lines generated, only strain 1G displayed phenotypes when over-

expressed. Strain 1G was generated using the Ddx1-pPWG construct and 

contained a transgenic insertion on the X chromosome; however, sequencing 

revealed a point mutation that introduced a stop codon in the linker region between 

the Ddx1 ORF and the GFP tag resulting in expression of the full length Ddx1 ORF 

followed by a short (< 10 aa) sequence.  

Modulation of Ddx1 levels was attempted by crossing the transgenic over-

expresser line (1G) or the RNAi knockdown line to GAL4 drivers. A number of 

phenotypes were observed. For Ddx1 knock-down, phenotypes were only 

observed in conjunction with the ap-GAL4 driver, resulting in loss of a portion of 
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the thoraxic bristles, and upward curving of the wing. Over-expression driven by 

the ap-GAL4 driver resulted in downward curving of the wing. Aberrant wing vein 

formation, and gross morphological changes to imaginal wing discs were also 

observed in ap-GAL4 driven over-expression flies. Both knockdown and over-

expression of Ddx1 under the ap-GAL4 driver resulted in reduced wing size. Over-

expression in neuronal tissue (elav-GAL4 driver) or at higher levels ubiquitously 

(tub-GAL4 driver) resulted in 100% lethality. Over-expression at a moderate level 

ubiquitously (ubi-GAL4 driver) resulted in male-specific death and failure to eclose 

in a sub-population of female pupae. It should be noted that modulated Ddx1 levels 

were not confirmed via RT-PCR or western blot analysis. As a result, we cannot 

state with certainty that the effects are the result of Ddx1 modulation as opposed 

to off-target effects.  

 

 

 


