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Abstract 
This dissertation explores portable, wearable biomedical devices, focusing on 

bioimpedance and low-intensity pulsed ultrasound (LIPUS) for pre-diagnosis, detection, and 

treatment. It includes five studies, three on bioimpedance and two on LIPUS. First, in the 

bioimpedance area, this dissertation investigates the feasibility of using bioimpedance 

measurement with a bipolar electrode configuration for knee injury assessment, demonstrating its 

potential for knee injury detection and monitoring. The second study presents an electrochemical 

impedance spectroscopy (EIS) based method for biomarker detection with the anti-SARS-CoV-2 

IgG antibody being used as the biomarker in the study. The results show that this method can 

offer rapid response, high sensitivity, and minimal sample requirements. After that, the third 

study introduces the development of a portable, low-cost EIS system for point-of-care (POC) 

testing, showcasing excellent accuracy and precision in biosample measurements. Within the 

LIPUS domain, an interface chip for miniaturized LIPUS driver systems is presented. This chip 

integrates multiple modules onto a single chip so as to ensure the compatibility and low cost of 

the system. With an inductor-free design, the chip can be magnetic resonance imaging (MRI) 

compatible. The last study explores the effect of LIPUS with various parameter settings on 

promoting neuronal growth and nervous system regeneration. In sum, this dissertation advances 

portable and wearable biomedical devices, with significant implications for bioimpedance and 

LIPUS technologies in early diagnosis, biomarker detection, and treatment. 
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1. Introduction  

1.1 Background of Portable and Wearable Medical Devices 

In recent years, there has been a surge in the popularity of portable and wearable 

healthcare devices owing to their diverse medical applications such as biomarker detection, pre-

diagnostic analysis, and therapeutics [1, 2]. These devices are not only compact but also capable 

of real-time monitoring, which makes them very efficient and precise especially when used in 

point-of-care (POC) settings [3]. In contrast with conventional costly medical instruments priced 

over 10K USD, which require trained personnel to operate and have bulky sizes, these affordable 

easy-to-use alternatives can provide rapid results. Moreover, traditional medical instruments 

often involve the delivery of biosamples obtained from patients to stationary equipment, which is 

time-consuming. In contrast, portable and wearable healthcare systems can deliver rapid on-the-

spot results while requiring fewer medical supplies. This significantly reduces patient waiting 

times and costs. With the potential to transform the field of healthcare by providing better patient 

care at lower costs, the use of portable and wearable systems is becoming increasingly popular 

among researchers and companies in the healthcare sector worldwide [4, 5]. 

Portable and wearable healthcare devices have become popular for their ability to detect 

biomarkers in biosamples like blood, urine, and human secretions. For instance, handheld blood 

glucose monitors enable diabetes patients to measure their glucose levels anytime, anywhere, [6]. 

This provides them with information that can help them to better manage their blood glucose 

condition, and it also allows patients to respond promptly to abnormal glucose levels. In 

addition, researchers have also been making efforts to develop POC biomarker detection 

methods for various cancers [7], such as prostate cancer [8], liver cancer [9], ovarian cancer [10], 

colorectal cancer [11], breast cancer [12], lung cancer [13], bladder cancer [14], and others. 
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These POC tumor biomarker detection solutions make early detection possible leading to 

improvement in survival rates. On the other hand, these technologies also offer promising 

applications in digital biomarker detection. This includes commercially available 

electrocardiogram (ECG) monitors providing high accuracy continuous monitoring while 

recording data or even sending it in real-time helping doctors monitor heart disease management 

effectively [15, 16]. Moreover, wearable devices, such as smart bracelets and watches, can track 

a patientôs health condition, including heart rate, sleep quality, exercise intensity, and more [17, 

18]. A famous example is the Apple Watch. Compared to conventional medical equipment, these 

portable and wearable healthcare devices assist in the timely collection and analysis of the 

physiological data of patients for personalized treatment decisions. 

Regarding treatment, the utilization of portable and wearable medical devices can provide 

comprehensive healthcare services to patients by delivering drugs, physical therapy sessions, and 

other functions. For instance, individuals with diabetes can benefit from using wearable insulin 

pumps that help control blood sugar levels anytime, anywhere [19]. The use of electroceuticals in 

wearables or implants for therapeutic electrostimulation provides efficient delivery of electrical 

signals to targets such as nerve modulation or muscle activation while offering comfortable 

attachment [20]. Additionally, knee rehabilitation progress visualization is possible by using a 

sensor system worn on the body which facilitates at-home physical therapy programs [21]. 

In conclusion, portable and wearable medical devices have become an innovative area in 

healthcare development for their capabilities of providing continuous monitoring capabilities 

supporting remote care options along with personalized health management solutions. Also, this 

topic presents new opportunities for innovation within the healthcare industry increasing its 

growth potential and leading towards enhanced patient quality-of-life experiences. With further 
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advancements in technology and research, we can anticipate that these devices will continue to 

make increasingly important contributions toward human health advancement. 

1.2 Bioimpedance 

Bioimpedance is a non-invasive and cost-effective detection technique utilized in the 

biomedical research field that measures the electrical properties of biological tissues. Current 

research has been focused on improving the accuracy and reliability in bioimpedance 

measurements, particularly for complex biological systems. This focus is reflected in various 

aspects of bioimpedance measurement system development such as impedance tomography, 

microelectrode arrays, and wearable sensors [22-24]. Over the years, bioimpedance technology 

has found widespread application across several domains including medical diagnosis, health 

monitoring,  food quality control, and others [25].  

The fundamental principle of the bioimpedance technique is that different tissue types 

possess different electrical properties resulting from their unique composition and organization 

[26]. The impedance of biological tissue is expressed using a complex valueð the real part 

resistance (R) and the imaginary part reactance (Xc). Resistance represents the opposition of a 

material to electric current flow, whereas reactance reflects its capacitive and inductive attributes 

[27]. To measure a tissue's impedance, a known alternating current (AC) signal is applied as an 

excitation signal, and the voltage across the sample is subsequently recorded, or vice versa. The 

bioimpedance measurement at various frequencies enables the differentiation between resistive 

and capacitive properties, thus offering more comprehensive insight into the tissue's electrical 

characteristics [28]. 
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Figure 1.1 Demonstration of the relationship between the current through biological tissue and 

the frequency. 

Bioimpedance measurements provide valuable insights into the properties of biological 

tissue [29-32]. The measurements involve electric currents at different frequencies, which 

behave differently within biological tissues as depicted in Figure 1.1. In the low-frequency range 

(typically below 1 kHz), the capacitive properties of cell membranes prevent electric current 

from penetrating them, hence it primarily flows through extracellular fluids. Therefore, 

bioimpedance readings obtained in this frequency range mainly reflect characteristics associated 

with the extracellular matrix and interstitial fluid, giving insight into their composition and 

structure. Conversely, high-frequency bioimpedance measurements (usually above 100 kHz) 

allow for an assessment of both intracellular and extracellular compartments since cell 

membranes no longer pose a barrier to electrical current flow; thus offering a more 

comprehensive measurement of overall tissue composition, structure, and function including 
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cellular components along with the intracellular fluids (ICF) within them. Researchers can obtain 

essential information about various aspects of biological tissues by measuring bioimpedance 

across a spectrum of frequencies. This method is called bioimpedance spectroscopy. This method 

is versatile for characterizing complex biological materials in different fields like healthcare, 

fitness, or agriculture due to its broad range of applications [28, 30, 33, 34]. 

To date, there have been numerous studies showing bioimpedance as a promising 

medical diagnostic tool.  One of the most studied areas is the skin cancer diagnosis. For example, 

the research conducted by D. Kamat et al. exhibits that bioimpedance owns the potential in 

distinguishing between malignant and benign skin lesions [35]. Furthermore, P. Aberg et al. also 

demonstrated its potential capability to differentiate various types of skin cancers, including 

melanoma, squamous cell carcinoma, and basal cell carcinoma [36]. In addition to diagnosing 

skin diseases, researchers have also utilized bioimpedance measurements as a diagnostic 

technique for chronic obstructive pulmonary disease (COPD) diagnosis. Researchers evaluated 

the bioimpedance of the lungs in patients with COPD and found a statistically significant 

difference among different stages of the disease [37, 38]. Bioimpedance has also been studied in 

assessing other respiratory illnesses like pneumonia [39]. These findings suggest promising 

possibilities for non-invasive diagnostic tools employing bioimpedance analysis across many 

health concerns. 

Apart from its diagnostic applications, bioimpedance has also been explored as a 

promising technique for health monitoring. For instance, it has been investigated in predicting 

the risk of heart failure progression by measuring the bioimpedance of patients with 

cardiovascular conditions [40-43]. Additionally, it can be utilized to measure body hydration 

levels [44-46]. This is especially useful for athletes who require fluid balance to enhance 
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performance [47]. Monitoring changes in body fat percentage is another application where 

bioimpedance can provide valuable information especially when tracking the progress of weight 

loss programs [48-50]. Furthermore, studies have shown that utilizing bioimpedance 

measurements could potentially enable healthcare professionals to track nutritional status 

accurately [51]. For instance, they may identify individuals at risk of malnutrition while 

undergoing chemotherapy treatment [52]. 

Bioimpedance technology has also demonstrated its potential in the food industry for 

assessing the quality control of various food products. For instance, it has been utilized to 

measure the electrical properties of meat products to indicate their freshness and overall quality 

[53]. Tomislav Ĺuriĺ et al. measured the bioimpedance of fish and found that it was able to 

predict the freshness of the fish based on salt and moisture content determination reflected by the 

bioimpedance [54]. Food water content measurement using this technique can be advantageous 

for classification purposes as well as ensuring high-quality food standards [55, 56]. Furthermore, 

Pietro Ibba et al. confirmed the utility of bioimpedance in monitoring aging evolution across a 

diverse range of fruits [57]. Regarding vegetable oils, Tjaġa Prevc et al. proposed a system that 

utilizes electrodes immersed within vegetable oil samples which could classify edible oil's 

qualities due to the inherent higher insulating characteristics within the better vegetable oil [58]. 

F.J. Ferrero et al. developed an electronic detection tool designed specifically for early mastitis 

diagnosis for cows via analyzing milk conductivity during milking operations [59]. The 

versatility and potential applications of bioimpedance technology in various food quality controls 

make it a promising solution for further research and development. 

In summary, bioimpedance is a versatile and non-invasive method that measures the 

electrical properties of biological tissues, with numerous applications in fields such as medical 
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diagnosis, health monitoring, and food quality control. The progress made over recent decades 

has seen significant advancements in mechanisms, techniques, and application areas. The current 

research state of bioimpedance indicates that it still holds great potential for advancing our 

understanding of various biological systems, resulting in more biomedical outcomes. However, 

there are still challenges, such as enhancing the accuracy and reliability of measurements, 

establishing appropriate models for various subjects, and the development of more portable user-

friendly devices.  

1.3 Low-intensity Pulsed Ultrasound 

Ultrasound technology has been utilized for nearly a century in various medical 

applications such as diagnosis, therapy, and surgery [60, 61]. Initially, it focused on high-

intensity ultrasound to utilize its thermal effects to elevate the temperature of the targeted tissue. 

This method paved the way for numerous medical procedures and interventions [60, 61]. In 

recent years, however, there has been an increasing interest in low-intensity ultrasound which 

does not rely on thermal effects. This emerging field of research has potential versatility in 

medicine. Promising progess has been reported for many applications including bone fracture 

healing promotion [62], neuromodulation [63], peripheral nerve regeneration [64], cancer 

therapy [65, 66], and so on. 

Low-intensity pulsed ultrasound (LIPUS), a derivation of low-intensity ultrasound, is an 

innovative non-invasive therapeutic method gathering attention across biomedical research 

domains due largely in part due to its demonstrated potential to promote tissue repair and 

regeneration. As illustrated in Figure 1.2, LIPUS has pulses of ultrasound waves and comes with 

three timing parameters including pulse repetition frequency (PRF), ultrasound fundamental 

frequency (UFF), and duty cycles. The amount of delivered energy is determined by these 
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parameters alongside ultrasound amplitude to ensure that a therapeutic effect is achieved without 

thermal issues. The unique characteristic of LIPUS is its capability of providing sufficient 

ultrasound amplitude without causing thermal problems as it concentrates energy within pulses, 

instead of providing continuous delivery [67]. 

 

Figure 1.2 Demonstration of a LIPUS wave and its essential parameters. 

The complete comprehension of the therapeutic efficacy mechanism for LIPUS in 

medical applications remains to be studied extensively [63]. Nevertheless, several hypothetical 

mechanisms have been proposed, including mechanical stimulation, cavitation, and Nitric oxide 

(NO) production. (a) mechanical stimulation: Pressure waves generated by LIPUS result in 

mechanical stress on cells and tissues. Consequently, mechanotransduction pathways are 

activated upon conversion of these signals into biochemical responses causing an increase in 

growth factors' secretion alongside cytokines and extracellular matrix proteins' production 

crucial for tissue repair or regeneration [68-72]. (b) cavitation: LIPUS can cause the formation 

and collapse of microscopic gas bubbles within biological tissues, a phenomenon known as 
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cavitation. The rapid collapse of these bubbles generates localized mechanical stress, which 

increases cell membrane permeability. This phenomenon facilitates the transport of essential 

biomolecules, including growth factors and nutrients, into and out of cells, thereby promoting 

healing and regeneration [73-79]. (c) NO production: LIPUS has also been demonstrated to 

stimulate the production of NO, a gaseous signaling molecule that participates in numerous 

physiological processes. NO possesses vasodilatory properties, which can enhance blood flow 

and oxygen delivery to damaged tissues. Moreover, NO contributes to angiogenesis, 

inflammation modulation, and tissue repair, thereby augmenting the therapeutic effects of LIPUS 

[80-84]. 

LIPUS has been gaining attention for its various clinical applications, primarily due to its 

ability to stimulate tissue regeneration and healing. First, LIPUS has demonstrated the potential 

in accelerating bone healing in instances of fractures and non-union fractures [79]. LIPUS may 

significantly expedite the overall process by promoting new bone formation, increasing bone 

mineral density, and shortening consolidation duration [85-87]. The first LIPUS device for 

promoting fresh fracture healing received approval from the U.S. Food and Drug Administration 

(FDA) in 1994 [88, 89]. Subsequently, in 2000, the FDA approved the use of LIPUS in nonunion 

treatment [90, 91]. These can be valuable options particularly beneficial for patients experiencing 

delayed or impeded fracture healing. 

 Second, the effectiveness of LIPUS in enhancing tendon and ligament healing has been 

extensively investigated. Through promoting cellular proliferation, collagen synthesis, and 

growth factor expression, LIPUS therapy presents an alternative therapeutic option for soft tissue 

disorders, like tendinopathies or ligament injuries, as it aids with repairing and regenerating the 

injured tissues [92, 93]. As early as 1990, Enwemeka et al. investigated the effects of low-
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intensity ultrasound on the human tendon calcaneus healing process; their study concluded that 

low-intensity sonication yields superior results than high-intensity ones [94]. Similarly, a 

research investigation by Hsu et al. revealed that LIPUS therapy significantly improved clinical 

outcomes and structural healing in patients with Achilles tendinopathy [95]. Animal studies 

undertaken by Takakura et al. also suggested early recovery potential post-medial collateral 

ligament injury upon using LIPUS therapy, which highlights its value as a promising therapeutic 

intervention [96]. These findings support the use of LIPUS for treating various types of tendon or 

ligament injuries to assist established treatments.  

Third, the utilization of LIPUS has also shown promise in inflammation treatment [97]. 

The study conducted by Binder et al. demonstrated the therapeutic effects of LIPUS on 

epicondylitis, presenting improved weight-lifting capacity, grip strength, and relief from pain for 

subjects in LIPUS-treated groups [98]. Harris et al. subsequently investigated the anti-

inflammatory benefits provided by LIPUS with evaluations of facial swelling, trismus, pain, and 

serum C-reactive protein outcomes [99, 100]. They were the first to observe that lower-intensity 

ultrasound yielded greater benefits than higher intensities. From 2012 to 2013, Engelmann et al. 

and Nagata et al. skeletal muscle injury treatment using LIPUS combined with gel 

dimethylsulfoxide (DMSO) [101, 102]. Their findings revealed that pro-inflammatory cytokines 

(TNFŬ, IL-1ɓ, phosphor JNK, and NFəB) were inhibited effectively with the treatment, which 

had been elevated due to muscle injury. In addition, Nakamura et al. and Chung et al. studied its 

potential application in treating synovitis-associated inflammatory activity, with the results 

indicating a significant decline rate regarding cellular proliferation with LIPUS [103, 104]. These 

studies also demonstrated a decrease in cell growth and DNA fragmentation levels (an apoptosis 

indicator) in synovial membrane cells stimulated by cytokines TNFŬ, IL-1ɓ, iNOS, and 
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chemokine receptor CCR5. Skepticism persisted for a long time regarding the efficacy of LIPUS 

in inflammation inhibition, and many researchers suspected that it merely functioned as a 

placebo. However, accumulating evidence has dispelled this doubt, and LIPUS now holds 

considerable promise for inhibiting inflammation in various medical applications. 

Fourth, some studies indicate that LIPUS has shown promise in facilitating nerve 

regeneration and treating nerve injuries [105, 106]. Recently, Haffey et al. conducted a 

systematic review, highlighting the potential of LIPUS in nerve regeneration and carpal tunnel 

syndrome treatment [107]. As early as 2002, Crisci AR et al. found that LIPUS promoted rapid 

nerve regeneration after neurotomy by improving Schwann cell (SC) activity, generating thick 

fibers, and accelerating myelin sheath recovery [108]. In 2011, Tsuang et al. observed that 

LIPUS facilitated primary cultured SC proliferation and prevents cell death, even in severe 

injuries [109]. Yue et al. demonstrated that adipose-derived stem cell coculture increased 

promyelination markers in SCs, with effects amplified by LIPUS, suggesting its potential as a 

mechanical stress inducer in nerve regeneration [110]. Sato et al. explored the impact of daily 

LIPUS exposure on transected inferior alveolar nerves in rats, suggesting LIPUS as an effective 

therapy for such injuries [111]. Then, Jiang et al. investigated the influence of different LIPUS 

intensities on autograft peripheral nerve regeneration in rats and identified an optimal intensity 

for improved outcomes [112]. Although most studies are preclinical, they presented promising 

outcomes that have the potential to be extrapolated into human studies. Therefore, LIPUS is a 

promising treatment option for nerve injuries, but it needs further research to optimize 

parameters and protocols. 

Last but not least, LIPUS has also demonstrated potential in cancer therapy as an 

adjunctive treatment modality [65]. It assists cancer therapy by augmenting drug delivery, 
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facilitating sonodynamic therapy, modulating gene transfection, and integrating with other 

therapeutic modalities [65]. Sonodynamic therapy that utilizes ultrasound-induced cavitation and 

sonosensitizers for generating free radicals destroying rapidly dividing cancer cells is a 

promising approach to treating tumor growth [113]. Jin et al. found a substantial inhibition of 

77% in the squamous cell carcinoma's murine model by using LIPUS [114]. In addition, LIPUS 

has also been explored for enhancing chemotherapeutic agent delivery [115]. Yu et al. observed 

ultrasound suppressing cell proliferation in chemoresistant human ovarian cancer cells with 

chemosensitive cells that remained unaffected [116]. Furthermore, Li et al. (2013) reported 

inhibited tumor growth, angiogenesis, and lymphangiogenesis in human tongue squamous cell 

carcinoma when combining scutellarin oral administration and LIPUS treatment [117]. More 

recently studies focused on linking LIPUS and microbubbles, and it has been applied to assist 

gene delivery to neoplastic cells. The underlying idea behind this is that the controlled 

destruction of DNA-loaded microbubble targets in the tumor vasculature with focused ultrasound 

generates the local release of genetic materials into the tumor parenchyma [118-121]. These 

studies suggest that LIPUS has the potential to optimize therapeutic outcomes, mitigate adverse 

effects, and amplify the efficacy of established cancer treatments. Nevertheless, further human 

studies and clinical trials are required to comprehensively understand its prospective role and 

improve its implementation in cancer therapy. 

Over the past few years, significant advancements have been taken in LIPUS research. 

Many studies underscored its capacity as a non-invasive therapeutic modality for tissue 

rejuvenation and healing. Nevertheless, realizing its clinical potential still encounters obstacles 

such as the lack of standardized treatment protocols and inadequate comprehension of underlying 

mechanisms. Therefore, future research should prioritize addressing these challenges while also 
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exploring how combining LIPUS with alternative therapies can maximize promising therapeutic 

effects through synergetic effects. 

1.4 Contribution and Novelty of This Thesis 

The dissertation primarily contributes to the field of biomedical engineering by 

advancing the development and application of portable, cost-effective, and wearable 

technologies for biomarker detection, diagnosis, and treatment. 

First, in the study on knee injury bioimpedance measurements, the dissertation presents a 

novel and cost-effective technique that demonstrates promise for the early detection and ongoing 

monitoring of knee injuries. This work not only validated the feasibility of using a bipolar 

electrode configuration for such measurements, but also developed a highly sensitive 

classification model for identifying injured knees based on bioimpedance data. 

Second, the electrochemical impedance spectroscopy (EIS) -based POC biomarker 

detection study is introduced as a rapid method to detect anti-SARS-CoV-2 IgG in serum 

samples. The results showed a clear distinction between negative and positive samples, 

presenting a statistical significance with a p-value of 7×10-6. Its adaptability for detecting other 

biomarkers makes it a versatile and powerful tool for the development of efficient diagnostic 

tools for a wide range of diseases and health conditions. 

Third, in developing a portable, low-cost EIS system for POC testing, the dissertation 

provides a highly precise and efficient biosensor platform with excellent measurement speed and 

accuracy. This system supports simultaneous EIS across eight channels and adopts bio-safe low 

excitation amplitude, making it a valuable contribution to the field of POC diagnostics. 
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Fourth, the dissertation presents a LIPUS interface application-specific integrated circuit 

(ASIC) chip for miniaturized medical therapeutic device applications. The highly integrated 

LIPUS system, which is compatible with magnetic resonance imaging (MRI) environments, has 

numerous potential applications in various therapeutic scenarios and offers a competitive 

advantage over existing commercial devices due to its compact and affordable design. 

Lastly, the in vitro study investigated LIPUS for neural cell growth promotion and 

nervous system regeneration. It provides valuable insights into the potential therapeutic effects of 

LIPUS for promoting neuronal growth. The study examined the BDNF, ERK, Akt, and mTOR 

signaling pathways in response to LIPUS treatment. The outcome also emphasizes the 

importance of optimizing LIPUS timing and amplitude parameters. 

In summary, this dissertation represents a significant achievement in the advancement 

and practical implementation of portable, wearable, and low-cost biomedical devices. Through 

exploring novel techniques for biomarker detection, diagnosis, and treatment of diverse medical 

conditions, these studies present contributions to the scientific community. The findings also 

pave a pathway for future research and development in this area. 

1.5 Thesis Outline 

This dissertation is structured into seven chapters, comprehensively presenting my 

research progress in the fields of bioimpedance and LIPUS. Chapter 1 provides an overview of 

the background and current research advancements related to bioimpedance and LIPUS. Chapter 

2 explores the feasibility of using a bipolar electrode configuration for knee bioimpedance 

measurements and investigates the relationship between bioimpedance and knee injuries. 

Chapter 3 introduces an EIS-based method for detecting the anti-SARS-CoV-2 IgG antibody in 
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serum samples utilizing interdigitated micro-electrode (IDE) biosensors. Chapter 4 presents a 

portable, low-cost EIS system specifically designed for POC applications, showcasing 

exceptional accuracy and precision in biosample measurements. Chapter 5 introduces a LIPUS 

interface ASIC chip, specifically engineered for portable medical therapy devices. Chapter 6 

examines the effects of LIPUS treatment on SK-N-SH cells cultured in low-serum conditions 

and analyzes the influence of various LIPUS parameters on cellular response. Lastly, Chapter 7 

summarizes the aforementioned research findings and outlines potential directions for future 

work. 
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2. Bioimpedance Measurement of Knee Injuries using Bipolar 

Electrode Configuration 

The content of this chapter has been published in IEEE Transactions on Biomedical 

Circuits and Systems 16, no. 5 (2022): 962-971 as "Bioimpedance measurement of knee injuries 

using bipolar electrode configuration" by Xuanjie Ye, Lexi Wu, Kaining Mao, Yiwei Feng, 

Jiajun Li, Lei Ning, and Jie Chen. 

2.1 Introduction  

2.1.1 Knee Injury Diagnosis Methods 

Knee injuries, including osteoarthritis (OA), ligament disruptions, and meniscal damage, 

are the leading cause of clinical consultations [122-124]. The prevalence of OA is particularly 

high in individuals aged 60 years and above with around 10% experiencing this condition 

worldwide according to WHO scientific groups [125, 126]. As life expectancy continues to 

increase globally, there is an anticipated rise in the occurrence of OA cases during subsequent 

years [126, 127]. Physical activities like vigorous exercise have been associated with knee 

injuries that commonly lead to injuries like ligament disruptions or meniscal damage which has 

reached unprecedented levels due to more people integrating these activities into their daily 

routines [122-124]. 

Diagnostic imaging remains the primary approach for diagnosing knee disorders 

presently because of its comprehensive assessment capabilities on structures within the joint 

area. MRI stands out amongst other diagnostic methods utilized by clinicians because it boasts 

an accuracy rate exceeding over 90% based on various studies conducted thus far [128]. 

Additional diagnostic methods commonly utilized in clinical practice include X-ray and 
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ultrasound scans [129, 130]. While these imaging-based techniques provide accurate information 

about knee conditions, they demand costly and bulky medical instruments as well as skilled 

technicians. In certain clinical practices, knee injury diagnosis may merely involve inquiries 

about a patients' physical constraints and impairments [131-133]. This subjective approach, 

however, lacks reliability due to its inability to evaluate physiological or pathological alterations 

in the knee joints [134]. Furthermore, current diagnostic methods for knee injuries cannot be 

easily expanded to the applications such as long-term rehabilitation tracking or early detection. 

Therefore, the development of a rapid, noninvasive, and accessible diagnostic tool for knee 

disorders is urgent and necessary. 

2.1.2 Fundamentals of Knee Injury Diagnosis Based on Bioimpedance 

Bioimpedance measurement is a promising and emerging medical technology, which 

offers non-invasive data acquisition of biological tissues using low-cost and portable devices. 

The current hypothesis suggests that physiological and pathological changes occurring during 

knee disorders may result in a decrease in bioimpedance. Synovial fluid, a small volume of 

extracellular fluid (ECF) with an egg-white-like consistency, is present in healthy knee joints and 

serves to reduce friction between the articular cartilage during joint movement [135]. However, 

the accumulation of synovial fluid may occur in cases of knee disorders, probably leading to 

synovitis [136]. From a view of bioimpedance, synovial fluid, as a type of ECF, exhibits higher 

conductivity compared to other tissues in the knee joint [137]. When synovial fluid accumulates 

and disperses throughout the knee joint cavity, its bioimpedance decreases due to a "short-

circuit" effect. Furthermore, disruptions or cartilage damage may also reduce their resistance to 

electrical current. Consequently, the bioimpedance of an injured knee is expected to be lower 

than that of a healthy knee. 
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The knee joint is recognized as the most complex joint in the human body, as depicted in 

Figure 2.1. Its osseous components display a complex anatomical structure that consists of four 

distinct bones: femur, tibia, fibula, and patella. The two distal ends of the femurðcommonly 

referred to as lateral and medial condylesðcorrespond with morphology on top of the tibial 

plateau forming this way an elaborate articular surface for weight-bearing purposes. Shock 

absorption within such movement relies upon menisci which are semicircular-shaped structures 

located between these bone surfaces [138]. Positioned anteriorly from this point where both 

aforementioned bones converge lies another crucial bone tissue called the patella; known by its 

function representing our largest sesamoid (a small round bone embedded inside tendons).  The 

knee joint has four primary ligaments that connect the femur to the tibia, and the function to 

maintain knee stability. The anterior cruciate ligament (ACL) prevents excessive anterior 

displacement of the tibia relative to the femur. By contrast, the posterior cruciate ligament (PCL) 

restricts the femur from sliding over forward on the tibia. Similarly, the medial collateral 

ligament (MCL) and lateral collateral ligament (LCL) function to prevent abnormal lateral and 

medial movements between the femur and tibia [139, 140]. 

 

Figure 2.1 The anatomy of a right knee (Figure source: https://www.webmd.com/pain-

management/knee-pain/picture-of-the-knee) 
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Bursae are small sacs filled with fluid that play a crucial role in reducing friction between 

bones and soft tissues. They contribute to the smooth movement of knee joints by enabling 

tendons and muscles to slide freely. The human knee joint contains multiple bursae, as shown in 

Figure 2.2(a). Apart from bursae, the synovial membrane generates synovial fluid which 

lubricates the knee joint while also facilitating nutrient circulation within it; an average healthy 

individual's knees contain around 5 mL of this essential liquid [141, 142]. As shown in Figure 

2.2(b), the knee joint is enveloped by the synovial membraneðthe largest synovial membrane in 

the human body. 

 

 
(a) 

 
(b) 

Figure 2.2 (a) the locations of the bursae around the knee joint (source: 

https://www.midliferunning.com/knee-bursitis.html) (b) the synovial membrane of the knee joint 

(source: https://www.arthritis-health.com/types/joint-anatomy/knee-anatomy). 

Table I displays dielectric property information about various components present inside 

the knee joint. The ECF has been found out having the highest conductivity among all these 

entities. The ECF refers here to fluids outside cells like blood plasma, cerebrospinal fluid, etc., 

that have different conductivities ranging across their constituent types: for instance, blood 
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shows a conductivity of 0.7 S/m [143], while cerebrospinal fluid has a conductivity of 1.56 S/m 

[144]. The exact value concerning the conductivity of synovial fluid remains unknown but is 

expected to be alike other ECFs. Furthermore, cancellous bone exhibits roughly four times more 

significant electrical conductivity than cortical bone because porous structures may provide 

increased pathways current may follow through them. By contrast, fat and cortical osseous tissue 

show much lower electrical conductivity compared to other tissues in the knee joints. 

Table I Dielectric properties of the components at 100 kHz [137, 143-145] 

Component 
Conductivity 

(S/m) 
Relative 

Permittivity 

Extracellular Fluid (Blood) 0.7 5000 

Extracellular Fluid (cerebrospinal fluid) 1.56 1000 

Bone (Cancellous) 0.09 600 

Bone (Cortical) 0.02 210 

Fat  0.04 150 

Muscle 0.4 10000 

Skin (Dry) 0.0004 1000 

Skin(Wet) 0.04 20000 

Tendon 0.4 800 

Cartilage 0.18 6000 

 

Among fractures in the knee region, patellar fractures are the most prevalent, followed by 

the distal femur and proximal tibia fractures [146]. Similar to the conductivity difference 

between cancellous and cortical bones, fractured bones likely present fewer obstacles to 

electrical current. The presence of cracks in a fractured bone might provide additional current 

pathways, which presents as reduced bioimpedance. One clinical manifestation of knee joint 

fractures is swelling, resulting from blood leakage from the fractured bones into the joint [147, 

148]. The spread of blood within the joint space has a short-circuit effect on adjacent tissues, 

consequently decreasing the bioimpedance. 



21 

 

Acute knee injuries, such as sprains and tears of the menisci, ligaments, and tendons, 

usually result in rapid swelling within 24 to 48 hours [149]. This kind of effusion can be either 

bloody or non-bloody. Bloody effusion is often associated with ligament tears or cartilage 

fractures [150], and such swelling potentially occurs within hours. A prospective study involving 

106 acute hemarthrosis cases revealed that patients diagnosed with acute knee injuries, including 

ligament disruptions, meniscal tears, and osteochondral fractures, would experience swelling 

within 12 hours of injury [151]. Non-bloody fluid, typically caused by ligament sprains or 

meniscal tears, exhibits a slower progression than bloody fluid and may be observed hours or 

even days after the injury. Furthermore, acute knee injuries can trigger synovial inflammation, 

leading to the accumulation of synovial fluid [152]. Both bloody and non-bloody fluids display 

higher conductivity than osseous tissues and soft tissues in the knee joint. 

In chronic knee injuries, such as OA and rheumatoid arthritis, the degree of swelling 

varies with different symptoms. The inflammation associated with OA can generate excess fluid 

within the knee joint [153], with fluid volume positively correlating to symptom severity [142]. 

Heilmann et al. found significant differences in synovial fluid volume between human knee 

joints with latent OA, activated OA, and a control group; knee joints with latent OA exhibited a 

synovial fluid volume of 13.6 ¤ 7.4 ml, while those with activated OA had a volume of 24.2 ± 

16.3 ml [141]. As an autoimmune disorder, rheumatoid arthritis can lead to persistent swelling 

due to ongoing inflammation [154]. Additionally, septic arthritis arises from bacterial, viral, or 

fungal infections within the knee joint, with the ensuing inflammatory response also resulting in 

fluid accumulation [155]. 

Some studies investigated the effect of knee swelling on bioimpedance following total 

knee arthroplasty (TKA). In 2015, Yong-Hua Pua et al. analyzed bioimpedance spectroscopy 
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(BIS) data obtained from 85 patients before surgery and on days 14 and 90 post-surgery, and 

results indicated that the bioimpedance of the TKA knee decreased during swelling development 

and increased during recovery [156]. In the same year, Claude Pichonnaz et al. compared the 

percentage difference of bioimpedance between healthy knees and those that underwent TKA to 

track swelling changes. As swelling developed after the surgery, the bioimpedance of the TKA 

knee significantly decreased. They also found that BIS exhibited better sensitivity (100%) and 

specificity (96%) for diagnosing swelling than volume or circumference measurements [157]. 

Additionally, Pichonnaz et al. assessed the bioimpedance of knees recovering from TKA using 

bioelectrical impedance analysis (BIA). The research included 15 patients who had undergone 

TKA surgery at least one year before the bioimpedance evaluation. The study found no 

significant differences between the recovered TKA group and the healthy control group. This 

result implied that metallic implants did not affect knee bioimpedance, which would return to 

normal levels after recovery [158]. 

2.1.3 Current Research Status of Knee Injury Diagnosis Based on Bioimpedance 

Numerous research groups have tried to study the relationship between knee 

bioimpedance and injuries, as well as develop innovative wearable devices for the early detection 

and monitoring of knee injuries. Two notable studies in this field are those conducted by Neves 

et al. [134] and Hersek et al. [159]. 
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(a) 
  

(b) 

Figure 2.3 (a) Electrode placement in Nevesôs study [134]. (b) Electrode placement in Hersekôs 

study [159]. 

Neves et al. investigated the differences in knee bioimpedances between healthy 

individuals and subjects diagnosed with OA [134]. The major outcome they discovered is that 

extracellular resistance and reactance of the knees would increase as a consequence of OA. They 

employed a bipolar electrode configuration to obtain localized bioimpedance measurements. The 

electrodes were placed on the lateral and medial sides of the knee's interarticular line, as 

demonstrated in Figure 2.3(a). During the bioimpedance measurement process, a 500-mV step 

voltage was applied to the subjects' knees, and its current response was recorded. This current 

response data was then used to fit a seven-component equivalent circuit model, which consists of 

two resistors and one capacitor that represented the resistance of ECF, ICF, and the capacitance 

of the cellular membrane, respectively. The analysis indicated that OA-affected knees exhibited 

higher ECF resistance and greater cellular membrane capacitance in comparison to healthy knees 

(p < 0.001). However, the study has certain potential limitations. The impedance measurements 

based on step response are naturally unreliable compared to conventional methods [160]. 

Multiple parameter combinations fit ting results may come with similar errors, and no algorithm 
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can search for the optimal fitting result. Furthermore, it lacks the validation for the proposed 

equivalent circuit model as an accurate representation of the knee. 

In 2016, Hersek et al. developed a wearable vector electrical bioimpedance system 

specifically designed to assess knee joint health [159]. The system functioned by injecting a 

sinusoidal current (50 kHz, 1 mA) into the knee and measuring the voltage across it. The 

electrode placement for this system is illustrated in Figure 2.3(b). The study involved two groups 

of subjects: 7 patients who had recently experienced acute knee injuries and 42 healthy controls. 

This study revealed that injured knees could be distinguished from healthy knees based on their 

lower resistance and higher reactance values (p < 0.05). Furthermore, the wearable system 

demonstrated a 98.2% accuracy in detecting knee health when subjects maintained a specific 

posture during measurements. Their proposed wearable system holds significant promise for 

POC assessment and monitoring of knee joint health. 

2.1.4 Contribution of This Study 

The primary objective of this study was to validate the feasibility of utilizing 

bioimpedance measurements with a bipolar electrode configuration as a non-invasive technique 

for detecting knee injuries. The Xiyan acupuncture point was selected due to its ease of 

identification, ensuring that individuals with minimal anatomical knowledge could locate it 

easily. Initially, experiments were conducted to assess the feasibility of the bipolar electrode 

configuration in obtaining accurate bioimpedance measurements of the knees. After that, 45 

patients with knee injuries and 45 healthy individuals were then recruited to obtain bioimpedance 

data from their knees. This step was to explore the relationship between knee injuries and 

bioimpedance. Machine learning techniques such as Principal Component Analysis (PCA) and 

Support Vector Machine (SVM), together with IBM SPSS Statistics 25.0 software, were used in 
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analyzing the data [161, 162]. These analyses aimed at identifying potential correlations between 

bioimpedance levels and knee injury. After careful evaluation of the data, 76 valid samples were 

selected to investigate the relationship between bioimpedance and knee injuries. The sample 

included 39 patients with unilateral knee injuries and 37 healthy controls. The self-contrast 

results suggest that knee injuries led to an average reduction of approximately 5% in knee 

bioimpedance, which was detectable at 100 kHz (p = 0.001). Our study contributes to the 

research on bioimpedance-based technologies for knee injury detection and reveals the potential 

of bipolar electrode configuration. 

2.2 Materials and Methods 

2.2.1 Feasibility Study of the Bipolar Electrode Configuration 

In this study, we positioned the electrodes on the two Xiyan points of each knee. The 

Xiyan points, found in traditional Chinese medical science, are referred to as the "eyes" of the 

knee in traditional Chinese culture. These points are located in the two hollows formed when the 

knee is bent, next to both the medial and lateral aspects of the patellar ligament and below the 

patella, as illustrated in Figure 2.4(a) [163]. There are no primary ligament or skeletal structures 

beneath the Xiyan points, ensuring that the injected current can easily traverse the knee joint 

cavity, where effusion most frequently occurs [164]. Moreover, the knee was required to flex at 

90° during the bioimpedance measurement. With this posture, the knee joint cavity volume 

expands, potentially increasing the sensitivity of the injection current to changes within the joint 

cavity. 
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(a)                                        (b)                                                   (c) 

Figure 2.4 (a) Illustration of the positions of Xiyan (reproduced from [165]). (b) The placement 

of bipolar electrodes on Xiyan in a real test (reproduced from [166]). (c) Setup for the 

bioimpedance measurement (not to scale) (reproduced from [166]). 

We selected the bipolar electrode configuration (two electrodes) over the tetrapolar 

electrode configuration (four electrodes) for knee bioimpedance measurements due to its 

simplicity and ability to minimize irrelevant signals when measuring bioimpedance in a small 

section of the human body [134]. Conversely, when the tetrapolar electrode configuration is 

improperly applied to an anatomically complex and spherical structure like the knee, it is 

difficult  to determine which part contributes to the measured impedance values due to the 

negative sensitivity effect [167-169]. Additionally, the tetrapolar configuration is suitable for 

small impedance, since it typically requires the injection of a constant current into the objective. 

Our preliminary experiments indicated that the knee's bioimpedance could reach millions of 

ohms at 100 Hz. Even when injecting a 0.1 mA current at a low frequency, the required applied 

voltage could reach hundreds of volts, which is dangerous for human beings. Consequently, we 

employed the bipolar electrode configuration in our study. 
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However, the bipolar electrode configuration may be influenced by external factors, such 

as electrode-skin impedance, lead inductance, and parasitic capacitance. The primary external 

factor, electrode-skin impedance, varies depending on skin type, electrode gel, adhesion degree, 

and thermal noise [170, 171]. Additionally, the electrode-skin impedance is affected by the 

duration of sticking (DS), referring to how long electrodes have stuck on the skin [172]. Lead 

inductance and parasitic capacitance primarily depend on the geometric configuration of the 

lead, probe, and electrodes, which is extremely difficult  to maintain consistency across all tests. 

Thus, it is important to examine the impact of these external factors to evaluate the feasibility of 

the bipolar electrode configuration. 

We employed three volunteers with bilateral healthy knees to investigate the influence of 

external factors on bioimpedance measurement. During the measurement process, knees were 

flexed at 90° to expand the knee joint volume, and two disposable Ag/AgCl electrodes (model 

2228 3M Inc., USA) were placed on the two Xiyan points of each knee, as depicted in Figure 

2.4(b). The bioimpedance of both knees was measured once per day for four consecutive days. 

The bioimpedance of the knees was scanned from 100 Hz to 1 MHz using the SP-200 (Biologic 

Inc., France) at 1 min, 5 min, 15 min, 30 min, and 60 min DS. A 1.5 V peak-to-peak sinusoidal 

wave signal was applied as an excitation signal for less than 0.1 seconds at each frequency point, 

with an effective current below 0.1 mA, conforming to the IEC-60601-1 International Medical 

Alarm Standard [173]. The protection circuits ensured that the output voltage remained within a 

safe range for human subjects. The entire setup is displayed in Figure 2.4(c). 

2.2.2 Bioimpedance Measurement of Knee Injuries 

After confirming the potential feasibility of the bipolar electrode configuration for knee 

bioimpedance measurement, we moved on to investigate the impact of knee injuries on 
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bioimpedance measurements. This study, which received approval from the local ethical 

committee (approval No. 20210205-36), was conducted at the Sir Run Run Shaw Hospital, 

affiliated with the Medical College of Zhejiang University, China. 

The study participants were recruited from visitors to the Sir Run Run Shaw Hospital and 

consisted of 45 healthy controls and 45 patients. The researchers confirmed the absence of knee 

injuries before including them in the healthy control group. In the patient group, each individual 

had a unilateral knee injury. The injured knees were diagnosed with one of the following 

conditions according to guidelines: ACL injury, PCL injury, OA, or menisci lesion [174, 175]. 

Exclusion criteria for the patient group included: 1) inflexible knee movement; 2) unsuitable skin 

conditions for electrode placement; and 3) noticeable swelling or deformity in the knees. 

For each participant in both the patient and control groups, knee bioimpedance 

measurements were taken using the same setup as in the previous validation study, with 

measurements conducted at 5 minutes DS. This time point was chosen because the bioimpedance 

measurements were relatively stable at 5 minutes DS, and it was unlikely to cause skin irritation. 

The reasons for the ñ5 minutes DSò will be detailed in the following discussion. During the 

measurement process, all participants were asked to lie on beds, remaining still with their knees 

bent at a 90° angle. No discomfort was reported during the measurements. 

ὤ ὤ

ὤ
ςȢρ 

ὤ ὤ

ὤ
ςȢς 

Since body compositions and structures vary significantly among individuals, comparing 

the bioimpedance of both knees for the same individual provides more meaningful data. 
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Therefore, we calculated the relative differences in bioimpedance between the two knees of each 

subject to analyze the relationship between bioimpedance and injuries. The relative differences 

were expressed in Equations 2.1 and 2.2, where  and  are the relative differences in 

bioimpedance between the two knees of patients and healthy controls, and ὤ, ὤ, ὤ, ὤ  are the 

bioimpedances measured from injured, healthy, left, and right knees, respectively. Based on the 

results from the previous feasibility validation study, a sample would be rejected if  or  

was larger than 100% or smaller than -50% at 100 Hz or 1 MHz, indicating a significant 

difference in the influence of external factors between the two measurements. Consequently, the 

total valid sample comprised 39 patients and 37 healthy controls. 

The differences in gender distribution between the patient and control groups were 

assessed using the Pearson Chi-square test. The Kolmogorov-Smirnov test was utilized to 

evaluate the differences in age, weight, height, and body mass index (BMI). In this study, the 

patient group was not further divided into subgroups based on knee symptoms because the aim is 

to establish a correlation between bioimpedance and knee injuries as a whole. IBM SPSS 

Statistics 25.0 software was used to conduct the t-test, which facilitated the comparison of  

and  distributions. PCA and support vector machine SVM algorithms were implemented to 

classify the two groups. The classification outcomes were then assessed using the leave-one-out 

cross-validation (LOOCV) method. 

2.3 Results 

2.3.1 Feasibility Study of the Bipolar Electrode Configuration 

The bioimpedance measurements taken at different DS intervals revealed that the 

decrease in the measured bioimpedance values became less significant after 5 mins DS. Figure 
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2.5 illustrates the reduction percentages of the measured bioimpedance across different DS 

segments. The reduction percentage is defined as the decrease in bioimpedance measured at a 

specific DS segment. For instance, the reduction percentage from x min DS to y mins DS is 

expressed using Equation 2.3, where Zxmins and Zymins represent the bioimpedances measured at x 

mins and y mins DS, respectively. The measured bioimpedance decreased by approximately 5% 

to 10% on average from 1 min DS to 5 mins DS. In contrast, the reduction percentages in the 

remaining DS segments were within 5% for the frequency range from 46.4 kHz to 215 kHz, 

which exhibited near-zero reduction percentages with relatively small standard deviations. These 

results suggest that the measured bioimpedances are likely to be relatively stable when DS 

reaches 5 mins. Additionally, the bioimpedances measured at 464 kHz and 1 MHz appeared to 

be unrelated to the DS. The reduction percentages at 464 kHz and 1 MHz exhibited notably large 

standard deviations (20%) across all DS segments, while their averages fluctuated around zero. 
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Figure 2.5 The mean and standard deviation of bioimpedance reduction percentages across 

various DS segments over a frequency range of 100 Hz to 1 MHz (reproduced from [166]). 
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Figure 2.6 Bioimpedance measurements of left and right knees for three healthy individuals 

taken at 5-minute DS on four consecutive days, presented across a frequency range of 100 Hz to 

1 MHz. (reproduced from [166]). 

Similar observations can also be found from the bioimpedances of the knees of three 

healthy individuals measured at 5 min DS over four days, as depicted in Figure 2.6. The eight 

sets of bioimpedance data measured for the same individual varied considerably in the low-

frequency range. For instance, for healthy individual 1, the bioimpedance of the left knee 

measured on day 1 was approximately five times that of the right knee measured on day 2 at 100 

Hz. However, such variations were considerably smaller in the mid-to-high frequency range. In 

the frequency range from 46.4 kHz to 215 kHz, although the bioimpedance of the same subject 
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fluctuated up or down by up to 50 ɋ across different days, most of the differences in the 

bioimpedance of the two knees of the same individual measured on the same day were less than 

10 ɋ. Furthermore, the bioimpedances in some datasets became irregular and tended to increase 

from 215 kHz to 1 MHz, which would only occur when the inductive reactance dominates the 

overall bioimpedance. This finding highlights the need for careful consideration of frequency 

ranges and external factors when analyzing bioimpedance data. 

2.3.2 Bioimpedance Measurement of Knee Injuries 

Table II  Anthropometric characteristics of the patient group and the control group 

 Patient Group Control Group 
Asymptotic 

Significancea n=45 n=37 

Means (SD) Means (SD) 

Age (years) 48.56 (17.46) 44.24 (14.61) 0.311 

Height (cm) 166.43 (8.88) 168.81 (8.83) 0.395 

Weight (kg) 64.93 (11.61) 68.67 (13.78) 0.384 

BMI (kg/m2) 23.44 (3.94) 23.91 (2.94) 0.445 

Sex(male/female) 22/23 24/13 0.147 
aAsymptotic significances of age, height, weight, and BMI were calculated using the 

Kolmogorov-Smirnov test; The asymptotic significance of sex was calculated using the Pearson 

Chi-square test. 

 

Table II  shows the basic anthropometric characteristics of the patient group and the 

control group, including age, height, weight, BMI, and sex ratio. The Kolmogorov-Smirnov test 

and the Pearson Chi-square test results suggest that there is no significant difference observed in 

the anthropometric characteristics between the two groups. 

The t-test results for  and  at various frequencies are presented in Table III . 

Figure 2.7 illustrates the distribution of  and  against frequency using boxplots. Samples 

were excluded if any data was missing or if the measured bioimpedance of one knee was more 

than twice that of the other at frequencies below 10 kHz or above 464 kHz. The reasons for this 
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exclusion will be explained in the discussion section. The remaining valid samples for analysis 

included 37 healthy controls and 39 patients. 

Table III  T-test results of  and  at different frequencies 

Frequency 

Patient Group 

n=39 

Control Group 

n=37 

t-test for Equality of Means Levene's 

Test for 

Equality of 

Variances 

(Equal variances not assumed) 

   95% CI 

Means(SD) Means(SD) 
Sig. (2-

tailed) 

Mean 

Diff  
Lower Upper Sig. 

1 MHz -6.17%(16.23%) 1.37%(13.23%) 0.0231 -7.54% -14.01% -1.06% 0.620 

464 kHz -4.67%(13.30%) 2.17%(12.87%) 0.0208 -6.84% -12.62% -1.07% 0.770 

215 kHz -5.51%(6.92%) -0.55%(6.49%) 0.0013 -4.96% -7.92% -2.01% 0.630 

100 kHz -4.86%(6.30%) -0.22%(4.66%) 0.0003 -4.64% -7.05% -2.22% 0.072 

46.4 kHz -3.92%(7.20%) 0.32%(4.64%) 0.0019 -4.24% -6.86% -1.61% 0.028 

21.5 kHz -2.50%(9.12%) 0.92%(6.18%) 0.0474 -3.42% -6.80% -0.04% 0.110 

10 kHz -1.11%(10.88%) 1.33%(7.58%) 0.2366 -2.44% -6.51% 1.63% 0.125 

4.64 kHz -0.55%(11.91%) 1.50%(8.36%) 0.3644 -2.05% -6.52% 2.42% 0.136 

2.15 kHz -0.16%(12.64%) 1.47%(8.91%) 0.4949 -1.64% -6.39% 3.11% 0.135 

1 kHz 0.02%(13.52%) 1.25%(9.59%) 0.6319 -1.23% -6.32% 3.86% 0.127 

464 Hz 0.25%(14.84%) 0.91%(10.69%) 0.8175 -0.65% -6.28% 4.97% 0.133 

215 Hz 0.44%(16.76%) 0.52%(12.64%) 0.9821 -0.07% -6.54% 6.40% 0.186 

100 Hz 0.54%(19.96%) 0.10%(16.29%) 0.9118 0.044% -7.52% 8.41% 0.352 

 

The most noteworthy findings are the statistically significant differences between  

and  at 46.4 kHz, 100 kHz, and 215 kHz, where the p-values are approximately 0.001. At 

these three frequencies, the average  is around 5%, while the average  is close to zero. 

Therefore, 46.4 kHz, 100 kHz, and 215 kHz are selected as significant frequency sampling points 

(SFSPs) in the subsequent discussion. In contrast, there is no statistically significant difference at 

frequencies from 100 Hz to 10 kHz, where both  and  have mean values near zero. 

Moreover, the statistical significance between the two groups increases as the frequency rises 

from 100 Hz to 100 kHz but decreases as the frequency further increases from 100 kHz to 1 

MHz. Additionally, the standard deviations for the patient group are larger than those of the 
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control group at all frequencies, with relatively large values observed at frequencies Ů10 kHz 

and ů464 kHz. The tests for equality of variances suggest that the variances for the two groups 

may not be equal at 46.4 kHz. 

 

Figure 2.7 Box plots of the relative bioimpedance differences  and  at all frequency 

nodes, where the abbreviation SFSP(s) denotes significant frequency sampling point(s) 

(reproduced from [166]). 

 and  at the three SFSPs were utilized as features in the machine learning 

process. Using PCA, two principal components (PCs) were derived from the 3-dimensional 

features. Subsequently, the SVM classified the patient and healthy control groups based on the 

two PCs. Figure 2.8 presents the visualized results of the PCA and the SVM predictor trained 

with all 76 valid samples. In the LOOCV used to evaluate the SVM classification results, 34 out 

of 39 patients and 27 out of 37 healthy controls were accurately classified. As a result, the SVM 

classification achieved a detection sensitivity of 87.18% and a specificity of 72.97%. 
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Figure 2.8 Principal components of the patient and control groupsô SFSPs generated by PCA, 

along with the predictor created using SVM in the 2D plane (reproduced from [166]). 

2.4 Discussion 

2.4.1 Implications from the Feasibility Study of Bipolar Electrode Configuration 

Based on the experiment results, we propose a simplified four-element equivalent circuit 

to present the influence of primary external factors on measured bioimpedance, as depicted in 

Figure 2.9(a). An increase in the duration of skin preparation, i.e. DS, would reduce both the 

resistive component (Resp) and the capacitive component (Ces) by facilitating tighter contact 

between the electrode gel and the skin cuticle. However, this effect on bioimpedance 

measurements at high-frequency over 10 kHz will level off  after 5 minutes of DS. The 

substantial decrease in bioimpedance over time, eventually plateauing, can be attributed to a 

more stable and closer contact between the electrode gel and the skin. 
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(a) 

 
(b) 

Figure 2.9 Equivalent circuit model in bioimpedance measurement: (a) Equivalent circuit model, 

and (b) Evolution of primary equivalent circuit elements representing external factors across a 

frequency range from low (DC) to high (>1MHz). Both were reproduced from [166]. 

At approximately 100 kHz, Ces can be roughly equal to short-circuit, effectively 

minimizing the overall impact of electrode-skin impedance. Consequently, bioimpedance 

measurements at around 100 kHz exhibited minimal variation across different days or DS 

durations. Nevertheless, the inductance of leads and electrode-skin impedance can not be ignored 

when the frequency approaches the MHz level [137]. This could potentially explain the 

occasional higher measured bioimpedance at 1 MHz compared to 464 kHz, and the irregular 

bioimpedance values at 464 kHz and 1 MHz with increasing DS. 

Building upon the two-resistor model proposed by Searle and Kirup [176], this model 

further elucidates the effects of skin-electrode in the high-frequency range. The simplified 

models in Figure 2.9(b) provide a concise representation of how the effective components of 

external factors vary with frequency. This model implies that variations caused by external 

factors can be minimized at around 100 kHz with DS durations longer than 5 minutes. Moreover, 

the model suggests that impedance measurements at low (< 10 kHz) and high (> 400 kHz) 
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frequencies could indicate whether external factor influences are consistent between 

measurements, offering a method for identifying and rejecting invalid samples. 

During data analysis, the relative differences in bioimpedance between the two knees of 

each individual were calculated to investigate the relationship between bioimpedance and 

injuries, also known as self-contrast. To further enhance the significance of self-contrast, it is 

important to ensure that the influences of external factors are similar in the bioimpedance 

measurements of the same individual's two knees. As a result, samples were discarded if the 

measured bioimpedance of one knee exceeded twice the value of the other knee at low (< 10 

kHz) and high (> 400 kHz) frequencies. 

In summary, this study presents an extended model that explains for the influence of 

primary external factors on measured bioimpedance, suggesting that variations caused by these 

factors can be minimized at around 100 kHz with DS durations greater than 5 minutes. The 

model also provides a method for determining the consistency of external factor influences 

between measurements, which can help identify and remove invalid data. This approach is 

valuable in enhancing the significance of self-contrast when investigating the relationship 

between bioimpedance and injuries. 

2.4.2 Detection of Knee Injuries Based on the Bioimpedance 

The self-contrast results obtained from the patient group and the healthy control group 

align with the theoretical predictions about the impact of knee injuries on bioimpedance. 

Common knee injuries, such as OA, ligament ruptures, and meniscal lesions, typically involve 

the accumulation of effusion and damage to soft or hard tissues. The presence of effusion 

facilitates a conductive path for electrical current, while tissue damage decreases resistance 
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[159]. These tissue-level alterations within the knee can be reflected in changes to its electrical 

properties. 

In the data analysis, the bioimpedance of the injured knee was found to be approximately 

5% lower than that of the healthy knee in the patient group at the selected SFSPs. Since the 

knees of the same individual share the same genetics and grow under identical conditions, the 

healthy knee can be considered a healthy duplicate of the injured knee. Meanwhile, the relative 

bioimpedance differences in the healthy control group were close to zero for all sampling 

frequencies. Therefore, the  values approaching zero suggest that the 5% bioimpedance 

reduction observed in the  was primarily due to knee injuries. These findings also support the 

conclusions drawn from the feasibility study. 

The bioimpedances measured at the three SFSPs demonstrated relatively small variances, 

corresponding to the frequency range that minimizes the influence of external factors in the 

proposed model. Additionally, it is notable that the variance in the patient group was greater than 

that in the control group. For the control group, the two healthy knees of the same individual 

were anatomically similar, indicating that their intrinsic bioimpedances should be nearly 

identical. Thus, the variance of  primarily resulted from external factors. In contrast, the 

measured bioimpedances of the patient group were influenced by internal factors as well, 

including the severity and types of knee injuries. Consequently, the variances of  were larger 

than those of  at all frequencies. 

The knee injury classifier exhibited a sensitivity of 87.18%, but its specificity was only 

72.97%. Although the distributions of the two groups' PCs were distinguishable in the 2D plane, 

the significant overlap of the two clusters made separating the groups challenging. This overlap 
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was attributed to the considerable variance resulting from external factors. The means of  

were almost equal to the standard deviations of  at the SFSPs, meaning that the average 

reduction in bioimpedance due to knee injuries was comparable to the measured bioimpedance 

error resulting from external factors. To achieve better sensitivity and specificity, future work 

should aim to further minimize the influence of external factors. 

Despite these challenges, bioimpedance measurement remains a promising technique for 

early diagnosis of knee injuries and real-time monitoring of postoperative rehabilitation due to its 

low cost, portability, and accessibility. For instance, Jiang et al. developed a portable system 

capable of completing bioimpedance measurements from 100 Hz to 500 kHz within one second 

with an error of less than 2.5%, at a total cost of only $45 [177]. In addition to low-cost 

bioimpedance measurement systems, several research groups have tried to create reusable 

electrodes made from materials such as metal, carbonized rubber, or textiles [178-181]. These 

reusable electrodes do not require electrolytes or adhesives, thus avoiding skin irritation 

problems associated with adhesive electrodes [182]. With the support of affordable portable 

bioimpedance measurement systems and reusable non-stick electrodes, bioimpedance 

measurement technology is expected to become more cost-effective and convenient in the future. 

Moreover, integrating this technology into wearable devices could enable the real-time collection 

of bioimpedance data from the knee, which could then be transmitted to physicians for further 

consultation and analysis. 

2.5 Conclusion 

In this study, we evaluated the feasibility of using the bipolar electrode configuration for 

knee bioimpedance measurements and explored the relationship between bioimpedance and knee 

injuries. Our feasibility study demonstrated that measurement errors caused by external factors 
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could be minimized at approximately 100 kHz with a > 5 min DS, while bioimpedance 

measurements at other frequencies may reveal the consistency of external factor influences 

among measurements. The self-contrast results revealed that knee injuries contribute to a 5% 

decrease in bioimpedance on average. Utilizing PCA and SVM for the binary classification of 

samples based on knee bioimpedance at the SFSPs, the classifier achieved a sensitivity of 

87.18%. In conclusion, our findings suggest that the portable and cost-effective bioimpedance 

measurement technique holds promise for the early detection and ongoing monitoring of knee 

injuries, paving the way for future research and development in this area.  
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3. Electrochemical Impedance Spectroscopy Based Point-of-care 

Biomarker Detection: A Case Study on SARS-CoV-2 Detection 

The content of this chapter has been published in in Biosensors and Bioelectronics: X 13 

(2023): 100301 as "A portable, low-cost and high-throughput electrochemical impedance 

spectroscopy device for point-of-care biomarker detection" by Xuanjie Ye, Tianxiang Jiang, 

Yuhao Ma, Daniel To, Shuren Wang, and Jie Chen.  

3.1 Introduction  

In recent years, with the improvement of people's living standards, the demand for 

personalized healthcare has been growing, and the COVID-19 pandemic has further promoted 

this trend [183]. Conventional diagnostic techniques, which often require the use of complex 

instruments and skilled professionals, present challenges in meeting this growing demand. As 

such, POC diagnostics have become the preferred solution for personalized healthcare as it 

eliminates the need for specialized laboratory personnel and facilities while providing accessible 

diagnostic services [3]. To effectively implement POC diagnostics, it is crucial to develop low-

cost, portable devices that offer rapid, accurate, and efficient detection or analysis of biomarkers 

[3, 184, 185]. Over the past few years, many research groups have focused on creating 

miniaturized bioanalytical devices for POC applications [186-189]. These devices have the 

potential to revolutionize healthcare delivery through early detection, monitoring, and 

management of various diseases, thereby improving patient outcomes and reducing the overall 

burden on the healthcare system. 

The lab-on-chip (LOC) technique has become one of the most effective and practical 

approaches to achieving miniaturized POC devices [190]. Since the 1990s, advancements in 
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electrical engineering and integrated circuits (ICs) have provided the foundation for the LOC 

technique. LOC biosensors, which have advantages in rapid response times, portability, 

automation, high throughput, minimal reagent usage, and low-cost fabrication, have found 

widespread use in various biomedical research applications [190]. Utilizing micro- and 

nanofabrication techniques, IDE has emerged as a promising electrochemical biosensing LOC 

platform, offering enhanced sensing capabilities due to their microscale features [191]. 

Electrodes fabricated from biocompatible materials, such as gold, allow for surface 

characteristics that facilitate the detection of bacteria through the immobilization of targeted 

antibodies [192]. Moreover, the incorporation of nanoparticles enables label-free methods for 

concentrating and immobilizing biomolecules, further expanding the utility of these devices 

[193]. 

In recent years, research on the optimization of electrode geometry design has received 

increasing attention. The signal-to-noise ratio (SNR), which quantifies the strength of a signal 

relative to background noise, can be improved by fine-tuning the gap between the electrodes to 

fit  specific bacterial sizes [194]. Another approach to improve the efficiency and impedance 

sensitivity of these biosensors involves manipulating the ratio between electrode width and gap 

size [195, 196]. Despite these advances, a limitation of current systems is that accurate 

impedance measurements typically rely on relatively bulky, expensive commercial instruments 

with complex interfaces. However, the continued development of electronic miniaturization 

offers a potential solution to make impedance-based biosensors portable and enable on-site POC 

detection. Therefore, IDE-based biosensors hold significant promise in both commercial and 

research applications, providing real-time, automated, and high-throughput testing at low cost 

[197-199]. By addressing the existing limitations and continuing to refine these LOC platforms, 
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researchers can achieve their full potential in revolutionizing personalized healthcare and 

diagnostics [200]. 

 

Figure 3.1 Overall representation of the proposed EIS-based method for biomarker detection 

utilizing an IDE chip (reproduced from [201]). 

In this study, we proposed an EIS-based method for biomarker detection utilizing an IDE 

chip. This approach is specifically designed to fulfill the portability requirements of POC 

biomarker detection. The overall representation of this method, which highlights the key 

materials and processes involved, is illustrated in Figure 3.1. The IDE chip is a critical 

component of this approach, consisting of two distinct microelectrode array strips with an 

interdigitated structure that functions as the biosensor for detecting bioanalytics. The geometry 

of these IDE chips, which includes the dimensions of the electrode width and gap, significantly 
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affects their performance [194, 202]. To optimize the performance of the IDE chips, our study 

carefully selected an electrode width of 4 µm and an electrode gap of 5 µm based on our 

experimental test results. This configuration balances various factors such as yield, process, 

voltage, temperature (PVT) variation, and sensitivity to ensure good performance over a range of 

conditions. When developing the impedance measurement circuit design, we paid special 

attention to the amplitude of the excitation signal. By controlling the amplitude to a relatively 

low level of 10 mV, the electrodes can be protected from electrical breakdown, and it also 

minimizes thermal effects on the biosamples as well as maintains impedance linearity. This 

careful control of the excitation signal amplitude is essential to maintain the accuracy and 

reliability of the detection  [203]. 

We chose SARS-CoV-2 detection as a case study to evaluate the effectiveness of this 

EIS-based biomarker detection method. Detecting the presence of anti-SARS-CoV-2 IgG in 

serum samples is a crucial step in identifying individuals who may have been exposed to the 

virus. This choice allows us to evaluate the performance of the proposed method in a real-world 

demand case. In the SARS-CoV-2 detection experiments, we employed gold nanoparticles 

(GNPs) conjugated with protein G (GNP-G) as secondary antibody probes. Here, the role of the 

GNPs is to enhance the influence of biomolecules on the dielectric properties of IDEs, thereby 

increasing the sensitivity of the detection method [204]. Our experimental results demonstrated 

statistical significance at 10 kHz (p = 7×10-6), suggesting that the EIS-based method using IDE 

chips holds promise for POC biomarker detection in a variety of applications. At 10 kHz, the 

impedance magnitude alteration caused by the GNP-G of the positive groups ranged from 11% 

to 55%, while that of the negative groups ranged from 2% to 8%. These results further highlight 

the effectiveness and sensitivity of the proposed method. 
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3.2 Materials and Methods 

3.2.1 Detection Principles 

 

Figure 3.2 The mechanism of anti-SARS-CoV-2 IgG detection in serum samples using the IDE 

chip (reproduced from [201]). 

The fundamental principle of detecting anti-SARS-CoV-2 IgG in serum using the IDE 

chip is to use GNP-G as the secondary antibody probe, resulting in changes in the impedance 

properties of the IDE chip, as illustrated in Figure 3.2. Initially, SARS-CoV-2 S proteins are 

immobilized onto the IDE chip using surface chemistry techniques. Subsequently, each well of 

the IDE chip is incubated with a 4 µL serum sample, diluted tenfold with 0.2% polyvinyl alcohol 

(PVA) in PBS, for 1 hour at 37°C to introduce anti-SARS-CoV-2 IgG antibodies. After serum 

incubation, the IDE chip is washed three times with 0.05% PBST (PBS containing 0.05% 

Tween-20). The IDE chip is then incubated with a GNP-G solution in PBS for 1 hour at room 

temperature in the dark to facilitate conjugation between GNP-G and IgG antibodies. After the 

GNP-G incubation, the IDE chip is rinsed three times with Milli-Q water. EIS measurements are 

performed before and after GNP-G incubation, with the IDE wells immersed in 60 µL of PBS 

(10 µM/L, pH 7.4) during the EIS process. For positive serum samples, the impedance of the 
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IDE is altered by the presence of GNP-G. In contrast, for negative serum samples, the impedance 

of the IDE remains unchanged since neither IgG nor GNP-G is introduced to the surface. 

3.2.2 Materials 

Trisodium citrate dihydrate, gold (III) chloride trihydrate solution, 10× phosphate-

buffered saline (PBS, pH 7.4), 2-Morpholinoethanesulfonic acid monohydrate (MES), (3-

Aminopropyl) triethoxysilane (APTES), Polyethylene glycol (PEG) 2-mercapto ethyl ether 

acetic acid (Mn 1000), N-(3-(dimethylamino)propyl)-N'-ethyl carbodiimide hydrochloride 

(EDC), and N-Hydroxysuccinimide (98% NHS) were obtained from Sigma-Aldrich. Polyvinyl 

alcohol, 98-99% hydrolyzed, was sourced from Alfa Aesar. The S protein was supplied by the 

National Centre for Foreign Animal Disease, Canadian Food Inspection Agency (Winnipeg, MB, 

Canada). Recombinant protein G was procured from ThermoFisher Scientific (catalog number 

101201). The Public Health Laboratory (Alberta Precision Laboratories, Edmonton, AB, Canada) 

provided the positive and negative serum samples of anti-SARS-CoV-2 antibodies used in this 

study. 

3.2.3 IDE Chip Design and Manufacture 

The IDE biosensor used in this study features eight individual sensing regions, all sharing 

a common ground connection, as depicted in Figure 3.3. Each sensing region measures 3.3 mm × 

3.3 mm, and electrodes within the region share identical dimensions. In our design, the 

electrodes have a width of 4 µm and a gap of 5 µm. This narrow separation between electrode 

pairs was chosen to enhance detection accuracy, as demonstrated in sensitivity simulations with 

varied electrode dimensions, which have been detailed in previous studies [205]. Considering the 

need to strike a balance between yield and fabrication costs, we adopted the lift-off technique to 

create the IDE sensor. The electrodes were composed of a Cr/Au bilayer with a thickness of 
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10/60 nm. A 10 nm Cr layer served as an adhesion layer between the glass substrate and the Au 

layer, while the 60-nm Au layer contributed to a higher yield during the fabrication process. This 

carefully considered design ensured a balance between precision and cost-effectiveness, 

enhancing the overall performance of the IDE biosensor. 

 

Figure 3.3 IDE biosensor and its micrograph (reproduced from [201]). 

The fabrication process of the IDE biosensor is explained as follows. First, the Borofloat 

glass wafer underwent a thorough cleaning process using piranha solution to eliminate organic 

particles and other impurities. Following this, a single layer of HDMS was deposited to boost 

adhesion between the wafer surface and the photoresist. Subsequently, a bilayer photoresist 

composed of LOR 5B and AZ 1512 was spin-coated onto the wafer's surface. Next, the 

photoresist was exposed to UV light through a photomask at an intensity of 100 mJ/cm². The AZ 

1512 photoresist was initially developed using a 1:1 AZ developer solution, followed by the 

development of LOR 5B photoresist in a 1:1 mixture of MF-319 developer and water. A Cr/Au 

bilayer was then deposited via e-beam evaporation. The metals, along with the photoresist, were 
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removed and left to soak in a PG remover solution overnight. Excess metals were subsequently 

rinsed off with acetone, isopropyl alcohol (IPA), and water. An additional layer of AZ 1512 

photoresist was spin-coated onto the wafer's surface prior to the dicing process. Finally, acetone, 

IPA, and water were employed to strip the remaining photoresist, yielding a clean, precisely 

fabricated IDE sensor. 

3.2.4 Surface Functionalization of S Protein 

The IDE chips underwent a thorough cleaning process in acetone, isopropanol, and Milli-

Q water using sonication to eliminate organic residues. Following this, an oxygen descum was 

performed for further cleaning using the Trion Phantom Reactive Ion Etching (RIE) System 

(setting parameters: 98% O2, 150 mT pressure, 150 W RF, 120 seconds). The IDE electrode 

surface was then incubated in APTES for two minutes, after which the APTES was washed off 

by immersing the chip in ethanol and applying sonication. A Polydimethylsiloxane (PDMS) 

cover was subsequently bonded to the IDE chip's surface to delineate each unit under the buffer. 

After that, the SARS-CoV-2 S protein in a 1× PBS solution (0.1 mg/ml, pH 7.4) was incubated 

in the EDC/NHS solution (4 mg EDC and 22 mg NHS in 1 ml of 10 mM MES buffer) for 15 

minutes. The S protein solution was then added to each well and incubated for 1 hour at 37°C. 

The wells were subsequently washed with 2% PBST and 1× PBS solution and incubated in a 

0.2% PVA solution (PBS, pH 7.4) at room temperature overnight. 

3.2.5 Formation of GNP 

A 50 ml solution containing 1 mM gold (III) chloride trihydrate was prepared in a three-

neck round-bottom flask, which was equipped with a magnetic stirrer and a condenser column. 

The solution was heated to its boiling point with an oil bath. Subsequently, 5 ml of 38.8 mM 

trisodium citrate dihydrate was introduced through an alternate neck of the round-bottom flask. 
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Once the solution changed to a dark wine-red color, reflux and stirring were sustained for an 

additional 15 minutes. After this period, the flask was removed from the oil bath and allowed to 

return to room temperature, with stirring persisting throughout the cooling process. Finally, the 

solution was filtered using a 0.45 µm syringe filter and stored at 4°C in darkness. 

3.2.6 Surface Characterization of GNP 

A 5 ml PEG solution was prepared by combining 0.605 µM PEG methyl ether thiol (Mn 

1000) and 0.605 µM MUA. This PEG solution was added dropwise to 5 ml of 13.3 nM GNP 

solution, followed by overnight stirring to facilitate the functionalization of GNPs. The solution 

was then centrifuged at 13,000 g and 4°C for 20 minutes, with the resulting pellet resuspended in 

Milli -Q water. This centrifugation and resuspension process was repeated until an optical density 

of 50 was achieved, which was measured using the Evolution 60S UV-Visible 

Spectrophotometer (Thermo Fisher Scientific, MA, United States). An EDC/NHS solution was 

prepared by dissolving 30 mg EDC and 36 mg NHS in 1 ml of 10 mM MES buffer. 

Subsequently, the GNP solution and the EDC/NHS solution were mixed at a 1:1 ratio and 

incubated for 30 minutes at room temperature. Following incubation, the mixture was 

centrifuged at 13,000 g for 1 hour at 4°C to obtain the concentrated GNP solution. Next, 40 µL 

of 1 mg/ml protein G solution was mixed with the GNP solution under sonication. Then, the 

resulting mixture was incubated on a shaker at room temperature for 3 hours. The solution was 

then vortexed with 1 ml of 0.05% PBST and centrifuged at 13,000 g and 4°C for 1 hour. After 

removing the supernatant, the pellet was resuspended in 200 µL of 1× PBS. The prepared GNP-

G solution should be stored at 4°C in darkness. 

3.2.7 Verification of IgG Antibody Interaction with the SARS-CoV-2 Spike Protein 

 



50 

 

 

(a)                                             (b)                                                 (c) 

Figure 3.4 Fluorescence microscopy images of IDE chips: (a) control without serum exposure, 

(b) incubated with SARS-CoV-2 positive serum sample, and (c) incubated with SARS-CoV-2 

negative serum sample (reproduced from [201]). 

In the preliminary experiments, fluorescent-labeled secondary antibodies targeting anti-

SARS-CoV-2 IgG (Alexa-anti-IgG) were utilized to verify the specific binding between IgG and 

the S protein. Following S protein immobilization, the IDE chips were incubated with the 

fluorophore-labeled secondary antibodies under three conditions: without serum exposure, with a 

positive serum sample, and with a negative serum sample, and the results were illustrated in 

Figure 3.4. Fluorescence images were captured using the ChemiDoc MP Imaging System. 

Without serum exposure, the fluorophore-labeled secondary antibodies did not exhibit specific 

binding, resulting in negligible fluorescence detection on the chip. However, upon incubation 

with the positive serum sample, specific binding to the fluorophore-labeled secondary antibodies 

could be observed throughout the gaps between the electrodes. Conversely, the IDE chip 

exposed to the negative serum sample displayed only a few instances of nonspecific binding and 

minimal fluorescence detection. These findings substantiate that the S protein immobilized on 
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the IDE chip can selectively interact with the anti-SARS-CoV-2 IgG present in the positive 

serum sample. 

3.3 Results and Discussion 

 

Figure 3.5 |ȹZ| between serum incubation and GNP binding steps for positive and negative 

samples across a frequency range of 10 Hz to 1 MHz (N = 12) (reproduced from [201]). 

EIS was employed as a method for the analysis of both serum incubation and GNP-G 

binding steps in 12 positive and 12 negative samples. The efficiency evaluation of the IDE 

biosensor in detecting the presence of anti-SARS-CoV-2 IgG antibodies is based on the 

comparison of the relative differences in impedance (ȹZ) between these two values. The result is 

illustrated in Figure 3.5, where the statistical significance can be observed across a frequency 

range from 1 kHz to 1 MHz, with the highest level of statistical significance at 10 kHz (p = 

7×10-6). At this specific frequency point, |ȹZ| of the positive group varies considerably, ranging 

from 11% to 55%. In contrast, the negative group exhibits a much narrower range from 2% to 

8%. The positive and negative samples can be separated by employing a |ȹZ| cut-off value of 
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10%. These findings are in line with the theoretical expectation that the use of GNPs can 

effectively amplify the changes in dielectric properties caused by the presence of biosamples 

[205]. 

The observed high statistical significance can be partly attributed to the small standard 

deviation of the negative group (1.7%). This is due to the fact that variations in impedance 

change within different positive tests are inevitable, given the variations happen in the steps of 

immobilization of S protein, incubation of serum samples, and GNP-G binding. Conversely, the 

variance within the negative sample group primarily arises from minor reagent residues on the 

IDE chip during serum incubation and GNP-G binding. Similar results have been observed in 

other research studies as well [206]. However, our study obtained better results compared to 

previous work by employing IDE chips with an electrode width of 4 µm and an electrode 

spacing of 5 µm. By adopting a relatively larger electrode spacing, the impact of PVT variation 

on the IDE chip differences can be effectively mitigated. Although this may result in a slight 

reduction in the sensitivity of the IDE chip, the decreased difference among IDE chips leads to a 

smaller standard deviation within the negative group, making the positive and negative groups 

more distinguishable. Furthermore, the larger electrode spacing leads to a higher IDE chip yield, 

which can contribute to cost reductions. This balance between sensitivity and cost efficiency 

demonstrates the potential of the proposed device in providing a reliable and affordable means of 

distinguishing between positive and negative samples, making it a valuable alternative to the 

field of POC diagnostics. 

The impedance values in the low-frequency range (10 to 30 Hz) can be utilized to 

validate the reliability of the data. For both positive and negative groups, the relative impedance 

differences (|ȹZ|) range from 0 to 12%. These minor changes do not apply to IDE chips that may 
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have been contaminated during the serum incubation or GNP-G binding process. In certain 

cases, samples exhibited significant |ȹZ| values across the entire frequency range, and upon 

inspection, their corresponding IDE wells displayed signs of contamination or damage. As a 

result, these samples were deemed unreliable and subsequently excluded from the data analysis. 

The reliability of the data was validated by carefully assessing the impedance values in the low-

frequency range and excluding potentially unreliable samples from the study. This rigorous 

approach to data validation ensures that the results obtained are reliable and representative, 

contributing to the overall robustness of the research findings. 

3.4 Conclusion 

In this study, we presented an EIS-based method for biomarker detection utilizing IDE 

biosensors, which demonstrated excellent capability in detecting anti-SARS-CoV-2 IgG in serum 

samples. This EIS-based detection method offers several advantages including rapid response, 

high sensitivity, and minimal sample requirements. The experiment results presented high 

statistical significance in the impedance change at 10 kHz (p = 7×10-6) for anti-SARS-CoV-2 

IgG antibody detection. At this frequency, the relative impedance differences (|ȹZ|) between the 

positive and negative groups were distinct (27.2% ± 13.6% for the positive group versus 4.1% ± 

1.7% for the negative group), indicating a clear separation between the two groups. The EIS-

based anti-SARS-CoV-2 IgG antibody detection method on the 8-well IDE chip requires only 4 

µL of serum and can be completed in two hours. Moreover, the IDE biosensor platform offers 

the potential for multiplexing, enabling the simultaneous detection of multiple biomarkers in an 

assay, which could improve the throughput and utility of diagnostic tests. Furthermore, this 

detection approach also holds the potential to be applicable for the detection of other biomarkers 
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by synthesizing corresponding antibody conjugates GNPs. This versatility promises to make the 

technology a rapid and effective diagnostic tool for a variety of diseases and conditions. 
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4. A Portable and Low-cost Electrochemical Impedance 

Spectroscopy System for Point-of-care Testing 

The content of this chapter has been published in in Biosensors and Bioelectronics: X 13 (2023): 

100301 as "A portable, low-cost and high-throughput electrochemical impedance spectroscopy 

device for point-of-care biomarker detection" by Xuanjie Ye, Tianxiang Jiang, Yuhao Ma, 

Daniel To, Shuren Wang, and Jie Chen.  

4.1 Introduction 

In recent years, the measurement of bioimpedance through impedance spectroscopy, also 

known as EIS, has been widely applied in evaluating biological samples, identifying and tracking 

physiological conditions, and promoting new developments in biomedical applications [207, 

208]. Biological tissues demonstrate frequency-dependent characteristics because cell 

membranes exhibit a capacitive quality [209]. Low-frequency currents (below 1 kHz) can only 

go through ECF since they cannot penetrate the cell membranes, while high-frequency currents 

(exceeding 1MHz) pass through both ECF and ICF. 

The bioimpedance measurement at a range of frequencies yields impedance spectrum 

data, which reveals insights into biological tissue states or processes [210, 211]. EIS has become 

particularly popular in the biomedical research area due to its relative immunity to interference, 

detailed process information, rapid response, and dependable outcomes [212]. Biological tissues 

can be treated as being equivalent to electronic components, and most functional abnormalities in 

human organs or changes in cellular activity can be represented as shifts in the electrical 

properties of these tissues [213-215]. Analysis of impedance spectroscopy data can extract 

important physiological and pathological functional details from biological tissues [216]. 
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Practical applications of this technology include the detection of inflammation and dysplasia in 

Barrett's esophagus within the upper gastrointestinal tract [217], as well as a diagnostic 

instrument for identifying and monitoring mucosal damage resulting from ischemia in critical 

diseases [218]. With EIS, researchers and medical professionals can access a lot of information 

that aids in the diagnosis, monitoring, and understanding of various physiological and 

pathological conditions. 

The bioimpedance measurement of biological tissue requires applying a broad frequency 

band of excitation signals and minimizing the impact of noise on the measurement results [219]. 

This necessitates a high degree of accuracy in the measuring device. Impedance analyzers, 

traditional EIS detection devices, measure the impedance of test subjects over a broad frequency 

range. The primary advantages of these analyzers are a wide frequency range and high 

measurement accuracy. However, their large size and high-cost limit their application in POC 

testing within the realm of EIS. 

 To address these limitations, researchers have developed several portable EIS devices. 

Recichmuth et al., for example, developed a non-invasive, wearable bioimpedance measurement 

device specifically for monitoring bladder filling [220]. Additionally, ImpediMed SFB7, a 

portable and high-precision EIS system developed by ImpediMed Limited (Australia), is 

currently commercially available and has been successfully implemented in the biomedical field 

[221]. Ferreira et al. created an EIS system based on AD5933, which achieves continuous 

measurements in the 0-100 kHz range with an error of less than 1% [222].  Li et al. designed an 

electrical auto-balanced bridge EIS device that exhibited an error of less than 2% within the 10 

kHz - 10 MHz frequency range [223]. Ruiz-Vargas et al. designed an EIS device based on Red-

Pitaya, featuring an error of less than 2% in the 10 Hz - 1 MHz frequency range [224]. These 
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portable devices demonstrate excellent performance in terms of both frequency range and 

accuracy, making them valuable tools for EIS in a variety of POC applications. 

In this study, we present a miniaturized EIS device specifically designed to fulfill the 

portability requirements of POC diagnostic devices, and it shows excellent performance in terms 

of precision, accuracy, and measurement speed. A notable feature of our design is that the 

excitation signal amplitude is controlled to a low level of 10 mV, which serves multiple purposes, 

including safeguarding the electrodes, minimizing potential thermal effects on the biosamples, 

and preserving the impedance linearity throughout the measurement process [203, 225]. To 

balance the performance of our device, we employed two different types of excitation waveforms 

for the different frequency ranges. For the frequency range below 1 kHz, we utilized multi-tone 

signals, which significantly accelerates the measurement process. On the other hand, for higher 

frequencies, single-tone sinewaves are implemented to guarantee precision and reliability [25]. 

Our proposed system demonstrated excellent performance within the critical frequency range of 

1 kHz to 1 MHz, exhibiting an average magnitude accuracy error of 0.30%. Despite achieving 

this level of accuracy, our EIS device maintains its miniaturization and portability, which make it 

suitable for POC applications. Moreover, scanning 28 frequency points in a quasi-logarithmic 

distribution from 10 Hz to 1 MHz required only 0.46 seconds. The combination of speed, 

accuracy, and portability offered by our miniaturized EIS device makes it a promising solution 

for a wide range of EIS applications in various healthcare POC settings. 
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4.2 Hardware and Algorithm Design 

 

(a) 

 

(b) 

Figure 4.1 (a) Comprehensive circuit block diagram of the EIS system. (b) Prototype of the 

proposed EIS system. Both were reproduced from [201]. 

The proposed portable EIS system consists of two major components: a Field-

Programmable Gate Array (FPGA) module and an Analog Front-End (AFE) circuit. The system 

employs the IDE chip, as presented in Chapter 3, as the device under test (DUT). The FPGA 

module is responsible for the management of the digital signals within the EIS system, with its 
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primary functions including digital signal input and output, computation, and communication. 

The AFE circuit generates excitation signals based on the output digital signals derived from the 

FPGA module and collects feedback signals from the DUT. The comprehensive circuit block 

diagram of the proposed system is illustrated in Figure 4.1(a), and the actual prototype is 

depicted in Figure 4.1(b). The total cost of the entire system can be effectively controlled, 

remaining below US $100 when produced in volume. 

 

Figure 4.2 Flow chart of the impedance measurement process (reproduced from [201]). 

To enhance the efficiency of the impedance measurement process, the proposed system 

employs multi-tone signals in the low-frequency range (below 1 kHz) to excite the samples. This 

approach enables the simultaneous measurement of multiple frequency points within a single 

excitation, accelerating the procedure. On the contrary, in the high-frequency range (above 1 

kHz), the measurement speed using single-tone sinewaves is not slow, so there is no need to 

sacrifice SNR in exchange for faster measurement speeds. Furthermore, the FPGA chip handles 

all computations, requiring the host to only transmit measurement instructions and receive 
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impedance results. This approach significantly reduces the time needed for transferring large 

volumes of recorded data to the host. A flow chart illustrating the complete measurement process 

can be found in Figure 4.2. 

4.2.1 Analog Front-End Circuit Design 

The basic method for measuring complex bioimpedance involves applying a specifically 

designed signal with one or multiple frequency components to the DUT. Subsequently, the 

electrical current's magnitude and phase through the sample, as well as the voltage across it, are 

measured. The proposed system employs the potentiostat protocol, which keeps the excitation 

voltage across the subject constant [226].  

The digital-to-analog converter (DAC) chip AD9742, controlled by digital signals from 

the FPGA module, generates the excitation signals. To ensure linearity and to protect the 

biological samples, the excitation signal is limited to 10 mV [227]. The excitation signal passes 

through a second-order low-pass Butterworth filter to eliminate high-frequency noise, primarily 

the DAC's clock signal interference noise (22.528 MHz). Afterward, the signal is applied to the 

calibration resistance and the DUT using two identical drivers built with a dual op-amp 

(OPA2353).  

The proposed EIS system uses an automatic balance bridge circuit topology to maintain 

the potentiostat structure. Traditional potentiostat circuit topology employs an electrometer 

module to sense the DUT's potential, with the voltage signal fed back to the control amplifier, as 

shown in Figure 4.3(a). Additionally, the DUT's current signal is converted into a voltage signal 

using a precision resistor Rm, and the signal is sensed using an amplifier. In contrast, the 

automatic balance bridge method has a simpler topology, as shown in Figure 4.3(b). A 
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transimpedance amplifier (TIA) converts the current through the DUT into a voltage signal for 

current signal sensing. One DUT port is fixed to the ground due to the virtual ground effect, 

ensuring the potential automatically equals the excitation signal. Therefore, the proposed 

portable EIS system uses the automatic balance bridge method to reduce the circuit area. The 

dual high-speed, ultra-low bias current op-amp chip LTC6269 forms the 2-channel TIA, with its 

fA-level bias current feature ensuring precise current flow through the DUT and feedback 

resistor Rm, improving impedance measurement accuracy. Two precision resistors (200 Ý and 10 

kÝ) function as Rm to transform different current levels, selected by a low on-resistance single 

pole double throw (SPDT) analog switch ADG849. 

 

   (a)                                                                          (b) 

Figure 4.3 (a) Block diagram of traditional potentiostat topology (b) Block diagram of automatic 

balance bridge topology (reproduced from [201]). 

The TIA transforms the current signal into a voltage signal, which is then adjusted by an 

amplifier before being digitized by the analog-to-digital converter (ADC). The current flowing 
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through the DUT is relatively low, typically from nA to uA levels, due to the excitation signal's 

10 mV low amplitude. Consequently, the output voltage range can be adjusted from 0.1 mV to 

20 mV in most cases. The TIA's output voltage is adjusted by programmable-gain amplifiers 

(PGA) to fully utilize the ADC's input range and reduce quantization noise. The low-noise, high-

speed dual 16-bit successive approximation register (SAR) ADC chip LTC2323-16 is employed 

in the proposed system, allowing a frequency range of up to 2.5 MHz, exceeding our target 

maximum frequency of 1 MHz. To speed up impedance measurement, the current signals 

through the calibration resistor Rc and the DUT are sensed simultaneously. To diminish the 

influence of parasitic capacitance and resistance, two symmetrical signal paths are constructed 

on the printed circuit board (PCB).  

4.2.2 Digital Circuit Design 

The FPGA module handles all digital circuit functions within the system, including clock 

signal generation, signal acquisition, signal processing, computation, and communication. To 

prevent clock mismatches, the clock signals of the DAC and ADC are derived from the same 

phase-locked loop (PLL) module on the FPGA. This synchronization, combined with carefully 

designed excitation signals and signal acquisition length, assures that the signal stored in the 

RAM consists of one or several complete periods of the periodic excitation signal. In this way, 

the system can effectively eliminate spectrum leakage without window functions. This approach 

enhances the accuracy of the signal's magnitude and phase calculations, which are performed 

using the Fast Fourier Transform (FFT) [228]. 

The FPGA circuit module utilized in the system is the P0192 Cyclone FPGA 

development board (Terasic Technologies, Taiwan), which incorporates the Cyclone V 

5CEBA4F23C7N as its core chip. Within the FPGA, the PLL module generates a 180.224-MHz 
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master clock, which is subsequently divided into different clocks for other modules. The master 

clock is divided by 8 to create a 22.528-MHz clock for both the direct digital synthesis (DDS) 

module and the DAC chip. The DDS module, designed using the Numerically Controlled 

Oscillator (NCO) IP of Altera Corporation, generates single-tone sine wave signals across 

various frequencies. The 22.528-MHz clock is chosen to control the DDS module, ensuring 

optimal SNR for high-frequency signals (above 1 MHz) and adequate resolution. Next, the ADC 

controller module generates the ADC signal acquisition control signal based on the master clock 

(180.224 MHz). A complete 16-bit digital signal can be collected every 44 clock cycles, 

resulting in an ADC sampling frequency (fs) of 4.096 Msps. Lastly, the FFT module, which 

utilizes the FFT core function provided by Altera Corporation, directly adopts the master clock 

to guarantee data processing speed. The real-part input of the FFT module comprises the digital 

signal acquired by the ADC, while the imaginary part input is set to zero. The transform length is 

configured to N = 4096, establishing a fundamental frequency of f0 = fs/N = 4.096 MHz/4096 = 1 

kHz. Utilizing the output data from the FFT module, the NIOS II ï a synthesized 32-bit 

embedded processor supplied by Altera Corporation ï calculates the complex impedance using 

Equations (4.1)-(4.4). 
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The index [k] denotes the value at the frequency point of k kHz. ReX and ImX represent 

the real and imaginary components of the signal, as outputted from the FFT module, 

respectively. |X| and ɗ correspond to the magnitude and phase of the signal, respectively. |Xc| and 

|XDUT| signify the magnitudes of the current signals flowing through the calibration resistor Rc 

and the DUT, respectively. |ZDUT| and Rc represent the magnitude of the DUT's impedance and 

the resistance of the calibration resistor Rc, respectively. ʃ , ʃ , and ʃ  are the phases of 

the DUT's impedance and the current signals flowing through Rc and DUT, respectively. ʃ  

refers to the phase of the calibration resistor Rc, which is assumed to be zero. 

The transform length of N = 4096 and the sampling frequency fs = 4.096 MHz yield the 

lowest measurement frequency point of 1 kHz. To assess the complex impedance within the 

frequency range below 1 kHz, the system necessitates either a longer transform length or a 

reduced sampling frequency. The latter is more feasible, as it only requires modifying the clock 

frequency of the ADC controller. On the other hand, merely changing the sampling frequency 

would underutilize the high-speed capabilities of the ADC. Consequently, the proposed system 

incorporates a data averaging module to decrease the sampling frequency, simultaneously 

enhancing the SNR of the acquired signal. By averaging the results of N consecutive samples 

from the ADC as a single sampling data point, the sampling frequency can be reduced by a factor 

of N. This adjustment shifts the lowest measurement frequency point to 1/N kHz. Concurrently, 

the SNR of the signal acquisition improves by 10Ālog10(N) dB. 

4.2.3 Excitation Signal Design 

In most cases, EIS measurement employs single-tone sine wave signals as the excitation 

source due to their high SNR, which ensures accurate measurement results. However, this 

approach can lead to a lengthy measurement duration for a complete EIS since only one 
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frequency can be assessed at a single excitation. When evaluating impedance at low frequencies, 

such as at the Hz or even mHz level, the exceptionally long time required for a full EIS may be 

impractical in certain situations, particularly for dynamic biological monitor systems. As a result, 

wide bandwidth excitation signals have been adopted to reduce EIS measurement time. These 

signals possess spectral densities that encompass multiple frequency points or span entire 

frequency ranges. Commonly utilized wide bandwidth signals in EIS systems include multi-tone 

signals [229, 230], chirp signals [177, 231], sinc signals [232, 233], rectangular pulses [234], and 

Gaussian functions [235], which facilitate more efficient impedance measurements. 

In the proposed EIS system, broadband signals are employed for measurements in the 

low-frequency range (below 1 kHz) to accelerate the measurement speed. Complex impedance 

evaluations at low frequencies can be time-consuming, as the system needs to acquire one or 

several complete sine waves. Using broadband signals for excitation effectively reduces the 

measurement duration required since multiple frequencies can be measured with a single 

excitation. Additionally, the low SNR issue associated with broadband signals can be alleviated 

by the SNR improvement offered by the data averaging module. For the high-frequency range 

(above 1 kHz), measurement speed is naturally faster, rendering the use of broadband signals 

unnecessary. Consequently, the excitation signals for the proposed system comprise broadband 

signals in the low-frequency range (below 1 kHz) and single-tone signals in the high-frequency 

range (above 1 kHz). This approach ensures efficient and accurate impedance assessments across 

board frequency ranges. 

The multi-tone signal is chosen as the broadband excitation signal in the low-frequency 

range due to its efficient energy utilization at the desired frequency points. A multi-tone signal is 

the sum of multiple sine waves at varying frequencies, providing high flexibility in shaping the 
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target spectrum. However, without careful phase arrangement for each frequency component, a 

multi-tone signal may exhibit a high crest factor (CF), which represents the peak to root mean 

square (RMS) ratio, as expressed in Equation (4.5). In the proposed EIS system, the excitation 

signal's peak value is limited to ± 10 mV to maintain the bioimpedance linearity of the biological 

samples. Given this peak value constraint, the excitation signal should have a minimal CF to 

maximize excitation energy and SNR. Consequently, the phases of the frequency components 

must be appropriately arranged to minimize the CF of the multi-tone excitation signal, enhancing 

the measurement accuracy. 
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(a)                                                                           (b) 

Figure 4.4 (a) Time-frequency domain swapping algorithm (b) Time-frequency domain 

swapping algorithm revised by Yang et al. 
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The minimization of CF remains an open mathematical problem [236], with various 

solutions proposed by researchers. Schroeder, in 1970, introduced the first analytical solution, 

determining the initial phases using a straightforward formula, as demonstrated in Equation (4.6) 

[237], where űn and pl are the phase of the nth harmonic and its relative power to the lth 

harmonic of the prescribed power spectrum, respectively. Although this method is simple and 

easy to implement, its results are typically suboptimal and only marginally better than random 

selection. Van Der Ouderra et al. proposed an iterative time-frequency domain swapping (TFDS) 

algorithm to tackle the CF minimization problem [236, 238]. The algorithm starts with the 

desired amplitude spectrum ak and a random phase combination űk, constructing the initial multi-

tone signal using the inverse discrete Fourier transform (IDFT). The time-domain multi-tone 

signal is then clipped according to a specific criterion (75-95%), and a new phase combination űk 

is calculated using the discrete Fourier transform (DFT) with the clipped signal. This process 

repeats until the CF no longer decreases, as illustrated in Figure 4.4(a). The TFDS performance 

primarily depends on the clipping criterion selection, balancing convergence speed and 

optimization performance. Several studies have suggested methods for choosing the clipping 

criterion to expedite convergence and achieve minimized CF, with Yang et al.'s approach being 

one of the most efficient, as shown in Figure 4.4(b) [239]. Another efficient iterative algorithm 

employs the nonlinear Chebyshev approximation method (NCAM), proposed by Guillaume et al. 

[240]. In recent years, optimization algorithms have advanced and gained widespread application. 

Researchers have applied swarm intelligence algorithms such as the genetic algorithm (GA) [241] 

and the artificial bee colony (ABC) algorithm [242] to optimize CF. Although these swarm 

intelligence algorithms require more computational resources, their results have potential to 

surpass those of previous analytic methods and iterative algorithms. 
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In the proposed system, the multi-tone signal is synthesized using the FPGA firmware 

and stored in the RAM for later use. The stored multi-tone signal data frame has a length of 4096, 

equal to the length of the sampled data frame, and a width of 14-bit, matching the width of the 

DAC. This results in a total on-chip memory usage of 7 kb. It is commonly believed that a higher 

update rate, achieved through a longer single frame length, can enhance the spurious-free 

dynamic range (SFDR) performance of the signal. However, our preliminary tests had shown 

that a multi-tone signal data frame length exceeding 4096 does not further improve measurement 

precision, so the length is set to 4096 to conserve memory resources.  

Additionally, the same stored multi-tone signal can be output at different clock 

frequencies to adjust the excitation signal's spectrum. In the proposed system, impedance is 

measured with multi-tone signals once per decade frequency range. This allows the same stored 

multi-tone signal to be used repeatedly for excitation in the 10 Hz to 100 Hz and 100 Hz to 1000 

Hz ranges by simply adjusting the output clock frequency by 10 times. Moreover, the stored 

multi-tone signal is expected to have a minimal CF to enhance the excitation signal's SNR. To 

achieve this, various methods were employed to synthesize the multi-tone signal on a computer, 

including the revised TFDS algorithm, NCAM, and some popular swarm intelligence algorithms. 

This approach facilitates an exploration of the most suitable algorithm for CF minimization. 



69 

 

4.3 Results and Discussion 

4.3.1 Multi-tone Signal Synthesis 

Two types of spectra were prepared to evaluate the performance of various CF 

minimization algorithms: (1) an equidistant and flat spectrum with a frequency list of (1, 2, 3, 4, 

5, 6, 7, 8, 9), and (2) a quasi-logarithmic and flat spectrum with a frequency list of (1, 2, 3, 5, 7), 

where "1" represents the fundamental frequency. Due to inherent constraints in FFT-based 

measurements, achieving a true logarithmic spectrum is unattainable, as only integer multiples of 

the fundamental frequency can be computed.  The CF minimization algorithms chosen for 

comparative analysis included the NCAM [240], Ojarandôs Method [243], revised TFDS [239], 

Particle Swarm Optimization (PSO) [244], GA [241], ABC algorithm [242], and Bacterial 

Foraging Optimization (BFO) [245]. The BFO algorithms have not been previously employed in 

the context of CF minimization. 

The two spectra were synthesized utilizing these algorithms within the Matlab R2020a 

software environment on a personal computer (CPU: AMD Ryzen 7 1700; GPU: NVIDIA 

GeForce GTX 1070). Each algorithm repeated 100 iterations, and their optimal results, mean 

results, least favorable results, and average time consumption are documented in Table IV. This 

comparative evaluation enables the determination of the most suitable algorithm for CF 

minimization in the proposed system. 

The CF optimization results for both spectrums demonstrate that the revised TFDS 

method outperforms other algorithms in terms of optimization efficiency and time consumption. 

While the PSO algorithm exhibited superior optimization results in both spectral optimization 

experiments, the differences in outcomes were marginal compared to the revised TFDS (1.5665 

vs. 1.5685 for the 5-frequency spectrum and 1.3976 vs. 1.3986 for the 9-frequency spectrum). 
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Furthermore, the optimization efficacy of the PSO algorithm is heavily reliant on random seeds, 

leading to an average optimization result inferior to that of the revised TFDS. The revised TFDS 

algorithm consistently achieves excellent optimization results, closely approximating the optimal 

results obtained from other algorithms, in a relatively short time frame (approximately 0.15 

seconds). Moreover, the revised TFDS algorithm offers the extra advantage of reusing the FFT 

module on the FPGA, further accelerating the algorithm's execution speed. During testing, the 

FPGA completed the entire revised TFDS algorithm process in 0.132 seconds. This performance 

renders the revised TFDS algorithm a suitable choice for CF minimization in the proposed 

system. 

Table IV Crest Factor Optimization Results Using Various Algorithms 

5 Frequencies 

Algorithm Best Avg Worst Time (sec) 

Ojarand 1.6395 1.6395 1.6395 0.3928 

NCAM 1.5685 1.6026 1.7273 0.0443 

Revised TFDS 1.5685 1.5685 1.5685 0.1441 

PSO 1.5665 1.6006 1.6984 1.021 

GA 1.5672 1.6269 1.758 1.1035 

ABC 1.576 1.6108 1.6369 6.6386 

BFO 1.6519 1.6815 1.7171 5.8682 

9 Frequencies 

Algorithm Best Avg Worst Time (sec) 

Ojarand 1.5467 1.5467 1.5467 0.8847 

NCAM 1.4001 1.4748 1.5924 0.5258 

Revised TFDS 1.3986 1.3986 1.3986 0.1506 

PSO 1.3976 1.5229 1.7102 4.6366 

GA 1.4083 1.5161 1.6325 8.899 

ABC 1.4747 1.6182 1.6760 9.4156 

BFO 1.6113 1.8656 2.2022 8.5665 
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4.3.2 Measurement Performance Evaluation 

The EIS system was intended to be developed for use with the IDE chip described in 

Section 3.2.3. In practical applications, the impedance of the IDE chip loaded with biosamples 

spans from 200 ɋ to 200 kɋ in the 10 Hz to 1 MHz frequency range. The 1 kHz to 1 MHz 

segment is of particular interest, corresponding to an impedance range of about 100 ɋ to 3 kɋ. 

Impedance values outside this range are generally employed to assess whether the IDE chip is 

damaged or contaminated, thus they do not require high accuracy. 

In order to evaluate the system's accuracy and precision across the 10 Hz to 1 MHz range, 

nine pure resistors varying from 100 ɋ to 500 kɋ were employed. The true magnitude and phase 

values (Zt, ɗt) of the resistors were established by averaging ten measurements obtained using the 

MFIA Impedance Analyzer (Zürich Instruments, Zürich, Switzerland). These true values were 

then compared to the average values from 200 measurements taken with the proposed EIS 

system. Equations (4.7) through (4.10) depict the evaluation of accuracy and precision for both 

magnitude and phase, with ea and ep representing the errors in terms of accuracy and precision, 

ʎ  and :  denoting the standard deviation and average value of 200 measurement 

magnitude results, and ʎ  and ʃ  denoting the standard deviation and average value of 200 

measurement phase results, respectively. 

Ὡ ὓὥὫ
ȿὤ ὤȿ

ὤ
ρππϷ τȢχ 

Ὡ ὓὥὫ
ʎ

ὤ
ρππϷ τȢψ 

Ὡ ὖὬὥ ʃ ʃ τȢω 
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Table V Evaluation of Accuracy and Precision for the Proposed EIS System Using Resistors. 

Magnitude Errors 

   Fre(Hz) 

 

         ea 

         ep 

 

Res(ɋ) 

10 100 1 k 10 k 100 k 1 M 

91.23 

0.418% 

0.175% 

0.024% 

0.216% 

0.112% 

0.021% 

0.299% 

0.066% 

0.329% 

0.022% 

0.199% 

0.098% 

329.78 

0.125% 

0.037% 

0.021% 

0.025% 

0.111% 

0.019% 

0.004% 

0.006% 

0.108% 

0.005% 

0.217% 

0.007% 

1001.3 

0.402% 

0.125% 

0.342% 

0.117% 

0.239% 

0.029% 

0.228% 

0.014% 

0.237% 

0.012% 

0.164% 

0.016% 

3644.88 

0.265% 

0.338% 

0.158% 

0.518% 

0.192% 

0.088% 

0.218% 

0.050% 

0.417% 

0.077% 

0.472% 

0.067% 

11.94 k 

0.358% 

0.237% 

0.232% 

0.319% 

0.057% 

0.105% 

0.362% 

0.090% 

0.593% 

0.077% 

0.023% 

0.079% 

36.13 k 

0.044% 

0.596% 

0.179% 

0.383% 

0.134% 

0.177% 

0.234% 

0.056% 

0.300% 

0.212% 

0.517% 

0.0239% 

89.32 k 

0.329% 

0.998% 

0.736% 

0.924% 

0.746% 

0.456% 

0.538% 

0.179% 

0.036% 

0.481% 

0.871% 

0.393% 

212.26 k 

0.628% 

1.809% 

0.604% 

1.941% 

0.664% 

0.907% 

0.435% 

0.484% 

0.451% 

1.130% 

1.203% 

0.828% 

498.83 k 

0.409% 

3.125% 

0.399% 

2.620% 

0.505% 

1.676% 

0.209% 

0.936% 

0.274% 

1.609% 

2.024% 

1.260% 

Phase Errors 

   Fre(Hz) 

 

         ea 

         ep 

 

Res(ɋ) 

10 100 1 k 10 k 100 k 1 M 

91.23 

0.095° 

0.024° 

0.011° 

0.012° 

0.019° 

0.008° 

0.032° 

0.004° 

0.160° 

0.004° 

0.262° 

0.007° 

329.78 

0.103° 

0.032° 

0.014° 

0.012° 

0.014° 

0.012° 

0.136° 

0.005° 

0.490° 

0.006° 

0.001° 

0.007° 
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1001.3 

0.104° 

0.096° 

0.018° 

0.134° 

0.016° 

0.027° 

0.093° 

0.018° 

0.475° 

0.012° 

0.333° 

0.014° 

3644.88 

0.085° 

0.331° 

0.067° 

0.588° 

0.033° 

0.072° 

0.254° 

0.044° 

0.334° 

0.075° 

0.384° 

0.089° 

11.94 k 

0.117° 

0.156° 

0.161° 

0.197° 

0.042° 

0.044° 

0.047° 

0.024° 

0.323° 

0.101° 

0.057° 

0.065° 

36.13 k 

0.151° 

0.307° 

0.163° 

0.221° 

0.045° 

0.145° 

0.059 

0.062° 

0.362° 

0.234° 

0.208° 

0.242° 

89.32 k 

0.141° 

0.362° 

0.204° 

0.435° 

0.055° 

0.263° 

0.126° 

0.157° 

0.479° 

0.462° 

1.074° 

0.279° 

212.26 k 

0.084° 

0.468° 

0.208° 

1.049° 

0.096° 

0.654° 

0.092° 

0.252° 

0.928° 

0.967° 

1.800° 

0.601° 

498.83 k 

0.166° 

1.283° 

0.220° 

1.396° 

0.295° 

1.090° 

0.226° 

0.746° 

0.690° 

1.872° 

3.241° 

1.393° 

       
Table V presents comprehensive accuracy and precision evaluation results with different 

resistors. By employing a 1% error as the screening standard for instrument accuracy and 

precision, the available measurement range of the proposed system is 10 Hz to 1 MHz and 100 ɋ 

to 90 kɋ. Furthermore, for the impedance and frequency range of interest (100 ɋ to 3 kɋ and 1 

kHz to 1 MHz), the errors in terms of accuracy and precision were less than 0.5% and 0.1%, 

respectively. 

In the second phase of the evaluation, an IDE chip loaded with 60 ɛL of 10 ɛM/L PBS 

solution was prepared as the subject for measuring impedance. This test aimed to assess the 

accuracy and precision of the proposed EIS system in comparison to the MFIA Impedance 

Analyzer. Both the MFIA and the proposed system were used to measure the impedance of the 

IDE chip in rapid succession, with the MFIA's results being considered as the true values. Here, 

the measurements using the proposed system were repeated 20 times. The evaluation of the 

proposed system's accuracy and precision was conducted using Equations (4.7) to (4.10), and the 

overall results of this comparison are illustrated in Figure 4.5. When plotted on a logarithmic 
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coordinate system, the impedance measurements obtained from the MFIA and the proposed 

system exhibited highly similar magnitude and phase curves, indicating a strong consistency 

between the two sets of results. 

 

Figure 4.5 Performance Assessment of the Proposed EIS System with an IDE Chip Immersed in 

PBS Solution (reproduced from [201]). 

In the critical frequency range spanning from 1 kHz to 1 MHz, the proposed system 

demonstrated an average magnitude accuracy error of 0.30%, an average magnitude precision 

error of 0.02%, an average phase accuracy error of 0.16, and an average phase precision error of 

0.017. These results present the system's ability to provide accurate and precise impedance data 
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within the critical frequency range. Moreover, the proposed system is also rapid in the 

measurement, requiring just 0.46 seconds to scan 28 frequency points in a quasi-logarithmic 

distribution that ranged from 10 Hz to 1 MHz. This speed offers a significant advantage in 

various practical applications where rapid measurements are essential. Table VI presents a 

comparison of the proposed EIS system's specifications with those of other EIS systems, 

including those proposed by Jiang et al. [177], Ruiz-Vargas et al. [224], the RedPitaya-based EIS 

system, and the MFIA Impedance Analyzer. 

Table VI Comparison of Specifications 

Device This work Jiang Ruiz-Vargas RedPitaya MFIA 

Measurement 

speed 
1.1 ms 24.2 ms 70 ms 70 ms 20 ms 

Measurement 

error 
0.24% 0.30% 0.70% 2% 0.05% 

Frequency 

Range 
10 Hz - 2 MHz 

100 Hz - 500 

kHz 
10 Hz - 1 MHz 10 Hz - 1 MHz 1 mHz - 5MHz 

Impedance 

Range 
100 ɋ - 200 kɋ 10 ɋ - 100 kɋ 1 ɋ - 10 kɋ 1 ɋ - 10 kɋ 0.1 ɋ - 10 Gɋ 

Excitation 

Amplitude 
0.01-3 V 5 V 1 V 1 V 0-3 V 

Size 163Ā84Ā30 mm3 
116Ā100Ā89 

mm3 
140Ā90Ā30 mm3 110Ā60Ā28 mm3 

283Ā232Ā102 

mm3 

Weigh 0.25 kg 0.45 kg N/A 0.1 kg 3.8 kg 

Cost in USD 95 45 N/A 400 9000 

* The measurement speed and error data are for the measurement of 1 k at 1 kHz. 

** The impedance range refers to the valid impedance range with an error < 1%. 

4.4 Conclusion 

In this study, we developed a portable, low-cost EIS system tailored for POC applications, 

which exhibits excellent accuracy and precision in biosample measurements. The EIS system 

ensures both measurement speed and accuracy by implementing low CF multi-tone signal 

synthesis and data averaging modules at low frequencies (below 1 kHz) while utilizing single-
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tone signals at high frequencies (above 1 kHz). Regarding the measurement speed,  the system 

can scan 28 quasi-logarithmically distributed frequency points ranging from 10 Hz to 1 MHz in a 

mere 0.46 seconds. Moreover, the proposed EIS system supports simultaneous EIS for eight 

channels of IDE chips, further enhancing measurement efficiency. Within the critical frequency 

range of 1 kHz to 1 MHz, the system demonstrates an average magnitude accuracy error of 

0.30%, an average magnitude precision error of 0.02%, an average phase accuracy error of 0.16, 

and an average phase precision error of 0.017, all achieved with a low excitation amplitude of 10 

mV. This low excitation amplitude offers several advantages, including protection of the 

electrodes and biosamples, preservation of impedance linearity, and minimization of thermal 

effects. Given its high precision and biosafety features, the proposed EIS system holds 

significant potential for widespread use in various biomarker measurement applications. 
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5. A Low-Intensity Pulsed Ultrasound Interface ASIC Chip for 

Miniaturized Medical Therapeutic Device Applications 

The content of this chapter has been submitted as a manuscript for review to IEEE Transactions 

on Very Large Scale Integration Systems as "A Low-Intensity Pulsed Ultrasound Interface ASIC 

Chip for Wearable Medical Therapeutic Device Applications" by Xuanjie Ye, Xiaoxue Jiang, 

Shuren Wang, and Jie Chen. 

5.1 Introduction 

With a wide range of applications, including surgical procedures, diagnostics, and 

therapy, ultrasound technology has played a critical role in the medical field for almost a century 

[61, 246, 247]. In its early stages, the primary focus of ultrasound centered on the thermal effects 

of high-intensity ultrasound waves that can selectively elevate the temperature of target tissues. 

This technique has demonstrated its efficacy in various medical interventions. Recent advances 

in the field have shifted attention toward low-intensity ultrasound, which operates without 

generating thermal effects [62, 65, 248]. This innovative approach has paved the way for various 

therapeutic applications, revolutionizing the medical field. For instance, low-intensity ultrasound 

has been employed to facilitate the healing of fractures, a technique that significantly promotes 

the recovery process [62, 79, 249]. Furthermore, this technology has also proven to be a 

promising assist treatment for cancer therapy [65, 84, 118, 250], offering a non-invasive 

treatment option that mitigates the adverse side effects often associated with traditional 

chemotherapy and radiation. Another notable application of low-intensity ultrasound is 

neuromodulation [63, 251, 252], where it has been utilized to modulate neural activity and 

alleviate symptoms in patients suffering from neurological disorders. Moreover, low-intensity 
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ultrasound has shown the potential in promoting peripheral nerve regeneration [64, 253]. Low-

intensity ultrasound technology has expanded the scope of medical applications far beyond its 

original thermal-based therapeutic effect. 

LIPUS is a distinctive subset of low-intensity ultrasound technology, characterized by its 

delivery of ultrasound energy as pulse waves. This unique attribute enables LIPUS to concentrate 

energy within the pulse, thereby maintaining non-thermal properties while delivering sufficient 

ultrasound amplitude to the target [254]. Empirical evidence has demonstrated the therapeutic 

efficacy of LIPUS across various tissues, including knee osteoarthritis [255], tooth root 

resorption [256], inflammation inhibition [257], and bone fractures [258]. A widely employed 

LIPUS parameter set, featuring a 1.5 MHz fundamental frequency, 200 ɛs pulse width, 1 kHz 

repetition rate (corresponding to a 20% duty cycle), and a spatial average temporal average 

(SATA) intensity of 30 mW/cm2, has been successfully applied to the fracture healing scenarios 

[91, 258-260]. The U.S. FDA and the U.K. National Institute for Health and Care Excellence 

(NICE) have approved these applications for their effectiveness in promoting fracture healing. 

This LIPUS parameter set has also been utilized for intra-oral dental tissue formation as well as 

stem cell growth and differentiation [261, 262]. Furthermore, Health Canada approved the Aveo 

system, an orthodontic treatment device based on LIPUS, in 2016. In summary, LIPUS has 

emerged as a versatile and powerful tool within the medical field, offering transformative 

therapeutic potential across diverse applications. 

This project endeavors to develop a miniaturized LIPUS interface ASIC chip, designed 

for a wearable ultrasonic therapy system that can output LIPUS with an average power intensity 

of 30 mW/cm2 or 50 mW/cm2 with a duty cycle of 20%. These LIPUS parameters have been 

widely used in the therapeutic applications [256, 263]. Typically, wearable devices rely on low-
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voltage power sources like batteries. However, driving an ultrasound transducer demands a 

voltage exceeding that of a standard battery or portable DC power supply, necessitating the 

implementation of a DC-DC boost voltage converter. Considering that the electromechanical 

conversion efficiency of most ultrasound transducers falls within the range of 30% to 35% [264-

266], the DC-DC boost voltage converter must be capable of delivering a continuous power 

output of 500 mW to support a LIPUS transducer with a 1 cm diameter, a SATA intensity of 30 

mW/cm2, and a duty cycle of 20%. Inductor-based boost converters can meet these power 

requirements, but they are bulky and not suitable for miniaturized devices. Furthermore, many 

ultrasound treatments necessitate MRI guidance for precise application [267-269], rendering 

inductors incompatible with the MRI environment. Consequently, the proposed system employs 

a charge pump as an alternative solution, also known as a switched-capacitor DC-DC converter. 

This alternative approach addresses the challenges of miniaturization while maintaining 

compatibility with MRI-guided treatments, thereby advancing the development of wearable 

ultrasonic therapy systems. 

 

Figure 5.1 Comparison of the Highly Integrated LIPUS System with a Canadian Two-Dollar 

Coin. 
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This chapter introduces a novel LIPUS interface chip created for a highly integrated 

ultrasound driver system, which can be used in portable medical therapy devices. The chip was 

carefully designed and made using the AMS 0.35-ɛm High-Voltage Complementary Metal-

Oxide-Semiconductor (CMOS) Process Technology (H35B4D3). The proposed chip needs only 

a small number of passive electronic components to build the peripheral circuit, simplifying the 

overall system. With a properly designed peripheral circuit, the chip can provide up to 181.5 mW 

to the ultrasound transducer when powered by a 5-V supply, or 103.3 mW with a 3.7-V power 

supply. Figure 5.1 shows the proposed ASIC chip, its peripheral circuit, and how it can be 

included in the ultrasound therapy system.  

5.2 System Design 

The system architecture for the proposed ASIC chip and its peripheral components is 

depicted in Figure 5.2. The power supply of the system can accommodate either 3.7 V or 5 V, 

with the power source connected simultaneously to digital power supplies (DVDD), analog power 

supplies (AVDD), and power management power supplies (PVDD). The digital circuit block 

governs all digital signals within the system, primarily for generating suitable clock signals for 

other modules. These clock signals originate from an off-chip 12-MHz crystal oscillator and an 

on-chip voltage-controlled oscillator (VCO). The VCO-derived clock signal controls the charge 

pump, and clock drivers are implemented to enable the clock to drive the large MOSFETs in the 

charge pump. Consequently, the control voltage VC can adjust the output high voltage from the 

charge pump VPP, which in turn powers the transducer driver. The transducer driver consists of 

two high-voltage NMOSs operating as a half-bridge (HB) driver. These NMOSs occupy large 

on-chip space to achieve low on-resistances, requiring gate drivers for their large gates. 

Furthermore, the upper half-bridge driver necessitates a high-voltage level shifter (HVLS) and an 
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external bootstrap circuit, comprising a capacitor CBOOT and a diode DBOOT, to ensure it remains 

in normal operation condition when the source voltage increases. 

 

 

Figure 5.2 Proposed ASIC Chip System Architecture and Associated Peripheral Components. 

5.2.1 Charge Pump 

The proposed LIPUS system requires a DC-DC boost converter to elevate the battery 

power voltage to a level capable of driving the ultrasound transducer. To address the challenges 

of miniaturization and MRI compatibility, the charge pump was chosen as the DC-DC boost 

converter for the system. Figure 5.3(a) demonstrates the design of the 4-stage charge pump, 

which is based on the CP-1 topology, which was proposed by our research group as described in 

[270]. High-voltage (HV) devices provided by the AMS 0.35-ɛm High-Voltage CMOS Process 

Technology (H35B4D3) were employed in this charge pump topology, allowing the MOSFETs 

to endure a higher drain-source voltage compared to the standard CMOS process. This feature 
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enables each stage of the charge pump to be boosted to a higher voltage without the risk of 

breakdown, requiring only four stages to attain the required driving voltage (approximately 12-

20 V). This design ensures a more efficient and compact solution while maintaining 

compatibility with MRI environments. 

 

(a) 

 

(b) 

Figure 5.3 (a) 4-stage charge pump topology. (b) Operation timing of a typical unit CTS MA2. 

The 4-stage charge pump consists of two symmetrical branches, each operating with 

complementary clocks. These branches contain charge transfer switches (CTSs) and gate-control 
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transistors. Using branch A as an example, QA1, QA2, QA3, QA4, and QA5 serve as CTSs, 

transferring charges to subsequent stages. QNA2, QPA2, QNA3, QPA3, QNA4, and QPA4 act 

as gate-control transistors, regulating the conduction of their corresponding CTSs. The two out-

of-phase clocks, CLK1 and CLK2, have a high voltage level of PVDD and a low voltage level of 

the ground. In phase 1, when CLK1 is high and CLK2 is low, QA2, QA4, QB1, QB3, and QB5 

turn on, while other CTSs turn off. This leads to charge transfer from A1 to A2, A3 to A4, 

PVDD to B1, B2 to B3, and B4 to VPP. In phase 2, when CLK1 is low and CLK2 is high, MA1, 

MA3, MB2, MB4, and MA5 turn on, and the other CTSs turn off. As a consequence, charges 

move from PVDD to A1, A2 to A3, B1 to B2, B3 to B4, and A4 to VPP. This design efficiently 

and effectively manages charge transfer in the 4-stage charge pump. 

Using QA2 and its gate-control transistors QNA2 and QPA2 as examples, as depicted in 

Figure 5.3(b), we will introduce the operation of the charge pump. In phase T1, when CLK1 is 

low and CLK2 is high, QNA2 turns off as Vgs(QNA2) = VA1 - VB1 = -VDD, and QPA2 turns on 

due to Vgs(QPA2) = VB2 - VA2 = -VDD. As a result, CTS QA2 is turned off, with its source A2 

connected to its gate B2 (Vgs(QA2) = 0). In the clock transition, CLK1 goes up while CLK2 goes 

down. When Vgs(QPA2) = VB2 - VA2 > -Vth, QPA2 is turned off, initiating phase T2. In phase 

T2, all transistors, including QA2, QNA2, and QPA2, are turned off. At the end of phase T2 and 

the beginning of phase T3, QNA2 turns on as Vgs(QNA2) = VA1 - VB1 > Vth. Consequently, QA2 

is turned on since Vgs(QA2) = VB1 - VA2 = -VDD. This dedicated design eliminates reverse charge 

flow, as all transistors are turned off during T2. Furthermore, the high-voltage MOSFET 

transistors employed in this charge pump design need to withstand a maximum drain-source 

voltage of 2VDD. The clock driver's power supply should be below 2.5 V or 1.65 V when using 

standard MOSFETs, which have a lower voltage tolerance of 5 V or 3.3 V. However, by 
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employing high-voltage MOSFET transistors, a conventional 3.7-V lithium battery or a 5-V USB 

power supply can power the clock driver. Additionally, this design enables each charge pump 

stage to boost a higher voltage, thereby reducing the number of required stages. 

5.2.2 High Voltage Level Shifter 

 

Figure 5.4 Schematic representation of the HVLS and explanation of its functioning. 

The HVLS is an essential module in the proposed system, as it enables the high-side 

NMOS of the HB driver to turn on. The primary function of the HVLS is to convert the logic 

signals between different voltage domains, with the critical performance indexes being 

propagation delay and power dissipation. Additionally, the size of the HVLS impacts the overall 

chip cost and must be considered. Therefore, the pulse-triggering HVLS approach proposed in 

[271] has been adopted for this system. 
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Figure 5.4 illustrates the complete circuit diagram of the HVLS, which consists of an 

edge detection module, a level shifter, and a latch. The edge detection module generates a pulse 

at either VRE or VFE upon detecting a rising or falling edge in the input signal VINL. The level 

shifter then inverts and raises the pulse from the low-voltage domain to the high-voltage domain. 

The resulting notching signal at VR or VF alters the latch's state, switching VOUTH between VBOOT 

(high) and VSW (low) levels. In the steady state, all voltage levels remain stable, since the output 

is latched. 

To illustrate the operation of the level shifter in detail, let us consider the example of a 

rising edge. As VIN_L transitions from low to high, a pulse is generated at VRE, while VFE 

maintains its low voltage level. Consequently, transistors M1, M3, and M5 remain in their 

current state, whereas the pulse at VRE triggers voltage changes in transistors M2, M4, and M6. 

The pulse at VRE momentarily turns on M2, causing the drain terminal of M4 to be pulled down 

to ground level during this short period. Subsequently, VR is pulled down to (VSW + Vth), 

generating a notch at VR. This notch flips the state of the latch, and VOUT_H is subsequently 

latched at the high voltage level VBOOT. 

In the stable state, the voltage levels at VF and VR are maintained at VBOOT because 

transistors M5 and M6 are turned on (Vgs = VSW - VBOOT = -VDD). Similarly, M3 and M4 are also 

turned on, while M1 and M2 are turned off since VFE and VRE remain at ground level. As a result, 

the drain terminals of M3 and M4 are held at VBOOT. When a signal transition occurs at VIN_L, the 

signal propagates through the modules to VOUT_H.  
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5.2.3 Voltage-Controlled Oscillator 

 

Figure 5.5 Circuit diagram of the 3-stage CSVCRO 

A 3-stage current-starved voltage-controlled ring oscillator (CSVCRO) was employed to 

generate an adjustable-frequency clock for the charge pump module. By permitting the 

adjustment of the clock frequency, the power output capability of the charge pump can be 

customized to meet the specific demands of the application. The CSVCRO topology was 

selected for its low power consumption, extensive frequency range, and high integration capacity 

[272]. The CSVCRO adjusts frequency by controlling the current used to charge or discharge the 

load capacitance, which is modulated by the on-resistances of the pull-down and pull-up 

transistors. Lower on-resistances enable a larger current to charge or discharge the load 

capacitance, resulting in a higher frequency, and vice versa. 
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 Figure 5.5 illustrates the circuit diagram of the 3-stage CSVCRO module, which consists 

of a complementary control signal generator, a CSVCRO core, and a clock output stage. The 

complementary control signal generator employs a current mirror topology to ensure similar 

currents flow through Q1 and Q2. Transistors Q4, Q8, and Q12 restrict the pull-up current flow, 

while Q5, Q9, and Q13 limit the pull-down current flow. In this manner, the complementary 

control signal VN makes the current limiting capacity of Q4, Q8, and Q12 highly similar to that 

of Q6, Q10, and Q14, which are directly controlled by the input control voltage VP. The 3-stage 

CSVCRO core comprises transistors Q3-Q14, forming three inverters. The current flows of these 

three inverters are limited by current sources and sinks controlled by VP and VN, respectively. 

The output clock signal is buffered by an inverter and then passed to a flip-flop to produce a 

precise 50% duty cycle as well as narrow the rising and falling edges of the clock signal, making 

it a square wave. Simultaneously, an out-of-phase clock signal is generated, which is necessary 

for the charge pump module. 

5.2.4 Half-bridge Driver  

The output driver of the system employs an HB topology, which is implemented with two 

high drain-source breakdown voltage NMOS transistors. NMOS transistors are preferred for the 

high side of the HB, as they exhibit superior conducting properties and switching speed in 

comparison to the PMOS transistors of the same size. However, for the high-side NMOS to 

remain turned on, it requires a gate-source voltage (VGS) that satisfies VGS = VG - VSW > Vth, 

where Vth is the threshold voltage. To fulfill this condition, a combination of a bootstrap circuit 

and an HVLS circuit is utilized to elevate the gate voltage (VG) of the high-side NMOS to VG = 

VBOOT = VSW + VDD. The bootstrap circuit ensures that the gate voltage is to generate a voltage 
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of VBOOT = VSW + VDD, while the HVLS circuit is responsible for translating the logic signals 

between different voltage domains to facilitate the proper functioning of the high-side NMOS. 

 

Figure 5.6 Schematic of the dead time generator and its corresponding waveform illustrating the 

generated timing intervals. 

The on-resistance of the output switches is set to 3.1 ohms, based on a careful balance 

among conduction power loss, switching power loss, and the required chip area. These switches, 

designed with a large area (W/L = 10000 ɛm/ 0.5 ɛm), introduce two significant challenges. 

First, the large-area NMOS gate possesses substantial parasitic capacitance, which demands a 

multi -stage gate driver to facilitate rapid turn-on and turn-off processes. To accomplish this, a 

series of four cascaded inverters are implemented, with sizes increasing in a geometric 

progression, ensuring swift and efficient transitions between the on and off states [273]. Second, 

to avoid the risk of two NMOS transistors turning on concurrently and resulting in a short circuit 

between VPP and GND, a dead-time generator is incorporated into the design. The circuit 
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topology and corresponding output waveform of this generator are depicted in Figure 5.6. The 

dead-time generator introduces a short interval during the turn-on alternation of the two NMOS 

transistors, allowing both to fully turn off and effectively preventing simultaneous conduction. 

This design feature ensures the protection of the system from potential short-circuit incidents. 

 

Figure 5.7 Micrograph of the bare die and its brief floor plan 

5.3 Results and Discussion 

Before tape-out, the proposed ASIC chip was verified in simulation using Cadence IC 

6.1.5 Spectre Circuit Simulator (CA, United States) with the AMS 0.35-ɛm High-Voltage 

CMOS Process Technology (H35B4D3, HIT-kit v4.10) library. Post-layout simulations were 

carried out with the power supply configured at the standard lithium battery voltage of 3.7 V or 
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the USB voltage of 5 V. The bare die and its floor plan, displayed in Figure 5.7, occupy an area 

of 4 mm2, inclusive of pads. The transistor parameters for the proposed design are detailed in 

Table VII . The capacitor array consists of capacitors with a capacitance value of 4.7 nF in both 

simulation and the test. 

Table VII  Transistor parameters of different modules in the system 

Transistors in Charge Pump Type W/L (ɛm/ɛm) 

QA1, QB1 20 V HVNMOS 2200/0.5 

QA2-5, QB2-5 20 V HVPMOS 2700/1 

QNA2-4, QNB2-4 20 V HVNMOS 300/0.5 

QPA2-4, QPB2-4 20 V HVPMOS 1800/1 

Transistors in HVLS Type W/L (ɛm/ɛm) 

M1, M2 50 V HVNMOS 10/0.5 

M3, M4 50 V HVPMOS 10/1 

M5, M6 5 V PMOS 0.5/0.5 

Transistors in CSVCRO Type W/L (ɛm/ɛm) 

Q1 5 V PMOS 1.2/1 

Q2 5 V NMOS 0.6/1 

Q3, Q7, Q11 5 V PMOS 6/0.5 

Q4, Q8, Q12 5 V PMOS 9/0.5 

Q5, Q9, Q13 5 V NMOS 4.5/0.5 

Q6, Q10, Q14 5 V NMOS 3/0.5 

Transistors in HB Type W/L (ɛm/ɛm) 

Q1, Q2 50 V HVNMOS 10000/0.5 

 

5.3.1 Simulation Results 

(A) Charge Pump 
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                                 (a)                                                                                (b) 

Figure 5.8 Post-layout simulation results of the charge pump under varying loads and clock 

frequencies: (a) Output power and efficiency comparison; (b) Ripple voltage and startup time 

comparison. 

In order to evaluate the performance of the charge pump module under various 

continuous current delivery scenarios, simulations were conducted with different resistance loads 

(30 ɋ, 100 ɋ, 300 ɋ) and frequencies (10-60 MHz). These simulations aimed to provide a 

deeper understanding of the module's behavior under diverse conditions. The outcomes of the 

simulations, which include output power, efficiency, ripple voltage, and startup time, are 

illustrated in Figure 5.8(a) and Figure 5.8(b). Startup time, a critical parameter for the charge 

pump's performance, is defined as the duration required to achieve 90% of the final output 

voltage. The results reveal that the power conversion efficiency experiences a decline as the load 

intensifies. The control frequency plays an important role in power conversion efficiency as well, 

with the peak efficiency generally observed at or near the frequency corresponding to maximum 

power generation. Additionally, the optimal control frequency is related to the resistance load, as 
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increased control frequencies are needed to reach the highest output power under heavier loads. 

It is also noted that ripple diminishes with the rise in control frequency. The charge pump's 

startup typically occurs in under 3 ɛs, taking approximately 1 ɛs for 30 ɋ and 100 ɋ loads. This 

swift startup time demonstrates the charge pump module's ability to quickly respond to varying 

operational demands. 

(B) High Voltage Level Shifter 

 

Figure 5.9 Post-layout transient simulation result of the HVLS. 

In the post-layout simulation of the HVLS, a 1.5-MHz clock signal was utilized as the 

input, aligning with the application scenario of driving a 1.5-MHz square wave. The power 

supply voltages VDDL, VDDH, and VSSH were configured with values of 3.7 V, 18.7 V, and 15 V, 

respectively. This setup results inn a level shift from the low voltage domain (0-3.7 V) to the 

high voltage domain (15-18.7 V). As illustrated in Figure 5.9, the simulation result showcases 
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the rising and falling edges of the output waveform. The rising edge displays a delay of 5.76 ns, 

while the falling edge exhibits a delay of 8.72 ns. When examining the energy consumption, the 

rising edge necessitates 54.97 pJ, and the falling edge requires 55.22 pJ. As a result, the total 

power consumption for the HVLS operating with a 1.5-MHz clock signal is 165.3 ɛW.  

(C) Voltage-Controlled Oscillator 

Figure 5.10 shows the post-layout simulation results of the CSVCRO, presenting its 

frequency-voltage characteristics. The output frequency range of the CSVCRO, corresponding to 

a control voltage (Vctrl) varying from 0 to 2.6 V, spans between 4.25 MHz and 313.28 MHz. It is 

important to note that the CSVCRO stop oscillating when the control voltage (Vctrl) surpasses 

2.6 V. 

 

Figure 5.10 Post-layout simulation results illustrating the frequency-voltage characteristics of the 

CSVCRO. 
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Figure 5.11 The brief schematic of the ASIC chip post-layout simulation. 

(D) Top Level 

The ultrasound transducer employed in conjunction with the proposed ASIC chip was 

produced by APC International, Ltd (PA, USA). This customized transducer features an 11-mm 

diameter and is designed to operate at a single resonant frequency of 1.5 MHz. The APC 

ultrasound transducer was equivalently represented using a Butterworth-Van Dyke model in the 

simulation, as shown in Figure 5.11, whose parameters were obtained from impedance fitting. In 

the simulation, the clock frequency output from the CSVRO for the charge pump module was set 

at 26.3 MHz. Figure 5.12(a) provides the entire chip post-layout simulation results, illustrating 

the behavior of VPP and VSW during the chip's startup phase. The charge pump's output voltage 

reached a maximum of 16.25 V with a 1.3-V ripple, and the startup time was measured at 2.3 ɛs. 

Looking into the VPP and VSW waveforms reveals that the primary cause of the VPP ripple was 

the in-rush current to the load, instead of the charge pump's controlling clock.  
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(a) 

 

(b) 

Figure 5.12 Post-layout simulation results depicting the output voltage waveforms for the charge 

pump (VPP) and the HB driver (VSW) with power supplies of (a) 3.7 V and (b) 5 V. 
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Table VIII  presents the full details of the simulation results of the input power, output 

power, and power efficiency of the different components, including the HB drive, the DC-DC 

booster converter, and the entire ASIC chip. As the core power management component in the 

system, the charge pump was capable of delivering 89.2 mW to the load, achieving an energy 

conversion efficiency of 36.86%. The remaining parts of the ASIC chip, encompassing the 

digital circuit block, the VCO, the HVLS, and the gate driver, consumed approximately 2 mW in 

total. To further evaluate the system's performance, the simulation was then repeated using a 5-V 

power supply, and the resulting output waveform and power conversion efficiency are displayed 

in Figure 5.12(b) and Table VIII , respectively. Under the 5-V power supply scenario, the charge 

pump's output voltage reached a maximum of 22.55 V with a 1.68-V ripple, and the startup time 

was reduced to 1.74 ɛs. In this configuration, the charge pump could deliver a power of 165.5 

mW to the load, with an energy conversion efficiency of 36.16%. 

Table VIII  Post-layout simulation performance results. 

Power Component Direction Power Efficiency 

3.7V 

Half-bridge transducer driver 
input 89.2 

96.97% 
output 86.5 

DC-DC booster converter 
input 241.9 

36.87% 
output 89.2 

Entire ASIC chip 
input 243.5 

35.52% 
output 86.5 

5V 

Component Direction Power Efficiency 

Half-bridge transducer driver 
input 170.7 

96.95% 
output 165.5 

DC-DC booster converter 
input 454.8 

37.53% 
output 170.7 

Entire ASIC chip 
input 457.7 

36.16% 
output 165.5 
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5.3.2 Test Results 

After receiving the chip from the manufacturer, we developed the corresponding 

peripheral circuit and conducted tests. All capacitors in the capacitor array of the peripheral 

circuit were 4.7-nF X5R capacitors. For testing purposes, we employed a PZT transducer 

manufactured by APC International, Ltd (PA, USA), characterized by a single resonance 

frequency of 1.5 MHz and a radiating surface area of 0.95 cm². We used an MFIA Impedance 

Analyzer (Zurich Instruments, Zürich, Switzerland) to measure the impedance of the PZT 

transducer, obtaining a result of 96.2 ɋ ŝ-25.33£ at 1.5 MHz. To record output waveforms, we 

utilized the Oscilloscope Tektronix TBS 2000, measuring the voltage on the load (Vload), the 

output voltage of the charge pump (VPP), and the current on the load (Iload). A precision DC 

power supply, Keithley 2231A-30-3 (Keithley Instruments, OH, USA), was employed to power 

the system, which can provide power dissipation data on its front panel. To measure the current 

on the load, we inserted a 0.5-ɋ series resistor on the ground side of the transducer and measured 

the voltage across it. Figure 5.13(a) displays the waveforms measured with a 3.7 V power supply, 

while Figure 5.13(b) shows the waveforms measured with a 5 V power supply. During the 

testing process, the controlling voltage was adjusted to achieve optimal conditions. We measured 

the ultrasound power output of the transducer using the ultrasound power meter UPM-DT-

1000PA (OHMIC Instruments, MO, USA).  
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(a) 

 

(b) 

Figure 5.13 Microsecond-scale waveforms depicting the voltage on the load (V load), the output 

voltage of the charge pump (VPP), and the current on the load (Iload) using power supplies of (a) 

3.7 V and (b) 5 V. 










































































