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ABSTRACT

Problems involving the mechanical behavior of composite materials, in particular, the effects of imperfect bonding at the fiber-matrix boundary, are receiving an increasing amount of attention in the literature. One of the most widely used mechanical models in describing an imperfect bonding condition is based on the premise that the tractions are continuous but displacements are discontinuous across the material interface. More specifically, jumps in the displacement components are assumed to be proportional, in terms of spring-factor type interface parameters, to their respective interface traction components (i.e. an imperfect interface).

The concept of imperfect interface has been developed mainly to account for various damages at the fiber-matrix interface, for example, imperfect adhesions, microcracks and voids. In particular, in many composite materials, the actual interface usually exhibits inhomogeneous imperfections. Despite this fact, little attention has been given to study this more general and physically more realistic scenario of inhomogeneous interface damage and imperfection.

The objective of this study is to develop a general method for the rigorous solution of a single isotropic circular inclusion embedded within an infinite homo-
geneous matrix in plane elasticity. The bonding at the inclusion - matrix interface is considered to be imperfect with the assumption that the interface imperfections are circumferentially inhomogeneous (i.e. the extent of damage at the fiber - matrix interface varies pointwise along the interface itself). In fact, for the first time, this dissertation systematically studies two physically significant types of inhomogeneous imperfect interfaces: that being the inhomogeneous spring - layer interface and the inhomogeneous non-slip interface.

Complex variable techniques are used to obtain exact closed - form solutions for the stress fields associated with the inhomogeneous imperfect interfaces. The results from these calculations are compared to the results when the imperfections are circumferentially homogeneous. These comparisons illustrate that replacing the inhomogeneous imperfect interface by its homogeneous counterpart will lead to significant errors in the stresses and even in the calculation of the average stresses induced within the inclusion. Hence, the inhomogeneity of interface damage and imperfection has an essential effect on the stress field and average stresses within the inclusion.
This dissertation is dedicated to the memory of my late father
Jozef Tadeusz Sudak
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CHAPTER 1

Introduction

1.1. BACKGROUND

1.1.1. Composite Materials

The majority of our modern technologies require materials with unusual composites of properties that cannot be met by conventional metals, ceramics and polymeric materials. This is especially true for materials that are needed for aerospace, underwater, oil and gas production and transportation applications. For instance, aerospace engineers are increasingly searching for structural materials that have low densities, are strong, stiff and impact resistant. However, this is a rather formidable combination of characteristics, since strong materials are relatively dense and by increasing the strength or stiffness generally reduces impact strength. Consequently, material property combinations and ranges have been and are being extended by the development of composite materials.

Composite materials are generally multiphase materials consisting of two or more distinct constituents which are combined to obtain specific properties or performance characteristics. By combining material types, advantageous properties
from each constituent phase can be exploited to create new properties unique to
the composite form. Binary (two phase) composite forms are the most common,
and typically consist of a dispersed (reinforcement) phase embedded in a contin­
uous (matrix) phase (Figure 1-1(a),(b)). The reinforcement phase should be a
material that is strong, stiff and lightweight. Commonly available reinforcement
types include continuous and discontinuous short fibers (e.g. glass, kevlar, boron,
ceramic), and particles (e.g. Al₂O₃, ThO₂, SiC). Compared with the dispersed
phase, the matrix phase must be tough and ductile. Its purpose is to support and
allow load to be transmitted to the dispersed phase (only a small proportion of the
applied load is sustained by the matrix). It prevents the propagation of brittle
cracks from fiber to fiber which could result in catastrophic failure: in other words,
the matrix phase serves as a barrier to crack propagation [1]. In addition, the
matrix material should also be strong so that it contributes to the overall strength
of the composite. Common matrix materials include thermosetting (e.g. epoxies)
and thermoplastic (e.g. nylons) polymers, metals (e.g. aluminum, magnesium,
copper) and ceramics (e.g. silicon). Hence, the use of a particular binary compos­
itive depends on the intended application and the long - term economic savings.

The classification of binary composites, based on the shapes of the materials, is
shown in Figure 1-1. The three main divisions are particle reinforced, fiber rein-
forced and laminar composites. Particulate composites are composites where the reinforcement phase is in the form of particles that are embedded in a continuous matrix phase. These composites are generally subdivided into two classes, these being: large - particle composites and dispersed - strengthened composites. The large particle composite, as the name suggests, contain large amounts of coarse particles (e.g. spherical particles) which are harder and stiffer than the matrix. These reinforcing particles tend to restrain deformation of the matrix in the vicinity of each particle. In essence, the matrix transfers some of the applied load to the particles, which bear a fraction of the load. These composites are manufactured to produce specific combinations of properties rather than to improve strength. In order to improve the mechanical behavior or strength of these large - particle composites requires some kind of reinforcement action, such as imposing residual compressive stresses using prestressing or posttensioning techniques.

In the case of dispersion - strengthened composites, the particles are extremely small and the matrix bears the major portion of the applied load. The small particles serve to impede the motion of dislocations in the matrix causing a reduction in plastic deformation thereby increasing the strength of the material. For further details and examples regarding particulate composites see [2].
Fiber reinforced composites, which are two-dimensional analogues of particulate composites (i.e. the particles are aligned as cylinders where each cross section of the cylinder has the same plane geometry), are probably the most predominant composite material in use today. Applications are found in many areas including transportation, aerospace, petrochemical and infrastructure. The fiber reinforced composites improve strength, fatigue, resistance and stiffness by incorporating strong, stiff, brittle fibers into a softer more ductile matrix. The reinforcing materials are also arranged in a variety of orientations from unidirectional arrangements to fibers woven into fabrics (see Figure 1-2 and Figure 1-3). When the fiber is bound together by the matrix material in a parallel orientation, very high stiffness and strength can be achieved in the fiber direction. On the other hand, stiffness and strength transverse to the fiber direction are of matrix order, and thus much lower. These generally low values of stiffness and strength provide the motivation for laminate composites.

Laminate composites consist of thin, planar, unidirectional layers called lamina that have a preferred high-strength direction. The geometry of laminates is defined by the fiber angle orientation of each layer with respect to some loading reference frame. The lamina are stacked and subsequently cemented together such that the orientation of the high strength reinforcing direction varies with
each successive layer (Figure 1.4). Details in design, construction and application of laminate composites can be reviewed in [2] and [3].

The performance of composite materials depends not only on the properties of the constituent phases, their relative amounts and the geometry of the dispersed phase but also on the quality of bonding that exists between the constituent phases. For example, the presence of structural defects such as voids, impurities, imperfect adhesions and microcracks along the fiber/matrix boundary will compromise the effectiveness of load transfer between the matrix and the fiber. Thus, the behavior of composite materials is greatly influenced by the interphase layer existing between matrix and fiber (inclusion).

1.1.2. Interphase Layer

As described in the previous section, the representation of composite materials considers the existence of two phases, namely fiber (inclusion) and matrix. However, in reality, an additional phase exists between the fiber and matrix. This phase, commonly known as the interphase, is the juncture that results when the matrix bonds with the fiber surface. Figure 1-5 shows a transmission electron micrograph of an interphase layer [4]. It is evident from this figure that the interphase region is a very complex and non-uniform region consisting of several “interlayers”. These
interlayers are illustrated in the schematic diagram (Figure 1-6) and discussed in detail in [5] or [6]. It is within these layers that damage development in the form of interfacial cracking and fiber/matrix debonding can occur. In fact, composite failure is often initiated within the interphase layer [7].

The interphase layer may be the by-product of chemical reactions that occurred between the constituent phases during the fabrication process, or, alternatively, a thin layer, such as functionally graded materials (see [8]), may be introduced in the design stage to improve the performance of the composite material by removing unfavorable residual and thermal stresses along the fiber/matrix boundary, improving the bonding strength or isolating the fiber from severe service or environmental conditions. It should also be noted that the interphase layer may exhibit viscoelastic behavior. Such an interphase would provide relaxation and damping characteristics to an otherwise brittle elastic composite (see [9], [10] for details). In all cases, the interphase layer can be defined as a non-uniform, anisotropic region of finite thickness that is either formed as a result of the bonding between the fiber and the matrix, or it may be viewed as a chemical reaction zone, a diffusion zone, a nucleation zone or any combination of the above; it has significantly distinct chemical and mechanical composition as compared to the bulk fiber or matrix [11]. Hence, the properties of the interphase region depend directly on the chemical
and mechanical nature of the bonding process between the matrix and the fiber materials. As a result, the physical characteristics (e.g. Young's Modulus) of the interphase layer are distinct from either the fiber or the matrix. For example, in [12], Metcalfe points out that the interaction compound in boron-titanium composites will possess an elastic modulus different from that of the fiber and matrix. Also, recent experimental investigations on fiber/polymer matrix composites have shown that the interphase region has different mechanical properties than fiber or matrix (see [13] for details). Consequently, the interphase layer has to be characterized in a manner similar to the characterization of the fiber and matrix if it is to be incorporated into any micromechanical analysis. This is essential in accurately predicting the physical and mechanical behavior of composite materials. Note that the characterization of the interphase has to occur at several different levels (i.e. mechanical, chemical and microstructural) for one to fully understand the nature of the bond along the fiber/matrix boundary, but because of the complexity of the interphase layer a thorough thermomechanical characterization of the interphase layer is currently not possible (see [11] for details). However, various approximate (simplifying) models have been proposed to study the physical properties of the interphase layer.
1.2. INTERPHASE MODELS

1.2.1. Introduction

Recognizing the existence of an interphase layer implies that the composite must be regarded, at the least, as a three-phase assemblage. Such a consideration requires the complete knowledge of the physical properties of the interphase, information which is extremely difficult if not impossible to obtain because of the diminutive nature of the interphase (on the order of micrometers), the necessity of making in-situ measurements and the spatial variation of the properties. To overcome this deficiency, approximate models have been developed in an attempt to predict the physical properties of the interphase layer. These interphase models can be broadly classified as an interphase layer model and an imperfect interface model.

1.2.2. Interphase Layer Model

The interphase layer model (3-phase model) considers an interphase layer between fiber and matrix having specified thickness and thermoelastic properties (see [7], [14] - [39] among others for details). These interphase layer models can be divided into two classes: the homogeneous (uniform) interphase layer model and the inhomogeneous (non-uniform) interphase layer model.
In [14], Narin considered a 3-phase model where the interphase properties were assumed to be uniform and identical to that of the matrix material except for the coefficient of thermal expansion which was treated as a variable. Its effect on the stress field was studied using an elasticity based solution method. It was found that increasing the coefficient of thermal expansion of the interphase layer caused a decrease in the residual thermal stresses in the matrix, but at the same time increased the residual stresses in the interphase.

In [16], Vedula et al. used an elasticity solution method based on a 3-phase model to predict the residual thermal stresses in a composite. In their analysis, the Young's modulus of the interphase was treated as a variable (over a range of values above and below the value of the fiber modulus) and the coefficient of thermal expansion and Poisson's ratio were identical to the matrix. It was found that a flexible, soft interphase layer reduced the residual stresses in the matrix.

In [17], [18] and [25], Tandon and Pagano employed an elasticity formulation based on a 3-phase model. The Young's modulus, coefficient of thermal expansion and the thickness of the interphase layer were treated as variables. Based on their parametric study, they concluded that a judicious choice of interphase thickness and interphase properties can be used to control the constituent stress components.
In [34], Ru neglected the elastic mismatch between the matrix and the interphase (i.e. the elastic constants of the matrix and the interphase are identical) and considered only thermal mismatch induced stresses. Thermal mismatch induced stresses are identified as a major cause of failure in a wide variety of materials and devices, ranging from metal-ceramic composites to passivated interconnect lines in integrated circuits. Using complex variable analysis, Ru derived simple formulas to evaluate the effects of the interphase layers on the thermal stresses within an elliptic inclusion. It is found that the effect of the interphase on the thermal stresses within the inclusion increases with the thickness of the interphase layer. Furthermore, it was found that to reduce the thermal stresses within the inclusion, the optimum thermal expansion coefficient of the interphase is not necessarily between those of inclusion and the matrix. However, if the design objective is to reduce the thermal stresses within the inclusion and the interphase layer, the optimum thermal expansion coefficient of the interphase layer should have a value between that of the fiber and matrix.

In all of these reviews, the thermomechanical properties and/or thickness remain constant throughout the interphase. However, it has been shown that diffusion of material between matrix and fiber may create an elastic moduli profile that smoothly varies from fiber to matrix [29]. Consequently, the interphase ex-
hibits spatially non-uniform properties (i.e. the interphase properties vary from point to point along the thickness of the interphase). For example, in [15], Theocaris developed a hypothetical interphase model for unidirectional glass-reinforced epoxies based on a hypothesis (theory of adhesion) of the mechanism of bonding at the fiber/matrix boundary and calorimetric measurements. In his analysis, the Young's modulus of the interphase varied continuously (non-linear radial variation) between that of the fiber and that of the matrix.

In [21], Sottos et al. assumed that the elastic modulus and thermal expansion coefficient of the interphase varied linearly with the radial distance from the fiber boundary. They used their linear model in a numerical scheme (boundary fitted coordinates technique) to study the effects of the interphase layer on the residual thermal stresses. They concluded, based on parametric studies, that the interphase can be tailored in such a way so as to reduce the local residual stresses.

In [7], Jayaraman and Reifsnider considered several radial variations in the Young's modulus of the interphase, such as power, reciprocal and cubic. They demonstrated how the interphase thickness, fiber volume fraction and functional form of the interphase Young's modulus variation affects the local thermal stress state.
In [31], Jasiuk and Kouider model the inhomogeneity in the elastic constants (i.e. Young's Modulus, Poisson's ratio) of the interphase zone by allowing the elastic properties to change with radial distance from the fiber boundary. They considered two types of variation: a power variation and a linear variation. They concluded that the variation of the elastic constants within the interphase layer has an effect on the elastic properties of the composites. In other words, interphase imperfections influence the overall behavior of the composite material. Furthermore, they report that a homogeneous interphase model may overestimate the overall elastic properties of composites with inhomogeneous interphases.

In the majority of the aforementioned works, the following simplifying assumptions were made:

- the interphase is assumed to be isotropic, linear elastic and perfectly bonded to the fiber and the matrix,

- the perfect bonding requirement implies continuity of tractions and displacements at the fiber - interphase and interphase - matrix boundaries,

- the physical properties are either spatially non-uniform functions of the radius (non-uniform interphase model) or are spatially uniform (uniform model), and
• the degree of damage in the interphase can be simulated by adjusting the elastic properties and thickness of the interphase region.

The main disadvantage of the 3-phase model is that at least three parameters are required in the analysis, namely the thickness and two elastic parameters (isotropic case) corresponding to the interphase layer. This in turn, makes the analysis of composite materials more complex. To overcome these analytical complications the imperfect interface model was developed.

1.2.3. Imperfect Interface Model

The imperfect interface model assumes a very thin interfacial zone of vanishing thickness existing between fiber and matrix. In other words, when the interphase becomes vanishingly thin it becomes an interface. This interface is defined as a two-dimensional boundary (a curved plane) separating distinct phases. Thus, it can be assumed that the interface forms a transition zone from matrix material to fiber material through a distribution of discrete contacts. These contacts can transfer load directly, but they offer resistance to local shear and extension (see [40]). In addition, the imperfect bonding model relaxes the classical condition of perfect bonding.
Perfect bonding is a demanding requirement, since it is the desire to weld together materials which by their nature may not be directly welded, for example, certain brittle matrix composites may posses the feature of imperfect adhesion between constituent phases, such as the interface between fiber/interphase and interphase/ matrix. Consequently, the existence of a perfect bond is a convenient idealization of a very complex behavior (see [41] for details). The ability of load transfer between fiber and matrix depends on, and is controlled by, the degree of contact at the interface; thus, a decrease in load transfer, as a result of interfacial damage, gives rise to the concept of imperfect bonding. It should be noted that several attempts appear in the literature which incorporate the effect of imperfect bonding in the context of using an interphase layer model (see [42 - 44] for details).

The fundamental premise for the imperfect bonding model lies in the fact that the interphase, in general, is found to be softer/weaker (i.e. compliant, flexible) than both fiber and matrix [45]. In such a representation, the effect of imperfect bonding along the interface is modelled by a continuity of tractions but the displacements are discontinuous. In this context, one of the more useful assumptions is that the normal and tangential displacement jumps are proportional, in terms of spring-factor type interface parameters, to their respective traction components. This type of condition corresponds to modeling the imperfectly bonded interphase
layer by a linear spring - layer of vanishing thickness (i.e. an imperfect interface) (see, for example, [46] - [71] among others). Note that these spring-factor type interface parameters characterize the properties of the interphase as well as the fiber/matrix bonding (i.e. spring-factor type interface parameters characterize the strength and the stiffness of the interphase layer). Hence, these parameters can be assumed to be spatially uniform (homogeneous) or spatially non-uniform (inhomogeneous) along the entire length of the fiber/matrix interface.

1.2.3.1. Homogeneous Imperfect Bonding

The concept of a homogeneous imperfect interface implies that the spring-factor interface parameters characterizing the displacement jumps are assumed to be constant. In [52], Hashin used the homogeneous imperfect bonding model to examine the stress fields inside a spherical inclusion. In contrast to the uniform interior stress field associated with a perfectly bonded interface (see, for example, [72] - [77] for details), he found that the stress fields inside the inclusion were no longer uniform. The analogous problem in plane elasticity has been examined in [63] and [68] with similar conclusions.

In [40], [51] and [53], Achenbach and Zhu carried out numerical analyses on a rectangular-array fiber reinforced composite subjected to transverse loading. In addition, they assumed that the spring-factor type interface parameters are
equal. They concluded that the variation of the interfacial stiffness parameters has a pronounced change on the stress fields in the fiber, matrix and interphase, respectively.

In [69], Shen used numerical analyses, based on the homogeneous imperfect interface model, to examine the stress fields associated with an elliptic inclusion in anti-plane and plane elasticity, respectively. In both cases, he showed that the interfacial stresses are non-monotonic functions of the interface parameter. In other words, he is able to identify specific values of the interface parameter which correspond to maximum peak stresses along the material interface.

Unfortunately, the homogeneous imperfect bonding condition implies that the interface imperfections are uniform along the entire material interface, this effectively ignores the more general and physically more realistic scenario of inhomogeneous interface damage in which the extent of bonding at the inclusion-matrix interface varies along the interface itself (i.e. the spring-factor type interface parameters vary pointwise with position along the material interface).

1.2.3.2 Inhomogeneous Imperfect Bonding

Interface imperfections in a composite material are almost always inhomogeneous along the entire length of the material interface. One physical justification comes from the fact that the actual interface usually exhibits behavior that repre-
sents partial debonding, partial sliding and/or partial cracking. In other words, there may exist a region along the interface where failure has taken place and the rest of the interface still remains intact (see [28] and [78] for details). Consequently, interest in these kinds of problems are motivated mainly by a desire to study the physical significance of inhomogeneous interface damage and its subsequent effect on the effective properties of the composite material. Clearly, this raises a challenging topic in the area of elasticity and composite mechanics, however, as of yet, little attention has been given to this area.

In [79], Ru and Schiavone incorporated inhomogeneous interface damage into the model of a circular inclusion subjected to anti-plane shear deformations. Their results show that circumferentially inhomogeneous imperfections in the interface have a significant effect not only on the stress field but also on the average stress induced within the circular inclusion.

In [80], Ru considered a circular inclusion with circumferentially inhomogeneous sliding interface in plane elasticity. In that paper, Ru found that this interface description had virtually no effect on the average stresses induced within the circular inclusion. This result suggests that a homogeneous interface may be used to estimate the average stresses within the inclusion with negligible error. However, it must be noted that more general cases, with respect to circumferential inhomogene-
geneous imperfect interfaces in plane elastostatics, have yet to be investigated.

The main drawback of the imperfect bonding model is that the normal dis­
placement continuity condition cannot be negative. In other words, although a
positive jump in normal displacement denotes a normal separation between the
fiber phase and the matrix phase, a negative jump in the normal displacement
corresponds to the interpenetration of the matrix phase into the fiber phase (i.e.
material overlapping across the interface) - a physical impossibility. To circumvent
this problem one approach would be to require perfect bonding in the area where
the normal traction is compressive and consider imperfect bonding in the area
where the normal traction is tensile. However, such a condition is cumbersome
and technically complicated because in this situation one must identify the contact
zone where material overlapping is occurring. Consequently, this approach would
transmit into a nonlinear problem. A simpler approach would be to assume some
initial thickness of the interphase layer where the normal displacement jumps are
defined by the normal deformations of the interphase layer. Then by adjusting
the thickness of the compliant interphase layer, for example, moving the interphase
- matrix interface inwards by a distance smaller than the initial thickness of the
interphase, a small negative normal displacement becomes admissable (see [40] and
[52]).
The advantages of using the imperfect interface model over the 3-phase description are:

- the number of unknown parameters are reduced to two (i.e. the thickness, and the elastic constants are combined into two positive spring constants which can be homogeneous or inhomogeneous),

- can simulate intermediate states of bonding (i.e. from perfect bonding to complete debonding),

- the model can be utilized when an interphase cannot be identified or defined. and

- it is more mathematically tractable.

Hence, the imperfect bonding model allows a 3-phase composite (fiber-interphase-matrix) to be modeled as a two-phase (fiber-interface-matrix) material. Therefore, in this dissertation, the imperfect bonding model is adopted and a systematic analysis of two physically significant inhomogeneous imperfect interfaces will be analyzed, these being: the inhomogeneous imperfect spring-layer interface and the inhomogeneous non-slip imperfect interface, respectively (see [81] - [84]).
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1.3. Composite Mechanics

1.3.1. Introduction

Micromechanical analysis of composite materials originates with some of the most renowned names in science. Maxwell in 1873 and Lord Rayleigh in 1892 computed the effective conductivity of composites consisting of a matrix and certain distributions of spherical particles. Albert Einstein, in 1906, computed the effective viscosity of a fluid containing a small amount of spherical particles [9]. Although these works were motivated purely for scientific purposes, it set the stage for the technological advancement of composite materials and mechanics.

Over the last several decades, substantial progress has been made in the micromechanics of composite materials. Typically, the objective of such analysis is to estimate the effective (macroscopic) properties of the composite material given the geometry, bonding characteristics, distribution and properties of the individual phases. To date, numerous micromechanical approaches have been developed, these include: the simple Reuss and Voigt hypotheses, the self-consistent schemes and their generalizations, differential schemes, the Mori-Tanaka method, the Eshelby Equivalent Inclusion method, concentric cylinder models, bounding techniques and approximate or numerical analysis of periodic arrays of inclusions.
or fibers in the surrounding matrix phase (see, for example, [9], [85] - [90] for details). The central assumption in the application of the various aforementioned techniques is the existence of a representative volume element.

1.3.2. Representative Volume Element

The representative volume element (RVE) is a sample of the composite material that is structurally the same as the whole composite with average properties indistinguishable from those of the statistically homogeneous composite. In other words, the statistical moments, such as average and variance, are the same when taken over any RVE within the composite body (i.e. body averages and representative volume element averages are the same implying statistical homogeneity).

Furthermore, the RVE must contain a large number of material phases that are large compared to the scales of microstructure and small compared to the entire body. This implies the RVE is large compared to the typical phase region dimensions (e.g. fiber diameter and spacing) and small compared to the dimensions of the composite body; consequently, it must contain a large number of fibers (inclusions). Therefore, the RVE, as defined, would retain and represent the effective properties of the composite material (in the average sense) and these effective properties would be insensitive to boundary conditions (stress and strain fields).
provided these values are macroscopically homogeneous. On the other hand, in applications with inhomogeneous macroscopic boundary conditions, the prediction of the effective properties of the composite requires a decoupling of the local and global analyses. Such decoupling is based on the assumption that in determining the stress at a given particle, the motion outside an arbitrary neighborhood of that particle can be neglected (i.e. Principle of Local Action). This decoupling limits the range of the classical homogenization technique to composites with small inclusion dimensions (i.e. microstructure). In contrast, composites with relatively large microstructure, the classical homogenization treatment breaks down because of the potentially large gradients in the local field quantities relative to the microstructure of the composite (see [91] for details).

Assuming that the fibers within the RVE are sufficiently spaced apart then all interactions among neighboring inclusions within the RVE can be ignored. Then, based on the known micromechanical theories (e.g. Mori - Tanaka method, Self Consistent method etc.), in any RVE the local field quantities that occur in a neighborhood of inclusions must occur with the same frequency as in the vicinity of a single inclusion. Thus, the RVE of the composite material can be treated as only a single inclusion embedded within some matrix medium. Consequently, the single inclusion model, in conjunction with the known micromechanical models, is a
much simpler model to implement than other available multi-inclusion composite models. Hence, the single inclusion problem becomes of fundamental importance in the mechanics of composite materials.

1.3.3. Determination of Effective Elastic Moduli

The determination of the effective (global) properties of the composite material requires the knowledge of the stress or strain concentration tensors. However, the evaluation of these tensors, via one of the aforementioned micromechanical models, requires the evaluation of the average stress or strain within the single inclusion phase. Consequently, the calculation of the average stress or strain inside the inclusion is of basic importance to composite mechanics (see, for example, [59] among others). In other words, the evaluation of the effective properties of the composite, according to the known micromechanical models, is based on solutions of the single inclusion problem; for example, the basic assumption of the Self Consistent method is that, the average stress or strain in the inclusion phase equals the stress or strain in a single inclusion. This single inclusion is subsequently embedded into an effective medium having an unknown effective moduli tensor $C^*$. Therefore, in order to have a knowledge of the effective properties of the composite material, the effective moduli tensor $C^*$ needs to be evaluated. In cases where we
have multiphase composite media, such as functionally graded and multilayered interphases, the average stress or strain within the inclusion phase is still of fundamental importance. The only difference lies in a slight modification with respect to the geometry of the embedding configuration in the unknown effective medium (see [92 - 94] for details).

1.4. Application of Single Inclusion Problem

As described in the previous section, the single inclusion problem is of fundamental importance in the prediction of the effective properties of composite materials. There are, however, several other applicable areas for this type of problem. Here we discuss problems associated with prosthetic stability in human bone. This is because the implant - bone interface contributes to a major source of problems, such as implant loosening (see [95 - 96]).

The fixation of an implant to host bone relies primarily upon mechanical interlocking. To achieve this result, some implants are manufactured with a porous coating or with a surface roughened by beads forming cavities. When the implant is inserted and tightly fitted against host bone, the rough interdigitated surface existing between the implant and bone gives rise to an interfacial shear strength that prohibits any relative shear slip, while at the same time, the strong host bone is
allowed to penetrate and interlock with the porous coating (cavities) thereby stabilizing the implant (see [97 - 99] for details). However, the extent of bone ingrowth along the implant - bone interface is not uniform (i.e. bone density is inhomogeneous). One reason for this nonuniformity of bone ingrowth is bone resorption (i.e. bone atrophy). It is generally assumed that this resorptive phenomena is a result of 'stress shielding' (see, for example, [100 - 101] for details). In this process, the implant 'shields' the host bone from loading because it shares the load which is normally taken by the bone itself. As a result, the bone stresses are reduced leading to a reduction in cortical bone density or thickness which ultimately leads to implant loosening (failure). The degree of stress shielding around an implant is affected, first of all, by the bonding conditions at the implant/bone interface and secondly by the implant stiffness (i.e. stem thickness and elastic modulus) [102]. In addition, the formation of soft, fibrous (scar) tissue around the implant-bone interface can be related to that of a debonded interface condition (i.e. there exists gaps between normal bone and implant) (see [95], [98] for details).

Stress shielding is not the only point of concern. High interfacial stress peaks, provoked by high shear stresses, have been shown to appear around interface edges whereas the remainder of the interface may remain unloaded (see, for example [102], [103] and [104]). These stress concentrations are likely another cause of implant
loosening and pain. The stress concentrations indicate that the load transfer is concentrated at the edges and thus poorly distributed [104]. Thus, achieving uniform interfacial stresses by controlling where load transfer is concentrated is essential in maintaining a stable implant.

Designing an implant that minimizes stress shielding while at the same time achieving a more uniform interfacial stress is of great practical interest. However, this leads to potential conflicts because the stiffer the stem, the more load transfer is concentrated distally and the more bone is stress shielded [104]. Clearly, this poses a genuine design conflict. Therefore, the ability to design a stable implant requires a knowledge of the effects of inhomogeneous bone ingrowth patterns on the stress fields existing around human prosthetics. Having an understanding of the behavior of these stress field patterns will lead to a better implant design with the hopes of minimizing the often painful result of implant failure.

1.5. Overview of Current Study

Composite materials are clearly the most predominant material in use today, ranging from aerospace applications to petrochemical, biomechanical and infrastructure use. In the manufacture or fabrication of these composite materials a damage layer containing imperfect adhesions, microcracks and voids inevitably is formed. This
zone of imperfection or interphase layer affects the ability of load transfer between fiber and matrix phases. Consequently, the incorporation of an interphase layer into any micromechanical analysis is critical in describing the physical and mechanical behavior of the composite materials.

The purpose of the current study is to employ the single inclusion model to problems associated with composite mechanics and biomechanics, respectively. From a practical point of view, composite materials with circular cross-sections and for that matter circular holes 'reamed out' in human bone are the most convenient to design and fabricate. This is just one justification for the study of a circular geometry in composites and biomechanics, respectively.

The objective of this research is to consider a single isotropic circular inclusion embedded within an infinite homogeneous matrix in plane elastostatics. The bonding at the inclusion-matrix interface is considered to be imperfect with the assumption that the interface imperfections are circumferentially inhomogeneous. Our aim is to develop a rigorous solution method, using complex variable techniques, to study systematically the effects of two physically significant inhomogeneous imperfect interfaces on the corresponding stress fields: that being the inhomogeneous spring-layer interface and the inhomogeneous non-slip interface, respectively. The knowledge of the influence of an inhomogeneous imperfect inter-
face on the local fields will enable one to calculate the effective (global) properties of composites more accurately which will enhance the design of future structures.

In the following chapters, detailed derivations are given for a circular inclusion with inhomogeneous imperfect interface conditions. Chapter 2 outlines the general formulation for the boundary value problem associated with a single, isotropic circular inclusion embedded within an infinite homogeneous matrix in plane elasticity. It is shown how the basic boundary value problem for four analytic functions is reduced to only two analytic functions. In addition, associated supplementary conditions, such as the average stress induced within a circular inclusion, are derived.

Chapter 3 provides the rigorous derivation of the solution method, corresponding to a particular class of inhomogeneous imperfect interface that describes the circumferential variation in damage, when the spring-factor type interface parameters are inhomogeneous and equal - the so called inhomogeneous spring - layer interface. This interface description has also been studied numerically by Achenbach and Zhu (see [40], [51] and [53]) but under the simplified conditions of homogeneous interface imperfections.

Chapter 4 discusses, in detail, the methodology pertaining to the solution process derived in Chapter 3. In particular, we address two examples arising from
the case when the functional form describing the circumferential variation in damage along the interface take on the specific values $s = 1$ and $s = 2$, respectively. In the former, the equations for the stress potentials are uncoupled and easy to solve. However, in the latter, the equations for the stress potentials are coupled and the solution process is more involved. In addition, we examine the effects of the circumferential variation of the interface parameter on the average stresses induced within the circular inclusion for both cases. In either case, the results demonstrate conclusively how the pointwise variation of the parameter describing the interface imperfections has a pronounced effect on even the average stresses induced within the circular inclusion.

In Chapter 5, the single inclusion problem is extended to deal with problems arising in biomechanics. One major challenge is the development of products with mechanical properties that match those of human bone as closely as possible. For this reason, it is essential for the implants and host bone to combine adequate biocompatible and bioactive (i.e. bone-bonding) behavior. In particular, inhomogeneous bone ingrowth patterns across the implant-bone interface contribute to a major source of problems such as implant loosening. Analysis of retrieved porous-coated implants from humans have shown varying amounts of bone ingrowth into the porous coating [105]. Consequently, a rigorous solution method for the prob-
lem associated with a single isotropic circular inclusion (implant) embedded within an infinite homogeneous matrix (bone) in plane elastostatics is presented. In this instance, the bonding at the inclusion - matrix boundary is circumferentially inhomogeneous as characterized by the non-slip condition $m(\theta)$ finite and $n(\theta) = \infty$ (see [84]). Only a small amount of work has been devoted to non-slip zones in bimaterials having an interface edge crack (see, for example, [106 - 108] for details).

Chapter 6 discusses, in detail, the solution process derived in Chapter 5. In particular, we address two examples arising from the case when the functional form, describing the inhomogeneous non-slipping interface, take on the specific values $s = 1$ and $s = 2$, respectively. Also, we examine the effects of the circumferential variation of the interface parameter on the average stresses induced within the circular inclusion for both cases. In either case, the results demonstrate conclusively how the pointwise variation of the parameter describing the interface imperfections has a significant and pronounced effect on the average stresses induced within the circular inclusion. In addition, the interfacial shear stress is evaluated for the case corresponding to the circumferential number $s = 1$ (see [109]).
Finally, Chapter 7 outlines a method to check the validity of the solutions derived in Chapters 3 - 6. In particular, the general solutions obtained from the inhomogeneous spring-layer interface and the inhomogeneous non-slip interface, respectively, are shown to reduce to the known solutions corresponding to the homogeneous imperfect interface.
**Figure 1-1.** Three Types of Composite Materials: (a) Particulate Composite, (b) Fiber-Reinforced Composite, and (c) Laminar Composite

**Figure 1-2.** Several Orientations of Fiber-Reinforced Composites: (a) Continuous Unidirectional Fibers, (b) Randomly Oriented Short Discontinuous Fibers, (c) Orthogonal Fibers, and (d) Multiple-Ply Fibers (From Donald R. Askeland, *The Science and Engineering of Materials*, Second S.I. Edition, Chapman & Hall 1990)
Figure 1-3. Several Weave Patterns for Fibers: (a) Biaxial Weave, (b) Triaxial Weave, and (c) Three-Dimensional Weave (From Donald R. Askeland, *The Science and Engineering of Materials*, Second S.I. Edition, Chapman & Hall, 1990)

Figure 1-4. Schematic Representation of Fiber-Reinforced Laminate Composite (From John Wolodko, *Biaxial Fatigue and Leakage Characteristics of Fiber Reinforced Composite Tubes* Ph. D. Thesis, University of Alberta, 1999)
Figure 1-5. Transmission Electron Micrograph of Interphase Region. A crack (cr) has formed between the glass layer (g) and the precipitate layer (p). (From Coyle et al. Proceedings of the Second International Conference on Composite Interfaces, Elsevier (1988))
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2.1. General Formulation

2.1.1. Preliminaries

Consider a domain in $\mathbb{R}^2$, infinite in extent, containing a single, isotropic circular inclusion with elastic properties different than those of the surrounding matrix. The inclusion, with center at the origin of the coordinate system and radius $R$, occupies a region denoted by $D_I$. The matrix occupies a region denoted by $D_M$ and the inclusion - matrix interface is denoted by the curve $\Gamma$ (see Figure 2-1). Throughout this dissertation, the subscripts and superscripts $I$ and $M$ denote quantities related to the inclusion and matrix, respectively.

For plane deformation, the polar representation of the stresses $(\sigma_{r,i})$ and the displacements $(u,v)$ can be given in terms of two analytic functions $\Phi(z)$ and $\Psi(z)$ by [110]

$$2\mu (u_r + iu_\theta) = e^{-i\theta} \left[ \kappa \Phi(z) - z\overline{\Psi'(z)} - \overline{\Psi(z)} \right]$$

$$\sigma_r + \sigma_\theta = 2 \left[ \Phi'(z) + \overline{\Phi'(z)} \right]$$

$$\sigma_r - i\sigma_\theta = \Phi'(z) + \overline{\Phi'(z)} - e^{2i\theta} [z\Phi''(z) + \Psi'(z)], \quad (2.1)$$
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where \( z = (x + iy) = re^{i\theta} \) is the complex coordinate, \( \kappa = (3 - 4\nu) \) for plane strain and \( \kappa = (3 - \nu)/(1 + \nu) \) for plane stress, the prime denotes the derivative with respect to the complex variable \( z \), the overbar denotes the complex conjugate and \( \mu \) and \( \nu \) are the shear modulus and Poisson’s ratio, respectively.

Assume that the circular inclusion is bonded to the matrix along the curve \( \Gamma \) by an inhomogeneous imperfect interface as described in Chapter 1. Then the interface condition on \( \Gamma \) is given by (see, for example, [80], [82])

\[
\|\sigma_r - i\sigma_{r\theta}\| = 0, \quad z \in \Gamma, \tag{2.2}
\]

\[
\sigma_r = m(\theta) \|u_r\| - u^o_r \quad \sigma_{r\theta} = n(\theta) \|u_{r\theta}\| - u^o_{r\theta}, \quad z \in \Gamma. \tag{2.3}
\]

where \( u^o \) is the displacement induced by the uniform eigenstrains \( \{\varepsilon^o_x, \varepsilon^o_y, \varepsilon^o_z\} \) prescribed within the inclusion (which might be the result of differences in the thermal expansions of the inclusion and matrix due to temperature change), \( \|\cdot\| = (\cdot)_M - (\cdot)_I \) denotes the jump across \( \Gamma \), \( m \) and \( n \) are the normal and tangential spring-factor type interface parameters (which are non-negative) and \( \theta \) is the polar coordinate describing the interface. Clearly, the interface model (2.2 - 2.3) can be realized in practice using an adhesive layer. In doing so, any one of the two interface parameters, \( m(\theta) \) and \( n(\theta) \), or a combination of them can be specified at will by controlling the thickness or density of the adhesive layer (i.e. the
interface parameters should be inversely proportional to the thickness, or directly
proportional to the density of the adhesive layer). For example, to design a cir-
cular interface, $m(\theta)$ and $n(\theta)$ must be designed independently. In this case,
more than one adhesive material is required. For a detailed discussion regarding
interface design see [111].

Remark 1. When $m(\theta)$ is finite and $n(\theta) = \infty$, (2.2 - 2.3) represent the inhomoge-
neous non-slipping interface conditions, and if $m(\theta) = n(\theta) = \infty$, (2.2 - 2.3)
correspond to a perfectly bonded interface. When $m(\theta) = n(\theta)$, we have the
inhomogeneous spring-layer interface.

The analytic functions $\Phi_M(z), \Psi_M(z), \Phi_I(z)$ and $\Psi_I(z)$, respectively can be
represented by a general Laurent series, and since the stresses $\sigma_{\alpha\beta}$ ($\alpha, \beta = 1, 2$) are
always assumed to exist at infinity (i.e. the stresses at infinity are always assumed
bounded and finite) and since $\Phi'_M(z)$ and $\Psi'_M(z)$ must have $O(1)$ as $|z| \to \infty$ (from
(2.1)) , then the remote loading at infinity can be characterized by the uniform
stress field

$$\Phi_M(z) = Az + O(1), \quad \Psi_M(z) = Bz + O(1), \quad |z| \to \infty, \quad (2.4)$$

where $A$ is a given real number and $B$ is a given complex number. In addition, the
stresses at the origin must also be bounded and finite. Thus, these four analytic
functions admit the following series expansions

\[ \Phi_M(z) = Az + \sum_{k=0}^{\infty} A_k z^{-k}, \quad \Psi_M(z) = Bz + \sum_{k=0}^{\infty} B_k z^{-k} \quad z \in D_M, \]

(2.5)

\[ \Phi_I(z) = \sum_{k=0}^{\infty} X_k z^k, \quad \Psi_I(z) = \sum_{k=0}^{\infty} Y_k z^k \quad z \in D_I. \]

Thus, the goal is to determine the four unknown analytic functions \( \Phi_M(z), \Phi_I(z), \Psi_M(z) \) and \( \Psi_I(z) \) satisfying conditions (2.2 - 2.4). Once these functions are determined, the complete elastic field distribution for the inclusion - matrix system can be determined via condition (2.1).

### 2.1.2. Representation of Two Analytic Functions - \( \Psi_M(z) \) and \( \Psi_I(z) \)

To eliminate the possibility of rigid body displacement between inclusion and matrix, the coefficients \( X_o \) and \( Y_o \) should be properly chosen. Hence, since the inclusion is geometrically symmetric about two mutually perpendicular axes (see Figure 2-1), we have that

\[ X_o = Y_o = 0. \]
Using condition (2.1), the traction continuity condition (2.2) gives

\[ \Phi_M'(z) - \overline{\Phi_I'} \left( \frac{R^2}{z} \right) - z \Phi_M''(z) - \frac{z^2}{R^2} \Psi_M'(z) = \Phi_I'(z) - \overline{\Phi_M'} \left( \frac{R^2}{z} \right) - z \Phi_I''(z) \]

\[ - \frac{z^2}{R^2} \Psi_I'(z), \quad z \in \Gamma. \quad (2.7) \]

Then, in view of (2.5), the right-hand side of (2.7) is analytic in \( D_I \) and the left-hand side is analytic in \( D_M \), except at infinity where the left-hand side has the singular behavior

\[ A - \frac{Bz^2}{R^2} - \frac{B_1}{R^2}, \quad |z| \to \infty. \quad (2.8) \]

Using the principle of analytic continuation (see either [110] or [112]), the function, \( \Delta(z) \), defined by

\[
\Delta(z) \equiv \begin{cases} 
\Phi_M'(z) - \overline{\Phi_M''(z)} - \frac{z^2}{R^2} \Psi_M'(z) - \overline{\Phi_I'} \left( \frac{R^2}{z} \right) \\
- \left[ A - \frac{Bz^2}{R^2} - \frac{B_1}{R^2} \right], & z \in D_M, \\
\Phi_I'(z) - \overline{\Phi_M'} \left( \frac{R^2}{z} \right) - z \Phi_I''(z) - \frac{z^2}{R^2} \Psi_I'(z) \\
- \left[ A - \frac{Bz^2}{R^2} - \frac{B_1}{R^2} \right], & z \in D_I
\end{cases} \quad (2.9)
\]

is analytic and single-valued in the whole complex plane including the point at infinity. Therefore, by Liouville’s Theorem, \( \Delta(z) \) must be a constant. In fact, since \( \Delta(z) \) approaches zero at infinity it must be that the constant is identically equal to zero. Thus, with this condition, integrating (2.9) with respect to the
variable $z$, expressions for $\Psi_I(z)$ and $\Psi_M(z)$ are obtained and given by

$$\Psi_M(z) = Bz + \frac{AR^2 + B_1 - \overline{X}_1 R^2}{z} - \frac{R^2}{z} \Phi'_M(z) + \overline{\Phi}_M \left( \frac{R^2}{z} \right) + C_1, \quad z \in D_M,$$

(2.10)

$$\Psi_I(z) = Bz + \frac{AR^2 + B_1 - \overline{X}_1 R^2}{z} - \frac{R^2}{z} \Phi'_I(z) + \overline{\Phi}_M \left( \frac{R^2}{z} \right) + C_2, \quad z \in D_I,$$

where $B_1$ is an unknown coefficient and $C_1$, $C_2$ are constants of integration. In fact, substituting (2.5) into (2.10) and equating the coefficients for the powers of $z$ (specifically $z^{-1}$ and $z^0$) yields the following expressions for the unknown coefficients $B_1$, $C_1$ and $C_2$

$$\frac{B_1}{R^2} = 2 \Re[\chi_1] - 2A, \quad C_1 = B_o, \quad C_2 = 2X_2 R^2 - \overline{A_o}.$$

(2.11)

Thus, the original problem for four analytic functions has been reduced to finding two unknown analytic functions: $\Phi_M$ and $\Phi_I$. To this end, the remaining two displacement interface conditions (2.3) can be written into complex form.

### 2.1.3. Basic Boundary Value Problem

Since the stresses are continuous across the inclusion-matrix boundary, the two displacement interface conditions, (2.3), can be written as
\[
(\sigma_r - i\sigma_\theta)_{M} = [m_{r} - m_{l} - m_{t} + \text{in}u_{r} - \text{in}u_{l} + \text{in}u_{t}]
\]
\[
= \left\{ \left( \frac{m+n}{2} \right) \left[ (u_{r} - \text{in}u_{r}) - (u_{l} + \text{in}u_{l}) \right] + \left( \frac{m-n}{2} \right) \left[ (u_{r} + \text{in}u_{r}) - i(u_{l} + \text{in}u_{l}) \right] - [m_{r} - \text{in}u_{r}] \right\}, \quad z \in \Gamma
\]

which, can be simplified to the following
\[
(\sigma_r - i\sigma_\theta)_{M} = \left( \frac{m+n}{2} \right) \|u_{r} - \text{in}u_{r}\| + \left( \frac{m-n}{2} \right) \|u_{l} + \text{in}u_{l}\|
\]
\[
- [m_{r} - \text{in}u_{r}], \quad z \in \Gamma. \tag{2.12}
\]

At this stage, it is convenient to express the stress free displacement components
\[
u_r^0 \text{ and } \nu_\theta^0,
\]
appearing in (2.12), in terms of the eigenstrains themselves. Therefore, from Gao's results [63], the stress free displacement components, on the inclusion-matrix boundary, are given by
\[
\nu_r^0 = R \left( \epsilon_x^0 \cos^2 \theta + \epsilon_y^0 \sin^2 \theta + \epsilon_{xy}^0 \sin 2\theta \right),
\]
\[
\nu_\theta^0 = R \left[ \frac{\epsilon_y^0 - \epsilon_x^0}{2} \sin 2\theta + \epsilon_{xy}^0 \cos 2\theta \right]. \tag{2.13}
\]

Then, with the aid of half-angle formulas, (2.13) is rewritten as follows
\[ u_0^\circ = Re_1 + Re_2 \cos 2\theta + Re_3 \sin 2\theta, \]
\[ u_0^g = Re_3 \cos 2\theta - Re_2 \sin 2\theta, \]  
where \( \varepsilon_1 = \frac{\varepsilon_x^0 + \varepsilon_y^0}{2}, \quad \varepsilon_2 = \frac{\varepsilon_x^0 - \varepsilon_y^0}{2}, \quad \varepsilon_3 = \varepsilon_{xy}. \)

Hence, in view of (2.14), the stress-free displacements appearing in (2.12) are expressed as

\[ [mu_\nu^\circ - inu_\theta^g] = mRe_1 + mRe_2 \cos 2\theta + mRe_3 \sin 2\theta - inRe_3 \cos 2\theta + inRe_2 \sin 2\theta \]
\[ = mRe_1 + R \left( \frac{m + n}{2} \right) [(\varepsilon_2 - i\varepsilon_3) \cos 2\theta + i (\varepsilon_2 - i\varepsilon_3) \sin 2\theta] + \]
\[ R \left( \frac{m - n}{2} \right) [(\varepsilon_2 + i\varepsilon_3) \cos 2\theta - i (\varepsilon_2 + i\varepsilon_3) \sin 2\theta]; \]

and since \( z = Re^\theta \) on the inclusion-matrix boundary, the above is simplified to the following

\[ [mu_r^\circ - inu_\theta^g] = mRe_1 + \left( \frac{m + n}{2R} \right) (\varepsilon_2 - i\varepsilon_3) z^2 + \left( \frac{m - n}{2z^2} \right) (\varepsilon_2 + i\varepsilon_3) R^3, \quad z \in \Gamma. \]  

Thus, with conditions (2.1), (2.10), (2.12) and (2.15) the displacement interface
conditions (2.3) are rewritten in terms of $\Phi_I(z)$ and $\Phi_M(z)$ as follows

\[
A - \frac{B}{R^2} z^2 - \frac{B_1}{R^2} + \Phi_I \left( \frac{R^2}{z} \right) - \left( \frac{m-n}{4} \right) \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \frac{R}{z} \Phi_M(z) + \left( \frac{m+n}{4} \right) \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \frac{z}{R} \Phi_I(z) - \left( \frac{m-n}{4} \right) \frac{A + B_1}{R^2} + \frac{\bar{B} R^2}{z^2} - m \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \frac{z \Phi_M(R^2/z)}{R} - \Phi_M \left( \frac{R^2}{z} \right) - \left( \frac{m-n}{4} \right) \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \frac{R \Phi_I(z)}{z} - \left( \frac{m+n}{2R} \right) \left( \varepsilon_2 - i \varepsilon_3 \right) z^2 + \left( \frac{m+n}{4R \mu_I} \right) \left[ B z^2 + A R^2 + B_1 - \bar{X}_1 R^2 + C_2 z \right] - m R \varepsilon_1 - \left( \frac{m-n}{2z^2} \right) R^3 \left( \varepsilon_2 + i \varepsilon_3 \right) - \left( \frac{m+n}{4R \mu_M} \right) \left[ B z^2 + A R^2 + B_1 - \bar{X}_1 R^2 + C_1 z \right], \quad z \in \Gamma.
\]

Note that the interface parameters $m$ and $n$ appearing in (2.12), (2.15) and (2.16) are all functions of $\theta$.

Hence, the problem has now been reduced to determining two unknown analytic functions $\Phi_M(z)$ and $\Phi_I(z)$ satisfying the interface condition (2.16) and the asymptotic conditions (2.4) for $\Phi_M(z)$.

2.2. Subsidiary Results

As outlined in Chapter 1, the average stress or strain within the single inclusion phase is of basic importance in composite mechanics. Thus, this section will provide the necessary equations for the calculation of the average stresses inside a
circular inclusion.

In view of condition (2.1) and (2.5), the Cartesian components of the stress inside the inclusion can be expressed as

\[
\sigma_x + \sigma_y = 2 \left[ \sum_{h=0}^{\infty} hX_h z^{h-1} + \sum_{h=0}^{\infty} h\bar{X}_h z^{h-1} \right], \quad z \in D_I,
\]

\[
\sigma_x - i\sigma_{xy} = \sum_{h=0}^{\infty} h\bar{X}_h z^{h-1} + \sum_{h=0}^{\infty} hX_h z^{h-1} - \bar{z} \sum_{h=0}^{\infty} h(h-1) X_h z^{h-2} \quad (2.17)
\]

\[- \sum_{h=0}^{\infty} hY_h z^{h-1}, \quad z \in D_I.
\]

However, since \(z = re^{i\theta}\), where \(0 \leq r \leq R\) and \(0 \leq \theta \leq 2\pi\), then (2.17) is rewritten as

\[
\sigma_x + \sigma_y = 2 \left[ (X_1 + \bar{X}_1) + \sum_{h=2}^{\infty} hX_h (re^{i\theta})^{h-1} + \sum_{h=2}^{\infty} h\bar{X}_h (re^{-i\theta})^{h-1} \right],
\]

\[
\sigma_x - i\sigma_{xy} = (X_1 + \bar{X}_1 - 6r^2 X_3 - Y_1) + \sum_{h=2}^{\infty} h\bar{X}_h (re^{-i\theta})^{h-1} + \sum_{h=2}^{\infty} hX_h (re^{i\theta})^{h-1} - \sum_{h=2}^{\infty} hY_h (re^{i\theta})^{h-1} - \sum_{h=4}^{\infty} h(h-1) r^{h-1} X_h e^{i(h-3)\theta}. \quad (2.18)
\]

Note that the coefficient \(Y_1\), appearing in (2.18)\(_2\), needs to be evaluated. This is achieved by substituting (2.5) into (2.10)\(_2\) and equating the coefficients corresponding to the power \(z^1\).

Thus, the expression for the coefficient \(Y_1\) is given as

\[
Y_1 = B - 3R^2 X_3 + \frac{A_1}{R^2}, \quad (2.19)
\]
Definition 1. The average value of a function \( f(x, y) \) over some region \( \Omega \) is given by the expression

\[
 f_{\text{Avg}} = \frac{1}{\text{Area}_\Omega} \iint \limits_\Omega f(x, y) \, dA
\]

Therefore, since \( x = r \cos \theta, \ y = r \sin \theta \) and \( dA = rdr\theta \), then, with the aid of Definition 1 and noting that the area of the circular inclusion is \( \pi R^2 \) and that term-by-term integration is valid, the average value of (2.18) is given by

\[
 (\sigma_x + \sigma_y)_{\text{Avg}} = 2 (X_1 + \overline{X}_1),
\]

\[
 (\sigma_x - i\sigma_{xy})_{\text{Avg}} = (X_1 + \overline{X}_1) - \left( B + \frac{A_1}{R^2} \right). \tag{2.20}
\]

where the subscript \( \text{Avg} \) denotes the average value.

Thus, the equations to calculate the average mean, deviatoric and shear stresses within the inclusion are given by condition (2.20). The advantage of the present formulation is that the exact values for the coefficients \( X_1 \) and \( A_1 \) can be obtained without the knowledge of the complete solution.
Figure 2-1. A Homogeneous Circular Inclusion with Circumferentially Inhomogeneous Imperfect Interface Embedded in an Infinite Elastic Matrix in Plane Elasticity
CHAPTER 3

Circumferential Inhomogeneous Spring - Layer Interface

3.1. Introduction

In this chapter, the rigorous solution method for the problem associated with the single circular inclusion is presented. The bonding along the inclusion - matrix interface is considered to be circumferentially inhomogeneous and characterized by the condition when the spring-factor interface parameters are equal - the so called inhomogeneous spring - layer interface (i.e. $m(\theta) = n(\theta)$). Note that Achenbach and Zhu (see [40], [51] and [53]) numerically studied this interface description but under the simplified conditions of homogeneous interface imperfections. Physically, this type of imperfect interface corresponds to the case when the jump in the displacement vector across the inclusion - matrix interface is in the same direction as the corresponding interface tractions. For example, prior to any kind of deformation, consider any two points, say $A$ and $B$, which are very close together (i.e. the points almost coincide), lie on opposite sides of the interface and are connected via a spring. Once deformation has occurred, these two points have moved apart and the jump in the displacement vector across the interface is parallel to
the internal force generated along the spring (see Figure 3-1). This fact can be expressed by setting \( m(\theta) = n(\theta) \) in conditions (2.3) which give

\[
\frac{\|u_r\| - u_r^0}{\|u_\theta\| - u_\theta^0} = \frac{\sigma_r}{\sigma_{r\theta}}, \quad z \in \Gamma.
\] (3.1)

Furthermore, the degree of interface imperfections, although equal, is realized in both the normal and tangential directions. Consequently, in contrast to the case of the radially inhomogeneous interphase discussed by [31], or of the inhomogeneous sliding interface discussed by [80], the interface description discussed in this chapter is practically more significant with respect to the design of interphase layers in composite materials. For example, the ratio \( m(\theta)/n(\theta) \) can be assumed to be unity for the spring-layer model (see [40], [51] and [53]), or be a certain constant greater than unity for an elastic interphase layer (see [52]). Consequently, in order to design an interphase layer using a single adhesive material, the design should be carried out under the restriction that the ratio \( m(\theta)/n(\theta) \) is a constant not less than one. Note that the scope of this thesis is not the design of interphase layers, rather it is on the effect of interface imperfections on the elastic fields. Thus, in the remainder of this Chapter, we confine our attention to the condition \( m(\theta) = n(\theta) \).
3.2. Spring - Layer Interface

As discussed in Section 3.1 of this chapter, a circular inclusion with inhomogeneous imperfect interface characterized by the condition \( m(\theta) = n(\theta) \) is considered. This description allows the interface condition (2.16) to be simplified to the following

\[
A - \frac{Bz^2}{R^2} - X_1 + \frac{B_1}{R^2} + \Phi'(z) + \frac{n(\theta)}{2} \left[ \frac{\kappa_i}{\mu_i} + \frac{1}{\mu_M} \right] \frac{z}{R} \Phi(z) =
\]

\[
\frac{n}{2} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_M} \right] \frac{z}{R} \Phi_M(z) - \Phi_M'(z) - \frac{n(\theta)}{2R\mu_M} \left( \frac{Bz^2 + AR^2 + B_1 - X_1R^2 + Cz}{z^2} \right) + \frac{n(\theta)}{2R\mu_i} \left( \frac{Bz^2 + AR^2 + B_1 - X_1R^2 + Cz}{z} \right) - n(\theta) Re_1
\]

\[
- \frac{n(\theta)z^2}{R} (\varepsilon_2 + i\varepsilon_3), \quad z \in \Gamma.
\]

(3.2)

Note that since \( z \) is not an analytic function, (3.2) does not appear to be analytic.

However, since \( z\bar{z} = R^2 \) on \( \Gamma \), then (3.2) can be rewritten as

\[
A - \frac{BR^2}{z^2} - X_1 + \frac{B_1}{R^2} + \Phi'(z) + \frac{n(\theta)}{2} \left[ \frac{\kappa_i}{\mu_i} + \frac{1}{\mu_M} \right] \frac{R}{z} \Phi(z) =
\]

\[
\frac{n(\theta)}{2} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_M} \right] \frac{R}{z} \Phi_M(z) - \Phi_M'(z) - \frac{n(\theta)}{2R\mu_M} \left( \frac{BR^4}{z^2} + AR^2 + B_1 - X_1R^2 + Cz \right) + \frac{n(\theta)}{2R\mu_i} \left( \frac{BR^4}{z^2} + AR^2 + B_1 - X_1R^2 + Cz \right) - n(\theta) Re_1
\]

\[
- \frac{n(\theta)R^3}{z^2} (\varepsilon_2 + i\varepsilon_3), \quad z \in \Gamma,
\]

(3.3)

which is seen to be analytic.
For convenience, let the parameter $\delta(\theta)$ be introduced in place of $n(\theta)$ and defined by

$$\delta(\theta) \equiv \frac{n(\theta) R \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)}{2}. \tag{3.4}$$

Furthermore, let

$$1 + f(\theta) = \frac{\delta_o}{\delta(\theta)}, \quad \delta_o > 0, \quad f(\theta) > -1, \tag{3.5}$$

where $\delta_o$ is a positive real number and $f(\theta)$ is a real periodic function prescribed on $\Gamma$. Clearly, $1/\delta(\theta)$ is a non-negative periodic function defined on $\Gamma$. Also note that the functional form of $f(\theta)$ describes the circumferential variation in damage along the interface. In addition, as $f(\theta) \to -1$, this is equivalent to $n(\theta) \to \infty$ which corresponds to a perfectly bonded interface.

Since $f(\theta)$ is a periodic function of $\theta$ in the space $C_p[0,2\pi]$, let us represent $f(\theta)$ by the following finite Fourier series

$$f(\theta) = \sum_{k=1}^{s} a_k \sin k\theta + b_k \cos k\theta \tag{3.6}$$

$$a_s^2 + b_s^2 \neq 0 \text{ unless } f(\theta) \equiv 0 \text{ on } \Gamma,$$

where $s$ is a natural number that defines the maximum order of the polynomial and $a_k$, $b_k$ are some given real coefficients. By noting that

$$\sin k\theta = \frac{e^{ik\theta} - e^{-ik\theta}}{2i}, \quad \cos k\theta = \frac{e^{ik\theta} + e^{-ik\theta}}{2},$$
(3.6) can be written in terms of the complex variable $z$ as follows

$$f(z) = \frac{1}{2} \sum_{k=1}^{\infty} \left[ i a_k \left( \frac{R_k^2}{z^k - \frac{z^k}{R_k^2}} + b_k \left( \frac{z^k}{R_k^2} + \frac{R_k^2}{z^k} \right) \right), \ z \in \Gamma. \tag{3.7} \right.$$ 

Clearly, it must be that

$$f(z) \equiv f(\theta), \ z \in \Gamma.$$ 

Using conditions (3.4), (3.5) and (3.7) the interface condition, (3.3), takes the following form

$$[1 + f(z)] \Phi'(z) + \delta_0 \beta \frac{\Phi_I(z)}{z} + \left[ 1 + f(z) \right] \left[ A + \frac{B_1}{R^2} - X_1 \right] + \delta_\gamma \eta \left[ A + \frac{B_1}{R^2} - X_1 \right]$$

$$+ \frac{2\delta_\gamma \varepsilon_1}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} = - \left[ 1 + f(z) \right] \Phi_M(z) + \delta_\gamma \frac{\Phi_M(z)}{z} + \left[ 1 + f(z) \right] \frac{\overline{BR}^2}{z^2}$$

$$- \delta_\gamma \frac{\overline{BR}^2}{z^2} - \delta_\gamma \frac{\varepsilon_1}{z} \left[ \frac{\overline{C_1}}{\mu_M} + \frac{\overline{C_2}}{\mu_M} \right] - \frac{2\delta_\gamma R^2 (\varepsilon_2 + i\varepsilon_3)}{z^2 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)}, \ z \in \Gamma, \tag{3.8}$$

where

$$\beta \equiv \frac{\left( \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right)}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} > 0, \quad \eta \equiv \frac{\frac{1}{\mu_M} - \frac{1}{\mu_I}}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \tag{3.9}.$$

It is evident from condition (3.8) that the solutions $\Phi_M(z)$ and $\Phi_I(z)$ will depend on the circumferential variation of imperfections in the interface. As a result of this dependency, the conventional power series method will lead to a coupled infinite
system of algebraic equations for the unknown coefficients $X_k$ and $A_k$, $k = 1, 2, \ldots$

Consequently, the exact expressions for even the first few coefficients cannot be determined. To overcome this difficulty, the principle of analytic continuation is used to reduce (3.8) to two coupled first order differential equations for $\Phi_M(z)$ and $\Phi_I(z)$. In this way, exact, closed-form solutions can be obtained in the general case of a circumferentially inhomogeneous interface as described by the model given by (3.5, 3.6).

3.2.1. The Coupled Differential Equations for $\Phi_I(z)$ and $\Phi_M(z)$

To derive the differential equations for $\Phi_I$ and $\Phi_M$, note that, in view of (2.5), the right-hand side of equation (3.8) is analytic in $D_M$ except at infinity where it approaches

$$A(\delta_o - 1) + \frac{B}{2} \sum_{k=2}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-2} + \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k} \sum_{p=0}^{k-1} \frac{pA_p}{z^{p+1}}$$

$$- \frac{A}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k}.$$

Similarly, the left-hand side of (3.8) is analytic in $D_I$ except at the origin where it has singular terms.
Denote the sum of the above two expressions by \( S(z) \), namely

\[
S(z) = \frac{1}{2} \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^{k-1} \sum_{r=0}^{k-1} rX_r z^{r-1} + \frac{1}{2} \left[ A + \frac{B_1}{R^2} - X_1 \right] \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^{k-1} + \frac{1}{2} \sum_{k=2}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-2} + \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-1} \sum_{p=0}^{k-1} \frac{pA_p}{z^{p+1}} - \frac{A}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-1},
\]

and consider the function \( \Theta(z) \) defined by

\[
\Theta(z) \equiv \begin{cases} 
[1 + f(z)] \Phi(z) + \delta_o \beta \frac{\Phi(z)}{z} + [1 + f(z)] \left[ A + \frac{B_1}{R^2} - X_1 \right] + \delta_o \eta \left[ A + \frac{B_1}{R^2} - X_1 \right] + \frac{2\delta_o \epsilon_1}{\left( \frac{\kappa_M}{\mu_M} + 1 \right)} - S(z), & z \in D_I \\
- \left[ 1 + f(z) \right] \Phi'(z) + \delta_o \frac{\Phi_M(z)}{z} + [1 + f(z)] \frac{\bar{B}_R^2}{z^2} - \delta_o \eta \frac{\bar{B}_R^2}{z^2} - \frac{\delta_o}{z} \left( \frac{\kappa_M}{\mu_M} + 1 \right) + \frac{1}{\mu_I} \right) z^2 - \frac{2\delta_o R^2}{z^2} (\epsilon_2 + i\epsilon_3) - S(z), & z \in D_M.
\end{cases}
\]

In view of the principle of analytic continuation, the function \( \Theta(z) \), defined in this way, is analytic and single-valued in both \( D_I \) and \( D_M \) including the point
of infinity where it approaches zero. Therefore, by Liouville's Theorem $\Theta(z)$ is a constant. In fact, since $\Theta(z)$ approaches zero at infinity it must be that the constant is identically equal to zero. Hence, within the circular inclusion $D_I$, the governing differential equation is

$$\Phi'_I(z) + \delta_o \beta \frac{\Phi_I(z)}{z[1 + f(z)]} = \frac{F(z)}{1 + f(z)}, \quad z \in D_I,$$

(3.12)

where $F(z)$ is given by

$$F(z) = S(z) - [1 + f(z)](\bar{X}_1 - A) - \delta_o \eta(\bar{X}_1 - A) - \frac{2\delta_o \varepsilon_1}{(\kappa_M + \frac{1}{\mu_I})}.$$

(3.13)

Similarly, in the matrix $D_M$, the governing differential equation is

$$\Phi'_M(z) - \delta_o \frac{\Phi_M(z)}{z[1 + f(z)]} = \frac{G(z)}{1 + f(z)}, \quad z \in D_M,$$

(3.14)

where $G(z)$ is given by

$$G(z) = [1 + f(z)] \frac{\overline{BR}^2}{z^2} - S(z) - \delta_o \eta \frac{\overline{BR}^2}{z^2} - \frac{\delta_o}{z} \left[ \frac{C_1}{\mu_M} - \frac{C_2}{\mu_I} \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right) \right] - \frac{2\delta_o (\varepsilon_2 + i\varepsilon_3) R^2}{z^2 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)}.$$

(3.15)

Equations (3.12) and (3.14) are linear first order differential equations with variable coefficients for the unknowns $\Phi_I$ and $\Phi_M$, respectively. Hence, the general solution
of (3.12) is given by

$$
\Phi_I(z) = C(z)e^{-Q(z)}, \quad Q(z) = \delta_0 \beta \int \frac{dz}{z[1+f(z)]},
$$

$$
C(z) = \int_{z_l}^{z} \frac{F(z)}{[1+f(z)]} e^{Q(z)} dz + C_0, \quad z \in D_I. \quad (3.16)
$$

Similarly, the general solution of (3.14) is given by

$$
\Phi_M(z) = H(z)e^{-P(z)}, \quad P(z) = -\delta_0 \int \frac{dz}{z[1+f(z)]},
$$

$$
H(z) = \int_{z_M}^{z} \frac{G(z)}{[1+f(z)]} e^{P(z)} dz + H_0, \quad z \in D_M. \quad (3.17)
$$

Note that $z_l$ and $z_M$ are some arbitrary points in $D_I$ and $D_M$, respectively and $C_0, H_0$ are arbitrary constants of integration.

The non-homogeneous term $F(z)$ includes $s$ unknown constants $X_k (k = 1, 2, ..., s)$ and $(s - 1)$ unknown constants $A_k (k = 1, 2, ..., s - 1)$, in view of (2.5), any admissible solution $\Phi_I(z)$ of (3.12) has to satisfy the consistency conditions

$$
X_k = \frac{\Phi_I'(z)}{k!}, \quad k = 1, 2, ..., s. \quad (3.18)
$$

To verify (3.18), assume that (3.12) has an analytic solution $\Phi_I(z)$ in $D_I$ which admits a Taylor expansion (i.e. $\Phi_I(z) = \sum_{r=0}^{\infty} Q_r z^r$). Now, substituting this expansion into (3.12) yields
\[
\sum_{r=0}^{\infty} rQ_rz^{r-1} + \frac{1}{2} \sum_{k=1}^{s} \left[ (b_k + ia_k) \left( \frac{R}{z} \right)^k + (b_k - ia_k) \left( \frac{z}{R} \right)^k \right] \sum_{r=0}^{\infty} rQ_rz^{r-1} +
\]
\[
\delta_o \beta \sum_{r=0}^{\infty} Q_rz^{r-1} = \frac{1}{2} \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k \sum_{r=0}^{\infty} rX_rz^{r-1} + \frac{1}{2} (X_1 - A) \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k + \frac{B}{2} \sum_{k=2}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-2} + \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k} \sum_{p=0}^{k-1} \frac{pA_p}{z^{p+1}} - \frac{A}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k} - (X_1 - A) \left[ 1 + \frac{1}{2} \sum_{k=1}^{s} \left( b_k + ia_k \right) \left( \frac{R}{z} \right)^{k} + (b_k - ia_k) \left( \frac{z}{R} \right)^{k} \right] - \frac{2\delta_o \varepsilon_1}{\left( \mu_M + \frac{1}{\mu_I} \right)}
\]
\[-\delta_o \eta (X_1 - A) + A(\delta_o - 1) .
\]

Equating the coefficients for all the non-positive powers of \( z \) (i.e. \( z^{-s}, z^{-s+1}, \ldots, z^{-1} \)) in the above expression gives \( s \) conditions that satisfy
\[
\frac{1}{2} \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k \sum_{r=0}^{\infty} rQ_rz^{r-1} = \frac{1}{2} \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k \sum_{r=0}^{\infty} rX_rz^{r-1}
\]
which proves that any analytic solution \( \Phi_f(z) \) of (3.12) automatically satisfies the consistency condition given by (3.18). On the other hand, no such consistency condition exists for the analytic solution \( \Phi_M(z) \) in \( D_M \). However, for completeness, one can show that any admissible analytic solution \( \Phi_M(z) \) (say \( \Phi_M(z) = Az + \sum_{p=0}^{\infty} T_p z^{-p} \)) of (3.14) leads to \( (s - 1) \) conditions for the unknown coefficients \( A_i \).

Proceeding in a similar manner as above and noting that the non-homogeneous term \( G(z) \) similarly includes \( s \) unknown constants \( X_k(k = 1, 2, \ldots, s) \) and \( (s - 1) \)
unknown constants $A_k (k = 1, 2, \ldots, s - 1)$, substituting this expansion into (3.14) yields

$$-A + \sum_{p=0}^{\infty} \frac{p T_p}{z^{p+1}} - \frac{1}{2} \sum_{k=1}^{s} \left[ (b_k + ia_k) \left( \frac{R}{z} \right)^k + (b_k - ia_k) \left( \frac{z}{R} \right)^k \right] \left[ A - \sum_{p=0}^{\infty} \frac{p T_p}{z^{p+1}} \right] +$$

$$A \delta_0 + \delta_0 \sum_{p=0}^{\infty} \frac{p T_p}{z^{p+1}} = \frac{1}{2} \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k \sum_{r=0}^{k} r X_r z^{r-1} + \delta_0 \eta B \left( \frac{R}{z} \right)^2 +$$

$$A (\delta_0 - 1) + \frac{B}{2} \sum_{k=2}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-2} + \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k \sum_{p=0}^{\infty} \frac{A_p}{z^{p+1}} -$$

$$\frac{A}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k - B \left( \frac{R}{z} \right)^2 \left[ 1 + \frac{1}{2} \sum_{k=1}^{s} \left( b_k + ia_k \right) \left( \frac{R}{z} \right)^k + (b_k - ia_k) \left( \frac{z}{R} \right)^k \right]$$

$$+ \frac{\delta_0}{z} \left[ \frac{C_1}{\mu_M} - \frac{C_2}{\mu_I} \right] + 2 \delta_0 \left( \frac{R}{z} \right)^2 \left( \frac{\varepsilon_2 + i \varepsilon_3}{\kappa_M + \frac{1}{\mu_M}} \right) + \frac{1}{2} (X_1 - A) \sum_{k=1}^{s} (b_k + ia_k) \left( \frac{R}{z} \right)^k \cdot$$

Equating the coefficients of all positive powers of $z$ including $z^0$ gives $(s - 1)$ conditions that satisfy

$$\frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k \sum_{p=0}^{\infty} \frac{p T_p}{z^{p+1}} = \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k \sum_{p=0}^{\infty} \frac{p A_p}{z^{p+1}}.$$

In addition, the admissible analytic solution of (3.12) must also satisfy the additional condition

$$X_o = \Phi_1(0) \equiv 0. \quad (3.19)$$

The presence of singular points, such as isolated singular points or branch points of the multi-valued functions appearing in (3.12 - 3.17), means that the solution
of \( \Phi_I(z) \) and \( \Phi_M(z) \) are, in general, defined only in a simply connected domain obtained by cutting \( D_I \) and \( D_M \), respectively, along appropriately chosen lines. However, \( \Phi_I(z) \) and \( \Phi_M(z) \) given by (3.16) and (3.17), respectively, are in general, not analytic in their respective uncut domains. For example, \( \Phi_I \) and/or \( \Phi_M \) can become discontinuous across branch cuts and/or they become unbounded at some or all isolated singular points. Therefore, to ensure the analyticity of \( \Phi_I \) and \( \Phi_M \) in their respective uncut domains one must verify the following:

- \( \Phi_I \) and \( \Phi_M \) given by (3.16) and (3.17), respectively, must be bounded at all singular points within their respective domains, and

- \( \Phi_I \) and \( \Phi_M \) given by (3.16) and (3.17), respectively, must be continuous across all branch cuts within their respective domains.

In summary, the solutions for \( \Phi_I \) and \( \Phi_M \), in general, are coupled and are given by (3.16) and (3.17), respectively, include a total of \( (2s-1) \) undetermined constants \( X_k(k = 1, 2, ..., s) \) and \( A_k(k = 1, 2, ..., s - 1) \). These constants are determined via the analyticity requirements of \( \Phi_I \) and \( \Phi_M \) as well as the consistency condition given by (3.19). In the following section, a particular class of inhomogeneous spring-layer interface will be examined in order to illustrate the method.
3.3. A Class of Inhomogeneous Spring-Layer Interface

As a means of illustrating the method, consider the class of inhomogeneous spring-layer interfaces defined by (3.6) and given as follows (see Figure 3-2)

\[ f(\theta) = b_s \cos(s\theta) = \frac{b_s}{2} \left( \frac{z^s}{R^s} + \frac{R^s}{z^s} \right), \quad -1 < b_s < 1. \quad (3.20) \]

As stated previously, because of the presence of the variable parameter, \( \Phi \) and \( \Phi_1 \), and \( \Phi_{11} \) contain variable coefficients. However, by considering the roots of the polynomial \([1 + f(z)]\), the variation is eliminated and a solution can be obtained. Therefore, in view of (3.20), let us consider the roots of the following polynomial in \((z/R)\):

\[ \left( \frac{z}{R} \right)^{2s} + \frac{2}{b_s} \left( \frac{z}{R} \right)^s + 1 = 0. \quad (3.21) \]

Clearly, it is not difficult to see that if \((z^*/R)\) is a root of (3.21) then it must be that \((R/z^*)\) is also a root. Furthermore, since \(1 + f(z) > 0\) on \(\Gamma\), the polynomial (3.21) has no roots on \(\Gamma\). Hence, of the \(2s\) roots of the polynomial, \(s\) are located inside the circular inclusion and the remaining \(s\) roots lie outside the inclusion [79].

Let the \(s\) roots located within the inclusion be denoted as

\[ \rho_1, \rho_2, \ldots, \rho_s. \]
Similarly, the $s$ roots located outside the inclusion are denoted as

$$\frac{1}{\rho_1}, \frac{1}{\rho_2}, \ldots, \frac{1}{\rho_s}.$$ 

The $s$ roots within the inclusion can be determined by

$$\left(\frac{z}{R}\right)^s = \rho^s = \rho^*.$$ \hfill (3.22)

Substituting (3.22) into (3.21) yields the following expression for $\rho^*$:

$$\rho^* = \begin{cases} 
-\sqrt{\frac{1}{b_s^2} - 1 - \frac{1}{b_s}} > 0, & \text{if } b_s < 0, \\
\sqrt{\frac{1}{b_s^2} - 1 - \frac{1}{b_s}} < 0, & \text{if } b_s > 0,
\end{cases} \hfill (3.23)$$

where $\rho^*$ is a real number contained in the open interval $-1 < \rho^* < 1$.

In particular note that

$$-\frac{2}{b_s} = \frac{1 + \rho^{*2}}{\rho^*},$$

from which it follows that

$$b_s^2 \to 1 \text{ as } \rho^{*2} \to 1, \quad \rho^* \to \frac{b_s}{2} \text{ as } b_s \to 0.$$ 

Having resolved the issue of how to deal with the variable parameter, the solution for $\Phi_I$ and $\Phi_M$ can now be obtained, respectively.
Note that (see Appendix A for details)

\[
\frac{R \delta_o}{z [1 + f(z)]} = \frac{-\lambda \left( \frac{z}{R} \right)^{s-1}}{\left[ \left( \frac{z}{R} \right)^{s} - \rho^* \right]} + \frac{\lambda \left( \frac{z}{R} \right)^{s-1}}{\left[ \left( \frac{z}{R} \right)^{s} - \frac{1}{\rho^*} \right]} \quad (3.24)
\]

\[
\lambda = -\delta_o \left( \frac{1 + \rho^2}{1 - \rho^2} \right) < 0
\]

and

\[
\frac{1}{1 + f(z)} = \frac{\left( \frac{2}{b_3} \right) \left( \frac{z}{R} \right)^s}{\left[ \left( \frac{z}{R} \right)^s - \rho^* \right] \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^*} \right]} . \quad (3.25)
\]

Substituting (3.24 - 3.25) into (3.16) and (3.17), the general solutions of $\Phi_I$ and $\Phi_M$ take the following form, respectively (see Appendix B for details):

\[
\Phi_I(z) = \frac{2}{b_3} \left[ \left( \frac{z}{R} \right)^s - \rho^* \right]^\frac{\Delta s}{s} \left[ \left( \frac{z}{R} \right)^m - \frac{1}{\rho^*} \right]^\frac{-\Delta s}{s} \int_{R \rho_I}^z G(t) \left[ \left( \frac{t}{R} \right)^s - \rho^* \right]^{\frac{s-1}{s}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^{\frac{-\Delta s}{s} - 1} dt , \quad z \in D_I
\]

(3.26)

and

\[
\Phi_M(z) = \frac{2}{b_3} \left[ \left( \frac{z}{R} \right)^s - \rho^* \right]^\frac{\Delta s}{s} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^*} \right]^\frac{\Delta s}{s} \int_{R \rho_I}^z F(t) \left[ \left( \frac{t}{R} \right)^s - \rho^* \right]^{\frac{s-1}{s}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^{\frac{-\Delta s}{s} + 1} dt , \quad z \in D_M
\]

(3.27)

The solutions $\Phi_I$ and $\Phi_M$ given by (3.26) and (3.27), respectively, are each well-defined in their respective domains. In each case, the domain is cut along
some non-intersecting straight lines originating from each of the branch points (i.e. 
\( z = R \rho_k \) and \( z = \frac{R}{\rho_k} \), \( k = 1, 2, \ldots, s \)). In other words, in each domain, branch cuts 
are made from each of the \( s \) branch points of the multi-valued functions appearing 
in (3.26) and (3.27) with each branch cut running parallel to the real axis in such 
a way that there is no overlap. Since \( \lambda < 0 \) and \( \beta > 0 \) the integrals in (3.26) and 
(3.27) converge at each of their respective branch points (i.e. the integrals in (3.26) 
and (3.27) are weakly singular kernels in their respective domains). In addition, to 
guarantee that \( \Phi_I(z) \) and \( \Phi_M(z) \) remain bounded at \( z = R \rho_1 \) and \( z = \frac{R}{\rho_1} \), it must 
be that \( C_s = H_o = 0 \), respectively. The remaining \( 2s - 1 \) unknown constants \( X_k 
(k = 1, 2, \ldots, s) \) and \( A_k (k = 1, 2, \ldots, s - 1) \) are determined by \( 2(s - 1) \) boundedness 
conditions given by 

\[
\int_{\frac{R}{\rho_1}}^{R \rho_k} \left( \frac{t}{R} \right)^s \left[ \left( \frac{t}{R} \right)^s - \rho^s \right]^{-\frac{s+1}{s}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{s-1}{s}} dt = 0, \quad k = 2, 3, \ldots, s
\]

(3.28)

and

\[
\int_{\frac{R}{\rho_1}}^{R/\rho_k} \left( \frac{t}{R} \right)^s \left[ \left( \frac{t}{R} \right)^s - \rho^s \right]^{\frac{s-1}{2}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{s+1}{2}} dt = 0, \quad k = 2, 3, \ldots, s
\]

(3.29)

in addition to condition (3.19).
It remains to prove that $\Phi_I(z)$ and $\Phi_M(z)$ given by (3.26) and (3.27), respectively, are continuous across each of their respective $s$ branch cuts. Consider, first, $\Phi_I(z)$. Following the procedure used in [79], consider the difference $\Phi_I(z^+) - \Phi_I(z^-)$, where $\Phi_I(z^\pm)$ denotes the values of $\Phi_I(z)$ as $z$ approaches the branch cut from above and below, respectively. By taking the integration path along the edges of any one of the $s$ branch cuts made from $z = R\rho_k, k = 1, 2, \ldots s$ and passing through any one of the $s$ integrable branch points, noting the compensating nature of the terms outside the integral, we obtain $\Phi_I(z^+) = \Phi_I(z^-)$. This implies that $\Phi_I(z)$ is continuous across each of the $s$ branch cuts (see Figure 3-3). A similar procedure can be applied to $\Phi_M(z)$. Hence, both $\Phi_I(z)$ and $\Phi_M(z)$ are continuous across each branch cut in their respective domains.

**Remark 1.** Once $\Phi_I$ and $\Phi_M$ have been determined, the remaining stress potentials $\Psi_I$ and $\Psi_M$ can be determined from condition (2.10).

### 3.4. Summary

This chapter has presented the rigorous solution method of a model of a circular inclusion with circumferentially inhomogeneous imperfect damage characterized by the spring-layer interface condition $m(\theta) = n(\theta)$. Our method has been devel-
oped as a consequence of the fact that the circumferential variation of the interface parameter leads to the failure of the conventional power series method. Instead analytic continuation is used to obtain exact closed form solutions, for a particular class of circumferentially inhomogeneous spring-layer interface, in which any of the \((2s-1)\) unknown constants \(X_k\) and \(A_k\) can be determined from analyticity requirements and certain other supplementary conditions. This method will be illustrated for two specific variations of the interface parameter in Chapter 4.
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Figure 3-1. Schematic Representation of Inhomogeneous Spring – Layer Interface before and after Deformation
Figure 3-2. Schematic Representation of the Inhomogeneous Spring – Layer Interface
Figure 3-3. Continuity of $\Phi_1(z)$ across the Branch Cut: $\Phi_1(z^-) = \Phi_1(z^+)$
CHAPTER 4

Examples of the Inhomogeneous Spring - Layer Interface

4.1. Introduction

This chapter presents examples illustrating the methodology of the solution process derived in Chapter 3. In particular, two specific examples corresponding to the functional form of the inhomogeneous imperfect interface will be illustrated. In the first case, the equations for the stress potentials, \( \Phi_I \) and \( \Phi_M \), are decoupled and the solution process is relatively straightforward. However, in the more general cases when the variation in interfacial damage becomes larger (i.e. the circumferential number \( s > 1 \)) the equations for the stress potentials, \( \Phi_I \) and \( \Phi_M \), are coupled and the solution process becomes more involved. Thus, in the second case, the solution method is extended to deal with the more general coupling problem. Note that the variation or distribution in interface imperfections depends on the specific value of the circumferential parameter \( s \). Therefore, if the maximum order of the polynomial that describes the inhomogeneous interface takes on the value \( s = 2 \), the distribution of imperfections along the material interface corresponding to this
case is greater than that corresponding to a distribution of imperfections given by say $s = 1$. Hence, the larger the order of the polynomial (i.e. circumferential number), describing the inhomogeneous interface, the greater the distribution of interface imperfection.

In addition, the effects of the circumferential inhomogeneous interface parameter on the average mean, deviatoric and shear stresses induced within the inclusion will be examined for both the coupled and decoupled case, respectively.

4.2. Inhomogeneous Spring - Layer Interface with Circumferential Number $s = 1$

In this situation, the functional form of the inhomogeneous imperfect interface takes the form (see Figure 4-1)

$$f(z) = \frac{b_1}{2} \left( \frac{z}{R} + \frac{R}{z} \right), \quad -1 < b_1 < 1,$$

and by confining ourselves to the case $\beta = 1$ with $s = 1$ the equations for $\Phi_I$ and $\Phi_{IF}$ [see equations (3.26) and (3.27)] are respectively given by
\[ \Phi_I(z) = \frac{2}{b_1} \left[ \frac{z}{R} - \rho^* \right]^\lambda \left[ \frac{z}{R} - \frac{1}{\rho^*} \right]^{-\lambda} \times \int_{R_1 - \rho^*}^z F(t) \left( \frac{t}{R} \right) \left[ \frac{t}{R} - \rho^* \right]^{-(\lambda+1)} \left[ \frac{t}{R} - \frac{1}{\rho^*} \right]^{\lambda-1} dt, \; z \in D_I, \] (4.2)

and

\[ \Phi_M(z) = \frac{2}{b_1} \left[ \frac{z}{R} - \rho^* \right]^\lambda \left[ \frac{z}{R} - \frac{1}{\rho^*} \right]^{-\lambda} \times \int_{R_1 - \rho^*}^z G(t) \left( \frac{t}{R} \right) \left[ \frac{t}{R} - \rho^* \right]^{\lambda-1} \left[ \frac{t}{R} - \frac{1}{\rho^*} \right]^{-(\lambda+1)} dt, \; z \in D_M. \] (4.3)

The non-homogeneous terms \( F(t) \) and \( G(t) \), as determined by conditions (3.13) and (3.15), are respectively given by

\[ F(t) \left( \frac{t}{R} \right) = \frac{b_1 X_1}{2} - \frac{b_1 X_1}{2} \left( \frac{t}{R} \right)^2 - \left[ \frac{X_1 (1 + \delta_{o\eta})}{1 + \delta_{o\eta}} - A\delta_o (1 + \eta) + \frac{2\delta_o \varepsilon_1}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \right] \left( \frac{t}{R} \right), \] (4.4)

and

\[ G(t) \left( \frac{t}{R} \right) = \frac{b_1}{2} \left( \frac{R}{t} \right)^2 + A \frac{b_1}{2} \left( \frac{t}{R} \right)^2 + \left[ (1 - \delta_{o\eta}) - \frac{2\delta_o (\varepsilon_2 + i\varepsilon_3)}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \right] \left( \frac{R}{t} \right), \] (4.5)

\[ + \left[ \frac{b_1}{2} (A + \overline{B}) - \frac{b_1}{2} (X_1 + \overline{X_1}) - \frac{\delta_o}{R} \left( \frac{\overline{c_1}}{\mu_M} - \frac{\overline{c_2}}{\mu_I} \right) \right] + A (1 - \delta_o) \left( \frac{t}{R} \right). \]
Having the expressions for \( \Phi_I \) and \( \Phi_M \), the solution procedure reduces to finding the solution for the unknown coefficient \( X_1 \). The coefficient \( X_1 \) is evaluated from the supplementary condition (3.19) which yields

\[
0 = \frac{2}{b_1} (-\rho^*)^\lambda \left( -\frac{1}{\rho^*} \right)^{-\lambda} \times (4.6)
\]

\[
-b_1 \overline{X_1}(\frac{t}{R})^2 + \left[ A\delta_\eta(1 + \eta) - \overline{X_1}(1 + \delta_\eta) - \frac{2\delta_\eta \epsilon_1}{\mu_M + 1} \right] \left( \frac{t}{R} \right) + \frac{b_1}{2} X_1
\]

\[
\int_{H \rho^*}^0 \left[ \frac{t}{R} - \rho^* \right]^{\lambda-1} \left[ \frac{t}{R} - \frac{1}{\rho^*} \right]^{1-\lambda} dt.
\]

For example, if \( \lambda = -1 \), then by integrating (4.6), the general expression for \( X_1 \) is found to be

\[
X_1 \rho^{*1} + \overline{X_1} \left[ \rho^{*1}(2 + \delta_\eta) - \rho^{*2}(1 - \delta_\eta) \right]
\]

\[
+(1 - \rho^{*2}) \ln \left( \frac{1}{1 - \rho^{*2}} \right) (1 - \rho^{*2} - \delta_\eta(1 + \rho^{*2})) = \left[ A\delta_\eta(1 + \eta) - \frac{2\delta_\eta \epsilon_1}{\mu_M + 1} \right] \times
\]

\[
\left[ (1 + \rho^{*2}) \left( \rho^{*2} - (1 - \rho^{*2}) \ln \left( \frac{1}{1 - \rho^{*2}} \right) \right) \right].
\]

Having established the expression for the coefficient \( X_1 \), the solutions for the stress potentials \( \Phi_I \) and \( \Phi_M \) are obtained by integrating (4.2) and (4.3), respectively. The resulting expressions for \( \Phi_I \) and \( \Phi_M \) are respectively given by
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\[ \Phi_I(z) = \frac{1}{2} \ln \left( \frac{1 - \rho^*}{1 - \rho^2} \right) \left( \frac{\dot{z}}{\dot{R}} - \frac{1}{\rho^*} \right) \quad \text{and} \quad \Phi_M(z) = Az + \left[ \frac{BR}{\rho^2(1 + \eta)(1 - \rho^2)} + \frac{2R(1 - \rho^2)(\dot{\varepsilon}_2 + i\dot{\varepsilon}_3)}{\rho^* (\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1})} \right] \log \left( \frac{1 - \rho^2}{1 - \rho^*} \right) \]

\[ + \frac{BR}{\frac{\dot{z}}{\dot{R}} - \frac{1}{\rho^*}} \left[ \frac{R}{z\rho^*} - \frac{\rho^* (\dot{z} - \frac{1}{\rho^*})}{1 - \rho^2} \right] + \frac{BR}{\rho^*(1 - \rho^2)} \left[ (1 + \eta)(1 + \rho^2) - 2\eta\rho^2 \right] \]

\[ + \frac{R\rho^*}{1 - \rho^2} \left( \frac{B}{2 Re[X_1]} \right) + \frac{2R(\dot{\varepsilon}_2 + i\dot{\varepsilon}_3)}{\rho^* (\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1})} + \frac{BR}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1}} - \frac{2\chi_1 r^2 - \lambda_1}{\mu_M} \] 

\[, \quad z \in D_I \quad (4.8) \]

\[, \quad z \in D_M. \quad (4.9) \]

Note that the last term, containing the constants \( A_0, B_0 \) and \( X_2 \) appearing in (4.9), need not be evaluated explicitly and in fact can be neglected. This is because it merely reflects a rigid body translation and as such has no physical influence on the corresponding stress fields. Furthermore, despite their relatively simple form, the solutions (4.8) and (4.9) cannot be obtained via the power series method since their series expansions are infinite sums.
Hence, equations (4.7 - 4.9) as well as equations (2.10) constitute the complete solution for a homogeneous elastic inclusion embedded within an infinite elastic matrix having a circumferentially inhomogeneous imperfect interface characterized by the spring-layer interface condition $m(\theta) = n(\theta)$ and the parameters $s = 1, \beta = 1$ and $\lambda = -1$. Having these expressions (i.e. $\Phi_I, \Phi_M, \Psi_I$ and $\Psi_M$) the evaluation of the elastic field distributions can be obtained via (2.1). In particular, the average stress inside the circular inclusion can be determined, which, in turn, leads to the estimation the effective properties of the composite material through the known micromechanical models.

4.2.1. Average Stress

The calculation of the average stress inside an inclusion gives important information regarding the overall understanding and behavior of the composite material (see Chapter 1). In what follows, we examine the effects of the circumferential inhomogeneity of an imperfect interface on the average stress field induced within the circular inclusion when the inhomogeneous imperfect interface is characterized by the condition $m(\theta) = n(\theta)$ and the parameters $s = 1, \beta = 1$ and $\lambda = -1$. To do this, we compare the inhomogeneous spring-layer interface described by
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with the corresponding homogeneous spring - layer interface under otherwise identical conditions

\[
\frac{1}{n(\theta)} = \frac{R \left( \frac{k_M}{\mu_M} + \frac{1}{\mu_1} \right)}{2\delta_o} \left[ 1 + b_1 \cos \theta \right], \quad -1 < b_1 < 1,
\]

\[
\delta_o = \frac{1 - \rho^*^2}{1 + \rho^*^2}, \quad (4.10)
\]

The exact average stresses within the circular inclusion have been derived in Chapter 2 and are given by equations (2.20). Thus, for the average stress corresponding to a homogeneous spring - layer interface, the coefficients \(X_1\) and \(A_1\) need to be evaluated. This is achieved when the circumferential inhomogeneous interface parameter is zero (i.e. \(\rho^* = 0\)) (see Appendix C). Therefore, assuming zero eigenstrains, the average mean, deviatoric and shear stresses corresponding to a homogeneous spring - layer interface are given by

\[
\left( \sigma_x + \sigma_y \right)^H_{\text{Avg}} = \frac{4A (1 + \eta) (1 - \rho^*^2)}{3 + \eta + \rho^*^2(3 - \eta)},
\]

\[
\left( \frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy} \right)^H_{\text{Avg}} = \frac{B}{2} (1 + \eta) (1 - \rho^*^2). \quad (4.12)
\]

Here the superscript \(H\) denotes stresses associated with a homogeneous interface.
Similarly, the average mean, deviatoric and shear stresses associated with the inhomogeneous spring - layer interface are given by

\[
(s_x + s_y)_{\text{Avg}} = \frac{4A(1+\eta) \left[ \rho^2 (1 - \rho^2) - (1 - \rho^2)^2 \ln \left( \frac{1}{1 - \rho^2} \right) \right]}{\rho^4 (3 - \eta) - (1 - \eta) \left[ \rho^2 - (1 - \rho^2)^2 \ln \left( \frac{1}{1 - \rho^2} \right) \right]},
\]

\[
\left( \frac{s_y - s_x}{2} + i\sigma_{xy} \right)_{\text{Avg}} = B \left[ \frac{(1+\eta) \left[ \rho^2 (1 - \rho^2) + (1 - \rho^2)^2 \ln (1 - \rho^2) \right]}{\rho^4} \right].
\]

(4.13)

It follows that the ratios \( q(\eta, \rho^*) \) and \( w(\rho^*) \) of the average stresses (i.e. the ratio of each of the expressions in (4.13) to the corresponding expressions in (4.12)) is given by

\[
(s_x + s_y)_{\text{Avg}} = q(\eta, \rho^*) (s_x + s_y)_{\text{Avg}}^H.
\]

\[
q(\eta, \rho^*) = \frac{(3+\eta + \rho^2 (3-\eta)) \left[ \rho^2 - (1 - \rho^2)^2 \ln \left( \frac{1}{1 - \rho^2} \right) \right]}{\rho^4 (3 - \eta) - (1 - \eta) \left[ \rho^2 - (1 - \rho^2)^2 \ln \left( \frac{1}{1 - \rho^2} \right) \right]}
\]

(4.14)

and

\[
\left( \frac{s_y - s_x}{2} + i\sigma_{xy} \right)_{\text{Avg}} = w(\rho^*) \left( \frac{s_y - s_x}{2} + i\sigma_{xy} \right)_{\text{Avg}}^H.
\]

\[
w(\rho^*) = 2 \left[ \frac{\rho^2 + (1 - \rho^2) \ln (1 - \rho^2)}{\rho^4} \right].
\]

(4.15)

Note that both \( q(\eta, \rho^*) \) and \( w(\rho^*) \) are even functions.
The effects of the circumferential inhomogeneity of the interface, as represented by the functions \( q(\eta, \rho^*) \) and \( w(\rho^*) \) are given in Figures 4-2 and 4-3, respectively. These results show that replacing the inhomogeneous spring-layer interface by its homogeneous counterpart has a significant effect on the estimation of the average stresses induced within the inclusion. For example, by neglecting the inhomogeneity of interface imperfections (i.e. replacing the inhomogeneous spring-layer interface by its homogeneous counterpart), the relative error in the average mean stress approaches 200\% (Figure 4-2). Alternatively, the relative error in the average deviatoric and shear stresses approaches 100\% (Figure 4-3). By comparison, in [80], Ru found that the circumferentially inhomogeneous imperfect interface in the case of the sliding interface has a negligible effect on the average stresses induced within the inclusion. Hence, for the first time in plane elasticity, our results demonstrate conclusively the significant effect of a varying pointwise inhomogeneous imperfect interface on the average stress field induced within a circular inclusion. Hence, replacing an inhomogeneous interface by its homogeneous counterpart will lead to significant errors in even the calculation of the average stresses.
4.3. Inhomogeneous Spring - Layer Interface with Circumferential Number \( s = 2 \)

In this case, the functional form of the inhomogeneous imperfect interface takes the form (see Figure 4-4)

\[
f(z) = \frac{b_2}{2} \left[ \left( \frac{z}{R} \right)^2 + \left( \frac{R}{z} \right)^2 \right], \quad -1 < b_2 < 1
\]  

(4.16)

then the equations for the stress potentials, \( \Phi_I(z) \) and \( \Phi_M(z) \) (see equations (3.26) and (3.27)) are respectively given by

\[
\Phi_I(z) = \frac{2}{b_2} \left[ \left( \frac{z}{R} \right)^2 - \rho^* \right]^{\frac{d}{2}} \left[ \left( \frac{z}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{d}{2}} \times \int_{R_{\rho_1}}^{z} F(t) \left( \frac{t}{R} \right)^2 \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{\frac{d}{2} + 1} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{d}{2} - 1} dt, \quad z \in D_I,  
\]

(4.17)

and

\[
\Phi_M(z) = \frac{2}{b_2} \left[ \left( \frac{z}{R} \right)^2 - \rho^* \right]^{\frac{d}{2}} \left[ \left( \frac{z}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{d}{2}} \times \int_{R_{\rho_1}}^{z} G(t) \left( \frac{t}{R} \right)^2 \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{\frac{1}{2} - 1} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{-(\frac{1}{2} + 1)} dt, \quad z \in D_M. 
\]

(4.18)
As in the previous case, the non-homogeneous terms $F(t)$ and $G(t)$ are determined via conditions (3.13) and (3.15) and are respectively given by

$$F(t) \left( \frac{t}{R} \right)^2 = \frac{b_2}{2} \left[ \frac{A_1}{t^2} - \overline{X}_1 \right] \left( \frac{t}{R} \right)^4 + \left[ A \delta_0 (1 + \eta) + \frac{b_2}{2} \frac{B}{B} - \overline{X}_1 (1 + \delta_0 \eta) - \right]$$

$$\frac{2 \delta_0 \varepsilon_1}{\kappa_M + \frac{1}{\mu_M}} \left( \frac{t}{R} \right)^2 + \frac{b_2}{2} [X_1 + 2X_2 t],$$

(4.19)

and

$$G(t) \left( \frac{t}{R} \right)^2 = \frac{b_2}{2} A \left( \frac{t}{R} \right)^4 - \left[ \frac{b_2 A_1}{2 R^2} + A (\delta_0 - 1) \right] \left( \frac{t}{R} \right)^2 - \frac{\delta_0}{R} \left[ \frac{C_1}{\kappa_M + \frac{1}{\mu_M}} - \frac{C_2}{\mu_M + \frac{1}{\mu_I}} \right] \left( \frac{t}{R} \right)$$

$$+ \frac{B (1 - \delta_0 \eta) - \frac{2 \delta_0 (\varepsilon_2 + i \varepsilon_3)}{\kappa_M + \frac{1}{\mu_M}} - \frac{b_2}{2} (X_1 + \overline{X}_1 - A)}{\overline{B}} \left( \frac{t}{R} \right)^2 + \frac{b_2}{2} \frac{B}{B} \left( \frac{t}{R} \right)^2.$$  

(4.20)

Note that unlike the case corresponding to the circumferential number $s = 1$, where $\Phi_I$ can be evaluated independently from $\Phi_M$ (i.e. $\Phi_I$ depends on the coefficient $X_1$ only). The case corresponding to the circumferential number $s = 2$ requires the evaluation of 3 coefficients (i.e. $X_1, X_2$ and $A_1$) in order to evaluate the stress potentials explicitly. The evaluation of the 3 unknown constants is achieved via the supplementary condition (3.19) and the boundedness conditions (3.28 - 3.29).
Therefore, the 3 unknown constants \((X_1, X_2 \text{ and } A_1)\) can be expressed in terms of definite integrals of known power functions. Hence, in view of (4.19) and (4.20), conditions (3.19) and (3.28 - 3.29) yield the following

\[
\begin{align*}
&\left[ A\delta_o(1 + \eta) + \frac{Bb_2}{2} + A_1\frac{b_2}{2R^2} - X_1(1 + \delta_o\eta) - \frac{2\delta_o\varepsilon_1}{\kappa_M + \frac{1}{\mu_M}} \right] I_{02} + b_2 X_2 R I_{01} + \\
&\frac{b_2}{2} X_1 I_{00} - \frac{b_2}{2} X_1 I_{04} = 0. \tag{4.21}
\end{align*}
\]

\[
\begin{align*}
&\left[ A\delta_o(1 + \eta) + \frac{Bb_2}{2} + A_1\frac{b_2}{2R^2} - X_1(1 + \delta_o\eta) - \frac{2\delta_o\varepsilon_1}{\kappa_M + \frac{1}{\mu_M}} \right] I_{12} + b_2 X_2 R I_{11} + \\
&\frac{b_2}{2} X_1 I_{10} - \frac{b_2}{2} X_1 I_{14} = 0 \tag{4.22}
\end{align*}
\]

and

\[
\begin{align*}
A \frac{b_2}{2} M_{14} - \left[ A_1\frac{b_2}{2R^2} + A(\delta_o - 1) \right] M_{12} - \frac{\delta_o}{R} \left[ \frac{C_1}{\mu_M} - \frac{C_2}{\mu_I} \right] M_{11} + \frac{Bb_2}{2} M_{12} \\
+ \left[ \frac{B(1 - \delta_o\eta)}{\kappa_M + \frac{1}{\mu_M}} - \frac{2\delta_o(\varepsilon_2 + i\varepsilon_3)}{\kappa_M + \frac{1}{\mu_M}} - \frac{b_2}{2} \left( X_1 + X_1 - A \right) \right] M_{10} = 0. \tag{4.23}
\end{align*}
\]
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Here,

\[ I_{0k} = \frac{2}{b_2}(\rho^*)^{\frac{b_0}{2}} \left[ -\frac{1}{\rho^*} \right]^{\frac{b_0}{2}} \int_{\rho_1}^{\rho_2} \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{-(\frac{b_0}{2} + 1)} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{b_0}{2} - 1} \, dt. \]

\[ I_{1k} = \int_{\rho_1}^{\rho_2} \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{-(\frac{b_0}{2} + 1)} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{b_0}{2} - 1} \, dt, \]

\[ k = 0, 1, 2 \text{ and } 4 \quad (4.24) \]

and

\[ M_{1k} = \int_{\rho_1}^{\rho_2} \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{\frac{b_0}{2} - 1} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{-(\frac{b_0}{2} + 1)} \, dt, \quad k = -2, 0, 1, 2 \text{ and } 4. \quad (4.25) \]

Note that \( M_{1k} \) has a singular point at \( t = 0 \) when the index \( k = -2 \). However, since \( M_{1k} \) can be regarded as a contour integral, it only depends on the end points and not the path of integration. In other words, since \( M_{1k} \) is defined only in the matrix, the value of \( M_{1k} \) must be independent of any contour \( C \) as long as \( C \) extends from \( \rho_1 \) to \( \rho_2 \), does not pass through the singular points of \( M_{1k} \) and lies entirely in \( D_M \). In this way, the value of \( M_{1k} \) is assured.

Further, for \( s = 2 \), condition (3.22) gives

\[ \rho^2 = \rho^*. \]
or by taking square roots we can choose

\[ \rho_2 = \sqrt[2]{\rho^*}, \quad \rho_1 = \sqrt[2]{\rho^*}, \]

\[ \iff \rho_2 = -\rho_1, \quad (4.26) \]

\[ \iff \rho_2^2 = \rho_1^2 = \rho^*. \]

Therefore, using condition (4.26) and the property of integrals of symmetric functions, (4.24)_2 and (4.25), for index \( k = 1 \), respectively yield

\[ l_{11} = 0, \quad m_{11} = 0. \]

(4.27)

In addition, for indexes \( k = 0, 2 \) and 4, (4.24) gives

\[ \frac{l_{02}}{l_{00}} = \frac{l_{12}}{l_{10}}, \quad \frac{l_{04}}{l_{00}} = \frac{l_{14}}{l_{10}}. \]

(4.28)

Hence, in view of conditions (4.27 - 4.28), equations (4.21 - 4.22) can be solved for \( X_2 \) to give

\[ b_2 X_2 R \left( \frac{l_{01}}{l_{00}} \right) = 0, \]

and since \( b_2 \left( \frac{l_{01}}{l_{00}} \right) R \neq 0 \), it must be that

\[ X_2 = 0. \]

(4.29)
The remaining two coefficients, $X_1$ and $A_1$, can now be obtained from (4.22 - 4.23)

and are given by

\[
X_1 \left[ \frac{b_2}{2} \left( \frac{M_{10}}{M_{12}} - \frac{I_{10}}{I_{12}} \right) \right] + \overline{X_1} \left[ \frac{b_2}{2} \left( \frac{M_{10}}{M_{12}} + \frac{I_{14}}{I_{12}} \right) + (1 + \delta_\omega \eta) \right] = \tag{4.30}
\]

\[
A \left[ \frac{b_2}{2} \left( \frac{M_{14} + M_{10}}{M_{12}} \right) + (1 + \delta_\omega \eta) \right] + \overline{B} \left[ \frac{b_2}{2} \left( 1 + \frac{M_{1-2}}{M_{12}} \right) + (1 - \delta_\omega \eta) \frac{M_{10}}{M_{12}} \right] - \frac{2\delta_\omega}{\kappa_M + \frac{1}{\mu_1}} \left[ \varepsilon_1 + (\varepsilon_2 + i\varepsilon_3) \frac{M_{10}}{M_{12}} \right],
\]

and

\[
A_1 \frac{b_2}{2R^2} = A \frac{b_2}{2} \left( \frac{M_{14}}{M_{12}} \right) + \overline{B} \frac{b_2}{2} \left( \frac{M_{1-2}}{M_{12}} \right) \tag{4.31}
\]

\[
+ \left[ \overline{B}(1 - \delta_\omega \eta) - \frac{2\delta_\omega(\varepsilon_2 + i\varepsilon_3)}{\kappa_M + \frac{1}{\mu_1}} - \frac{b_2}{2} (X_1 + \overline{X_1} - A) \right] \left( \frac{M_{10}}{M_{12}} \right) + A(1 - \delta_\omega).
\]

respectively. In particular, if $\beta = 1$ and $\lambda = -2$, the relations (4.24) and (4.25)

can be integrated to give the following expressions.
Hence, by having explicit expressions in the form of definite integrals of known power functions for the unknown coefficients $X_1$ and $A_1$, the complete solution to the problem corresponding to a homogeneous circular inclusion embedded within an infinite elastic matrix having a circumferentially inhomogeneous imperfect interface characterized by the spring-layer interface condition $m(\theta) = n(\theta)$ and the parameters $s = 2, \beta = 1$ and $\lambda = -2$ is now known. As a result, the stress potentials $\Phi_I, \Phi_M, \Psi_I$ and $\Psi_M$ given by (4.17 - 4.18) and (2.10), respectively can now be evaluated and the complete elastic stress distribution is established.
4.3.1. Average Stress

In contrast to case corresponding to $s = 1$ where the complete solution is required for the calculation of the average stress (i.e. to calculate the coefficient $A_1$ requires the evaluation of $\Phi_M(z)$), the case corresponding to $s = 2$ does not require the evaluation of the stress potentials, $\Phi_I$ and/or $\Phi_M$, because the exact expressions for $X_1$ and $A_1$ have been derived. Therefore, in view of (4.30 - 4.31), the exact average mean, deviatoric and shear stresses can be calculated through conditions (2.20) and the effects of the circumferential inhomogeneity of an imperfect interface on the average stress field within the inclusion can be examined.

To demonstrate this, as before, we compare the inhomogeneous spring - layer interface described by

$$\frac{1}{n(\theta)} = \frac{R \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1} \right)}{2\delta_o} [1 + b_2 \cos 2\theta], \quad -1 < b_2 < 1,$$

$$\delta_o = 2 \left( \frac{1 - \rho^2}{1 + \rho^2} \right), \quad (4.33)$$

with the following corresponding homogeneous spring - layer interface under otherwise identical conditions

$$\frac{1}{n} = \frac{R \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1} \right)}{2\delta_o}, \quad \delta_o = 2 \left( \frac{1 - \rho^2}{1 + \rho^2} \right). \quad (4.34)$$

In addition, for convenience, we assume that $\text{Im} [B] = 0$ (a biaxial stress state).
and that all the eigenstrains vanish. Then the average mean, deviatoric and shear stresses associated with the homogeneous interface (4.34), for a uniaxial stress state in the x-direction (i.e. $2A + B = 0$), is given by

$$
(\sigma_x + \sigma_y)^H_{\text{Avg}} = 4A \left[ \frac{(1 + \eta) + \rho^2 (1 - \eta)}{2 + \eta + \rho^2 (2 - \eta)} \right]
$$

$$
\left(\frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy}\right)^H_{\text{Avg}} = -\frac{4A}{3} \left[ \frac{(1 + \eta) + \rho^2 (1 - \eta)}{1 + \rho^2} \right]
$$

(4.35)

where the superscript H denotes stresses associated with the homogeneous interface. Note that the derivations for the homogeneous coefficients corresponding to $X_1$ and $A_1$ is given in Appendix D.

The corresponding average mean, deviatoric and shear stress, associated with the inhomogeneous interface (4.33) is obtained from (4.30 - 4.31) and given by

$$
(\sigma_x + \sigma_y)_{\text{Avg}} = 4A \rho^* \left[ 2 \left(1 + \frac{M_{11}}{M_{12}}\right) - \left(\frac{M_{14}}{M_{12}} + \frac{M_{10}}{M_{12}}\right) \right] + (1 + \rho^2) \left(1 - 2 \frac{M_{10}}{M_{12}}\right) + 2\eta (1 - \rho^2) \left(1 + 2 \frac{M_{10}}{M_{12}}\right)
$$

$$
\rho^* \left[ \frac{I_{110}}{I_{12}} - \frac{I_{114}}{I_{12}} - 2 \frac{M_{10}}{M_{12}} \right] + (1 + 2\eta) + \rho^2 (1 - 2\eta)
$$

(4.36)

and
\[
\left( \frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy} \right)_{\text{Avg}} = -A \left\{ \frac{1}{\rho^*} \left( 1 + \rho^* \right) (3\rho^* - 1) - \left[ \frac{M_{14} + M_{10} - 2M_{12}}{M_{12}} \right] \right\} - \\
\frac{2 \left( \frac{M_{10}}{M_{12}} \right)}{\rho^*} \left[ (1 - 2\eta) + \rho^{*2} (1 + 2\eta) \right] + \\
\rho^* \left\{ 2 \left( 1 + \frac{M_{12}}{M_{12}} \right) - \left( \frac{M_{14}}{M_{12}} + \frac{M_{10}}{M_{12}} \right) \right\} + (1 + \rho^{*2}) \left( 1 - 2\frac{M_{10}}{M_{12}} \right) + \\
\frac{2\eta (1 - \rho^{*2}) \left( 1 + 2\frac{M_{10}}{M_{12}} \right)}{\rho^* \left[ \frac{l_{10}}{l_{12}} - \frac{l_{14}}{l_{12}} - \frac{2M_{10}}{M_{12}} \right] + (1 + 2\eta) + \rho^{*2} (1 - 2\eta)} \right\}.
\]

(4.37)

respectively. It follows that the ratio \(g(n, \rho^*)\) and \(R(\eta, \rho^*)\) of the average stresses (i.e. the ratio of each the expressions in (4.37) and (4.36) to the corresponding expression in (4.35)) is given by
EXAMPLES OF THE INHOMOGENEOUS SPRING-LAYER INTERFACE

\[(\sigma_x + \sigma_y)_{\text{Avg}} = g(\eta, \rho^* \sigma_x + \sigma_y)_{\text{Avg}},\]

\[g(\eta, \rho^*) = \frac{\rho^* \left[ 2 \left(1 + \frac{M_{1-2}}{M_{12}}\right) - \left(\frac{M_{14}}{M_{12}} + \frac{M_{10}}{M_{12}}\right) \right] + (1 + \rho^*) \left(1 - 2 \frac{M_{10}}{M_{12}}\right) +}{2\eta (1 - \rho^2) \left(1 + 2 \frac{M_{10}}{M_{12}}\right)} \times \]

\[\rho^* \left[ \frac{I_{10}}{I_{12}} - \frac{I_{14}}{I_{12}} - 2 \frac{M_{10}}{M_{12}} \right] + (1 + 2\eta) + \rho^* (1 - 2\eta)\]

\[
\frac{(2 + \eta) + \rho^* (2 - \eta)}{(1 + \eta) + \rho^* (1 - \eta)}.
\]

(4.38)

and

\[(\sigma_y - \sigma_x + i\sigma_{xy})_{\text{Avg}} = R(\eta, \rho^*) \left(\frac{\sigma_y - \sigma_x + i\sigma_{xy}}{2}\right)_{\text{Avg}}^H,
\]

\[R(\eta, \rho^*) = \left\{ \begin{array}{l} \\
\rho^* \left[ (1 + \rho^*) (3\rho^* - 1) - \left[ \frac{M_{14} + M_{10} - 2M_{1-2}}{M_{12}} \right] \right] - \\
2 \left(\frac{M_{10}}{M_{12}}\right) \left[ \frac{(1 - 2\eta) + \rho^* (1 + 2\eta)}{\rho^*} \right] + \\
\rho^* \left[ 2 \left(1 + \frac{M_{1-2}}{M_{12}}\right) - \left(\frac{M_{14}}{M_{12}} + \frac{M_{10}}{M_{12}}\right) \right] + (1 + \rho^*) \left(1 - 2 \frac{M_{10}}{M_{12}}\right) + \\
2\eta (1 - \rho^2) \left(1 + 2 \frac{M_{10}}{M_{12}}\right) \\
\rho^* \left[ \frac{I_{10}}{I_{12}} - \frac{I_{14}}{I_{12}} - 2 \frac{M_{10}}{M_{12}} \right] + (1 + 2\eta) + \rho^* (1 - 2\eta) \right\} \times \\
\left[ \frac{3}{4} \left[ \frac{1 + \rho^* (1 + \eta) + \rho^* (1 - \eta)}{} \right] \right]
\]

(4.39)
where $M_{10}, M_{12}, M_{14}, M_{1-2}, I_{10}, I_{12}$ and $I_{14}$ are given by (4.32).

In addition, let us consider the case when the stress state is equal biaxial (i.e. $B = 0$). In this case the average mean stress associated with homogeneous interface (4.34) is given by

$$
(\sigma_x + \sigma_y)_{Avg}^H = 4A \left[ \frac{1 + \eta + \rho^{*2}(1 - \eta)}{2 + \eta + \rho^{*2}(2 - \eta)} \right].
$$

(4.40)

and the corresponding average mean stress, associated with the inhomogeneous interface (4.33) is given by

$$
(\sigma_x + \sigma_y)_{Avg} = 4A \left[ \frac{1 + 2\eta + \rho^{*2}(1 - 2\eta) - \rho^{*} \left( \frac{M_{14} + M_{10}}{M_{12}} \right)}{\rho^{*} \left( \frac{I_{10} - I_{14}}{I_{12}} - 2 \frac{M_{10}}{M_{12}} \right) + 1 + 2\eta + \rho^{*2}(1 - 2\eta)} \right].
$$

(4.41)

It follows that the ratio $h(\eta, \rho^{*})$ of the average mean stresses (i.e. the ratio of the expression in (4.41) to the corresponding expression in (4.40)) is given by:

$$
(\sigma_x + \sigma_y)_{Avg}^H = h(\eta, \rho^{*}) (\sigma_x + \sigma_y)_{Avg}.
$$

$$
h(\eta, \rho^{*}) = \frac{1 + 2\eta + \rho^{*2}(1 - 2\eta) - \rho^{*} \left( \frac{M_{14} + M_{10}}{M_{12}} \right)}{\rho^{*} \left( \frac{I_{10} - I_{14}}{I_{12}} - 2 \frac{M_{10}}{M_{12}} \right) + 1 + 2\eta + \rho^{*2}(1 - 2\eta)}.
$$

(4.42)

The effects of the circumferential inhomogeneity of the interface, as represented by the functions $g(\eta, \rho^{*}), R(\eta, \rho^{*})$ and $h(\eta, \rho^{*})$ for the respective loading conditions, are illustrated in Figures 4-5, 4-6 and 4-7, respectively for several different
values of the parameter $\eta$. These results reinforce those established in section 4.2.1: that replacing the inhomogeneous spring-layer interface by its homogeneous counterpart has a significant effect on the estimation of even the average stresses induced within the inclusion. For example, for the case corresponding to the uniaxial stress state in the $x$-direction, replacing the inhomogeneous interface (4.33) by its homogeneous counterpart (4.34) leads to a relative error approaching 66% in the average deviatoric and shear stresses (Figure 4-6). Similarly, for the equal biaxial stress state, the relative error in the average mean stress approaches 95% (Figure 4-7). By comparison, in [80], Ru found that the circumferentially inhomogeneous imperfect interface in the case of the sliding interface has a negligible effect on the average stresses induced within the inclusion. Hence, once again, the results demonstrate convincingly the significant effect that a varying pointwise inhomogeneous imperfect interface has on even the average stress field induced within a circular inclusion.

4.4. Summary

A rigorous systematic study for two specific variations of the inhomogeneous spring-layer interface has been given. The results, from both these examples, clearly illustrate how the circumferential variation of the interface parameter has a signif-
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icant and pronounced effect on even the calculation of the average stresses induced within the inclusion. Hence, replacing the inhomogeneous spring-layer interface by its homogeneous counterpart will significantly affect the stress field distributions. In addition, the results suggest that the influence of the inhomogeneity of interface imperfections, on the average stress, decreases with increasing circumferential number.
Figure 4-1. Schematic Representation of the Inhomogeneous Spring – Layer Interface having Circumferential Number \( s = 1 \)

\[
f(z) = \frac{b_1}{2} \left[ \frac{z}{R} + \frac{R}{z} \right]
\]
Figure 4.2. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress inside the Circular Inclusion having Circumferential Number $s = 1$.
Figure 4.3. The Effect of the Circumferential Inhomogeneity on the Average Deviatoric and Shear Stresses inside the Circular Inclusion having Circumferential Number $s = 1$.
\[ f(z) = \frac{b_1}{2} \left[ \left( \frac{z}{R} \right)^2 + \left( \frac{R}{z} \right)^2 \right] \]

**Figure 4-4.** Schematic Representation of the Inhomogeneous Spring - Layer Interface having Circumferential Number \( s = 2 \)
Figure 4-5. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress Inside the Circular Inclusion having Circumferential Number \( s = 2 \) and Loading in \( x \)-direction
Figure 4-6. The Effect of the Circumferential Inhomogeneity on the Average Deviatoric and Shear Stress inside the Circular Inclusion having Circumferential Number $s = 2$ and Loading in $x$-direction.
Figure 4-7. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress inside the Circular Inclusion having Circumferential Number $s = 2$ and Equal Biaxial Loading
CHAPTER 5
Circumferential Inhomogeneous Non-slipping Interface

5.1. Introduction
This chapter will extend the single circular inclusion problem to deal with applications arising in biomechanics, specifically, prosthetic (implant) - bone interaction. The justification for using the single circular inclusion problem lies in the fact that since circular holes can be easily and readily made in host bone, the use of implants with circular cross-sections is common.

One of the major contributions to implant failure is the loosening of the implant from the host bone. The reason for this, as detailed in Chapter 1, is the non-uniformity of bone density along the implant - bone interface, formation of scar tissue and the presence of stress concentrations due to high interfacial stresses. Consequently, the effect of a non-slip interface condition, in particular, the inhomogeneity of normal imperfections on the stress field surrounding an implant is of great practical interest (see [84]). Hence, this chapter will focus on the rigorous solution method for the problem associated with an isotropic circular inclusion (implant) embedded within an infinite homogeneous matrix (bone) in plane elasticity.
The bonding at the implant - bone interface is circumferentially inhomogeneous as characterized by the non-slip condition \( m(\theta) \) finite and \( n(\theta) = \infty \). Physically, this type of imperfect interface corresponds to a very rough interphase layer. The presence of asperities and interdigitations allows for no relative shear displacements along the entire interface, but a certain relative normal displacement, which is proportional to the normal traction through an inhomogeneous interface parameter, is permitted across the interface (i.e. a mechanical interlock is formed - see Figure 5-1).

5.2. Non-Slipping Interface

As outlined above, we consider a circular inclusion for which the inhomogeneous imperfect interface is characterized by the non-slip condition \( m(\theta) \) finite and \( n(\theta) = \infty \). In this case, the interface conditions described by the inhomogeneous imperfect bonding model (2.2 - 2.3) take the form

\[
\frac{\sigma_r}{m(\theta)} = ||u_r|| - u_r^\circ, \quad ||u_\theta|| - u_\theta^\circ = 0, \quad \theta \in \Gamma. \quad (5.1)
\]

Knowing that the displacements, in the tangential direction, are continuous, then in view of (2.16), (5.1) can be given in terms of \( \Phi_I(z) \) and \( \Phi_M(z) \) as follows
\[
\frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_i} \right] \frac{R}{z} \phi_M(z) + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \frac{z}{R} \phi_I \left( \frac{R^2}{z} \right) + \frac{1}{4 \mu_I} \left[ \frac{B R^2}{z^2} + \frac{C_2}{z} \right] R - \frac{1}{4 \mu_M} \left[ \frac{B R^2}{z^2} + \frac{C_1}{z} \right] R - \frac{1}{2z^2} (\varepsilon_2 + i\varepsilon_3) R^3 = \frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] \frac{z}{R} \phi_M \left( \frac{R^2}{z} \right) + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \frac{R^2}{z} + \frac{1}{4 R \mu_M} \left[ B z^2 + A R^2 + B_1 - X_R R^2 + C_2 z \right] - \frac{1}{4 R \mu_M} \left[ B z^2 + A R^2 + B_1 - X_R R^2 + C_1 z \right] - \frac{R}{4 \mu_I} \left[ A + \frac{B_1}{R^2} - X_1 \right] + \frac{R}{4 \mu_M} \left[ A + \frac{B_1}{R^2} - X_1 \right] - \frac{1}{2R} (\varepsilon_2 - i\varepsilon_3) z^2, \quad z \in \Gamma.
\]

In view of (2.5), the right hand side of (5.2) is analytic in \(D_I\) and the left hand side is analytic in \(D_M\) except at infinity where the left hand side has the singular behavior

\[
\frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_i} \right] A R + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] X_R \quad |z| \to \infty.
\]

Then, using the principle of analytic continuation, the function, \(\Xi(z)\), defined by...
is analytic and single-valued in the whole complex plane including the point at infinity. Therefore, by Liouville’s Theorem, \( \Xi(z) \) must be a constant. In fact, since \( \Xi(z) \) approaches zero at infinity it must be that the constant is identically equal to zero. Thus, with this condition, the two relations between \( \Phi_I(z) \) and \( \Phi_M(z) \) are then

\[
\Xi(z) = \begin{cases} 
\frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] \frac{R}{z} \Phi_M(z) + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \frac{z}{R} \Phi_I \left( \frac{R^2}{z} \right) + \frac{1}{4\mu_I} \left[ B \frac{R^2}{z^2} + \frac{C_2}{z} \right] R - \frac{1}{4\mu_M} \left[ B \frac{R^2}{z^2} + \frac{C_1}{z} \right] R - \frac{1}{2z^2} (\varepsilon_2 + i\varepsilon_3) R^3 \\
- \frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] AR - \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \overline{X}_1 R, \quad z \in D_M, \\
\frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] \frac{z}{R} \Phi_M \left( \frac{R^2}{z} \right) + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \frac{R}{z} \Phi_I(z) + \frac{1}{4R\mu_I} \left[ Bz^2 + AR^2 + B_1 - \overline{X}_1 R^2 + C_2 z \right] - \frac{R}{4\mu_I} \left[ \frac{A + B_1}{R^2} - X_1 \right] - \frac{1}{4R\mu_M} \left[ Bz^2 + AR^2 + B_1 - \overline{X}_1 R^2 + C_1 z \right] + \frac{R}{4\mu_M} \left[ \frac{A + B_1}{R^2} - X_1 \right] - \frac{1}{2R} (\varepsilon_2 - i\varepsilon_3) z^2 - \frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] AR - \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \overline{X}_1 R, \quad z \in D_I, 
\end{cases}
\]

(5.3)
and
\[
\frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] \frac{z}{R} \Phi_M \left( \frac{R^2}{z} \right) + \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \frac{R}{z} \Phi_I (z) + \\
\frac{1}{4R\mu_I} \left[ Bz^2 + AR^2 + B_1 - \overline{X}_1 R^2 + C_2 z \right] - \frac{R}{4\mu_I} \left[ A + \frac{B_1}{R^2} - X_1 \right] \\
- \frac{1}{4R\mu_M} \left[ Bz^2 + AR^2 + B_1 - \overline{X}_1 R^2 + C_1 z \right] + \frac{R}{4\mu_M} \left[ A + \frac{B_1}{R^2} - X_1 \right] \\
- \frac{1}{2R} (\varepsilon_2 - i\varepsilon_3) z^2 - \frac{1}{4} \left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right] AR - \frac{1}{4} \left[ \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right] \overline{X}_1 R = 0, \quad z \in D_I. 
\] (5.5)

The functions \( \Phi_I \) and/or \( \Phi_M \) appearing in (5.4) must be compatible with those in (5.5). In fact, the compatibility between (5.4) and (5.5) gives the first compatibility condition
\[
X_1 = \overline{X}_1. \quad (5.6)
\]

In general, the imperfect bonding model, (2.3), can be written in the form
\[
\frac{\sigma_r}{m(\theta)} - i \frac{\sigma_{r\theta}}{n(\theta)} = (\|u_r\| - u_r^\circ) - i (\|u_{\theta}\| - u_{\theta}^\circ), \quad z \in \Gamma,
\]
but since we assume a continuity of tangential displacements (i.e. \( n(\theta) = \infty \)), then the normal interface condition (5.1) can be rewritten as
\[
\frac{\sigma_r}{m(\theta)} = (\|u_r\| - u_r^\circ) - i (\|u_{\theta}\| - u_{\theta}^\circ), \quad z \in \Gamma,
\]
\[
= u_r^M - u_r^I - iu_{\theta}^M + iu_{\theta}^I - (u_r^\circ - iu_{\theta}^\circ), \quad z \in \Gamma,
\]
\[
= (u_r^M - iu_{\theta}^M) - (u_r^I - iu_{\theta}^I) - (u_r^\circ - iu_{\theta}^\circ), \quad z \in \Gamma.
\]
or, more precisely, as

\[
\frac{\sigma_r}{m(\theta)} = \|u_r - i u_\theta\| - (u_r^0 - i u_\theta^0), \quad z \in \Gamma.
\]  

(5.7)

As indicated in Chapter 2, it is convenient to express the stress free displacement components \(u_r^0\) and \(u_\theta^0\), appearing in (5.7), in terms of the eigenstrains themselves. Therefore, using condition (2.14), the stress free displacement components, on the inclusion-matrix boundary, can be expressed as

\[
(u_r^0 - i u_\theta^0) = Re_1 + Re_2 \cos 2\theta + Re_3 \sin 2\theta - i Re_3 \cos 2\theta + i Re_2 \sin 2\theta, \quad z \in \Gamma,
\]

\[
= Re_1 + R(\varepsilon_2 - i\varepsilon_3) [\cos 2\theta + i \sin 2\theta], \quad z \in \Gamma,
\]

and since \(z = Re^{i\theta}\) on the inclusion - matrix boundary, the above is simplified to the following

\[
(u_r^0 - i u_\theta^0) = Re_1 + \frac{z^2}{R} (\varepsilon_2 - i\varepsilon_3), \quad z \in \Gamma.
\]  

(5.8)

Hence, using conditions (2.1), (2.10) and (5.5 - 5.8) we can eliminate \(\Phi_M(z)\), the normal displacement interface condition (5.1)_1 can be given in terms of \(\Phi_I(z)\) as follows (see Appendix E for details)
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\[
\left(1 + \frac{\beta}{2}\right) \Phi'_I \left(\frac{R^2}{z}\right) - \beta \frac{z}{R^2} \Phi \left(\frac{R^2}{z}\right) - \frac{B R^2}{2z^2} (1 + \eta) - \frac{z z^2 (\varepsilon_2 - i \varepsilon_3)}{\kappa_M + \frac{1}{\mu_I}} R^2 \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)
\]

\[
\frac{1}{2} \left(A + \beta X_1\right) + \frac{1}{2} \left(A + \beta X_1\right) + \left(\frac{1 + \beta}{2}\right) \Phi'_I (z) - \frac{\beta}{z} \Phi_I (z) - \frac{B z^2}{2R^2} (1 + \eta) - \frac{R^2 (\varepsilon_2 + i \varepsilon_3)}{z^2 \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)} + \frac{1}{2} \left(A + \frac{B_1}{R^2} - X_1\right) + \frac{1}{2} \left(A + \frac{B_1}{R^2} - X_1\right) =
\]

\[
\frac{m (\theta) R}{2} \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right) \left\{- \frac{\beta}{z} \Phi_I (z) - \frac{\beta}{R^2} \Phi_I \left(\frac{R^2}{z}\right) + \frac{1}{2} \left(A + \beta X_1\right) + \frac{2 \varepsilon_1}{\left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)}\right\}, \quad z \in \Gamma
\]

where we have set

\[
\beta \equiv \left(\frac{\kappa_I + \frac{1}{\mu_I}}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}}\right) > 0, \quad \eta \equiv \frac{1}{\frac{\mu_M}{\mu_I}} - \frac{1}{\frac{\kappa_M}{\mu_I}}.
\]  

(5.10)

For convenience, as in Chapter 3, let the parameter \(\delta (\theta)\) be introduced in place of \(m (\theta)\) and defined by

\[
\delta (\theta) \equiv \frac{m (\theta) R}{2} \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)
\]

(5.11)

Furthermore, let

\[
1 + f (\theta) = \frac{\delta_0}{\delta (\theta)} \quad \delta_0 > 0, \quad f (\theta) > -1,
\]

(5.12)
where $\delta_o$ is a positive real number and $f(\theta)$ is a real periodic function prescribed on the inclusion - matrix boundary. Clearly, $\frac{1}{\delta(\theta)}$ must be a non-negative periodic function defined on $\Gamma$. Note that the functional form of $f(\theta)$ describes the circumferential variation in damage along the material interface. In addition, as $f(\theta) \to -1$ this is equivalent to $m(\theta) \to \infty$ which corresponds to a perfectly bonded interface.

Since $f(\theta)$ is a periodic function of $\theta$ in the space $C_p[0,2\pi]$, then as in Chapter 3, let us represent $f(\theta)$ by the following finite Fourier series

$$f(\theta) = \sum_{k=1}^{s} a_k \sin k\theta + b_k \cos k\theta$$

(5.13)

where $s$ is a natural number that defines the maximum order of the polynomial and $a_k, b_k$ are some given real coefficients.

It has been shown [see Chapter 3, condition (3.7)] that $f(\theta)$ can be written in terms of the complex variable $z$ on the inclusion - matrix boundary. Therefore, using conditions (3.7) (5.11) and (5.12) the interface condition, (5.9), can be written in the following form
Hence, it remains to determine a single analytic function \( \Phi_I(z) \) in \( D_I \) with the interface condition given by (5.14). It turns out that the solution for \( \Phi_I(z) \) will depend on the circumferential variation of the imperfections in the interface. As a result of this dependency, the conventional power series method will lead to a coupled infinite system of algebraic equations for the unknown coefficients \( X_k \) \((k = 1, 2, ...)\) and one cannot determine exact expressions for even the first few coefficients. To overcome this difficulty, analytic continuation is used to reduce (5.14) to a first order differential equation for \( \Phi_I(z) \). In this way, a closed-form solution can be obtained for the general case of the circumferentially inhomogeneous
non-slip interface as described by the model given by (5.12) and (5.13).

5.2.1. The Differential Equation for $\Phi_1(z)$

To derive the differential equation for $\Phi_1(z)$ note that, in view of (2.5), the right hand side of (5.14) is analytic in $D_M$ except at infinity where it approaches $- [L_o + L_1(z)]$. Here, $L_1(z)$ is defined by

$$L_1(z) = \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k \sum_{j=0}^{k} \left[ \left( \frac{1 + \beta}{2} \right) j - \beta \right] \frac{R^j}{z} +$$

$$\frac{1}{4} \left( 2A + \frac{B_1}{R^2} - (1 - \beta)X_1 \right) \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^k -$$

$$\frac{1}{2} \left[ \frac{\bar{B}}{2 (1 + \eta)} + \frac{\bar{\epsilon}_2 + i\bar{\epsilon}_3}{\kappa_M + \frac{1}{\mu_i}} \right] \sum_{k=1}^{s} (b_k - ia_k) \left( \frac{z}{R} \right)^{k-2}$$

and the constant term $L_o$ is defined by

$$L_o = \frac{1}{2} \sum_{k=1}^{s} (b_k - ia_k) R \frac{X}{k} \left[ \left( \frac{1 + \beta}{2} \right) (k + 1) - \beta \right] \frac{1}{X_{k+1}} -$$

$$\frac{1}{2} (b_2 - ia_2) \left[ \frac{\bar{B}}{2 (1 + \eta)} + \frac{\bar{\epsilon}_2 + i\bar{\epsilon}_3}{\kappa_M + \frac{1}{\mu_i}} \right] + \left[ \frac{1}{2} (1 + \beta) + (\delta_o - 1) \beta \right] \frac{1}{X_1} -$$

$$\frac{1}{2} (\delta_o - 1) \left( A + \beta X_1 \right) + \frac{\epsilon_1 \delta_o}{\kappa_M + \frac{1}{\mu_i} + \mu_i} +$$

$$\frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) + \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right).$$
Furthermore, since the left hand side of (5.12) is the complex conjugate of the right hand side, it must be that the left hand side is analytic in $D_l$ except at the origin where it has the following singular behavior

$$\overline{L_1} \left( \frac{R^2}{z} \right). \quad (5.17)$$

Denoting the sum of the above two expressions by $L(z)$, namely

$$L(z) \equiv \overline{L_1} \left( \frac{R^2}{z} \right) - [L_1(z) + L_o] \quad (5.18)$$

then, as outlined before, using the principle of analytic continuation and Liouville's Theorem we obtain the following expressions

$$[1 + f(z)] \left[ \left( \frac{1 + \beta}{2} \right) \Phi_I(z) + \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - B_2 \frac{z^2}{2R^2} (1 + \eta) - \frac{z^2 (\varepsilon_2 - i\varepsilon_3)}{R^2 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \right]$$

$$+ [\delta_o - 1 - f(z)] \left[ \frac{\beta}{z} \Phi_I(z) - \frac{1}{2} \left( A + \beta X_1 \right) \right] + \frac{\varepsilon_1 \delta_o}{\kappa_M} + \frac{1}{\mu_I} + \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) = L(z), \quad z \in D_l \quad (5.19)$$

and
- \left\{ \left[ 1 + f(z) \right] \left[ \left( \frac{1 + \beta}{2} \right) \Phi_i \left( \frac{R^2}{z} \right) + \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - \frac{B}{2} \right] \right\}

\begin{align*}
&\frac{R^2(\epsilon_2 + i\epsilon_3)}{z^2} \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right) + \left[ \delta_o - 1 - f(z) \right] \left[ \beta \frac{z}{R^2} \Phi_i \left( \frac{R^2}{z} \right) - \frac{1}{2} \left( A + \beta X_1 \right) \right] + \\
&\frac{\epsilon_1 \delta_o}{\kappa_M + 1} + \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) \right\} = L(z), \quad z \in D_M.
\end{align*}

The function \( \Phi_i(z) \) determined from (5.19) must be compatible with that obtained from (5.20). Therefore, in view of (2.5) and (5.15 - 5.18) and letting \( z \to 0 \) inside the inclusion, (5.19) reduces to the following

\begin{align*}
&\left( \frac{1 + \beta}{2} \right) X_1 + \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - \frac{\delta_o}{2} \left( A + \beta X_1 \right) + \frac{1}{2} \left( A + \beta X_1 \right) + \delta_o \beta X_1 - \beta X_1 + \\
&\frac{\epsilon_1 \delta_o}{\kappa_M + 1} + \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - \frac{B}{4} (1 + \eta) (b_2 + ia_2) - \frac{(\epsilon_2 - i\epsilon_3)}{2} (b_2 + ia_2) \\
&+ \left( \frac{1 + \beta}{4} \right) \sum_{k=1}^{s} (k + 1) (b_k + ia_k) X_{k+1} R^k - \frac{\beta}{2} \sum_{k=1}^{s} (b_k + ia_k) X_{k+1} R^k = -L_o.
\end{align*}

Simplifying the above into a convenient form yields
\[
\frac{1}{2} \sum_{k=1}^{4} (b_k + i\alpha_k) R^k \left[ \left( \frac{1+\beta}{2} \right) (k+1) - \beta \right] X_{k+1} - \frac{1}{2} \left[ \frac{B}{2} (1+\eta) + \frac{(\varepsilon_2-i\varepsilon_3)}{\mu_M + \frac{1}{\mu_I}} \right] + \\
\left[ \frac{1}{2} (1+\beta) + (\delta_o - 1) \beta \right] X_1 - \frac{1}{2} (\delta_o - 1) (A+\beta X_1) + \frac{\varepsilon_1\delta_o}{\mu_M + \frac{1}{\mu_I}} + \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) \\
+ \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) = -L_o.
\]

Therefore, in view of condition (5.16), the following is a necessary and sufficient condition for the required compatibility of \( \Phi_I(z) \)

\[
\overline{L_o} = -L_o. \tag{5.21}
\]

Hence, within the circular inclusion \( D_I \), the governing differential equation is given as

\[
\Phi'_I(z) + \left( \frac{2\beta}{1+\beta} \right) \left[ \frac{\delta_o - 1 - f(z)}{1 + f(z)} \right] \frac{\Phi_I(z)}{z} = P(z), \quad z \in D_I \tag{5.22}
\]

where \( P(z) \) is given by

\[
[1 + f(z)] \left( \frac{1+\beta}{2} \right) P(z) = L(z) + \frac{1}{2} [\delta_o - 1 - f(z)] (A+\beta X_1) - [1 + f(z)] \times \\
\left[ \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - B \frac{z^2}{2R^2} (1+\eta) - \frac{z^2(\varepsilon_2-i\varepsilon_3)}{R^2 \left( \frac{\kappa_M}{\mu_M + \frac{1}{\mu_I}} \right)} \right] - \frac{\varepsilon_1\delta_o}{\mu_M + \frac{1}{\mu_I}} - \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right). \tag{5.23}
\]
Equation (5.22) is a first order linear differential equation with variable coefficients for the unknown $\Phi_t(z)$. The general solution of (5.22) is given by

$$\Phi_t(z) = I(z)e^{T(z)}, \quad T(z) = \frac{2\beta}{1 + \beta} \int \frac{1 + f(z) - \delta_o}{z[1 + f(z)]} dz,$$

$$I(z) = \int_{z_l}^{z} P(t)e^{-T(t)} dt + C_o, \quad z \in D_I \quad (5.24)$$

where $z_l$ is some arbitrary point in $D_I$ and $C_o$ is some arbitrary constant of integration.

Clearly, the right hand side of (5.22) (i.e. the non-homogeneous term $P(z)$) includes the $(s + 1)$ undetermined constants $X_k (k = 1, 2, ..., s + 1)$, in view of (2.5). Any admissable solution $\Phi_t$ of (5.22) must satisfy the consistency condition

$$X_k = \frac{\Phi_t(0)}{k!}, \quad k = 1, 2, ..., s + 1. \quad (5.25)$$

To verify (5.25), assume that (5.22) has an analytic solution $\Phi_t(z)$ in $D_I$ which admits a Taylor expansion (say $\Phi_t(z) = \sum_{r=0}^{\infty} Q_r z^r$). Substituting this expansion into (5.22) gives

$$[1 + f(z)] \left( \frac{1 + \beta}{2} \right) \sum_{r=0}^{\infty} rQ_r z^{r-1} + \beta \left( \frac{\delta_o - 1 - f(z)}{z} \right) \sum_{r=0}^{\infty} Q_r z^r = L(z) +$$

$$\frac{1}{2} \left[ \delta_o - 1 - f(z) \right] (A + \beta X_1) - [1 + f(z)] \left[ \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - B \frac{z^2}{2R^2} (1 + \eta) -$$

$$\frac{z^2(\varepsilon_2 - i\varepsilon_3)}{R^2 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_t} \right)} \right] - \frac{\varepsilon_1 \delta_o}{\kappa_M + \frac{1}{\mu_t}} - \frac{\delta_o \eta}{2} \left( A + \frac{B_1}{R^2} - X_1 \right).$$
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In view of (3.7) and (5.18), comparing all the non-positive powers of \( z \) (i.e. \( z^{-s}, \ldots, z^0 \)) in the above expression gives \((s + 1)\) conditions that satisfy

\[
\frac{1}{2} \sum_{k=1}^{s} (b_k + i a_k) R^k \left[ \left( \frac{1 + \beta}{2} \right) (k + 1) - \beta \right] Q_{k+1} + \frac{1}{2} \sum_{k=1}^{s} (b_k + i a_k) \left( \frac{R}{z} \right)^k \times
\sum_{j=0}^{k} \left[ \left( \frac{1 + \beta}{2} \right) j - \beta \right] Q_j z^{j-1}
\]

which proves that any analytic solution \( \Phi_I(z) \) of (5.22) automatically satisfies the consistency condition given by (5.25) provided that \( \beta \neq 1 \). If, on the other hand, \( \beta = 1 \) then one of the aforementioned \((s + 1)\) conditions, obtained by equating the coefficient of \( z^{-s} \), becomes an identity. Therefore, when \( \beta = 1 \), the first one of the \((s + 1)\) conditions given by (5.25) cannot be automatically satisfied by the analytic solution of (5.22); as a result, the admissible analytic solution of (5.22) must be required to satisfy the additional condition

\[
X_1 = \Phi_I'(0), \quad \text{only if } \beta = 1.
\]  

The presence of singular points, such as poles or branch points of the multi-valued functions appearing in (5.22 - 5.23), means that the solution of \( \Phi_I \) given by (5.24), is in general, defined only in a simply connected domain obtained by cutting \( D_I \) along some appropriately chosen lines. However, \( \Phi_I \) given by (5.24)
is not, in general, analytic in its uncut domain. For example, $\Phi_I$ can become discontinuous across branch cuts and/or may become unbounded at some or all isolated singular points. Therefore, to ensure the analyticity of $\Phi_I$ in its uncut domain we must verify the following:

- $\Phi_I$ given by (5.24) must be bounded at all singular points, and
- $\Phi_I$ given by (5.24) must be continuous across all branch cuts.

In summary, the solution for $\Phi_I$ is given by (5.24), which includes a total of $(s + 1)$ undetermined constants $X_k$ ($k = 1, 2, \ldots, s + 1$). These constants are determined via the analyticity requirements of $\Phi_I$, the consistency condition given by (5.26) and the compatibility conditions given by (5.6) and (5.21). Once $\Phi_I(z)$ is determined, the remaining three other stress potentials $\Phi_M(z), \Psi_M(z)$ and $\Psi_I(z)$ can be found from (5.4) and (2.10), respectively. In the following section, a particular class of inhomogeneous non-slip interface will be examined in order to illustrate the method.
5.3. A Class of Inhomogeneous Non-slip Interface

For the purposes of illustrating the method, consider a class of inhomogeneous non-slip interface defined by (see Figure 5-2)

\[ f(\theta) = b_s \cos[s\theta] = \frac{b_s}{2} \left( \frac{z^s}{R^s} + \frac{R^s}{z^s} \right), \quad -1 < b_s < 1 \quad (5.27) \]

As described previously, the solution for \( \Phi_1(z) \) depends on the circumferential variation of the interface imperfections. However, by considering the roots of the polynomial \( 1 + f(z) \) this variation is eliminated and a solution can be obtained. Therefore, as in Chapter 3, the polynomial equation of degree 2s

\[
\left( \frac{z}{R} \right)^{2s} + \frac{2}{b_s} \left( \frac{z}{R} \right)^s + 1 = 0 \quad (5.28)
\]

has s roots located within the circular inclusion. Let these s roots be denoted as \( \rho_1, \rho_2, ..., \rho_s \), then they can be determined by

\[
\left( \frac{z}{R} \right)^s = \rho^s = \rho^* \quad (5.29)
\]

where \( \rho^* \) is a real number, contained in the open interval \(-1 < \rho^* < 1\), and given by

\[
\rho^* = \begin{cases} 
\sqrt{\frac{1}{b_s^2} - 1} - \frac{1}{b_s} > 0, & \text{if } b_s < 0, \\
\sqrt{\frac{1}{b_s^2} - 1} - \frac{1}{b_s} < 0, & \text{if } b_s > 0, 
\end{cases} \quad (5.30)
\]
Note that

\[
\frac{1 + f(z) - \delta_o}{z[1 + f(z)]} = \frac{R^1 + f(z) - \delta_o}{z[1 + f(z)]} = \frac{1}{(\frac{z}{R})} - \frac{\delta_o}{(\frac{z}{R})[1 + f(z)]}
\]

but, in view of (3.24) the above is rewritten as

\[
\frac{1 + f(z) - \delta_o}{z[1 + f(z)]} = \frac{R^1 + f(z) - \delta_o}{z[1 + f(z)]} = \frac{1}{(\frac{z}{R})} + \lambda \frac{(\frac{z}{R})^s - \rho^*}{\left[(\frac{z}{R})^s - \rho^*ight]} - \lambda \frac{(\frac{z}{R})^s - 1}{\left[(\frac{z}{R})^s - 1\right]}
\]

\[
\lambda \equiv -\delta_o \left(\frac{1 + \rho^{*2}}{1 - \rho^{*2}}\right) < 0 \quad (5.31)
\]

then, following a similar procedure outlined in Appendix B, the general solution of (5.24) takes the following form

\[
\Phi_I(z) = \left(\frac{z}{R}\right)^{\frac{2J}{1+iJ}} \left[\left(\frac{t}{R}\right)^s - \rho^*\right]^{-\frac{2J\lambda}{s(1+iJ)}} \left[\left(\frac{t}{R}\right)^s - 1\right]^{-\frac{2J\lambda}{s(1+iJ)}} \int_{z_l}^z P(t) \left[\left(\frac{t}{R}\right)^s - \rho^*\right]^{-\frac{2J\lambda}{s(1+iJ)}} \left[\left(\frac{t}{R}\right)^s - 1\right]^{-\frac{2J\lambda}{s(1+iJ)}} dt, \quad z \in D_I. \quad (5.32)
\]

The solution \(\Phi_I\), given by (5.32), is well defined in \(D_I\).

The domain, \(D_I\), is cut along some non-intersecting straight lines originating from each of the singular points (i.e. \(z = R\rho_k, k = 1, 2, ..., s\)). In other words, branch cuts are made from each of the \(s\) branch points of the multi-valued function appearing in (5.32) with each branch cut running parallel to the real axis in such a way that there is no overlap. Since \(\lambda < 0\) and \(\beta > 0\) the integral in (5.32) converges at each of the \(s\) branch points (i.e. the integral in (5.32) is a weakly
singular kernel). In addition, to guarantee that \( \Phi_i \) is bounded at \( z = R\rho_1 \) it must be that \( C_o = 0 \), and the other remaining \( (s - 1) \) branch points give

\[
\int_{R\rho_1}^{R\rho_k} P(t) \left( \frac{t}{R} \right)^{-\frac{2s}{s+1}} \left[ \left( \frac{t}{R} \right)^s - \rho^s \right]^{-\frac{2s\lambda}{s+1}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{2s\lambda}{s+1}} dt = 0, \quad k = 2, 3, ..., s,
\]

(5.33)

respectively.

It remains to prove that \( \Phi_i \), given by (5.32), is continuous across each of the \( s \) branch cuts. Since the integral is convergent at each of the \( s \) branch points, then the integration path can be taken along the edges of any one of the \( s \) branch cuts made from \( z = R\rho_k (k = 1, 2, ..., s) \) and pass through any one of the \( s \) integrable branch points. In this way, the multi-valued functions appearing outside and under the integral sign compensate each other; consequently, \( \Phi_i \), given by (5.32), is continuous across each of the \( s \) branch cuts (see Chapter 3 for discussion).

Hence, to determine the \( (s + 1) \) undetermined, in general, complex coefficients \( X_k \), we use the two real compatibility conditions, (5.6) and (5.21), along with the \( (s - 1) \) boundedness conditions given by (5.33). However, we must note that the two real compatibility conditions gives only one complex condition, this means one additional complex condition is required. Following the work of [80], this additional complex condition will be provided by the analyticity of \( \Phi_i \), given
by (5.32), at the remaining singular point \( z = 0 \). Since its form depends on the value of the parameter \( \beta \), three separate cases must be discussed.

5.3.1. Case I \( \beta < 1 \)

In this case, rewrite condition (5.32) as follows

\[
\frac{\Phi_I(z)}{(z/R)} = \left( \frac{z}{R} \right)^{\frac{4\alpha}{1-\alpha}} \left[ \left( \frac{z}{R} \right)^s - \rho^* \right]^{-\frac{2\alpha}{\alpha(1-s)}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^*} \right]^{-\frac{2\alpha}{\alpha(1-s)}} \times 
\int_{z_1}^{z} P(t) \left( \frac{t}{R} \right)^{\frac{2\alpha}{1-\alpha}} \left[ \left( \frac{t}{R} \right)^s - \rho^* \right]^{-\frac{2\alpha}{\alpha(1-s)}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^{-\frac{2\alpha}{\alpha(1-s)}} \, dt
\]

(5.34)

then, in view of conditions (2.5 - 2.6), it must be that at the point \( z = 0 \) the left hand side of (5.34) is analytic and thus bounded within \( D_I \). Furthermore, owing to the fact that \( \beta < 1 \) and non-negative it follows that

\[
\int_{R_0_1}^{0} P(t) \left( \frac{t}{R} \right)^{\frac{2\alpha}{1-\alpha}} \left[ \left( \frac{t}{R} \right)^s - \rho^* \right]^{-\frac{2\alpha}{\alpha(1-s)}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^{-\frac{2\alpha}{\alpha(1-s)}} \, dt = 0,
\]

(5.35)

and since \( \lambda < 0 \) the integrand in (5.35) is weakly singular and as such, the integration path can pass through the branch point corresponding to \( z = 0 \). Thus, \( \Phi_I(z) \) given by (42) is analytic and continuous in \( D_I \) including the singular point \( z = 0 \). Hence, the \((s+1)\) undetermined coefficients \( X_k \) are determined by (5.6), (5.21), (5.33) and (5.35).
5.3.2. Case II \( \beta > 1 \)

In this case \( \Phi_I(z) \), given by (5.32), is zero when \( z = 0 \). However, we must guarantee that \( \Phi_I \) is analytic in \( D_I \) by verifying that (5.32) is continuous across the straight branch cut made from the branch point \( z = 0 \). To show this, let us rewrite (5.32) as follows

\[
\Phi_I(z) = \int_{R_{\rho_1}} P(t) \left( \frac{z}{t} \right)^{\frac{2s}{s+3}} \left[ \left( \frac{z}{R} \right)^{s} - \rho^s \right] \left[ \left( \frac{t}{R} \right)^{s} - \rho^s \right] \frac{2\pi\alpha}{s(1-s)} \frac{2\pi}{s(1-s)} \, dt.
\]

Therefore, we require that two limit values of the varying limit integral, given by (5.36), are equal when the upper limit approaches any point on the branch cut (made from the branch point corresponding to \( z = 0 \)) from both sides respectively. Here, the integrand has an unintegrable singularity at the point \( z = 0 \); consequently, the integration path cannot pass through the point \( z = 0 \). Hence, to guarantee that \( \Phi_I \) is analytic across the straight branch cut we consider, as shown in Chapter 3, the difference \( \Phi_I(z^+) - \Phi_I(z^-) \) where \( \Phi_I(z^+) \) denotes the values of \( \Phi_I(z) \) as \( z \) approaches the straight branch cut from above and below, respectively. This condition must hold for all points provided that it holds for any particular point on the branch cut. So then, let \( \tilde{z} \) be any particular point on the straight
branch cut. Hence, for $\Phi_I$ to be continuous across the branch cut at the point $z = \bar{z}$ we must have that $\Phi_I(\bar{z}) = |\Phi_I(z^+) - \Phi_I(z^-)| = 0$ from which it follows that

$$\int_\gamma P(t) \left( \frac{\tilde{z}}{t} \right)^{2\alpha} \left[ \left( \frac{\tilde{z}}{R} - \rho^* \right)^s \right] \left[ \left( \frac{t}{R} - \rho^* \right)^s \right] \left[ \left( \frac{\tilde{z}}{R} - \frac{1}{\rho^*} \right)^s \right] \left[ \left( \frac{t}{R} - \frac{1}{\rho^*} \right)^s \right] \, dt = 0 \quad (5.37)$$

where $\gamma$ is some arbitrary closed curve within $D_I$ enclosing the singular point $z = 0$ and passing through the points $z = \bar{z}$ and $z = R\rho_1$. Note that the value of $\bar{z}$ in (5.37) jumps from one edge of the branch cut to the opposite edge when the variable of integration, $t$, passes through the point $z = R\rho_1$ along $\gamma$. Thus, the $(s + 1)$ undetermined constants $X_k$ are determined by (5.6), (5.21), (5.33) and (5.37).

5.3.3. Case III $\beta = 1$

Finally, consider the case corresponding to $\beta = 1$. At the branch point $z = 0$, $P(0) = 0$, thus the expression $\frac{P(t)}{t}$ is non-singular at the point $z = 0$ (i.e. there is no unintegrable singularity at the point $z = 0$).

The proof of this result is as follows. From (5.23) with $\beta = 1$, we have
\[ \left[ 1 + f(z) \right] P(z) = L(z) + \frac{1}{2} \left[ \delta_o - 1 - f(z) \right] (A + \beta X_1) - \left[ 1 + f(z) \right] \times \]
\[ \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) - B \frac{z^2}{2R^2} (1 + \eta) - \frac{z^2(\xi_2 - i\xi_3)}{R^2 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \]
\[ - \frac{\varepsilon_1 \delta_o}{2} \left( A + \frac{B_1}{R^2} - X_1 \right). \]

Now, as \( z \to 0 \) the above reduces to the following
\[ P(0) + \frac{1}{2} \sum_{k=1}^{s} \left( b_k + i\alpha_k \right) \left( \frac{R}{z} \right)^k = \frac{1}{2} \sum_{k=1}^{s} \left( b_k + i\alpha_k \right) \left( \frac{R}{z} \right)^k \sum_{j=0}^{k} (j - 1) X_j z^{j-1} + \]
\[ \frac{1}{2} \sum_{k=1}^{s} k \left( b_k + i\alpha_k \right) R^k X_{k+1} + \delta_o X_1. \]

\[ \Leftrightarrow \]
\[ \frac{1}{2} \sum_{k=1}^{s} \left( b_k + i\alpha_k \right) \left( \frac{R}{z} \right)^k + P(0) = \sum_{j=0}^{k} (j - 1) X_j z^{j-1} + \frac{1}{2} \sum_{k=1}^{s} k \left( b_k + i\alpha_k \right) R^k X_{k+1} \]
\[ + \frac{1}{2} \sum_{k=1}^{s} \left( b_k + i\alpha_k \right) \left( \frac{R}{z} \right)^k \]
\[ = \frac{\delta_o X_1}{2} \sum_{k=1}^{s} \left( b_k + i\alpha_k \right) \left( \frac{R}{z} \right)^k, \]

which clearly shows that \( P(0) \equiv 0 \) when \( z = 0 \).

Hence, \( \Phi_I \), given by (5.32), is identically equal to zero at the branch point \( z = 0 \). However, the consistency condition (5.26), which applies only when \( \beta = 1 \),
gives the following

\[ RX_1 = (-\rho^*)^s \left( \frac{-1}{\rho^*} \right) \frac{\lambda}{s} \int_{R \rho_i} P(t) \left[ \left( \frac{t}{R} \right)^s - \rho^* \right] - \frac{\lambda}{s} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^s dt. \] (5.38)

Thus, when \( \beta = 1 \) the \((s + 1)\) undetermined coefficients \( X_k \) are determined by (5.6), (5.21), (5.33) and (5.38).

5.4. Summary

This chapter has extended the single inclusion problem to deal with problems relevant to biomechanics. The rigorous solution of a model of a single circular inclusion with circumferentially inhomogeneous non-slip interface characterized by the condition \( m(\theta) \text{ finite and } n(\theta) = \infty \) has been presented. Our method has been developed as a consequence of the fact that the circumferential variation of the interface parameter leads to the failure of the conventional power series method. Instead analytic continuation is used to obtain an exact closed form solution for \( \Phi_1(z) \), which is given by (5.32). The \((s + 1)\) undetermined constants \( X_k \) are determined by a system of \((s + 1)\) linear algebraic equations that can be given in terms of definite integrals of known power functions. This method will be illustrated for two specific variations of the interface parameter in Chapter 6.
Figure 5-1. A Homogeneous Circular Inclusion with Circumferentially
Inhomogeneous Non-Slip Interface
Figure 5-2. Schematic Representation of the Inhomogeneous Non-Slipping Interface
CHAPTER 6

Examples of the Inhomogeneous Non-Slipping Interface

6.1. Introduction

This chapter presents examples illustrating the methodology of the solution process derived in Chapter 5. In particular, two specific examples corresponding to the functional form of the inhomogeneous non-slipping interface will be illustrated. In the first case, the functional form of the inhomogeneous non-slipping interface is given by the circumferential number $s = 1$. In this instance only two coefficients need to be determined. In the second case, the inhomogeneity of the non-slipping interface is given by the circumferential number $s = 2$. In contrast to the first example, this second case is slightly more complicated in that three coefficients need to be determined. Note that the variation or distribution in interface imperfections depends on the specific value of the parameter $s$. Therefore, if the maximum order of the polynomial that describes the inhomogeneous non-slipping interface takes on the value $s = 2$, the variation in imperfections along the material interface corresponding to this case is greater than that corresponding to a variation
of imperfection given by say \( s = 1 \). Hence, the larger the order of the polynomial (i.e. circumferential number) describing the inhomogeneous non-slipping interface the greater the variation of interface imperfection.

In addition, the effects of the inhomogeneous non-slipping interface parameter on the average stresses induced within the inclusion will be examined for both cases, respectively. As well, the interfacial shear stress will be computed for the case corresponding to the circumferential number \( s = 1 \).

For definiteness, we confine ourselves to the case \( \beta = 1 \). In this instance, the stress potential \( \Phi_I(z) \) is given as follows

\[
\Phi_I(z) = \left( \frac{z}{R} \right) \left[ \left( \frac{z}{R} \right)^s - \rho^* \right]^{\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^*} \right]^{-\frac{1}{s}} \times \int_{R \rho^*} z \rho^* \left( \frac{t}{R} \right)^{-1} \left[ \left( \frac{t}{R} \right)^s - \rho^* \right]^{-\frac{1}{s}} \left[ \left( \frac{t}{R} \right)^s - \frac{1}{\rho^*} \right]^{\frac{1}{s}} dt, \quad z \in D_I
\]

where \( P(t) \) is given by condition (5.23) which includes the \( (s + 1) \) undetermined coefficients \( X_k, k = 1, 2, ..., (s + 1) \).
6.2. Inhomogeneous Non-Slipping Interface with Circumferential Number $s = 1$

In this situation, the functional form of the inhomogeneous non-slipping imperfect interface is given by the following (see Figure 6-1)

$$f(z) = \frac{b_1}{2} \left( \frac{z}{R} \right)^{\frac{1}{2}} \left( \frac{R}{z} \right), \quad -1 < b_1 < 1. \quad (6.2)$$

In this particular instance, the only two undetermined coefficients are $X_1$ and $X_2$. These constants can be obtained from conditions (5.6), (5.21) and (5.38). Using these results, the solutions for $X_1$ and $X_2$ are given by

$$X_1 [\delta_o(1 + \eta) + 2] = A\delta_o(1 + \eta) - \frac{2\delta_o\varepsilon_1}{\mu_M + \frac{1}{\mu_l}} - \frac{b_1 R}{2} (X_2 + X_2) \quad (6.3)$$

and

$$X_2 R^2 \frac{\rho^*}{\lambda (1 - \rho^{*2})} = 2X_1 I_1 - \left[ \frac{B}{2} (1 + \eta) + \frac{(\varepsilon_2 - i\varepsilon_3)}{\mu_M + \frac{1}{\mu_l}} \right] I_2, \quad (6.4)$$

where

$$I_1 \equiv (-\rho^*)^\lambda \left( -\frac{1}{\rho^*} \right)^{-\lambda} \int_{R\rho^*}^{0} \left( \frac{t}{R} \right) \left[ \frac{t}{R} - \rho^* \right]^{-\lambda-1} \left[ \frac{t}{R} - \frac{1}{\rho^*} \right] dt,$$

$$I_2 \equiv (-\rho^*)^\lambda \left( -\frac{1}{\rho^*} \right)^{-\lambda} \int_{R\rho^*}^{0} \left( \frac{t}{R} \right) \left[ \frac{t}{R} - \rho^* \right]^{-\lambda} \left[ \frac{t}{R} - \frac{1}{\rho^*} \right]^{\lambda} dt. \quad (6.5)$$
If, for example, $\lambda = -1$, then integrating (6.5) and substituting into (6.4), the general expression for $X_2$ is found to be

$$RX_2 \left( \frac{\rho}{1 - \rho^2} \right) = \left[ \frac{B}{2} (1 + \eta) + \frac{\varepsilon_{2} - i\varepsilon_{3}}{\kappa_{M}} + \frac{1}{\mu_{M}} \right] \left[ \frac{\rho^* - 2}{2\rho^2} + \frac{1 - \rho^2}{\rho^*} \ln \left( \frac{1}{1 - \rho^2} \right) \right]$$

$$- \frac{2X_1}{\rho^*} \left( \ln \left( \frac{1}{1 - \rho^2} \right) - \frac{\rho^2}{1 - \rho^2} \right).$$

Having found the coefficient $X_2$, the value for the coefficient $X_1$ is readily obtained from condition (6.3). Obviously, once $X_1$ and $X_2$ are known, the rigorous solution for $\Phi_I(z)$ is given by (6.1) in closed-form. Furthermore, with $\Phi_I$ computed, the remaining stress potentials $\Psi_M(z), \Psi_I(z)$ and $\Phi_M(z)$ can be readily obtained from conditions (2.10) and (5.4), respectively. This will be shown in the upcoming section discussing interfacial stress.

### 6.2.1. Average Stress

The calculation of the average stress inside the inclusion gives important information regarding the overall understanding and behavior of composite material (see Chapter 1). In this case, the formulation for the average stress is identical to that given in Chapter 2. However, there is a slight modification in the derivation of the expression $(\sigma_x - i\sigma_{xy})_{Avg}$. 

---
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From (2.20) we have

\[
(\sigma_x - i\sigma_{xy})_{\text{Avg}} = X_1 + \overline{X_1} - B - \frac{1}{R^2} \overline{A_1}.
\]

Now, from condition (5.5), comparing coefficients of powers of \( z^2 \) yields an expression for \( \overline{A_1} \), which gives

\[
-\frac{\overline{A_1}}{R^2} = \beta R^2 X_3 - B\eta - 2 \frac{(\varepsilon_2 - i\varepsilon_3)}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)}.
\]

Thus, the expressions for the average stresses induced within the inclusion are given by

\[
(\sigma_x + \sigma_y)_{\text{Avg}} = 2 (X_1 + \overline{X_1}),
\]

\[
(\sigma_x - i\sigma_{xy})_{\text{Avg}} = X_1 + \overline{X_1} - 2 \left[ B \left( \frac{1 + \eta}{2} \right) + \frac{(\varepsilon_2 - i\varepsilon_3)}{\kappa_M} \frac{1}{\mu_M} - \frac{\beta R^2}{2} X_3 \right].
\]

(6.7)

Note that the subscript \( \text{Avg} \) denotes the average value.

To demonstrate the effects of the circumferential inhomogeneous non-slip interface parameter on the average stress induced within the inclusion for the case \( s = 1, \beta = 1 \) and \( \lambda = -1 \), we compare the inhomogeneous nonslip interface defined by
EXAMPLES OF THE INHOMOGENEOUS NON-SLIPPING INTERFACE

\[
\frac{1}{m(\theta)} = R \left( \frac{\kappa_M + 1}{\mu_M \mu_I} \right) \frac{[1 + b_1 \cos(\theta)]}{2\delta_o}, \quad -1 < b_1 < 1
\]

\[
\delta_o = \left( \frac{1 - \rho^{*2}}{1 + \rho^{*2}} \right)
\]

(6.8)

with the following corresponding homogeneous non-slip interface under otherwise identical conditions

\[
\frac{1}{m} = R \left( \frac{\kappa_M + 1}{\mu_M \mu_I} \right) \frac{\delta_o}{2\delta_o}, \quad \delta_o = \left( \frac{1 - \rho^{*2}}{1 + \rho^{*2}} \right).
\]

(6.9)

Note that when the interface parameter \( \rho^* = 0 \) (i.e. corresponding homogeneous non-slip interface condition) it is easily shown that (following procedures outlined in Appendix C and D) (6.3) and (6.4) reduce to the following

\[
X_2 = 0
\]

\[
X_1 \left( 1 + \eta + \frac{2}{\delta_o} \right) = A \left( 1 + \eta \right) - \frac{2\varepsilon_1}{\kappa_M + \frac{1}{\mu_I}}.
\]

(6.10)

Therefore, in view of (6.10) and assuming no eigenstrains, the average mean stress associated with a homogeneous interface (6.9), under otherwise identical conditions is, given by

\[
(\sigma_x + \sigma_y)^H_{\text{Avg}} = \frac{4A(1 + \eta)(1 - \rho^{*2})}{3 + \eta + \rho^{*2}(1 - \eta)}.
\]

(6.11)
Here, as before, the superscript \( H \) denotes the stresses associated with the homogene­
ous interface.

For the average mean stress corresponding to the inhomogeneous interface, let
us assume, as before, that all eigenstrains vanish as well as that \( \text{Im}[B] = 0 \) (a
state of biaxial stress). Hence, in view of (6.3) and (6.6) the average mean stress
associated with the inhomogeneous interface (6.8) is given by

\[
(\sigma_x + \sigma_y)_{\text{Avg}} = \frac{4(1 + \eta)}{4 \rho^2 \ln \left( \frac{1}{1 - \rho^2} \right) + (\eta - 1)} \left[ A + B \left[ \frac{\rho^2 - 2}{2 \rho^2} + \frac{1 - \rho^2}{\rho^4} \ln \left( \frac{1}{1 - \rho^2} \right) \right] \right]
\]  

(6.12)

It follows that the ratio \( G(\eta, \rho^*) \) of the average mean stress (i.e. the ratio of
the expressions in (6.12) to the corresponding expression in (6.11)) is given by

\[
G(\eta, \rho^*) = \frac{(\sigma_x + \sigma_y)_{\text{Avg}}}{(\sigma_x + \sigma_y)_{\text{Avg}}^H}
\]

\[
G(\eta, \rho^*) = \frac{3 + \eta + \rho^2(1 - \eta)}{A(1 - \rho^2) \left( \frac{4}{\rho^2} \ln \left( \frac{1}{1 - \rho^2} \right) + (\eta - 1) \right)}
\]

(6.13)

Note that the behavior of (6.13) at the limiting points of \( \rho^* \) will depend on the
orientation of loading. For example, consider the case when we have a uniaxial
stress state in the \( y \)-direction (i.e. \( 2A - B = 0 \)). In this case, (6.13) reduces to
the following
EXAMPLES OF THE INHOMOGENEOUS NON-SLIPPING INTERFACE

\[
(\sigma_x + \sigma_y)_{Avg} = G(\eta, \rho^*) (\sigma_x + \sigma_y)^H_{Avg} ,
\]

\[
G(\eta, \rho^*) = \frac{2 (3 + \eta + \rho^{*2}(1 - \eta)) \left[ \frac{1}{\rho^{*2}} \ln \left( \frac{1}{1 - \rho^{*2}} \right) - 1 \right]}{4 \ln \left( \frac{1}{1 - \rho^{*2}} \right) - \rho^{*2} (1 - \eta)}
\]

Clearly, there is no singular behavior in the ratio of the average mean stress at the limiting points of \( \rho^* \).

If, on the other hand, we consider a uniaxial stress state in the \( x \)-direction (i.e. \( 2A + B = 0 \)) then (6.13) becomes

\[
(\sigma_x + \sigma_y)_{Avg} = H(\eta, \rho^*) (\sigma_x + \sigma_y)^H_{Avg} ,
\]

\[
H(\eta, \rho^*) = \frac{2 (3 + \eta + \rho^{*2}(1 - \eta)) \left[ 1 - \left( \frac{1 - \rho^{*2}}{\rho^{*2}} \right) \ln \left( \frac{1}{1 - \rho^{*2}} \right) \right]}{(1 - \rho^{*2}) \left( 4 \ln \left( \frac{1}{1 - \rho^{*2}} \right) - \rho^{*2} (1 - \eta) \right)}
\]

In this loading configuration, it is clear that when \( \rho^{*2} \rightarrow 1 \), the ratio of the average stresses tends to infinity. The reason for this behavior is the presence of the polynomial term \( (1 - \rho^{*2}) \) appearing in the denominator which makes the ratio \( H(\eta, \rho^*) \) unbounded as \( \rho^{*2} \rightarrow 1 \).

The effects of the circumferential inhomogeneity of the interface, as represented by the functions \( G(\eta, \rho^*) \) and \( H(\eta, \rho^*) \) for the two respective loading conditions, are given in Figures 6-2 and 6-3, respectively. In both loading configurations, the
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results show that replacing the inhomogeneous non-slip interface by its homogeneous counterpart has a significant effect on the estimation of the average mean stress induced within the circular inclusion. For example, under uniaxial loading in the y-direction, the relative error in the average mean stress caused by neglecting the inhomogeneity of interface imperfections approaches 90% (Figure 6-2). Hence, the current results reinforce those established in Chapter 4: in that replacing an inhomogeneous interface by its homogeneous counterpart leads to significant errors in even the calculation of the average stresses induced within the inclusion.

6.2.2. Interfacial Shear Stress

As outlined in Chapter 1, the issue of having high interfacial stress peaks, provoked by shear stresses, is of primary concern regarding the stability of the implant. High interfacial stress peaks indicate that the load transfer is poorly distributed and interface failure is possible. Thus, achieving uniform interfacial stresses by controlling where load transfer is concentrated is essential in maintaining a stable implant.

In order to determine the interfacial stress distribution around the circular implant, requires the evaluation of only three stress potentials $\Phi_I$, $\Phi_M$, and $\Psi_I$, respectively (see [109]). Therefore, in view of conditions (6.1) and the parameters
corresponding to \( s = 1, \beta = 1 \) and \( \lambda = -1 \), \( \Phi_I(z) \) is given by the following expression

\[
\Phi_I(z) = X_1 z \left\{ \frac{3 - \rho^*}{1 - \rho^*} - 2 \left[ \frac{z - 1}{R - \rho^*} \right] \log \left[ \frac{1 - \rho^*}{1 - \rho^*} \right] \right\} - X_2 R \left( \frac{\rho^*}{1 - \rho^*} \right) z +
\]

\[
\left[ \frac{B}{2} (1 + \eta) + \frac{(\epsilon_2 - i\epsilon_3)}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \right] \left\{ z \left[ \frac{z - 1}{R - \rho^*} \right] \left[ \frac{z}{2R} \frac{1}{\rho^*} - \frac{\rho^*}{2} \right] +
\]

\[
z \left( \frac{1 - \rho^*}{\rho^*} \right) \left[ \frac{z - 1}{R - \rho^*} \right] \log \left[ \frac{1 - \rho^*}{1 - \rho^*} \right] \right\}, \quad z \in D_I. \tag{6.16}
\]

The solution for \( \Phi_M(z) \) is obtained by solving (5.4). To this end, the expression for \( \Phi_M(z) \) is given by
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\[ \Phi_M(z) = Az + 2X_1z \left\{ \left[ \frac{R - 1}{R - \rho^*} \right] \log \left[ \frac{1 - \rho^* R}{1 - \rho^* z} \right] - \frac{1}{1 - \rho^*} \right\} + \bar{X}_2 R \left( \frac{\rho^*}{1 - \rho^*} \right) z \\
- \left[ \frac{B}{2} (1 + \eta) + \left( \frac{\varepsilon_2 + i\varepsilon_3}{\kappa_M + 1} \right) \left( \frac{R}{z} - \frac{1}{\rho^*} \right) \left[ \frac{R}{2z} + \frac{1}{\rho^*} - \frac{\rho^*}{2} \right] \right] \cdot \left[ \frac{R - 1}{R - \rho^*} \right] \log \left[ \frac{1 - \rho^* R}{1 - \rho^* z} \right] \right\} + \left[ \frac{B \eta + 2 \left( \frac{\varepsilon_2 + i\varepsilon_3}{\kappa_M + 1} \right)}{\left( \frac{\kappa_M + 1}{\mu_M + 1} \right)} \right] \frac{R^2}{z} \right. \\
+ \frac{C_1 - C_2}{\left( \frac{\kappa_M + 1}{\mu_M + 1} \right)}, \quad z \in D_M. \tag{6.17} \]

Having obtained the expressions for \( \Phi_I(z) \) and \( \Phi_M(z) \), the remaining stress potential \( \Psi_I(z) \) can be obtained from condition (2.10). To this end, the expression for \( \Psi_I(z) \) is given as follows.
\[ \Psi_I(z) = X_1 \frac{R^2}{z} \left\{ \frac{2}{(1 - \rho^* - \rho^*)^2} \log \left[ \frac{1 - \rho^* - \rho^*}{1 - \rho^*} \right] \right. \]

\[ \left. \left[ 2 \left( \frac{z}{R} \right)^2 - \left( \frac{1 + 3\rho^*}{\rho^*} \right) \frac{z}{R} + 2 \right] + \frac{4\rho^* - 2 \left( \frac{z}{R} \right) (1 + \rho^*)}{(1 - \rho^*)^2} \right] + \left[ B (1 + \eta) + 2 \left( \frac{\epsilon_2 - i\epsilon_3}{\kappa_M + \frac{1}{\mu_I}} \right) \right] z - \]

\[ \frac{B}{2} (1 + \eta) + \frac{\epsilon_2 - i\epsilon_3}{\kappa_M + \frac{1}{\mu_I}} \left( \frac{R^2}{z} \right) \left\{ 2 \left( \frac{z}{R} \right)^2 + \frac{3}{2} \left( \frac{1 - \rho^*}{\rho^*} \right) \frac{z}{R} + 1 - \frac{2}{\rho^*} \right. \]

\[ \left. \left( \frac{1 - \rho^*}{\rho^*} \right) \frac{z}{R} - \left( \frac{1 - \rho^*}{\rho^*} \right) \frac{z}{R} \right\} \frac{\log \left[ \frac{1 - \rho^* - \rho^*}{1 - \rho^*} \right]}{\left[ \frac{z}{R} - \rho^* \right]^2} \left[ 2 \left( \frac{z}{R} \right)^2 - \left( \frac{1 + 3\rho^*}{\rho^*} \right) \frac{z}{R} + 2 \right] \right\} \]

\[ \frac{C_2 \kappa_M + C_1}{\left( \kappa_M + \frac{1}{\mu_I} \right)}, \quad z \in D_I. \quad (6.18) \]

Note that the constants \( C_1 \) and \( C_2 \) need not be determined explicitly. They merely reflect a rigid body translation and have no influence on the corresponding stress fields.

As detailed in Chapter 1, cementless implants have a rough porous coating applied to them. Thus, in this case, one can assume that the bone, at the interface, is subjected to a biaxial load while contacting the implant. This biaxial
load consists of a normal compressive stress in the direction perpendicular to the
direction of bone ingrowth as well as a normal compressive stress in the direction
of bone ingrowth (i.e. in this case $\text{Im}[B] = 0$). Then, depending on the ratio

$$\omega = \frac{\sigma_x^\infty}{\sigma_y^\infty} = \frac{2A - B}{2A + B}, \quad (6.19)$$

where $\sigma_x^\infty$ and $\sigma_y^\infty$ are the applied loadings, the interface stresses are obtained
via Muskhelishvili’s results, (2.1). In particular, the interfacial stresses can be
obtained through

$$\sigma_r - i\sigma_\theta = \Phi'_I(z) + \Phi'_J(z) - e^{2i\theta} [\bar{z}\Phi'_I(z) + \Psi'_J(z)] \quad (6.20)$$

and since the tractions are continuous across the inclusion - matrix boundary, the
interface stresses can be approached from the inclusion side by noting that $z = \text{Re}e^{i\theta}$
at the boundary. Hence, using conditions (6.3), (6.6), (6.16 - 6.19) and separating
real and imaginary parts from (6.20), the interfacial shear stress is determined and
given by
\[
\sigma_{re} = A \frac{(1 - \omega)(1 + \eta)}{(1 + \omega)} \left\{ \sin \theta \left[ 6 \cos \theta + \left( \frac{1 - \rho^{*2}}{\rho^{*2}} \right) \right] + 2 \left( \frac{1 - \rho^{*2}}{\rho^{*2}} \right) \times \right. \\
\left. \left( \frac{1 - \rho^{*2}}{\rho^{*2}} \right) \sin \theta \ln \left[ \left( \frac{1 - 2\rho^{*} \cos \theta + \rho^{*2}}{1 - \rho^{*2}} \right) \right] \right. \\
\left. + \left( \frac{1 + \rho^{*2}}{\rho^{*}} \right) \cos \theta \tan^{-1} \left( \frac{\rho^{*} \sin \theta}{1 - \rho^{*} \cos \theta} \right) - 2 \tan^{-1} \left( \frac{\rho^{*} \sin \theta}{1 - \rho^{*} \cos \theta} \right) \right. \\
\left. \frac{1}{1 - 2\rho^{*} \cos \theta + \rho^{*2}} \right\} \\
4X_1 \left[ \left( \frac{1 - \rho^{*2}}{\rho^{*}} \right) \sin \theta \ln \left[ \left( \frac{1 - 2\rho^{*} \cos \theta + \rho^{*2}}{1 - \rho^{*2}} \right) \right] \right. \\
\left. + \left( \frac{1 + \rho^{*2}}{\rho^{*}} \right) \cos \theta \tan^{-1} \left( \frac{\rho^{*} \sin \theta}{1 - \rho^{*} \cos \theta} \right) - 2 \tan^{-1} \left( \frac{\rho^{*} \sin \theta}{1 - \rho^{*} \cos \theta} \right) \right. \\
\left. \frac{1}{1 - 2\rho^{*} \cos \theta + \rho^{*2}} \right\} \quad (6.21)
\]

where the coefficient \( X_1 \) is given as

\[
X_1 = A \frac{(1 + \eta) \rho^{*2}(1 - \rho^{*2})}{(1 + \omega)} \left[ (1 + \omega) + 2(1 - \omega) \left[ \frac{\rho^{*2} - 2}{2\rho^{*2}} + \left( \frac{1 - \rho^{*2}}{\rho^{*4}} \right) \ln \left( \frac{1}{1 - \rho^{*2}} \right) \right] \right. \\
\left. \rho^{*2}(3 + \eta) + \rho^{*4}(1 - \eta) + 4(1 - \rho^{*2}) \times \right. \\
\left. \left[ \ln \left( \frac{1}{1 - \rho^{*2}} \right) - \frac{\rho^{*2}}{1 - \rho^{*2}} \right] \right\} \quad (6.22)
\]
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Hence, to study the effects of the interfacial shear stress, let us non-dimensionalize the above by dividing through by \((\sigma_x^\infty + \sigma_y^\infty) = 4A\). Figures 6-4 - 6-8 illustrate, for various interface imperfections and loading configurations, the non-monotonic behavior of the interfacial shear stress as a function of position. These curves indicate that the high interfacial stress peaks (or stress concentrations) occur at the apexes along the curved portions of the circular implant. For example, Figure 6-4 shows that for a uniaxial load in the y-direction and having positive interface imperfections, the maximum interfacial stress occurs at approximately 48 and 312 degrees, respectively. Alternatively, considering the same loading but having negative interface imperfections, the maximum interfacial shear stress occurs at approximately 130 and 230 degrees, respectively (Figure 6-5). This suggests that load transfer is poorly distributed along the interface. In addition, the effect of the interface imperfections, for example when. \(\rho^* > 0\), on the interfacial shear stress occurring at the maximum positions (i.e. \(\theta = 48\) and 312 degrees, respectively) and under a uniaxial load, is presented in Figures 6-8. This result shows that as the degree of imperfection increases the interfacial shear stress decreases monotonically. This suggests that by increasing the level of imperfections along the interface one can reduce the interfacial stress thereby minimizing the potential of interface failure. Of course, interface failure is determined not only by the
driving force (such as interface stresses), but also by the critical stress, strain or strain energy density of the interphase (i.e. failure criterion for the interphase). Therefore, alternative measures, such as optimizing the stem shape, tailoring the elastic properties of the implant or a combination of both, may be used to reduce the high interfacial stress peaks in order to reach a stable implant design (see [104] and [113] for details).

6.3. Inhomogeneous Non-Slipping Interface with Circumferential Number \( s = 2 \)

In this situation, the functional form of the inhomogeneous non-slipping imperfect interface is given by the following (see Figure 6-9)

\[
f(z) = \frac{b_2}{2} \left[ \left( \frac{z}{R} \right)^2 + \left( \frac{R}{z} \right)^2 \right], \quad -1 < b_2 < 1.
\] (6.23)

In contrast to case corresponding to the circumferential number \( s = 1 \), this case is slightly more complicated, in that we have three undetermined coefficients: \( X_1, X_2 \) and \( X_3 \) which are determined via conditions (5.6), (5.21), (5.33) and (5.38). In addition, note that (see Chapter 4)

\[
\rho_2 = -\rho_1, \quad \rho_2^3 = \rho_1^3 = \rho^*.
\]
Using these conditions, we arrive at the following expressions for the unknown coefficients

\[ X_1 \left[ \delta_0 \left( 1 + \eta \right) + 2 \right] = A \delta_0 \left( 1 + \eta \right) - \frac{2 \varepsilon_1 \delta_0}{\kappa_M + \frac{1}{\mu_M}} + \frac{b_2}{2} \left( \frac{1 + \eta}{2} \right) \left( B + B^* \right) + \frac{2 \varepsilon_2}{\kappa_M + \frac{1}{\mu_M}} \]

\[ - b_2 R^2 \left( X_3 + X_3^* \right) , \]

\[ X_2 = 0, \quad (6.24) \]

and

\[ 2R^2 X_3 \frac{\rho^*}{\lambda(1 - \rho^*2)} = \frac{2X_1}{R} I_3 + \left[ B \left( \frac{1 + \eta}{2} \right) + \frac{(\varepsilon_2 + i \varepsilon_3)}{\kappa_M + \frac{1}{\mu_M}} \right] \left( \frac{\rho^*}{\lambda(1 - \rho^*2)} - \frac{I_4}{R} \right) \]

\[ (6.25) \]

where

\[ I_3 \equiv (-\rho^*)^{\frac{3}{2}} \left( -\frac{1}{\rho^*} \right)^{-\frac{1}{2}} \int_{R \rho_1}^{0} \left( \frac{t}{R} \right)^3 \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{-\left(\frac{3}{2}+1\right)} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{1}{2} - 1} dt \]

\[ I_4 \equiv (-\rho^*)^{\frac{3}{2}} \left( -\frac{1}{\rho^*} \right)^{-\frac{1}{2}} \int_{R \rho_1}^{0} \left( \frac{t}{R} \right) \left[ \left( \frac{t}{R} \right)^2 - \rho^* \right]^{-\frac{3}{2}} \left[ \left( \frac{t}{R} \right)^2 - \frac{1}{\rho^*} \right]^{\frac{3}{2}} dt. \quad (6.26) \]
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If, for example, we take $\lambda = -2$, then integrating (6.26) and substituting into (6.25), the general expression for $X_3$ is given as

$$2X_3R^2 = \left[B \left( \frac{1 + \eta}{2} \right) + \frac{\varepsilon_2 - i\varepsilon_3}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}} \right] \left[ \frac{2\rho^{*2} - \delta_o (1 + \rho^{*2})}{2\rho^{*2}} + \frac{\delta_o (1 - \rho^{*4})}{2\rho^{*4}} \ln \left( \frac{1}{1 - \rho^{*2}} \right) \right] - X_1 \frac{\delta_o (1 + \rho^{*2})}{\rho^{*3}} \left[ \ln \left( \frac{1}{1 - \rho^{*2}} \right) - \frac{\rho^{*2}}{1 - \rho^{*2}} \right] \tag{6.27}$$

Having found coefficient $X_3$, the solution for $X_1$ follows immediately from (6.24). As before, once $X_1$ and $X_3$ are known, the complete solution for $\Phi_I(z)$ is given by (6.1) in a closed-form. Furthermore, with $\Phi_I$ computed, the remaining stress potentials $\Psi_M(z), \Psi_I(z)$ and $\Phi_M(z)$, can be readily obtained from conditions (2.10) and (5.4), respectively.

It is also verified, that when $\rho^* = 0$ (corresponding homogeneous non-slip interface), (6.24) and (6.27) reduce to the following

$$X_1 \left( 1 + \eta + \frac{2}{\delta_o} \right) = A (1 + \eta) - \frac{2\varepsilon_1}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}},$$

$$4X_3R^2 = \left[B \left( \frac{1 + \eta}{2} \right) + \frac{\varepsilon_2 - i\varepsilon_3}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}} \right] \left( 2 - \frac{\delta_o}{2} \right). \tag{6.28}$$
6.3.1. Average Stress

Let us now consider the average stresses corresponding to the case \( s = 2, \lambda = -2, \beta = 1 \). Thus, in view of (6.28) and assuming zero eigenstrains, the average mean, deviatoric and shear stresses associated with a homogeneous interface (6.9), under otherwise identical conditions, are given by

\[
\left(\sigma_x + \sigma_y\right)_{\text{Avg}}^H = \frac{4A(1 + \eta)(1 - \rho^2)}{2 + \eta(1 - \rho^2)},
\]

\[
\left(\frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy}\right)_{\text{Avg}}^H = B \left(\frac{1 + \eta}{8}\right) \left(\frac{7 + 5\rho^2}{1 + \rho^2}\right).
\]  

(6.29)

Here, as before, the superscript \( H \) denotes the stresses associated with the homogeneous interface.

For the average mean, deviatoric and shear stresses corresponding to the inhomogeneous interface, let us assume, as before, that all eigenstrains vanish as well as that \( \text{Im}[B] = 0 \) (a biaxial stress state). Then, in view of (6.24) and (6.27) the average stresses associated with the inhomogeneous interface (6.8) are given by
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\[
(\sigma_x + \sigma_y)_{Avg} = \frac{2(1 + \eta) \left[ 2A + B \left( \frac{1 - \rho^*}{\rho^3} \ln \left( \frac{1}{1 - \rho^*} \right) - \frac{1}{\rho^*} \right) \right]}{\frac{2}{\rho^2} \ln \left( \frac{1}{1 - \rho^*} \right) + \eta}, \quad (6.30)
\]

\[
\left( \frac{\sigma_y - \sigma_z}{2} + i\sigma_{xy} \right)_{Avg} = \frac{B(1 + \eta) \left\{ \ln \left( \frac{1}{1 - \rho^*} \right) \left( \frac{8 - \eta \rho^*}{4\rho^*^2} \right) + \eta + \left[ \eta (2-\rho^*^2 - 1) - 2 \right] \ln \left( \frac{1}{1 - \rho^*} \right) - \rho^*^2 \right\}}{\frac{2}{\rho^2} \ln \left( \frac{1}{1 - \rho^*} \right) + \eta} + \frac{A(1 + \eta) \left[ \left( \frac{1 - \rho^*^2}{\rho^3} \right) \ln \left( \frac{1}{1 - \rho^*} \right) - \frac{1}{\rho^*} \right]}{\frac{2}{\rho^2} \ln \left( \frac{1}{1 - \rho^*} \right) + \eta}, \quad (6.31)
\]

respectively.

To judge the effects of the circumferential inhomogeneity on the average stresses induced inside the inclusion, consider, for example, a uniaxial stress state in the \(x\)-direction (i.e. \(2A + B = 0\)). Then the ratios \(T(\eta, \rho^*)\) and \(Q(\eta, \rho^*)\) of the average stresses (i.e. the ratio of the expressions in (6.30) to the corresponding expressions in (6.29)) is given by

\[
(\sigma_x + \sigma_y)_{Avg} = T(\eta, \rho^*) (\sigma_x + \sigma_y)_{Avg}^H,
\]

\[
T(\eta, \rho^*) = \frac{[2 + \eta(1 - \rho^*^2)] \left[ \frac{1}{\rho^* (1 - \rho^*)} - \frac{1}{\rho^*^3} \ln \left( \frac{1}{1 - \rho^*^2} \right) \right]}{\frac{2}{\rho^2} \ln \left( \frac{1}{1 - \rho^*^2} \right) + \eta}, \quad (6.32)
\]
and

\[
Q(\eta, \rho^*) = \frac{\left(\frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy}\right)_{\text{Avg}}}{4(1 + \rho^{*2})}
\left\{ \frac{[2(\rho^* + 2)^2 - 10 - \eta\rho^3]}{2\rho^{*3}} \left[ \frac{\eta(2\rho^{*2} - 1) - 2}{2\rho^{*4}} \right] \ln \left( \frac{1}{1 - \rho^{*2}} \right) + \frac{2\eta\rho^* + 1}{\rho^* + 1} \right\}
\]

\[
(7 + 5\rho^{*2}) \left[ \frac{2}{\rho^{*2}} \ln \left( \frac{1}{1 - \rho^{*2}} \right) + \eta \right]
\]

Note that in condition (6.31), as \(\rho^* \to 1\), the ratio of the average mean stress, \(T(\eta, \rho^*)\), tends to infinity. The reason for this behavior is the monomial term \((1 - \rho^*)\) appearing in the numerator which causes the numerator to increase at a faster rate than the denominator as \(\rho^* \to 1\). Furthermore, the results for the uniaxial load in the \(y\)-direction can be obtained from the results of the uniaxial load in the \(x\)-direction by changing the sign of \(\rho^*\) (i.e. changing from \(+\rho^*\) to \(-\rho^*\)). In other words, this is merely a rotation of the loading through 90 degrees.

Let us consider an additional result when we have an equal but opposite biaxial stress field (i.e. \(A = 0\)). In this case, the average deviatoric and shear stresses are given by the following condition
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(\frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy})_{Avg} = S(\eta, \rho^*) \left(\frac{\sigma_y - \sigma_x}{2} + i\sigma_{xy}\right)^H_{Avg},

S(\eta, \rho^*) = \frac{4(1 + \rho^2) \left\{ \frac{[8 - \eta\rho^{*2}]}{2\rho^2} \left[ \frac{\eta(2\rho^{*2} - 1) - 2}{2\rho^4} \right] \ln \left( \frac{1}{1 - \rho^{*2}} \right) + \frac{\ln \left( \frac{1}{1 - \rho^{*2}} \right) - \rho^{*2}}{2\rho^2} + 2\eta \right\}}{(7 + 5\rho^2) \left[ \frac{2}{\rho^2} \ln \left( \frac{1}{1 - \rho^{*2}} \right) + \eta \right]} \quad (6.34)

The effects of the circumferential inhomogeneity of the interface, as represented by the functions $T(\eta, \rho^*), Q(\eta, \rho^*)$ and $S(\eta, \rho^*)$ for the respective loading conditions, are illustrated in Figures 6-10, 6-11 and 6-12, respectively. For example, under a uniaxial load in the $x$-direction, the relative error in the average mean stress caused by neglecting the inhomogeneity of interface imperfections is in excess of 40% (Figure 6-10). Hence, in all the loading configurations, the results demonstrate convincingly that replacing the inhomogeneous non-slip interface by its homogeneous counterpart has a significant effect on even the estimation of the average stresses induced within the circular inclusion.
6.4. Summary

A rigorous systematic study for two specific variations of the inhomogeneous non-slipping interface has been given. The results, from both these examples, clearly illustrate how the circumferential variation of the interface parameter has a significant and pronounced effect on the interface stresses and even the average stresses induced within the inclusion.
Figure 6-1. Schematic Representation of the Inhomogeneous Non-Slip Interface having Circumferential Number $s = 1$
Figure 6-2. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress inside the Circular Inclusion having Circumferential Number $s = 1$ and Loading in $y$-direction.
Figure 6-3. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress inside the Circular Inclusion having Circumferential Number $s = 1$ and Loading in $x$-direction.
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Figure 6.4. Non-Uniformity of the Interfacial Shear Stress for various positive Interface Imperfections as a function of Position and Loading in y-direction.
Figure 6-5. Non-Uniformity of the Interfacial Shear Stress for various negative Interface Imperfections as a function of Position and Loading in y-direction
**Figure 6-6.** Non-Uniformity of the Interfacial Shear Stress for a particular positive Interface Imperfection as a function of Position and various Loading Configurations.
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Figure 6-7. Non-Uniformity of the Interfacial Shear Stress for a particular negative interface imperfection as a function of position and various loading configurations.
Figure 6-8. The Effect of the Interface Parameter on the Interfacial Shear Stress corresponding to the Maximum Position and Loading in y-direction.
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\[ f(z) = \frac{b_1}{2} \left[ \left( \frac{z}{R} \right)^2 + \left( \frac{R}{z} \right)^2 \right] \]

**Figure 6-9.** Schematic Representation of the Inhomogeneous Non-Slip Interface having Circumferential Number \( s = 2 \)
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Figure 6-10. The Effect of the Circumferential Inhomogeneity on the Average Mean Stress inside the Circular Inclusion having Circumferential Number s = 2 and Loading in x-direction.

$(\zeta^d u)_{\zeta}$
Figure 6-11. The Effect of the Circumferential Inhomogeneity on the Average Deviatoric and Shear Stress inside the Circular Inclusion having Circumferential Number $s = 2$ and Loading in $x$-direction.
Figure 6.12. Effect of the Circumferential Inhomogeneity on the Average Deviatoric and Shear Stress inside the Circular Inclusion having Circumferential Number $s = 2$ and Equal-Opposite Biaxial Load.
CHAPTER 7

Verification of the Solution Procedure

This chapter presents a verification of the general solutions obtained from the two circumferential inhomogeneous imperfect interfaces. In particular, the general solutions obtained from the inhomogeneous spring-layer interface and the inhomogeneous non-slip interface, respectively are shown to reduce to the known solutions corresponding to the homogeneous spring-layer and non-slip interface, respectively. This serves as a necessary condition for the correctness of the general solutions. To begin with, we consider the case corresponding to the inhomogeneous imperfect spring-layer interface characterized by the condition \( m(\theta) = n(\theta) \).

7.1. Inhomogeneous Spring-Layer Interface

7.1.1. The Interface with Circumferential Number \( s = 1 \)

To verify the correctness of the general solutions which are given in Chapters 3 and 4, for the case \( s = 1, \lambda = -1 \) and \( \beta = 1 \), select the interface parameter \( \rho^* \) to be zero. This reduces the general expressions given by (4.7 - 4.9) to the corresponding homogeneous spring-layer interface solutions. For example, it was shown in Appendix C that when the parameters \( \lambda = -1, \beta = 1 \), the coefficient \( X_1 \)
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reduces to the following

\[ X_1 (3 + \delta_0 \eta) = A \delta_0 (1 + \eta) - \frac{2 \delta_0 \varepsilon_1}{\kappa_M + \frac{1}{\mu_M + \frac{1}{\mu_I}}} \cdot \]  

(7.1)

By using conditions (3.4 - 3.5) and noting that when \( \rho^* = 0 \iff f(\theta) = 0 \) condition (7.1) is rewritten as

\[ X_1 = A \left( \frac{\kappa_M + 1}{2\mu_M} \right) - \varepsilon_1 \]

Rewriting the denominator gives

\[ X_1 = A \left( \frac{\kappa_M + 1}{2\mu_M} \right) - \varepsilon_1 \]

(7.2)

which is exactly identical to that given by [80] for the corresponding homogeneous spring - layer interface. Furthermore, if \( \rho^* = 0 \), the expressions for \( \Phi_I(z) \) and \( \Phi_M(z) \) given by (4.8) and (4.9), respectively, reduce to the following

\[ \Phi_I(z) = X_1 z, \]

\[ \Phi_M(z) = Az + \frac{A_1}{z}, \]  

(7.3)

where the coefficient \( A_1 \) is given by

\[ A_1 = \frac{R^2}{2} (\eta - 1) + R^2 \left( \varepsilon_2 + i \varepsilon_3 \right) \left( \frac{\kappa_M + 1}{\mu_M + \frac{1}{\mu_I}} \right). \]  

(7.4)
Therefore, expressions (7.3 - 7.4) are identical to those given by [80] for the corresponding homogeneous spring-layer interface. Note that in the case corresponding to the homogeneous spring-layer interface (i.e. \( m = n \)) the stress field inside the inclusion is uniform.

Thus, for the special case corresponding to \( \rho^* = 0 \) and when the circumferential number \( s = 1 \), the general solutions obtained from the inhomogeneous spring-layer interface reduce to the known solutions.

7.1.2. The Interface with Circumferential Number \( s = 2 \)

Let us follow the same procedure, as above, and show that in the more general coupled case the solutions, corresponding to the inhomogeneous spring-layer interface with the parameters \( s = 2, \lambda = -2 \) and \( \beta = 1 \), reduce to the known homogeneous case. In fact, one condition has already been verified: that being the coefficient \( X_2 \), given by (4.29), is identically equal to zero which agrees with the result established in [80] for the corresponding homogeneous spring-layer interface.

It has been shown in Appendix D that the coefficient \( X_1 \) reduces to

\[
X_1 (4 + \delta \eta) = A (2 + \delta \eta) - \frac{2 \delta \varepsilon_1}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)}.
\]  

(7.5)
By using conditions (3.4 - 3.5) and noting that when \( \rho^* = 0 \iff f(\theta) = 0 \) condition (7.5) is rewritten as

\[
X_1 \left[ 8 + nR \left( \frac{1}{\mu_M} - \frac{1}{\mu_l} \right) \right] = A \left[ 4 + nR \left( \frac{1}{\mu_M} - \frac{1}{\mu_l} \right) \right] - nR \varepsilon_1,
\]

\[\iff X_1 = \frac{A \left[ 2 \frac{nR}{nR} + \frac{1}{2} \left( \frac{1}{\mu_M} - \frac{1}{\mu_l} \right) \right] - \varepsilon_1}{\frac{4}{nR} + \frac{1}{2} \left( \frac{1}{\mu_M} - \frac{1}{\mu_l} \right)}.
\] (7.6)

Also, since \( \lambda = -2 \) and \( \rho^* = 0 \), this implies that \( \delta_o = 2 \), therefore,

\[
\frac{1}{nR} = \frac{1}{4} \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_l} \right)
\]

consequently, (7.6) becomes

\[
X_1 = A \left( \frac{\kappa_M + 1}{2\mu_M} \right) - \varepsilon_1.
\] (7.7)

Similarly, from Appendix D, we have

\[
A_1 = -\frac{BR^2}{3} (1 - \delta_o \eta) + \frac{2\delta_o (\varepsilon_2 + i\varepsilon_3)}{3 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_l} \right)} R^2,
\] (7.8)

and since \( \lambda = -2 \) and \( \rho^* = 0 \) this implies that \( \delta_o = 2 \), therefore, (7.7) becomes

\[
A_1 = -\frac{BR^2}{3} (1 - 2\eta) + \frac{4 (\varepsilon_2 + i\varepsilon_3)}{3 \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_l} \right)} R^2.
\] (7.9)
Hence, conditions (7.7) and (7.9) are identical to those established by [80] when \( \rho^* = 0 \). Thus, the general solutions obtained from the inhomogeneous spring-layer interface, for the case \( s = 2 \) and \( \rho^* = 0 \), are shown to reduce to the known homogeneous solutions. Let us now consider a similar analysis for the inhomogeneous non-slipping interface characterized by the condition \( m(\theta) \) finite and \( n(\theta) = \infty \) as given in Chapters 5 and 6.

### 7.2. Inhomogeneous Non-Slipping Interface

#### 7.2.1. The Interface with Circumferential Number \( s = 1 \)

It has been shown (see Chapter 5) that when \( s = 1, \lambda = -1, \beta = 1 \) and \( \rho^* = 0 \), the general solutions corresponding to (6.3) and (6.4) reduce to the following

\[
X_2 = 0,
\]

\[
X_1 \left( 1 + \eta + \frac{2}{\delta_o} \right) = A (1 + \eta) - \frac{2\varepsilon_1}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}}. \tag{7.10}
\]

Clearly, the coefficient \( X_2 \) automatically agrees with the result established in [80].

In the case of \( X_1 \), since \( \lambda = -1, \rho^* = 0 \iff \delta_o = 1 \), we have

\[
X_1 \left( 3 + \eta \right) = A (1 + \eta) - \frac{2\varepsilon_1}{\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}};
\]

\[
\iff X_1 \left[ 3 \frac{\kappa_M}{\mu_M} + \frac{2}{\mu_I} + \frac{1}{\mu_M} \right] = A \left[ \frac{\kappa_M + 1}{\mu_M} \right] - 2\varepsilon_1. \tag{7.11}
\]
VERIFICATION OF THE SOLUTION PROCEDURE

Noting that \( \beta = 1 \) and when \( \rho^* = 0 \leftrightarrow f(\theta) = 0 \) gives

\[
\frac{2}{mR} = \frac{k_i}{\mu_i} + \frac{1}{\mu_M}
\]

from which it follows that

\[
3\frac{k_M}{\mu_M} + \frac{2}{\mu_i} + \frac{1}{\mu_M} = \frac{k_i - 1}{\mu_i} + \frac{4}{mR} + \frac{2}{\mu_M}.
\]

Substituting the above into (7.11) gives

\[
X_1 = \frac{A \left[ \frac{k_M + 1}{2\mu_M} \right] - \varepsilon_1}{\frac{2}{mR} + \frac{1}{\mu_M} + \frac{k_i - 1}{2\mu_i}},
\]

(7.12)

which is identical to that established in [80] for the corresponding homogeneous non-slip interface.

In addition, the stress potentials \( \Phi_I, \Phi_M \) and \( \Psi_I \), derived in Chapter 6, also serve as a verification to the correctness of the solution. For example, when \( \rho^* = 0 \) the stress potential \( \Phi_I \) can be written as

\[
\Phi_I(z) = X_1 z + \frac{1}{3} \left[ \frac{B}{2} (1 + \eta) + \frac{\varepsilon_2 - \iota \varepsilon_3}{\frac{k_M}{\mu_M} + \frac{1}{\mu_M}} \right] \frac{z^3}{R^2}.
\]

(7.13)

Also, when \( \rho^* = 0 \), the derivative of \( \Psi_I(z) \) is given as

\[
\Psi'_I(z) = \frac{2}{3} \left[ \frac{B}{2} (1 + \eta) + \frac{\varepsilon_2 - \iota \varepsilon_3}{\frac{k_M}{\mu_M} + \frac{1}{\mu_M}} \right].
\]

(7.14)
These two results, (7.13 - 7.14), are identical to those established in [80]. Consequently, the solutions obtained for the inhomogeneous non-slip interface, corresponding to the circumferential number \( s = 1 \), are shown to reduce to the known homogeneous solution when the interface parameter \( \rho^* = 0 \).

### 7.2.2. The Interface with Circumferential Number \( s = 2 \)

Let us follow the same procedure, as above, and show that in the case \( s = 2 \) the general solutions obtained from the inhomogeneous non-slip interface reduce to the known homogeneous case established in [80] when the interface parameter \( \rho^* = 0 \).

It has been shown (see Chapter 5) that when \( s = 2, \lambda = -2, \beta = 1 \) and \( \rho^* = 0 \), the general solutions corresponding to (6.24) and (6.25) reduce to the following

\[
X_1 \left( 1 + \eta + \frac{2}{\delta_o} \right) = A \left( 1 + \eta \right) - \frac{2\varepsilon_1}{\kappa_M + \frac{1}{\mu_t}},
\]

\[X_2 = 0 \tag{7.15}\]

\[
4X_3R^2 = \left[ B \left( \frac{1 + \eta}{2} \right) + \frac{(\varepsilon_2 - i\varepsilon_3)}{\kappa_M + \frac{1}{\mu_t}} \right] \left( 2 - \frac{\delta_o}{2} \right).
\]

Once again, the coefficient \( X_2 \) automatically satisfies the corresponding result in [80]. In the case of \( X_1 \), since \( \lambda = -2, \rho^* = 0 \Rightarrow \delta_o = 2 \), we have
\[ X_1 (2 + \eta) = A (1 + \eta) - \frac{2\epsilon_1}{\frac{\kappa_M + 1}{\mu_M} + \frac{1}{\mu_I}}, \]

\[ \iff X_1 \left[ \frac{2\kappa_M}{\mu_M} + \frac{1}{\mu_I} + \frac{1}{\mu_M} \right] = A \left( \frac{\kappa_M + 1}{\mu_M} \right) - \epsilon_1 \]  

(7.16)

Noting that \( \beta = 1 \) gives

\[ \frac{4}{mR} = \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \]

from which it follows that

\[ 2 \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} + \frac{1}{\mu_M} \equiv \frac{\kappa_I - 1}{\mu_I} + \frac{4}{mR} + \frac{2}{\mu_M}. \]

Substituting the above into (7.16) yields

\[ X_1 = \frac{A \left[ \frac{\kappa_M + 1}{2\mu_M} \right] - \epsilon_1}{\frac{2}{mR} + \frac{1}{\mu_M} + \frac{\kappa_I - 1}{2\mu_I}}. \]  

(7.17)

Similarly, for the coefficient \( X_3 \), when \( \rho^* = 0 \) and \( \lambda = -2 \implies \delta_o = 2 \), we have

\[ 4X_3 R^2 = \left[ B \left( \frac{1 + \eta}{2} \right) + \frac{(\epsilon_2 - i\epsilon_3)}{\frac{\kappa_M + 1}{\mu_M} + \frac{1}{\mu_I}} \right]. \]  

(7.18)

Thus, conditions (7.17 - 7.18) are found to be identical to those established in [80].
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7.3. Summary

The solutions obtained in Chapters 3 - 6, based on the inhomogeneous spring-layer interface and the inhomogeneous non-slip interface, respectively, are found to reduce to the known homogeneous solutions by considering the special case: that being when the interface parameter, $\rho^*$, is chosen to be zero. This verification serves as a necessary condition to ensure that the solutions derived in Chapters 3 - 6 are valid.
CHAPTER 8

Conclusions and Recommendations for Future Work

8.1. Conclusions

A commonly adopted premise in the theory of the mechanical behavior of composites is the assumption of continuity of tractions and displacements across the inclusion-matrix boundary, the so-called perfect bonding condition. Such perfect interface conditions are convenient idealizations of a much more complex situation. In fact, this classic condition effectively ignores the presence of interphase damage arising from imperfect adhesions, microcracks and voids.

It is well known that load transfer between fiber and matrix depends significantly on the properties of the interphase layer. Consequently, the incorporation of an interphase layer into any micromechanical analysis is essential in describing the physical and mechanical behavior of the composite material. The concept known as imperfect bonding has been developed in order to take into account various degrees of damage within the interphase layer.

One of the more widely used mechanical models in describing an imperfect bonding condition is based on the premise that the interphase layer has mechan-
ical properties different than those of either the inclusion or the matrix. The interphase effect can then be described by continuous tractions but discontinuous displacements across the interphase layer. In this context, one of the most useful assumptions is that the displacement jumps are proportional, in terms of spring-factor type interface parameters, to their respective traction components. This type of condition corresponds to modeling the imperfectly bonded interphase layer by a linear spring-layer of vanishing thickness (i.e. an imperfect interface). The usefulness of this particular model lies in the fact that it allows the representation of intermediate states of bonding between the inclusion and the matrix: from perfect bonding to complete debonding.

Unlike the homogeneous imperfect interface condition, where the spring factor interface parameters are assumed to be a constant along the entire material interface, the focus of this dissertation is to systematically study, for the first time, the physically more realistic scenario of inhomogeneous interface damage in which the extent of damage at the inclusion - matrix interface varies pointwise along the interface itself. In particular, a model of a single homogeneous circular elastic inclusion embedded within an infinite isotropic matrix having circumferentially inhomogeneous imperfect damage as characterized by the inhomogeneous spring-layer interface (i.e. $m(\theta) = n(\theta)$) and the inhomogeneous non-slip interface (i.e.
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

$m(\theta)$ finite, $n(\theta) = \infty$, respectively has been developed and solved rigorously in plane elastostatics.

Our method has been developed as a consequence of the fact that the circumferential variation of the interface parameter leads to the failure of the conventional power series method. Instead, complex variable techniques are used to obtain exact closed-form solutions in which any of the unknown constants are determined from analyticity requirements and certain other supplementary conditions.

The method of solution is illustrated by considering a particular class of circumferentially inhomogeneous interfaces with explicit results derived for several examples of the circumferential variation of the interface parameter. Thus, in the case of the inhomogeneous spring-layer interface it was found that:

1. On using analytic continuation, the basic boundary value problem for four analytic functions is reduced to two coupled first order linear differential equations for two analytic functions $\Phi_M(z)$ and $\Phi_I(z)$. Despite the presence of variable coefficients, exact closed-form solutions are obtained for the unknown functions $\Phi_M(z)$ and $\Phi_I(z)$, respectively which include a total of $(2s - 1)$ undetermined, in general, complex coefficients $X_k (k = 1, 2, ..., s)$ and $A_k (k = 1, 2, ..., s - 1)$. These complex constants are determined via $2(s - 1)$ boundedness conditions as well as another supplementary condi-
tion. The remaining analytic functions, $\Psi_M(z)$ and $\Psi_I(z)$, are also expressed in closed-form and their solution depends on the solutions of $\Phi_M(z)$ and $\Phi_I(z)$.

2. Depending on the circumferential variation of interface parameter along the material interface, the evaluation of the unknown coefficients $X_k$ and $A_k$ is different. For example, when the circumferential number equals one (i.e. $s = 1$) the only unknown coefficient is $X_1$ (decoupled case) which is determined from the single supplementary condition. On the other hand, when the circumferential number equals two (i.e. $s = 2$) the unknown coefficients are now $X_1, X_2$ and $A_1$ (coupled case) which are determined from two boundedness conditions as well as the single supplementary condition. In general, these coefficients are expressed in terms of definite integrals of known power functions.

3. As the circumferential number increases the influence of the inhomogeneity of interface imperfections on the average stress decreases. This is seen by considering the two specific variations of the interface parameter. For example, when the circumferential number equals one (i.e. $s = 1$) the relative error in the average mean stress caused by neglecting the inhomogeneity of
interface imperfections approaches 200%. In addition, the relative error in the average deviatoric and shear stresses approach 100%. Note that in this case the average stresses are independent of any loadings. However, in the case when the circumferential number equals two (i.e. \( s = 2 \)), the relative errors in the average stress show a decrease, for example, the relative error in the average deviatoric and shear stresses for a uniaxial load in the \( x \)-direction approaches 66%. Similarly, for an equal biaxial stress field, the relative error in the average deviatoric and shear stresses approaches 95%.

4. The effects of the circumferential inhomogeneity of the interface has a significant and pronounced effect on even the estimation of the average stresses induced within the inclusion. Consequently, replacing an inhomogeneous spring-layer interface by its homogeneous counterpart will lead to significant errors not only in the calculation of the average stresses but also on the stress fields in the inclusion and matrix, respectively.

Alternatively, in the case of the inhomogeneous non-slip interface it was found that:

1. On using the principle of analytic continuation, the basic boundary value problem for four analytic functions is reduced to a linear first order un-
coupled differential equation for a single analytic function, $\Phi_I(z)$, defined inside the inclusion. Despite the presence of variable coefficients, the exact closed-form solution for the unknown function, $\Phi_I(z)$, is obtained which includes a total of $(s + 1)$ undetermined, in general, complex coefficients $X_k (k = 1, 2, ..., s + 1)$. These complex constants are determined via two real compatibility conditions, $(s - 1)$ boundedness conditions as well as an additional complex condition that is provided by the analyticity of $\Phi_I(z)$ at the remaining singular point corresponding to $z = 0$ whose form depends on the value of the material parameter $\beta$. The remaining analytic functions, $\Psi_M(z)$, $\Psi_I(z)$ and $\Phi_M(z)$ are also expressed in closed-form and their solutions depend on the solution of $\Phi_I(z)$.

2. The evaluation of the unknown coefficients $X_k$ are determined by a system of $(s + 1)$ linear algebraic equations that can be given in terms of definite integrals of known power functions. For instance, when the circumferential number equals one (i.e. $s = 1$) the only undetermined coefficients are $X_1$ and $X_2$. These constants are determined via the two real compatibility conditions as well as the single complex condition corresponding to the singular point $z = 0$. In particular, selecting $\beta = 1$, this complex condition takes the form $X_1 = \Phi_I'(0)$. On the other hand, if the circumferential
number equals two (i.e. $s = 2$) then 3 undetermined coefficients need to determined - $X_1, X_2$ and $X_3$. These coefficients are determined via the two real compatibility conditions, one boundedness condition and the single complex condition corresponding to the singular point $z = 0$.

3. The interfacial shear stress decreases with increasing interface imperfection. This result suggests that by increasing the level of interface imperfections high interfacial stress peaks can be reduced, thereby achieving a more uniform distribution of interface stresses and minimizing the possibility of interface failure. Of course, interface failure is determined not only by the driving force (such as interface stresses), but also by the critical stress, strain or strain energy density of the interface (i.e. failure criterion of the interphase).

4. The effect of the circumferential inhomogeneity has a significant and pronounced effect on even the average stresses induced within the inclusion. For example when the circumferential number equals one (i.e. $s = 1$), the relative error in the average mean stress caused by neglecting the inhomogeneity of interface imperfections, for a uniaxial load in the y-direction, approaches 90%. In the case when the circumferential number equals two (i.e. $s = 2$), the relative error in the average mean stress, for a uniaxial load in the x-direction,
exceeds 40%. These results demonstrate conclusively that replacing an inhomogeneous non-slip interface by its homogeneous counterpart will lead to significant errors in not only the calculation of the average stresses, but also on the stress fields in the inclusion, interface and matrix, respectively.

8.2. Future Work

In this dissertation, the problem of a single isotropic circular inclusion embedded within an infinite homogeneous matrix was used to systematically study the effects of an inhomogeneous imperfect interface on the corresponding stress fields, specifically, the average stresses induced within the inclusion. Hence, this work serves as a foundation for the development of future work dealing with the effects of inhomogeneous interface imperfections. In particular, the future of this research work could include:

1. The systematic study of the effects of an inhomogeneous imperfect interface on the effective properties of the composite. The justification for studying this problem comes from the results already established in this dissertation; the inhomogeneity of interface imperfections has a significant and pronounced effect on the average stresses (strains) within the inclusion which could, undoubtedly, affect the effective properties of composites. To our knowledge,
this topic has yet to be investigated.

2. The systematic evaluation of the effects of an inhomogeneous imperfect interface on the stress fields in the matrix. The justification for studying this problem comes from the fact that the variation of interphase parameters causes pronounced changes in the stress distribution within the inclusion and matrix; consequently, failure of the composite in the matrix could be affected by the inhomogeneous interface. For instance, in an effort to control matrix cracking, it has been suggested by Achenbach and Zhu [51] that the circumferential interfacial stress depends strongly on the variation of interphase stiffness and position.

3. Use of the exact closed-form solutions developed in this thesis as a measure of the accuracy of the approximate power series method. In other words, by comparing the exact closed-form solutions developed in this thesis with those obtained via the approximate power series method will give an evaluation of the effectiveness, in terms of convergence rates, of the power series method.

4. The optimization of the inhomogeneous imperfect interface, in particular, to deal with, but not limit to, examples of neutral elastic inclusions. This problem refers to the design of inhomogeneous interfaces between inclusion
and matrix such that the embedded inclusion is "neutral" in the sense that it does not cause any stress disturbance in the surrounding matrix (i.e. the original stress field remains undisturbed). Despite its importance for various problems in the design of composite materials and structures, the general optimization problem of an inhomogeneous interface has received little attention to date (see [114 - 115]).

Hence, the potential gain in studying these various problems, with respect to inhomogeneous imperfect bonding, will significantly improve the understanding and design of composite materials and structures.
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APPENDIX A

Derivation of Equation 3.24 and 3.25

In view of (3.12) and (3.14), respectively, the expression \( \frac{\delta_o}{z[1 + f(z)]} \) is rewritten as follows:

\[
\frac{\delta_o}{z[1 + f(z)]} = \frac{\delta_o}{R \left( \frac{z}{R} \right) [1 + f(z)]}. \tag{A1}
\]

Multiplying the numerator and denominator of (A1) by \( \left( \frac{z}{R} \right)^{s-1} \), and noting that the functional form describing inhomogeneous interface damage is given by \( f(z) = \frac{b_s}{2} \left( \frac{z^s}{R^s} + \frac{R^s}{z^s} \right) \), yields the following

\[
\frac{R\delta_o}{z[1 + f(z)]} = \frac{\left( \frac{z}{R} \right)^{s-1} \delta_o}{\left( \frac{z}{R} \right)^s + \frac{b_s}{2} \left( \frac{z}{R} \right)^{2s} + \frac{b_s}{2}}. \tag{A2}
\]

Multiplying the numerator and denominator of (A2) by \( \frac{2}{b_s} \) gives

\[
\frac{R\delta_o}{z[1 + f(z)]} = \frac{\delta_o \left( \frac{2}{b_s} \right) \left( \frac{z}{R} \right)^{s-1}}{\left( \frac{z}{R} \right)^{2s} + \frac{2}{b_s} \left( \frac{z}{R} \right)^s + 1}. \tag{A3}
\]

It has been shown in Chapter 3 that

\[
-\frac{2}{b_s} = \frac{1 + \rho^*}{\rho^*},
\]
then with this condition (A3) is rewritten as follows

\[ \frac{R\delta_o}{z [1 + f(z)]} = -\delta_o \left( \frac{1 + \rho_*^2}{\rho_*^s} \right) \left( \frac{z}{R} \right)^{s-1} \left( \frac{z}{R} \right)^{2s} - \left( \frac{1 + \rho_*^2}{\rho_*^s} \right) \left( \frac{z}{R} \right)^s + 1. \]  

(A4)

Since the denominator of (A4) is a product of factors yields the following

\[ \frac{R\delta_o}{z [1 + f(z)]} = -\delta_o \left( \frac{1 + \rho_*^2}{\rho_*^s} \right) \left( \frac{z}{R} \right)^{s-1} \left( \frac{z}{R} \right)^{s} - \left( \frac{1}{\rho_*^s} \right). \]  

(A5)

Now, using the technique of partial fractions, the right hand side of (A5) is rewritten as

\[ -\delta_o \left( \frac{1 + \rho_*^2}{\rho_*^s} \right) \left( \frac{z}{R} \right)^{s-1} \left[ \left( \frac{z}{R} \right)^s - \rho_*^s \right] \left[ \left( \frac{z}{R} \right)^s - \left( \frac{1}{\rho_*^s} \right) \right] = A \left( \frac{z}{R} \right)^{s-1} + B + C \left( \frac{z}{R} \right)^{s-1} + D \]  

(A6)

where A, B, C, and D are constants that must be determined. Expanding the right hand side of (A6) and writing it in the standard form for polynomials, we obtain

\[ -\delta_o \left( \frac{1 + \rho_*^2}{\rho_*^s} \right) \left( \frac{z}{R} \right)^{s-1} = (A + C) \left( \frac{z}{R} \right)^{2s-1} + \left( -\frac{A}{\rho_*^s} - C\rho_*^s \right) \left( \frac{z}{R} \right)^{s-1} + \]  

\[ (B + D) \left( \frac{z}{R} \right)^s - \frac{B}{\rho_*^s} - D\rho_*^s, \]  

(A7)

and since the polynomials in (A7) are equal, so their coefficients must also be
equal. Hence, we have

\[ A = -\delta_o \left( \frac{1 + \rho^2}{\rho^2 - 1} \right), \]

\[ B = 0, \quad (A8) \]

\[ C = \delta_o \left( \frac{1 + \rho^2}{\rho^2 - 1} \right), \]

\[ D = 0. \]

Therefore, substituting the values of (A8) into (A6), (A5) becomes

\[
\frac{R \delta_o}{z [1 + f(z)]} = \frac{-\delta_o \left( \frac{1 + \rho^2}{\rho^2 - 1} \right) \left( \frac{z}{R} \right)^{s-1}}{\left[ \left( \frac{z}{R} \right)^s - \rho^s \right]} + \frac{\delta_o \left( \frac{1 + \rho^2}{\rho^2 - 1} \right) \left( \frac{z}{R} \right)^{s-1}}{\left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]}
\]

\[
= -\lambda \left( \frac{z}{R} \right)^{s-1} + \frac{\lambda \left( z/R \right)^{s-1}}{\left( z/R \right)^s - \rho^s}, \quad (A9)
\]

where \( \lambda = -\delta_o \left( \frac{1 + \rho^2}{1 - \rho^2} \right) < 0. \)

This completes the derivation of condition (3.24).

The derivation of equation of (3.25) follows a similar pattern as above. To this end, we have

\[
\frac{1}{1 + f(z)} = \frac{1}{1 + \frac{b_s}{2} \left( \frac{z}{R} \right)^s + \frac{b_s}{2} \left( \frac{R}{z} \right)^s}, \quad (A10)
\]
Multiplying the numerator and denominator of (A10) by \( \frac{2}{b_s} \left( \frac{z}{R} \right)^s \) gives

\[
\frac{1}{1 + f(z)} = \frac{\frac{2}{b_s} \left( \frac{z}{R} \right)^s}{\left( \frac{z}{R} \right)^{2s} + \frac{2}{b_s} \left( \frac{z}{R} \right)^s + 1} = \frac{\frac{2}{b_s} \left( \frac{z}{R} \right)^s}{\left( \frac{z}{R} \right)^{2s} - \left( \frac{1 + \rho^2}{\rho^*} \right) \left( \frac{z}{R} \right)^s + 1} = \frac{\frac{2}{b_s} \left( \frac{z}{R} \right)^s}{\left[ \left( \frac{z}{R} \right)^s - \rho^* \right] \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^*} \right]}. \tag{A11}
\]

This completes the derivation of equation (3.25).
APPENDIX B

Derivation of Equation 3.26 and 3.27

The exact closed-form solutions for $\Phi_I$ and $\Phi_M$ are given symbolically by conditions (3.16) and (3.17), respectively. In order to solve these equations explicitly, one must evaluate the given integrals according to a class of inhomogeneous imperfect interface (i.e. what is the functional form describing the circumferential variation in damage along the interface). In this work, the inhomogeneous interface imperfections are given by $f(z) = \frac{b_i}{2} \left( \frac{z^s}{R^s} + \frac{R^s}{z^s} \right)$. To this end, the integral

$$R \delta_0 \int \frac{dz}{z [1 + f(z)]}$$

in conjunction with (3.24) gives

$$R \delta_0 \int \frac{dz}{z [1 + f(z)]} = -\lambda \int \frac{(z/R)^{s-1}}{(z/R)^s - \rho^*} dz + \lambda \int \frac{(z/R)^{s-1}}{(z/R)^s - \frac{1}{\rho^*}} dz. \quad (B1)$$

Making the substitution $u = (z/R)^s - \rho^*$ and $v = (z/R)^s - \frac{1}{\rho^*}$ allows (B1) to be evaluated. Thus, the solution of (B1) is given by

$$\delta_0 \int \frac{dz}{z [1 + f(z)]} = -\frac{\lambda}{s} \log \left[ \frac{(z/R)^s - \rho^*}{(z/R)^s} \right] + \frac{\lambda}{s} \log \left[ \frac{(z/R)^s - \frac{1}{\rho^*}}{(z/R)^s} \right]. \quad (B2)$$
Therefore, in view of (3.16), the expression for $Q(z)$ becomes

\[
Q(z) = \delta_0 \beta \int \frac{dz}{z[1 + f(z)]} = -\beta \frac{1}{s} \log \left[ \left( \frac{z}{R} \right)^s - \rho^s \right] + \beta \frac{1}{s} \log \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right] \\
= \log \left\{ \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{1}{s}} \right\}.
\]  

(B3)

Also, in view of (3.25), the expression for $C(z)$ becomes

\[
C(z) = \int_{z_l}^{z} \frac{F(z)}{1 + f(z)} e^{Q(z)} dz + C_o \\
= \int_{z_l}^{z} F(z) \left( \frac{2}{b_s} \right) \left( \frac{z}{R} \right)^s \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{1}{s}} dz + C_o
\]  

(B4)

Therefore, using (B3) and (B4), the solution for $\Phi_I$ is

\[
\Phi_I(z) = \left( \frac{2}{b_s} \right) \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{1}{s}} \times
\int_{z_l}^{z} F(z) \left( \frac{z}{R} \right)^s \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{\frac{1}{s}} dz + C_o \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{\frac{1}{s}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{s}}, \quad z \in D_I.
\]  

(B5)

Note that in (B5) the integrand has branch points at $z = R\rho_k (k = 1, 2, ..., s)$. Accordingly, branch cuts are made from each of the $s$ branch points of the multivalued function appearing in (B5) with each branch cut being parallel to the real
axis, and since $\lambda < 0$ and $\beta > 0$ the integral in (B5) is a weakly singular kernel and is convergent at each branch point (see [110], [116] or [117] for details). In addition, to guarantee that $\Phi_I$ is bounded at $z = R\rho_1$, it must be that $C_o = 0$. Hence, with these results, we arrive at solution for $\Phi_I$

\[
\Phi_I(z) = \left( \frac{2}{b_s} \right) \left[ \left( \frac{z}{R} \right)^{s} - \rho^* \right]^{\frac{\lambda d}{s}} \left[ \left( \frac{z}{R} \right)^{s} - \frac{1}{\rho^*} \right]^{\frac{-\lambda d}{s}} \times 
\int_{R\rho_1}^{z} F(t) \left( \frac{t}{R} \right)^{s} \left[ \left( \frac{t}{R} \right)^{s} - \rho^* \right]^{-\left( \frac{\lambda d}{s} + 1 \right)} \left[ \left( \frac{t}{R} \right)^{s} - \frac{1}{\rho^*} \right]^{\frac{\lambda d}{s} - 1} \, dt, \quad z \in D_I. \tag{B6}
\]

This completes the derivation for the stress potential, $\Phi_I(z)$, (i.e. equation (3.26)) inside the circular inclusion.

The derivation for the stress potential, $\Phi_M(z)$, (i.e. equation (3.27)) outside the inclusion follows a similar pattern to what is shown above. In view of (3.17) and (B2), the expression $P(z)$ takes the form

\[
P(z) = -\delta_o \int \frac{dz}{z \left[ 1 + f(z) \right]} = \frac{\lambda}{s} \log \left[ \left( \frac{z}{R} \right)^{s} - \rho^* \right] - \frac{\lambda}{s} \log \left[ \left( \frac{z}{R} \right)^{s} - \frac{1}{\rho^*} \right] = \log \left\{ \left[ \left( \frac{z}{R} \right)^{s} - \rho^* \right]^{\frac{\lambda}{s}} \left[ \left( \frac{z}{R} \right)^{s} - \frac{1}{\rho^*} \right]^{-\frac{\lambda}{s}} \right\}. \tag{B7}
\]
Also, in view of (3.25), the expression for $H(z)$ becomes

$$H(z) = \int_{z_M}^{z} \frac{G(z)}{1 + f(z)} e^{P(z)} dz + H_o$$

$$= \int_{z_M}^{z} G(z) \left( \frac{2}{b_s} \right) \left( \frac{z}{R} \right)^s \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{2}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{2}} dz + H_o$$

(B8)

$$= \int_{z_M}^{z} G(z) \left( \frac{2}{b_s} \right) \left( \frac{z}{R} \right)^s \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{2}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{2}} dz + H_o$$

Therefore, using (B7) and (B8) the solution for $\Phi_M$ is

$$\Phi_M(z) = \left( \frac{2}{b_s} \right) \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{2}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{2}} \times$$

$$\int_{z_M}^{z} G(z) \left( \frac{z}{R} \right)^s \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{2}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{2}} dz + H_o \left[ \left( \frac{z}{R} \right)^s - \rho^s \right]^{-\frac{1}{2}} \left[ \left( \frac{z}{R} \right)^s - \frac{1}{\rho^s} \right]^{-\frac{1}{2}}, \quad z \in D_M.$$  

(B9)

Note that in (B9) the integrand has branch points at $z = \frac{R}{\rho_k} (k = 1, 2, \ldots, s)$. Accordingly, branch cuts are made from each of the $s$ branch points of the multi-valued function appearing in (B9) with each branch cut being parallel to the real axis, and since $\lambda < 0$ the integral in (B9) is a weakly singular kernel and is convergent at each branch point (see [110], [116] or [117] for details). In addition, to guarantee that $\Phi_M$ is bounded at $z = \frac{R}{\rho_1}$, it must be that $H_o = 0$. Hence, with
these results, we arrive at solution for $\Phi_M$

$$\Phi_M(z) = \left(\frac{2}{b_s}\right) \left[\left(\frac{z}{R}\right)^s - \rho^*\right]^{-\frac{1}{2}} \left[\left(\frac{z}{R}\right)^s - \frac{1}{\rho^*}\right]^{\frac{1}{2}} \times$$

$$\int_{R_1}^z G(t) \left[\left(\frac{t}{R}\right)^s - \rho^*\right]^{\frac{1}{2} - 1} \left[\left(\frac{t}{R}\right)^s - \frac{1}{\rho^*}\right]^{-(\frac{3}{2} + 1)} dz, \quad z \in D_M. \quad (B10)$$

This completes the derivation for the stress potential, $\Phi_M(z)$, (i.e. equation (3.27)) in the matrix.
APPENDIX C

Derivation of Homogeneous Coefficients for the Case $s = 1$

To determine the homogeneous coefficients $X_1$ and $A_1$, for the case corresponding to the functional form of the inhomogeneous spring-layer interface given by the circumferential number $s = 1$, the circumferential inhomogeneous interface parameter ($\rho^*$) must be zero (i.e., by selecting $\rho^* = 0$, this corresponds to a homogeneous imperfect interface). To this end, let us consider the coefficient $X_1$ first. Note that in the expression for the coefficient $X_1$ (i.e., condition (4.7)) the natural logarithm can be rewritten in the form of an infinite sum (see [118] for details)

$$\ln \left( \frac{1}{1 - \rho^*} \right) = \rho^{*2} + \frac{1}{2} \rho^{*4} + \text{higher order terms of } \rho^*, \quad \rho^{*4} < 1. \quad (C1)$$

Note that since $\rho^* = 0$, the higher order terms appearing in (C1) can be neglected and condition (4.7) can be rewritten as

$$X_1 \rho^{*4} + X_1 \left[ \frac{1}{2} \rho^{*4} + \frac{\delta_0 \eta}{2} \rho^{*4} + \frac{1}{2} \rho^{*6} \right] = A \delta_0 (1 + \eta) \left[ \frac{2 \delta_0 \varepsilon_1}{\kappa_M} + \frac{1}{\mu_M} \right] \times \left[ \frac{1}{2} \rho^{*4} + \rho^{*6} + \frac{1}{2} \rho^{*8} \right]. \quad (C2)$$
Multiplying (C2) by $\rho^{s-1}$ and noting that $\rho^s = 0$ yields the following

$$2X_1 + \overline{X_1} (1 + \delta_o \eta) = \left[ A \delta_o (1 + \eta) - \frac{2\delta_o \varepsilon_1}{\kappa_M \mu_M + \frac{1}{\mu_I}} \right]. \quad (C3)$$

Clearly, (C3) is a real quantity, therefore, $\text{Im} [X_1] = 0$ and as such the value of $X_1$ is

$$X_1 (3 + \delta_o \eta) = A \delta_o (1 + \eta) - \frac{2\delta_o \varepsilon_1}{\kappa_M \mu_M + \frac{1}{\mu_I}}. \quad (C4)$$

Note that $\delta_o = \frac{1 - \rho^{s^2}}{1 + \rho^{s^2}}$.

Hence, for the purposes of examining the effects of the circumferential inhomogeneity of an imperfect interface on the average mean stress induced within the circular inclusion, under otherwise identical conditions and no eigenstrains, the coefficient $X_1$ takes the form

$$X_1 = \frac{A (1 - \rho^{s^2}) (1 + \eta)}{3 + \eta + \rho^{s^2} (3 - \eta)}. \quad (C5)$$

Unlike in the previous analysis where the homogeneous coefficient $X_1$ is obtained from an explicit expression of $X_1$ (i.e. condition (4.7)), the determination of the homogeneous coefficient $A_1$ requires the knowledge of stress potential $\Phi_M(z)$, specifically, we require the coefficient corresponding to the power of $z^{-1}$. This can be seen by considering the series expansion for $\Phi_M(z)$ given by condition (2.5).
APPENDIX C - DERIVATION OF HOMOGENEOUS COEFFICIENTS (s = 1)

To begin with, let us rewrite the logarithmic term appearing in (4.9) in the form of an infinite sum, specifically,
\[
\frac{z}{R - \rho^*} \log \left[ \frac{1 - \rho^{*2}}{1 - \frac{1}{z} \rho^*} \right] = \left[ 1 - \frac{R}{z} \frac{\rho^*}{1 - \frac{1}{z} \rho^*} \right] \left[ \log (1 - \rho^{*2}) - \log \left( 1 - \frac{R}{z} \rho^* \right) \right] = \left[ 1 - \frac{R}{z} \rho^* \right] \left[ \log (1 - \rho^{*2}) + \frac{R}{z} \rho^* + \frac{1}{2} \left( \frac{R}{z} \right)^2 \rho^{*2} + \text{higher order terms of } \left( \frac{R}{z} \rho^* \right) \right]. \tag{C6}
\]

Multiplying the numerator and denominator of (C6) by \(1 + \frac{R}{z} \frac{1}{\rho^*}\) and selecting the coefficient that corresponds to the power \(z^{-1}\) gives
\[
R \rho^* + R \left( \frac{1 - \rho^{*2}}{\rho^*} \right) \ln(1 - \rho^{*2}). \tag{C7}
\]

In addition, the term
\[
\overline{BR} \left[ \frac{z}{R - \rho^*} - \frac{\rho^* (\frac{z}{R} - \rho^*)}{1 - \rho^{*2}} \right] = \overline{BR} \left[ \frac{R(1 - \rho^{*2}) - z \rho^{*2} \left( \frac{z}{R} - \rho^* \right)}{z \rho^* (1 - \rho^{*2}) \left( \frac{z}{R} - \frac{1}{\rho^*} \right)} \right]
\]

\[
= \overline{BR} \left[ \frac{R^2 (1 - \rho^{*2}) - z \rho^{*2} \left( 1 - \frac{R}{z} \rho^* \right)}{z \rho^* (1 - \rho^{*2}) \left( 1 - \frac{R}{z} \rho^* \right)} \right]. \tag{C8}
\]
Multiplying the numerator and denominator of (C8) by \( \left( 1 + \frac{R}{z \rho^*} \right) \frac{1}{z} \) gives

\[
\frac{BR^2}{\frac{1}{z} (1 - \rho^2) \left( 1 + \frac{R}{z \rho^*} \right) - \rho^* \left[ 1 + \frac{R}{z \rho^*} - \frac{R}{z} \rho^* \left( \frac{R}{z} \right)^2 \right]} \rho^* (1 - \rho^2) \left[ 1 - \left( \frac{R}{z} \right)^2 \right],
\]

and by selecting the coefficient corresponding to the power \( z^{-1} \) yields the desired expression

\[
-\overline{B} R^2.
\]  

(C9)

Hence, in view of (4.7), (C7) and (C9) the coefficient \( A_1 \), which is the coefficient of the power \( z^{-1} \), is given by

\[
A_1 = \frac{\overline{B} R^2}{\rho^*} \left[ (1 + \eta)(1 - \rho^2) - \rho^* \right] + \frac{\overline{B} R^2}{\rho^*} (1 + \eta)(1 - \rho^2)^2 \ln (1 - \rho^2) + \frac{2R^2 (1 - \rho^2) (\varepsilon_2 + i\varepsilon_3) \left[ \rho^* + (1 - \rho^2)^2 \ln (1 - \rho^2) \right]}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_1} \right)} \left( \frac{\kappa_M \mu_1 + 1}{\mu_M} \right).
\]  

(C10)

Note that the coefficient \( A_1 \) given in (C10) corresponds to the inhomogeneous imperfect interface. If \( \rho^* = 0 \) (i.e. corresponding homogeneous condition) then \( A_1 \) is identical to that given by \([80]\).

To get the coefficient \( A_1 \) corresponding to the homogeneous imperfect interface the inhomogeneous interface parameter \( \rho^* \) must be chosen to be zero. Therefore, for the purposes of examining the effects of the circumferential inhomogeneity...
of an imperfect interface on the average mean stress induced within the circular inclusion, under otherwise identical conditions and no eigenstrains, the coefficient $A_1$ takes the form

$$\frac{\bar{A}_1}{\bar{R}^2} = B \left( \frac{\delta_0 \eta - 1}{\delta_0 + 1} \right),$$

where the parameter $\delta_0$ is defined as before.

This completes the derivations for the homogeneous coefficients $X_1$ and $A_1$, for the case corresponding to the functional form of the inhomogeneous spring-layer interface given by the circumferential number $s = 1$, respectively.
APPENDIX D

Derivation of Homogeneous Coefficients
for the Case s = 2

To determine the homogeneous coefficients \( X_1 \) and \( A_1 \), for the case corresponding to the functional form of the inhomogeneous spring-layer interface given by the circumferential number \( s = 2 \), the circumferential inhomogeneous interface parameter (\( \rho^* \)) must be zero (i.e. by selecting \( \rho^* = 0 \), this corresponds to a homogeneous imperfect interface). To this end, let us consider the expressions given in (4.32), and let us rewrite the natural logarithm in the form of an infinite sum (see [118] for details)

\[
\ln \left[ \frac{1 + \rho^*}{1 - \rho^*} \right] = 2\rho^* + \frac{2}{3}\rho^3 + \text{higher order terms of } \rho^*, \quad \rho^{*2} < 1. \quad (D1)
\]

Since \( \rho^* = 0 \) the higher order terms can be neglected, and in view of the expression for the coefficient \( X_1 \) (i.e. condition (4.30)), the expressions in (4.32) can be rewritten as

\[
\left( \frac{b_2}{2} \right) \left( \frac{I_{10}}{I_{12}} \right) = \left( \frac{b_2}{2} \right) \left[ \frac{12\rho^* - 4\rho^3 - 2\rho^5}{4\rho^{*2} + 2\rho^4} \right],
\]

\[
= - \left( \frac{1}{1 + \rho^2} \right) \left[ \frac{6 - 2\rho^{*2} - \rho^{*4}}{6 + 2\rho^{*2}} \right], \quad (D2)
\]

\[
= -3 \text{ as } \rho^* = 0,
\]
and

\[
\left( \frac{b_2}{2} \right) \left( \frac{I_{14}}{I_{12}} \right) = \frac{1}{\rho^*} \left( \frac{b_2}{2} \right) \left[ \frac{3\rho^*}{2 + \rho^*} \right],
\]

\[
= \left( \frac{b_2}{2} \right) \left[ \frac{3\rho^*}{2 + \rho^*} \right], \tag{D3}
\]

\[
= 0 \text{ as } \rho^* = 0,
\]

and

\[
\left( \frac{b_2}{2} \right) \left( \frac{M_{10}}{M_{12}} \right) = \frac{1}{\rho^*} \left( \frac{b_2}{2} \right) \left[ \frac{2\rho^* + \rho^*}{6 - 2\rho^2 - \rho^4} \right],
\]

\[
= \left( \frac{b_2}{2} \right) \left[ \frac{2\rho^* + \rho^*}{6 - 2\rho^2 - \rho^4} \right], \tag{D4}
\]

\[
= 0 \text{ as } \rho^* = 0,
\]

and

\[
\left( \frac{b_2}{2} \right) \left( \frac{M_{14}}{M_{12}} \right) = \left( \frac{b_2}{2} \right) \left[ \frac{6\rho^* - 2 - 2\rho^4 - \rho^6}{2\rho^* - \frac{2}{3}\rho^2 - \frac{1}{3}\rho^4} \right],
\]

\[
= - \left( \frac{1}{1 + \rho^2} \right) \left[ \frac{6\rho^* - 2 - 2\rho^4 - \rho^6}{2 - \frac{2}{3}\rho^2 - \frac{1}{3}\rho^4} \right], \tag{D5}
\]

\[
= -1 \text{ as } \rho^* = 0,
\]
and
\[
\left( \frac{b_2}{2} \right) \left( \frac{M_{1-2}}{M_{12}} \right) = \frac{1}{\rho*^2} \left( \frac{b_2}{2} \right) \left[ \frac{6\rho* - 4\rho*^3 - 6\rho* (1 - \rho*^2) - 2\rho*^3 (1 - \rho*^2)}{4\rho* - \left( \frac{2}{3} \right) \rho*^4 - \left( \frac{1}{3} \right) \rho*^6} \right],
\]
\[
= \left( \frac{b_2}{2} \right) \left[ \frac{3\rho*^2}{6 - 2\rho*^2 - \rho*^4} \right],
\]
\[
= 0 \text{ as } \rho* = 0.
\]

Note that in the above calculations the term\( \left( \frac{b_2}{2} \right) = -\frac{\rho*}{1 + \rho*^2}. \)

Hence, with conditions (D2 - D6), the expression for the coefficient \( X_1 \) reduces to

\[
X_1 (4 + \delta_0) = A (2 + \delta_0) - \frac{2\delta_0 \varepsilon_1}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu} \right)},
\]
\[
\delta_0 = 2 \left( \frac{1 - \rho*^2}{1 + \rho*^2} \right).
\]

With regards to the coefficient \( A_1 \), (4.31) can be written into the following form

\[
A_1 = AR^2 \left[ \frac{M_{14}}{M_{12}} + \frac{2}{b_2} (1 - \delta_0) \right] + BR^2 \left( \frac{M_{1-2}}{M_{12}} \right) + R^2 \left[ \frac{\varepsilon_3}{\varepsilon} \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu} \right) \right] \times \left( \frac{2}{b_2} \right) \left( \frac{M_{10}}{M_{12}} \right) - R^2 \left( \frac{M_{10}}{M_{12}} \right) (X_1 + \overline{X}_1 - A).
\]

Therefore, to obtain the homogeneous coefficient \( A_1 \), note the following

\[
\left[ \frac{M_{14}}{M_{12}} + \frac{2}{b_2} (1 - \delta_0) \right] = \left[ \frac{6\rho*^2 - 2 - 2\rho*^4 - \rho*^6}{2\rho* - \left( \frac{2}{3} \right) \rho*^3 - \left( \frac{1}{3} \right) \rho*^5} \right] - \frac{1}{\rho*} \left[ -1 + 3\rho*^2 \right],
\]
\[
= 0 \text{ as } \rho* = 0,
\]
and

\[
\left( \frac{2}{b_2} \right) \left( \frac{M_{10}}{M_{12}} \right) = \left( \frac{2}{b_2} \right) \left[ \frac{2\rho^* + \rho^{*3}}{6 - 2\rho^{*2} - \rho^{*4}} \right],
\]

\[
= - \left( \frac{1 + \rho^{*2}}{\rho^{*}} \right) \left[ \frac{\rho^{*} (2 + \rho^{*2})}{6 - 2\rho^{*2} - \rho^{*4}} \right],
\]

\[
= -\frac{1}{3} \text{ as } \rho^{*} = 0.
\]

Therefore, with the above notes, (D8) reduces to the following homogeneous results

\[
A_1 = -\frac{\overline{B} R^2}{3} (1 - \delta_0 \eta) + \frac{2\delta_o (\varepsilon_2 + i\varepsilon_3)}{3 \left( \frac{\kappa_{MM}}{\mu_M} + \frac{1}{\mu_I} \right)} R^2,
\]

\[
\delta_0 = 2 \left( \frac{1 - \rho^{*2}}{1 + \rho^{*2}} \right).
\]

This completes the derivations for the homogeneous coefficients \( X_1 \) and \( A_1 \), for the case corresponding to the functional form of the inhomogeneous spring-layer interface given by the circumferential number \( s = 2 \), respectively.
APPENDIX E

Derivation of Equation (5.9)

The goal in deriving equation (5.9) is to eliminate the stress potential \( \Phi_M(z) \), and rewrite the normal interface condition in terms of \( \Phi_I(z) \). Therefore, to begin with, the normal component of the traction across the material interface is required. This is obtained from Muskheleishvili’s results. Therefore, from (2.1)\text{3} we have

\[
\sigma_r - i\sigma_{\theta} = \Phi'(z) + \overline{\Phi'(z)} - e^{2i\theta} [\overline{z\Phi''(z)} + \Psi'(z)],
\]

and by taking the complex conjugate of the above and adding the two results gives the desired expression for the normal component of the traction in the following form

\[
2\sigma_r = 2 \left[ \Phi'(z) + \overline{\Phi'(z)} \right] - \overline{ze^{-2i\theta} \Phi''(z)} - e^{2i\theta} \Psi'(z) - ze^{-2i\theta} \overline{\Phi''(z)} - e^{-2i\theta} \overline{\Psi'(z)}, \quad z \in \Gamma.
\]

(E1)

The next step involves multiplying equation (5.4) by \( \frac{z}{R} \) and subsequently taking the derivative with respect to the variable \( z \). This yields
\[
\frac{1}{4} \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right) \Phi'_M(z) + \frac{1}{2} \left( \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right) \frac{z}{R^2} \Phi_I \left( \frac{R^2}{z} \right) - \frac{1}{4} \left( \frac{\kappa_I}{\mu_I} + \frac{1}{\mu_M} \right) \Phi'_I \left( \frac{R^2}{z} \right) - \frac{1}{4 \mu_I} \Phi_I \left( \frac{R^2}{z} \right)
\]

\[
\frac{1}{4 \mu_I} B \left( \frac{R}{z} \right)^2 + \frac{1}{4 \mu_M} B \left( \frac{R}{z} \right)^2 + \frac{1}{2} \left( \frac{R}{z} \right)^2 (\varepsilon_2 + i \varepsilon_3) - \frac{1}{4} A \left( \frac{\kappa_M + 1}{\mu_M} \right) - \frac{1}{4 X_i} \left( \frac{\kappa_I + 1}{\mu_I} \right)
\]

which when solved for \( \Phi'_M \) gives

\[
\Phi'_M(z) = \beta \Phi_I \left( \frac{R^2}{z} \right) - 2 \beta \frac{z}{R^2} \Phi_I \left( \frac{R^2}{z} \right) - B \left( \frac{R}{z} \right)^2 \eta \Phi'' \left( \frac{R^2}{z} \right) - \frac{2 (\varepsilon_2 + i \varepsilon_3)}{\left( \frac{\kappa_M + 1}{\mu_M} \right)} \left( \frac{R}{z} \right)^2
\]

\[+ A + \beta X_i, \quad z \in D_M \tag{E2}\]

where the parameters \( \beta \) and \( \eta \) take the following forms, respectively

\[
\beta = \frac{1}{\left( \frac{\kappa_I + 1}{\mu_I} \right) + \left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} > 0, \quad \eta = \frac{1}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \tag{D3}\]

Substituting (E2) into (2.10) and then taking the derivative with respect to the variable \( z \) gives

\[
\Psi'_M(z) = B + (\beta - 1) \left( \frac{R}{z} \right)^2 \Phi_I \left( \frac{R^2}{z} \right) - 2 \beta \frac{1}{z} \Phi_I \left( \frac{R^2}{z} \right) - B \left( \frac{R}{z} \right)^4 \eta \Phi'' \left( \frac{R^2}{z} \right) + \frac{2 (\varepsilon_2 + i \varepsilon_3)}{\left( \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right)} \left( \frac{R}{z} \right)^4 + \left( A + \beta X_i \right) \left( \frac{R}{z} \right)^2 - \left( A + \frac{B_1}{R^2} - X_i \right) \left( \frac{R}{z} \right)^2, \quad z \in D_M. \tag{E4}\]
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Now, by substituting (E2) and (E4) into (E1) and noting that on the inclusion - matrix boundary $z\bar{z} = R^2$ and $z = Re^{\theta}$ the expression for the normal component of the traction across the material interface is given by

$$
\sigma_r = \left( \frac{1 + \beta}{2} \right) \Phi'_I \left( \frac{R^2}{z} \right) - \beta \left( \frac{z}{R^2} \right) \Phi_I \left( \frac{R^2}{z} \right) - \frac{B}{2} \left( 1 + \eta \right) \left( \frac{R}{z} \right)^2 - \frac{\left( \varepsilon_2 - i\varepsilon_3 \right)}{\left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right]} \left( \frac{z}{R} \right)^2 + \frac{1}{2} \left( A + \beta X_1 \right) + \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right) + \frac{A}{2} \Phi'_I (z) - \frac{\beta}{z} \Phi_I (z) - \frac{B}{2} \left( 1 + \eta \right) \left( \frac{z}{R} \right)^2 - \frac{\left( \varepsilon_2 + i\varepsilon_3 \right)}{\left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right]} \left( \frac{R}{z} \right)^2 + \frac{1}{2} \left( A + \beta X_1 \right)
$$

$$
= \frac{1}{2} \left( A + \frac{B_1}{R^2} - X_1 \right), \quad z \in \Gamma.
$$

Having derived the expression for the normal component of traction, implies that the left hand side of (5.7) is known. However, the right hand side, specifically the jump in the displacement across the inclusion - matrix boundary is not known. Therefore, in view of (2.1), the jump in the displacement is written as follows

$$
\| u_r - iu_\theta \| = (u_r - iu_\theta)_M - (u_r - iu_\theta)_I,
$$

$$
= \frac{e^{i\theta}}{2\mu_M} \left[ \kappa_M \Phi_M (z) - \bar{z} \Phi'_M (z) - \Psi_M (z) \right] - \frac{e^{i\theta}}{2\mu_I} \left[ \kappa_I \Phi_I (z) - \bar{z} \Phi'_I (z) - \Psi_I (z) \right], \quad z \in \Gamma.
$$

Clearly, in order to solve (E6) requires a knowledge of $\Phi_M, \Phi'_M, \Psi_M$ and $\Psi_I$. So then, as before, multiply (5.4) by $\frac{z}{R}$. Then, by taking the complex conjugate and
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solving for $\Phi_M(z)$ yields

$$
\Phi_M(z) = B\frac{R^2}{z} + A\bar{z} + \beta X_1\bar{z} + \frac{2(\varepsilon_2 - i\varepsilon_3)}{[\kappa_M + \frac{1}{\mu_M}]} \left( \frac{R^2}{z} \right) + \frac{C_1 - C_2}{[\eta \frac{1}{\mu_M} + \frac{1}{\mu_I}]} - \beta \left( \frac{z}{R} \right)^2 \Phi_I \left( \frac{R^2}{z} \right), \quad z \in D_M.
$$

(E7)

The expressions for $\Psi_M(z)$ and $\Psi_I(z)$ are obtained from conditions (2.10). Therefore, in view of (E2), the expression for $\Psi_M$ is rewritten as

$$
\Psi_M(z) = Bz + \frac{AR^2 + B_1 - X_1R^2}{z} - \frac{\beta R^2}{z} \Phi_I \left( \frac{R^2}{z} \right) + 2\beta \Phi_I \left( \frac{R^2}{z} \right) + B\eta \frac{R^4}{z^3} + \frac{2(\varepsilon_2 + i\varepsilon_3)}{[\kappa_M + \frac{1}{\mu_M}]} \left( \frac{R^4}{z^3} \right) - (A + \beta X_1) \left( \frac{R^2}{z} \right) + \Phi_I \left( \frac{R^2}{z} \right) + C_1, \quad z \in D_M.
$$

(E8)

However, in order to solve for $\Psi_I(z)$, an expression for $\Phi_M \left( \frac{R^2}{z} \right)$ is required. Therefore, multiplying (5.4) by $4\frac{R}{z}$ yields

$$
\frac{\Phi_M \left( \frac{R^2}{z} \right)}{z} + \beta \left( \frac{R}{z} \right)^2 \Phi_I(z) + \frac{1}{z} \left[ Bz + AR^2 + B_1 - X_1R^2 + C_2z \right] \frac{\kappa_M}{\mu_M} \left( \frac{1}{\kappa_M} + \frac{1}{\mu_I} \right) - \frac{1}{z} AR^2
$$

$$
-\beta X_1 \left( \frac{R^2}{z} \right) = \frac{1}{z} \left[ Bz + AR^2 + B_1 - X_1R^2 + C_1z \right] \frac{\kappa_M}{\mu_M} \left( \frac{1}{\kappa_M} + \frac{1}{\mu_I} \right) + \frac{B_1}{R^2} - X_1 \eta \left( \frac{R^2}{z} \right)$$

$$
-\frac{2(\varepsilon_2 - i\varepsilon_3)}{[\kappa_M + \frac{1}{\mu_M}]} \left( \frac{R^2}{z} \right) = 0, \quad z \in D_I,
$$

(E9)
and solving for $\Phi_m \left( \frac{R^2}{z} \right)$ gives

$$\Phi_m \left( \frac{R^2}{z} \right) = B \eta z + \left[ A + \frac{B_1}{R^2} - \bar{X}_1 \right] \eta \left( \frac{R^2}{z} \right) + \left[ \frac{C_1 - C_2}{\mu_M - \mu_I} \right] + \left( A + \beta \bar{X}_1 \right) \left( \frac{R^2}{z} \right) + \frac{2 (\varepsilon_2 - i \varepsilon_3)}{\left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right]} z - \left( A + \frac{B_1}{R^2} - \bar{X}_1 \right) \eta \left( \frac{R^2}{z} \right) - \beta \left( \frac{R}{z} \right)^2 \Phi_l (z), \quad z \in D_l. \quad (E9)$$

Substituting (E9) into (2.10)$_2$ yields the expression for $\Psi_l$ as

$$\Psi_l (z) = (1 + \eta) B z + (1 + \eta) \left[ A + \frac{B_1}{R^2} - \bar{X}_1 \right] \eta \left( \frac{R^2}{z} \right) + \left[ \frac{C_1 - C_2}{\mu_M - \mu_I} \right] + \left( A + \beta \bar{X}_1 \right) \left( \frac{R^2}{z} \right) + \frac{2 (\varepsilon_2 - i \varepsilon_3)}{\left[ \frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I} \right]} z - \left( A + \frac{B_1}{R^2} - \bar{X}_1 \right) \eta \left( \frac{R^2}{z} \right) - \beta \left( \frac{R}{z} \right)^2 \Phi_l (z) + C_2, \quad z \in D_l. \quad (E10)$$

Substituting (E2), (E7), (E8) and (E10) into (E6) and noting that on the inclusion - matrix boundary $z \bar{z} = R^2$ and $z = \text{Re}^\theta$ the jump in the displacement vector takes the form
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\[ ||u_r - iu_\theta|| = \frac{z}{2R\mu_M} \left\{ Bz (\kappa_M \eta - 1) + \kappa_M (A + \beta X_1) \frac{R^2}{z} + \frac{2\kappa_M (\varepsilon_2 - i\varepsilon_3)}{\kappa_M + \frac{1}{\mu_I}} \right\} z - \]

\[ \kappa_M \beta \left( \frac{R}{z} \right)^2 \Phi_I(z) + \kappa_M \left[ \frac{C_1}{\mu_M} - \frac{C_2}{\mu_I} \right] - \left( A + \frac{B_1}{R^2} - X_1 \right) \left( \frac{R^2}{z} \right) - \Phi_I \left( \frac{R^2}{z} \right) - C_1 \]

\[ - \frac{z}{2R\mu_I} \left\{ \kappa_I \Phi_I \left( \frac{R^2}{z} \right) - Bz (\eta + 1) - (1 + \eta) \left[ A + \frac{B_1}{R^2} - X_1 \right] \left( \frac{R^2}{z} \right) - \right. \]

\[ (A + \beta X_1) \left( \frac{R^2}{z} \right) - \left[ \frac{C_1}{\mu_M} - \frac{C_2}{\mu_I} \right] - \frac{2(\varepsilon_2 - i\varepsilon_3)}{\kappa_M + \frac{1}{\mu_I}} \right\} z + \left( A + \frac{B_1}{R^2} - X_1 \right) \eta \left( \frac{R^2}{z} \right) + \]

\[ \beta \left( \frac{R}{z} \right)^2 \Phi_I(z) - C_2 \right\}, \quad z \in \Gamma. \quad (E11) \]

Therefore, substituting the normal traction component (E5), the jump in the displacement vector (E11) and the stress-free displacement component (5.8) into condition (5.7), and using the first compatibility condition (5.6) yields
\[
\left(1 + \beta \right) \Phi'I\left(\frac{R^2}{z}\right) - \beta \frac{z}{R^2} \Phi\left(\frac{R^2}{z}\right) - \frac{BR^2}{2z^2} (1 + \eta) - \frac{z^2 (\varepsilon_2 - i\varepsilon_3)}{R^2 \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)} + \frac{1}{2} \left(A + \beta \overline{X}_1\right)
\]

\[
+ \frac{1}{2} \left(A + \beta X_1\right) + \left(1 + \beta \right) \Phi'(z) - \beta \frac{z}{R^2} \Phi(z) - \frac{Bz^2}{2R^2} (1 + \eta) - \frac{R^2 (\varepsilon_2 + i\varepsilon_3)}{z^2 \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)}
\]

\[
+ \frac{1}{2} \left(A + \frac{B_1}{R^2} - \overline{X}_1\right) = \frac{m(\theta) R}{2} \left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right) \left\{ \frac{-\beta}{z} \Phi(z) - \beta \frac{z}{R^2} \Phi\left(\frac{R^2}{z}\right) + \frac{1}{2} \left(A + \beta \overline{X}_1\right) + \frac{1}{2} \left(A + \beta X_1\right) - \frac{\eta}{2} \left(A + \frac{B_1}{R^2} - X_1\right) - \frac{\eta}{2} \left(A + \frac{B_1}{R^2} - \overline{X}_1\right) - \frac{2\varepsilon_1}{\left(\frac{\kappa_M}{\mu_M} + \frac{1}{\mu_I}\right)} \right\}, \quad z \in \Gamma.
\]

Hence, condition (E12) shows the normal displacement interface condition given in terms of the stress potential \(\Phi(z)\). This completes the proof of equation (5.9).