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Abstract 
 
Design of Experiments (DOE) refers to the way in which a scientific experiment is conducted. By analyzing 

five different computer-simulated spinal technique experiments it is clear to see the differences and 

similarities between the conducted experiments. Factorial analysis is used to describe the different 

techniques and simulations needed for the completion and efficiency of the experiments.  
 
This paper analyzes five different spinal experiments, from an initial 163 studies cited by Dr. Dar, and 

compares them to a 60% factor significance average extracted from Dr. Fazilat Dar’s study on Finite 

Element Analysis (FEA). Dr. Dar’s paper’s purpose was to examine the different statistical methods used 

in FEA, and Factorial Design in particular. Additionally, the study compares the extracted results to a paper 

on Data from Factorial Experiments written by Li et al. in 2006, where a 40% significance average was 

found. The three methods of factorial analysis that were considered are full factorial, fractional factorial, 

and Taguchi designs. Each of these approaches have different ways of determining main interactions and 

the significance of events and various factors. 
 
The results of this review showed the efficiency of each of the five studies in terms of DOE.  In comparison 

to Dr. Fazilat Dar’s paper in 2002, two of the experiments were more efficient and three were less efficient. 

On the other hand, when the results are compared to Dr. Li’s paper, three out of five of the papers were 

more efficient.  

Introduction 

Design of Experiments (DOE) is a sector of statistics and scientific research that revolves around analyzing 

data and conducting controlled tests. Within DOE, a form of experiment called Factorial Design is utilized 

to manipulate and vary multiple factors. Factorial Design allows researchers to conduct experiments at 

higher efficiency levels. Fractional factorial designs provide more information while running fewer tests, 

typically at a lower cost. This approach permits fast discovery of ideal conditions and the examination of 

further factors with no added expenses [1]. 

Design of Experiments is commonly used in computer simulated experiments. The technique is less 

commonly used in biomechanics, and even less prevalent in scoliosis and spinal patients. Given its low 

prevalence, it is important to analyze the efficiency of the data in DOE spinal research. 

Factorial Design consists of various methods and approaches. The three methods that are of focus are full 

factorial, fractional factorial, and Taguchi approaches.  

A full factorial design is a structured design style testing every possible combination that permits estimation 

of interactions and significance of different events. This style is effective but depends on many controlled 

tests being conducted as the variables increase. Additionally, with a vast number of factors, this method is 

time consuming [2]. 

A fractional factorial design aims to choose a subset of runs from a full factorial design as its controlled 

tests. The purpose of fractional factorial methods is to examine the cause-and-effect relationships in any 

given experimental procedure. If done efficiently, a fractional or partial factorial design can produce the 

same conclusions as a full factorial design but with fewer resources and less time [2]. 

The Taguchi method, developed by engineer and statistician Genichi Taguchi, is a category in fractional 

factorial design. Like typical fractional factorial design, this method aims to produce efficient results with 



the usage of less time and resources. However, the Taguchi method is most prevalent in engineering and 

intends to reduce failures and defects in all areas of experimental design technology [3]. 

In 2002, Dr. Fazilat Dar published a paper on Statistical Analysis on Finite Element Analysis (FEA) [2]. 

The paper focused on statistics, probability, and factorial design. The outcomes of the paper presented itself 

as having a 60% overall average of significant factors. This was a fundamental paper showing DOE applied 

to biomechanics. It has been cited over 160 times and provided the basis for this literature review.   In 

addition, a paper by Dr. Li in 2006 found that about 40% of the main effects in DOE experiments were 

significant. Comparisons to efficiency of DOE in scoliosis and spinal research will be made in each of the 

five controlled experiments using Dr. Dar’s average of 60% and Dr. Li’s average of 40% for significant 

factors [2]. 

An initial 163 papers involving DOE were reviewed. From this set of papers, five different scoliosis and 

spinal research papers have been analyzed, categorized, and examined. By looking at the number of input 

factors, controlled tests, output factors, and the overall average of significant variables, a statistical analysis 

can be conducted to determine the efficiency of each experiment’s DOE approach.  

Methods  

The five studies were chosen based on the abundance of information compared to other DOE studies in 

scoliosis and spinal research. These five studies had all the information regarding input factors, output 

factors, methods used, and average of significant variables present. There were approximately five scoliosis 

and spinal papers that were excluded due to the lack of information provided. Once a general analysis was 

done to determine that these papers had too little information, they were extracted. None of the research 

conducted in this study includes statistics from any of the extracted papers. A handful of other papers were 

either inaccessible or could not be found. These five papers were chosen because the studies conducted best 

summarize DOE in FEA spinal research. 

Results 
 
A summary of the papers reviewed are shown in Table 1. The author, year, number of input and output 

factors, tests, methods used, and average of significant factors are included. The purpose of this table is to 

narrow down the aspects of the study with the most importance.  
 
Table 1: Summary of papers reviewed 

Paper  Author/Year Input 

Factors 
Runs Method Output 

Factors 
Average of 

Significant 

Factors 

1 Duke/2008 6 32 ½ Factorial 10 56.67% 

2 Amaritsakul/2013 6 100 Taguchi 1 100.00% 

3 La Barbera/2014 14 Unknown Fractional 

Factorial 
1 21.43% 

4 Ghezelbash/2016 4 450 Full Factorial 4 25.00% 

5 La Barbera/2021 5 1080 Full Factorial 3 73.33% 



 
The pie chart below portrays the percentage of fractional and full factorial methods used in the five different 

experimental procedures. This information is useful because it can help make conclusions regarding the 

efficiency of each experiment based on the factorial design method used. 

 
Figure 1: Pie chart showing percentages of full and fractional factorial designs derived from the five derived experiments 

The bar graph below shows the efficiency of overall significance of main events in each of the considered 

studies. This information is used to compare the efficiencies from the different studies. 
 

 
Figure 2: Bar graph of overall average of important input factors on output factors 

 



Discussion and Conclusion 

The first experiment, authored and conducted by Dr. Duke in 2008, took a fractional factorial approach 

with 32 runs. The experiment consisted of six input factors and ten output factors. The overall average of 

significant input factors on the output factors from this experiment was 56.67% [4]. In terms of DOE, Dr. 

Duke’s experiment with utilization of a half fractional factorial, is slightly less efficient than Dr. Dar’s 

experiment in terms of the importance of each input factor relative to the output factors. However, Dr. 

Duke’s study was more effective than Dr. Li’s experiment in 2006.  

The second experiment, directed by Dr. Amaritsakul in 2013, used the robust Taguchi method with 100 

controlled simulations. The study had six input factors and one output factor. The percent average for the 

number of important factors was 100.00%. As presented in statistics, all factors for this experiment were 

significant. However, this is easier to achieve since the experiment only consisted of one output factor [5]. 

Though Dr. Amaritsakul’s study is proven to be more efficient than Dr. Li’s and Dr. Dar’s papers in terms 

of DOE; it cannot be concluded that the experiment would maintain its effectiveness if more factors and 

levels were added or considered.  

The third experiment by Dr. La Barbera in 2014 utilized a fractional factorial method with an unknown 

number of runs. The study consisted of 14 input factors and only one output factor. The average of 

significance in variables was 24.43%. The efficiency is lower in this study because of the larger amount of 

input variables. Therefore, this paper is less efficient than both Li et al. and Dr. Fazilat Dar’s original paper 

[6]. 

The fourth experiment conducted by Dr. Ghezelbash in 2016 took a full factorial approach with 450 

controlled tests. There were four input factors, four output factors, and the statistical significance of the 

input variables relative to the outputs was 25.00%. Regarding DOE, this study was less efficient than Dr. 

Li’s study in 2006 and Dr. Dar’s study in 2002 [7]. 

The fifth and most recent experiment, authored by Dr. La Barbera in 2021 also took on a full factorial 

approach. The study had five input factors and three output factors, with an overall factor significance 

average of 73.33%. This study was more effective than that of Dr. Dar’s and Dr. Li’s [8]. 

The range of efficiency in this paper was 75.57%, as the least efficient study had an effectiveness rate of 

24.43%, and the most efficient study was 100% effective. In the study that Dr. Li conducted back in 2006, 

the range of efficiency was 100% meaning there was more diversity in how efficient each of the papers 

were.  

At first, a hypothesis was made predicting that studies with fewer output factors had a higher probability of 

being more efficient since less possibilities were being considered. However, this turned out not to be the 

case. This is proven by Dr. La Barbera’s study in 2014, where only one output factor was considered. 

Although the experiment consisted of low output quantities, since the input quantities were large, the study 

ultimately became less efficient. Therefore, it can be concluded that lower output factors combined with 

higher input factors does not result in a more efficient study in terms of DOE.  
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