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Abstract

This thesis presents a comprehensive analysis of trigger algorithm efficiency for neu-

trino event detection in the Pacific Ocean Neutrino Experiment (P-ONE) detector.

Investigating muon, electron, and tau neutrinos, the study highlights distinctive inter-

action characteristics. Beginning with a detailed theoretical background, the research

covers the design and components of P-ONE, including the STRAW pathfinder and

principles governing muon track and cascade detection. Using a software framework,

simulations modeled a muon neutrino flux, monoenergetic muons, and full energy

spectra for neutrinos. Trigger algorithm development, reconstructable event selec-

tion, and string spacing optimization are discussed. Efficiency analyses, reveal a 70%

muon neutrino detection at 10TeV and over 90% efficiency for electron and tau neu-

trinos at 10TeV. The muon efficiency could also be increased to 85% if a second level

trigger algorithm with a factor 50 or more rate reduction can be developed.
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Juan José Miró, Tita y Chacho—for their endless and unconditional love and support,

which enabled me to achieve the fulfillment of this thesis. A heartfelt thank you goes

to my girlfriend, Fernanda Breña, who became my wonder wall when I needed it the

most, enduring not only the rough times but also the distance. Finally, I extend my

gratitude to Abraham, Alex, Karl, and Dima, who turned out to be a second family

to me, never letting me feel lonely for one second.

Esta va por Pierre.

iii



Table of Contents

1 Introduction 1

2 Background Theory 3

2.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1 Neutrino Discovery . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Neutrino Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Neutrino Oscillation . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.2 Neutrino Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Neutrino Mixing Angles . . . . . . . . . . . . . . . . . . . . . 9

2.3 Neutrino Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Neutrino Flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4.1 Astrophysical Neutrino Flux . . . . . . . . . . . . . . . . . . . 13

2.5 Neutrino Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5.1 Cherenkov Light . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5.2 Cherenkov Effect . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.5.3 Light Propagation . . . . . . . . . . . . . . . . . . . . . . . . 16

3 The Pacific Ocean Neutrino Experiment 18

3.1 Ocean Networks Canada . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 P-ONE Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Detector Readout . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3 STRAW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3.1 Attenuation Length . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.2 Potassium-40 Decay . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.3 Bioluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4 Detection of Muon Tracks and Cascades . . . . . . . . . . . . . . . . 34

3.4.1 Muon Tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4.2 Cascades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Neutrino Telescopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

iv



3.5.1 IceCube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5.2 Km3Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.3 Baikal-GVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Simulation 40

4.1 IceTray . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 Muon Neutrino Flux . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.3 Monoenergetic Muons . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Muon Neutrino Full Energy Spectrum . . . . . . . . . . . . . . . . . . 46

4.5 Cascade Simulation Full Energy Spectrum . . . . . . . . . . . . . . . 47

4.6 Optical Module Response . . . . . . . . . . . . . . . . . . . . . . . . 47

5 Trigger Algorithm 49

5.1 Noise Rate Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.2 DOM Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3 Selection of Reconstructable Events . . . . . . . . . . . . . . . . . . . 55

5.4 String Spacing Optimization . . . . . . . . . . . . . . . . . . . . . . . 56

5.5 Mono-Energetic Muon Efficiency . . . . . . . . . . . . . . . . . . . . . 58

5.5.1 PMT Rate Cutoff . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.5.2 Adaptive Trigger . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.5.3 True Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.6 Efficiency vs. Neutrino Energies . . . . . . . . . . . . . . . . . . . . . 67

5.6.1 Muon Neutrino Efficiency . . . . . . . . . . . . . . . . . . . . 67

5.6.2 Electron Neutrino Efficiency . . . . . . . . . . . . . . . . . . . 69

5.6.3 Tau Neutrino Efficiency . . . . . . . . . . . . . . . . . . . . . 70

6 Conclusions 73

Bibliography 76

Appendix A: Simulation Output 82

v



List of Tables

3.1 Data size for every coincidence trigger. . . . . . . . . . . . . . . . . . 24

3.2 Results of the measured attenuation length compared to the Geant4

cross-check for different wavelengths.[33] . . . . . . . . . . . . . . . . 29

3.3 Attenuation lengths from different neutrino experiment locations: Baikal-

GVD, km3Net, IceCube and STRAW respectively. . . . . . . . . . . . 29

5.1 Example of a list of 10ns window sets sorted by time for a DOM. . . 54

vi



List of Figures

2.1 Table of The Standard Model of Particle Physics. . . . . . . . . . . . 5

2.2 Neutral Current and Charged Current neutrino interactions. . . . . . 11

2.3 Cosmic Neutrino flux schematic (2012) with respect of energy from

different neutrino sources. . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4 Representative example of various neutrino sources across decades of

energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 Sound wave emission schematic. . . . . . . . . . . . . . . . . . . . . . 16

3.1 Diagram of the Ocean Networks Canada Western Infrastructure for

monitoring the Pacific Ocean. . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Diagram of the Cascadia Basin. . . . . . . . . . . . . . . . . . . . . . 20

3.3 Proposed ten-string detector for P-ONE. . . . . . . . . . . . . . . . . 21

3.4 Proposed full detector for P-ONE. . . . . . . . . . . . . . . . . . . . . 22

3.5 Digital Optical Module (DOM) design for the P-ONE experiment. . . 22

3.6 Schematic of the two mooring lines from the STRAW mission. . . . . 27

3.7 Gaussian fits to coincident detection rate distributions of STRAW data. 31

3.8 Distribution of the levels of PMT coincidences in an Optical Module

and the total rate from 40K. . . . . . . . . . . . . . . . . . . . . . . . 32

3.9 Rate of a single photomultiplier over two minutes, measured in 30ms

intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.10 Distribution of a single PMT background rates measured over two years

of STRAW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.11 Illustration of a cascade, a track, and a double bang recorded in the

IceCube Observatory. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.12 Energy loss of muons for different materials. . . . . . . . . . . . . . . 36

4.1 Illustrative process of a simulation. . . . . . . . . . . . . . . . . . . . 42

4.2 Energy distribution of sample events. . . . . . . . . . . . . . . . . . . 45

vii



5.1 Average single DOM rate vs. PMT rate for different PMT coincidences

in a DOM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.2 Number of events seen per year for 10TeV-10PeV muons weighted to

an Astrophysical flux of a single power law and an Atmospheric flux. 57

5.3 Efficiency response depending on the maximum single DOM average

rate permitted by limiting the rate on each individual DOM. . . . . . 60

5.4 Fraction of time a certain n-PMT coincidence in a DOM is below the

corresponding single DOM rate limit bin. . . . . . . . . . . . . . . . . 62

5.5 Efficiency response depending on the maximum single DOM average

rate permitted by adapting the number of PMT hits required to trigger

the DOM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.6 Fraction of time the detector rate is under the 8kHz limit when the

DOM rate limit is set to 29Hz and 37Hz respectively. . . . . . . . . . 65

5.7 Efficiency response when the detector rate is set to 29Hz and 37Hz

respectively per DOM. . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.8 Muon neutrino efficiency at different energies. . . . . . . . . . . . . . 68

5.9 Electron neutrino efficiency at different energies. . . . . . . . . . . . . 70

5.10 Tau neutrino efficiency at different energies. . . . . . . . . . . . . . . 71

A.1 Example of simulated events as seen through the Dataio-Shovel interface. 83

A.2 MMCTrackList key of a simulated muon. . . . . . . . . . . . . . . . . 84

A.3 I3MCTree key of a simulated muon. . . . . . . . . . . . . . . . . . . . 85

A.4 The I3Photons key contains a list of all photons. . . . . . . . . . . . . 86

A.5 The trigger pulse map key contains the list of PMT hits on each DOM

and on every string. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

viii



Chapter 1

Introduction

Neutrinos are considered an ideal astrophysical messenger since they offer the oppor-

tunity to explore the universe up to its highest energy frontiers. After the discovery

of an astrophysical neutrino flux by the IceCube Neutrino Observatory in 2013[1],

the subsequent identification of a link between these neutrinos and a γ-ray emitting

blazar in 2017[2], and the most recent discovery of a second neutrino source from the

active galaxy NGC 1068 in 2022[3], a global initiative has been underway to enhance

exposure to astrophysical neutrinos significantly.

Ocean Networks Canada (ONC), an oceanographic observatory, provides a novel

opportunity for constructing a large-volume neutrino telescope. The Cascadia Basin,

situated at a depth of 2660 meters and powered by ONC, has been chosen to host

the Pacific Ocean Neutrino Experiment (P-ONE). P-ONE will be designed as a new

telescope for TeV-PeV neutrinos. The work on this thesis delves into the initial

strategy for triggering the P-ONE detector.

Neutrinos, due to their neutral charge nature and interaction solely through the

weak force, offer a distinctive avenue to investigate cosmic phenomena inaccessible

to photons due to limited penetration depth, energy, or absorption along their jour-

ney to Earth. With neutrinos, it becomes possible to explore particle acceleration

from extragalactic sources and particle interactions above the PeV scale. In addition

to serving as a complementary astrophysical messenger to photons and providing a

1



baseline for neutrino oscillation studies, high-energy neutrinos hold the potential to

unveil the identity and nature of dark matter.

The P-ONE detector site will be deployed underwater instead from in ice, be-

cause water has a larger scattering length than ice at 450m wave lengths desired for

Cherenkov radiation detection, allowing for better neutrino timing reconstruction.

(See section 2.5) Despite the higher background rate found in Cascadia Basin, (see

section 3.3.3), which makes the triggering mechanism harder, the benefits of having

a multi-km large detector, and a longer scattering length in water than ice, allows for

the success of the experiment. (See section 3)

Trigger algorithms play a pivotal role in distinguishing relevant signals from back-

ground. The objective of this thesis is to maximise the trigger efficiency for all

flavours while maintaining the detector limitations. There are two main sources of

background in the P-ONE site. The first one is given by potassium-40 decays in

the water and the second one is the presence of many living organisms capable of

emitting bioluminescence. Moreover, the current bandwidth availability for trigger-

ing the detector represents a limiting factor of how much information the detector

can process. The necessity of an optimal trigger strategy is imperative to be able

to maximise the efficiency on detecting high-energy neutrino events despite the high

rates of background.

The analysis was conducted through simulation and with the results obtained by

P-ONE’s first pathfinder after two years of data collection in the region. The latter

provided the baseline to develop a bioluminescence model, that allowed for the esti-

mation of trigger rates in the detector. The developed trigger algorithms accounted

for the effects of the bioluminescence model in the efficiency, and the selected triggers

were tested on each neutrino flavour at different energies.
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Chapter 2

Background Theory

2.1 The Standard Model

The Standard Model of particle physics represents a triumph of human intellect and

collaboration, offering a comprehensive framework for understanding the fundamental

particles and forces that govern the universe. Over several decades, it has successfully

accounted for a wide array of phenomena, like electromagnetism, the weak nuclear

force and the strong nuclear force, and has provided predictions verified through

experimental data.

The journey toward the establishment of the Standard Model began with the uni-

fication of the electromagnetic and weak nuclear forces by Sheldon Glashow, Abdus

Salam, and Steven Weinberg in the 1970s,[4] which laid the foundation for the elec-

troweak theory. This theoretical breakthrough addressed a question regarding the

fundamental forces in the universe, but it also predicted the existence of massive,

electrically neutral particles known as the W and Z bosons.

Figure 2.1 shows the table of the Standard Model of particle physics. It is divided

into three main groups:

Quarks: Elementary particles and fundamental constituents of matter. They

possess fractional electric charges and are never found in isolation, due to the strong

force, which binds them together, with the exception of the top quark that decays

faster than it forms a bound state. The combination of up and down quarks form the

3



atoms nuclei: protons and neutrons.

Leptons: Elementary particles that do not interact via the strong force. They can

possess negative electric charge and fractional spin, defined as 1
2
, such as the electron,

muon and tau. Neutrinos are also part of the lepton group, but they have neutral

charge and can only interact via the weak force.

Bosons: They gauge bosons (spin-1) mediate the fundamental forces in the uni-

verse. The photon (mediator of electromagnetic force), W and Z bosons (mediators

of weak nuclear force), and the gluon (mediator of the strong nuclear force). Lastly,

the Higgs boson that is responsible for giving mass to other fundamental particles

through the Higgs mechanism.

2.1.1 Neutrino Discovery

The quest to detect neutrinos commenced in 1930 when a problem had arisen in the

study of nuclear beta decay. We now know that beta decay is the process where an

unstable atom radioactively decays into a more stable one while producing an electron

(positron) and a neutrino, but at the time it was only believed that the decay only

produced an electron. However, experiments showed that the conservation of energy

was not preserved in the reaction. Pauli was the first to suggest that the ”missing”

energy was in fact another particle emitted along with the electron, that he named:

neutron. In 1933 Fermi presented the theory of beta decay where Pauli’s particle

was incorporated with the quality that it needed to be extremely light. The first

direct evidence of their existence was furnished by the Cowan-Reines experiment

in 1956.[6] This experiment successfully detected antineutrinos emitted by nuclear

reactors through their interactions with protons, providing empirical support for a

new family of particles.

Neutrinos, categorized into three flavours (electron, muon, and tau), are charac-

terized by their exceptionally weak interactions with matter at low energies. This

elusive nature earned them the nickname ”ghost particles.” The successful detection

4



Figure 2.1: Table of The Standard Model of Particle Physics [5]. It is divided into
three main groups: quarks, leptons and bosons.

of neutrinos represented a momentous achievement in particle physics by confirming

Pauli’s prediction of the existence of a very light neutral particle that Fermi eventually

called: neutrino [7].
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2.2 Neutrino Properties

Neutrinos are elusive particles with unique properties that make them intriguing

subjects of study in the field of particle physics. In this section, we explore their

known properties, which play a critical role in their detection.

2.2.1 Neutrino Oscillation

With the discovery of the neutrino, a new approach to understand the nuclear effects

happening at the centre of the Sun was possible. Since 1938, the pp chain process,

was the one followed to describe the fusion nuclear processes in the Sun’s core. This

process consisted of the following [8]:

• Two protons make a deuteron:

p+ p → d+ e+ + νe

• Deuteron plus proton makes 3He:

d+ p → 3He + γ

• Helium-3 makes alpha particles or 7Be:

3He + p → α + e+ + νe

3He + α → 7Be + γ

• Beryllium makes alpha particles:

7Be + p → 8B + γ

8B → 8Be∗ + e+ + νe

8Be∗ → α + α

6



The alpha particles from this interaction can take thousands of years to get from

the centre to the surface of the Sun, hindering drawing any significant conclusions on

its nature.

On the other hand, the initial reaction,

p+ p → d+ e+ νe

emit neutrinos that can travel through the surface without interacting with any other

nuclei, making it possible to study the initial reaction of the nuclear fusion process

in the Sun. In 1968, Davis et al.[9] reported the first detection of solar neutrinos by

using a tank of cleaning fluid which contained Chlorine, so the neutrino gets absorbed

by the element and converted to Argon in the reaction. Essentially:

νe +
37Cl → 37Ar + e.

The number of neutrinos detected was less than half of the one predicted. Thus was

born the solar neutrino problem.

In 1968, Pontecorvo proposed that the neutrino produced by the sun is transform-

ing in flight into a different flavour. This mechanism is now what we call neutrino

oscillation.[8] Simply explained, it is the quantum mechanics of mixed states. Con-

sidering only νµ and νe, the stationary states of a neutrino is the orthogonal linear

combination of both, as equation 2.1 shows.

ν1 = cos θ νµ − sin θ νe; ν2 = sin θ νµ + cos θ νe (2.1)

After adding time dependence to each neutrino: e
−iE1t

ℏ , and solving for νµ from

equation 2.1, it is possible to obtain the probability of transitioning between flavours

as a function of time, like equation 2.2 shows.

Pνe→νµ =

[︃
sin(2θ) sin

(︃
(m2

2 −m2
1)c

4

4ℏE
t

)︃]︃2
(2.2)
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From function 2.2 it is now evident that the probability of being at any flavour

state follows a sinusoidal function, meaning that a neutrino can oscillate across all

flavours. In order to find the maximum probability of oscillation then, after a partic-

ular distance:

L =
2πℏE

(m2
2 −m2

1)c
3
,

the probability of conversion hits a maximum. This is telling us that for this phe-

nomenon to happen, the ∆m2 term should be different than zero, suggesting that

neutrinos have a non-zero mass.

Notice that there is a requirement of a mixing angle θ and the masses must be

unequal and greater than zero, for oscillations to occur. This will be covered later in

section 2.2.3.

In 2001, the Super-Kamiokande collaboration and the Sudbury Neutrino Obser-

vatory (SNO) collaboration, confirmed the theory of neutrino oscillations. The SNO

experiment used heavy water (D2O) and solar neutrinos. The virtue of heavy water

is that the neutrons present allow for detection of both electron neutrinos and the

total neutrino flux.[10] Comparatively, Super-Kamiokande used ordinary water, and a

larger detector size, that increased the statistics of the detection of electron neutrinos,

because their detection method focused on the elastic neutrino-electron scattering.[11]

Both experiments showed consistency on their measurements and in 2002 [12], SNO

published the result that solved to the solar neutrino problem showing that:

θsol ≈
π

6
, ∆(m2

sol) ≈ 8× 10−5 (eV/c2)2

2.2.2 Neutrino Mass

Since there are three known neutrino flavours, there are three mass splittings: ∆m21,

∆m31 and ∆m32. Unfortunately, with neutrino oscillations it is only possible to

determine the difference between the masses squared, but not the actual mass of

the particle. It has been already measured a small difference between m1 and m2
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(∆m2
21 ∼ 0.0001 (eV/c2)2), but a larger difference to m3 (∆m2

32 ∼ 0.003 (eV/c2)2).[8]

This has two possible interpretations, either the lightest is the first generation, like the

quark and lepton masses, and the heaviest is the third, meaning that m3 > m2 > m1,

or that there is an inverted mass hierarchy on neutrinos: m2 > m1 > m3.

Currently the only direct mass measurements have so far only put an upper bound

limit on the mass. This is done by looking at the beta-decay spectrum of tritium [13].

The tritium molecule is an example of an unstable radioactive atom whose decay is

composed by a 3HeT+ molecule, an electron and an electron neutrino.

The KATRIN collaboration published an upper bound limit of mν < 0.8eV/c2

using this method.[14]

2.2.3 Neutrino Mixing Angles

The mixing state of a neutrino is composed by the three neutrino flavours and their

mixing angle. The Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix relates the

neutrino eigenstates with the neutrino flavours as seen in equation 2.3, where U can

be expressed in terms of the three angles θ12, θ13 and θ23 and a complex phase factor

(δ). Equation 2.4 shows the U matrix, where cij = cos θij and sij = sin θij.

⎛⎜⎜⎜⎝
νe

νµ

ντ

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
ν1

ν2

ν3

⎞⎟⎟⎟⎠ (2.3)

U =

⎛⎜⎜⎜⎝
c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

⎞⎟⎟⎟⎠ (2.4)

The neutrino mixing angle matrix is not diagonal, unlike the quark mixing angle

matrix which is mostly diagonal. Two of the leptonic mixing angles are known to be

large θ12 ≈ θsol = 34± 2◦ and θ23 ≈ θatm = 45± 8◦. On the other hand θ13 is known

to be less than 10◦.
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2.3 Neutrino Interactions

Neutrino interactions with matter are essential for their detection. Neutrinos only in-

teract via weak interactions, making them difficult to capture. Two types of neutrino

interactions are prominent:

Charged-Current (CC) Interactions: In CC interactions, a neutrino interacts

by exchanging a W boson with a target nucleus or electron. These interactions are

crucial for studying the neutrino’s flavour-changing properties. In equation 2.5 it

is shown how when a neutrino from any flavour νl interacts with a nucleon N , the

product of the interaction are the charged lepton from the corresponding neutrino

flavour l plus a hadronic shower of particles X.

CC : νl +N → l +X (2.5)

Figure 2.2 shows a Feynman diagram of a charged current interaction between a

neutrino and a quark via a W boson. The product is a lepton and a quark with a

different flavour.

Neutral-Current (NC) Interactions: In NC interactions, a neutrino interacts via

the exchange of a Z boson. These interactions are sensitive to the weak neutral current

and are vital for understanding neutrino properties. In equation 2.6 it is shown how

when a neutrino from any flavour ν interacts with a nucleon, the interaction product

of a NC interaction are the neutrino from the same flavour ν plus a hadronic shower

X if enough energy is transferred to the nucleus.

NC : νl +N → νl +X (2.6)

Figure 2.2 shows a Feynman diagram of a NC interaction between a neutrino and

a quark via a Z boson. Contrary to the CC case, the product is a neutrino and a

quark.

Neutrino cross sections are measures of the likelihood of neutrino interactions with
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Figure 2.2: Neutral Current neutrino interaction of a neutrino interacting with a
quark via Z boson, resulting in a neutrino and quark product. (Left) Charged Current
neutrino interaction of a neutrino interacting with a quark via W boson resulting in
a lepton and quark product. (Right)

matter. They depend on the neutrino energy, the type of interaction, and the target

material.

Understanding neutrino interactions and cross sections is pivotal for designing ex-

periments that aim to detect and study neutrinos, from solar and atmospheric neu-

trinos to neutrinos produced in particle accelerators and nuclear reactors.

2.4 Neutrino Flux

Understanding neutrino fluxes, the flow of neutrinos per unit area, is important in

order to be able to calculate the expected event rates. These fluxes are highly depen-

dent on the source of neutrinos, whether they originate from astrophysical sources

like supernovae, the Sun, or cosmic rays interacting with Earth’s atmosphere. The

discovery of the astrophysical flux was made by IceCube in 2013[1], where they ob-

served a high-energy neutrino flux from extrasolar sources, offering a new way to look
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into the universe.

Figure 2.3 shows an schematic of all the known neutrino fluxes from different

neutrinos sources. Despite the predicted flux of cosmological neutrinos, which are the

neutrinos remaining from the Big Bang, their small energies make them impossible to

detect with our current technology. On the other side of the spectrum, the Cosmogenic

neutrinos are those who are emitted by an extra-galactic cosmic ray source. There

has not been a detection of a Cosmogenic neutrinos yet.

Figure 2.3: Cosmic Neutrino flux schematic (2012) with respect of energy from dif-
ferent neutrino sources. At low energies we find cosmological neutrinos which are the
neutrinos remaining from the Big Bang. Despite their high flux, their low energies
makes them impossible to detect with out current technologies. On the other side
of the spectrum, the Cosmogenic neutrinos are those who are emitted by an extra-
galactic cosmic ray source. The Cosmogenic neutrinos are yet to be detected.[15]

For a better comparison, figure 2.4 shows a representation of the neutrino cross
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section vs. the neutrino energy. It is clear that low energy neutrinos, like the cos-

mological flux, have the smallest cross section, making its detection impossible with

the current neutrino detectors. At the same time, as the energy increases, their cross

sections do too, but the flux decreases. The increased cross-section is beneficial for

the detection of neutrinos because it means a larger amounts of light emitted in the

detector.

Figure 2.4: Representative example of various neutrino sources across decades of
energy. The electroweak cross-section for the scattering on free electrons as a function
of neutrino energy is shown for comparison. The peak at 1016 eV is due to the
Glashow resonance, a phenomenon that only happens at really high energies and
yields a distinct signature from all the previous ones. Beyond this energy, the cross
section stops increasing with energy.[16]

2.4.1 Astrophysical Neutrino Flux

Astrophysical neutrinos, originating from distant astrophysical sources such as active

galactic nuclei, possess properties that make them particularly appealing for the con-
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struction of large neutrino detectors.[17] Their high energies allow them to traverse

cosmic distances, making them messengers from the most extreme environments in

the universe. Their ability to travel through vast cosmic distances without significant

absorption in matter makes them valuable for studying astrophysical phenomena that

produce them. Large neutrino telescopes like IceCube[18] and KM3NeT[19] are de-

signed to observe these high-energy neutrinos and reveal the most energetic processes

in the cosmos.

2.5 Neutrino Detection

Neutrino detection has proved to be a challenging process. Given how small neutrino

cross section is, many new detection techniques have been developed in order to detect

them. The multiple detection techniques designed as of today, depend highly on the

source of neutrinos. For instance, solar neutrinos come with an abundant flux and

the energy ranges from the keV −MeV. Low-energy neutrinos are best detected with

a denser detector array i.e.Super Kamiokande and SNO[20, 21], than with a massive

one i.e.the IceCube detector.[18] On the other hand astrophysical neutrinos have a

heavily suppressed flux, but their energies can get up to the PeV range. Large, sparse

neutrino detectors are consequently built to compensate the small cross section of the

neutrino, as well as to cover a larger volume that allows a larger exposition to smaller

fluxes, like the astrophysical flux. Detecting neutrinos usually involves observing

either the muon produced in the interaction, the hadronic part of an interaction

and/or if a charged interaction occurs, the observation of a charged lepton depending

on the flavour of the neutrino.

2.5.1 Cherenkov Light

The fundamental working principle of water/ice neutrino detectors lies in the detec-

tion of Cherenkov light from charged secondary particles created in neutrino interac-

tions with the detector medium.
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During CC neutrino interactions, most of the energy is carried away by the lepton,

with the rest of the energy deposited in hadronic or electro- magnetic particle showers

[22]. These showers produce Cherenkov light that can be detected by photodetectors.

2.5.2 Cherenkov Effect

When a charged particle moves through a material, it induces a polarization of the

surrounding matter. If the particle exceeds the speed of light in that material, the

wave patterns form a cone around the particle, leading to the emission of light that

is perpendicular to this cone. This phenomenon is commonly referred to as the

Cherenkov effect. [23]

The Cherenkov cone is similar to the one created when an object travels faster

than the speed of sound; a sonic boom. Figure 2.5 shows on the left an illustration

of the sound waves emitted by an object as it propagates through space, it is the

regular Doppler effect. In contrast, at the right there is displayed an illustration of an

object emitting sound waves but it is moving faster than the speed of sound. Since

the source is traveling faster than the waves, the waves never catch up to the source,

hence creating this particular cone.

Given a material refractive index n, the speed of light in that medium will be given

by cn = c0
n
. From this, the angle of light emitted by a particle travelling at speed v,

is calculated with:

cos θ =
c0
v · n

.

Considering water has a refractive index of n ≈ 1.3, for a highly relativistic particle,

c0/v ≈ 1, the Cherenkov angle is around 41◦.

The number of emitted Cherenkov photons is given by Frank-Tahmm formula[24]

shown in equation 2.7. N , the number of photons, depends mostly on λ; the wave-

length, and x; the distance traveled by the particle. Naturally this phenomenon also

depends on the fine structure α of the medium and the charge of the particle z. In
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Figure 2.5: Object emitting sound waves propagating through space. (left) Object
moving faster than the speed of sound. It does not allow the sound waves to catch
up to the source creating a sonic boom cone.(right)

water and ice, the typical wavelength spectrum is constrained from 300nm to 600nm

with around 3× 104 photons emitted per metre. [25]

dN

dλdx
=

2παz2

λ2
· (1− 1

β2n2(λ)
) =

2παz2

λ2
· sin2(Θ) (2.7)

2.5.3 Light Propagation

In water light undergoes two types of physical interactions: scattering changes the

direction of the photon, and absorption when the photon is lost inside the water

molecule. The combination of both is called light attenuation and can be obtained by

adding the inverse of both scattering and absorption lengths as equation 2.8 shows,

where La is the absorption length and Ls is the scattered length.

Latt =

(︃
1

La

+
1

Ls

)︃−1

(2.8)

The two most common ways to quantify either the absorption length and the

scattering length of the photon is with the following parameters[26]:

• The absorption length La(λ), with λ being the wavelength of the photon. It
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describes the exponential decrease of non-absorbed photons as a function of

distance. As shown in equation 2.9.

N = N0 · e
−r
La (2.9)

• The scattering length Ls(λ), and it is defined as the exponential decrease of the

number N of non-scattered photons as a function of distance.

N = N0 · e
−r
Ls (2.10)

• The effective scattering length (Leff), defined in equation 2.11, that depends on

the geometrical scattering length and the mean cosine of the scattering angle

θ. Leff is a ”normalization” of the scattered length for different scattering angle

distributions to one with ⟨cos(θ)⟩ = 0. [27]

Leff =
Ls

(1− ⟨cos(θ)⟩) (2.11)
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Chapter 3

The Pacific Ocean Neutrino
Experiment

The Pacific Ocean Neutrino Experiment (P-ONE)[28] is a new initiative with a vision

of constructing a multi-cubic kilometre neutrino telescope, to expand our observable

window of the universe at higher energies and study high energy interactions. It will

be installed 2km deep underwater in the Cascadia Basin off the west coast of the

Vancouver Island in British Columbia, Canada, using the infrastructure provided by

Ocean Networks Canada.[29]

Following IceCube’s discovery of an astrophysical flux of neutrinos in 2013,[1, 30]

and the following link between these neutrinos and γ-ray emitting blazar in 2017,[2]

an international effort has started to improve the integral exposure to astrophysical

neutrinos that would provide insights of the processes happening inside active-galactic

nuclei. Ocean Networks Canada (ONC), an oceanographic observatory, offered a new

opportunity for the construction of a large neutrino detector. P-ONE, as a new

detector for TeV-PeV neutrinos will be built using a modular deployment approach.

With neutrinos as astrophysical messengers, the physics of particle acceleration,

particle interaction above PeV, and other neutrino interactions under extreme energy

conditions can be explored with P-ONE.[31]

As already demonstrated by IceCube [1], in order to achieve high sensitivity to

astrophysical neutrinos, a volume of a cubic-kilometre or higher detector is needed.
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The ground breaking discovery of observing an isotropic astrophysical neutrino flux

at the TeV-PeV scale, suggests the existence of an unknown class of extra galactic

astrophysical objects that are accelerating protons to at least 1016 − 1018 eV. P-

ONE will aim to look into the remaining areas of space that has not been looked

into by IceCube.[29] In addition to this, water has a longer scattering length than

ice, and a shorter absorption length, allowing for a better timing resolution for the

reconstruction of some events, i.e. tau reconstruction, due to their double bang

signature that characterizes them. This will be reviewed later in section 3.4.

3.1 Ocean Networks Canada

The construction and implementation of P-ONE is supported by Ocean Networks

Canada (ONC), an oceanography observatory with over 800km of an underwater-

cabled network monitoring the west and east coasts of Canada. ONC uses cabled

observatories, remote control systems and interactive sensors that would provide in-

sights on deep ocean observing, natural hazards and ocean soundscapes.[32]

Figure 3.1 shows the 800km NEPTUNE observatory and the 50km VENUS obser-

vatory. NEPTUNE will become the hosting network for P-ONE. The node is located

in the Cascadia Basin, which is a heavily sedimented abyssal plain located 2660m

below the sea level. See figure 3.2. [32]

Its characteristic environment consists of below 2◦C temperatures, pressures of

300atm, and complete absence of light from the sun. Despite the extreme conditions

there are a large variety of organisms that have adapted to such conditions and which

live in the region.

3.2 P-ONE Design

The first stage of P-ONE will consist on 10 string segments that are to be deployed

deep underwater in the NEPTUNE observatory in Cascadia Basin at approximately
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Figure 3.1: A diagram of the Ocean Networks Canada Western Infrastructure for
monitoring the Pacific Ocean. This contains the NEPTUNE and VENUS observato-
ries. Source: [32]

Figure 3.2: Diagram of the Cascadia Basin, the site where P-ONE will be installed,
and former site of STRAW and STRAW-b pathfinders. Source: [32]

2600m. Each string will consist of 20 Digital Optical Modules (DOMs), where at

least two of which will be calibration modules. There is a 50m separation between
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DOMs on the string, starting at 50m from the ocean floor, adding up to a 1050m

long detector line. See figure 3.3.

Figure 3.3: Proposed ten-string detector for P-ONE. Left: 3D projection of the 20
DOMs string with the buoy on top. Right: Geometry of the selected string array as
seen from above. The separation distance between strings is 80m.(not-scaled)

In order to cover a larger volume, a detector consisting of 7 ten-string cluster is

proposed; strategically arranged to best detect muon tracks and cascade events. See

section 3.4. Figure 3.4 shows the initial proposal of the geometry of the full 70-string

detector and the geometry of the 10-string cluster.

The first ten-string cluster will be an hexagonal array of strings with a separation

distance of 80m between strings. In section 5.4 an exercise was conducted in order to

find the most optimal string separation for the detector. At the bottom of each string

there will be a mini Junction Box (mJB) that anchors to the ocean floor. The mJB

of each string is connected to a Cluster Junction Box (CJB), that is connected to the

node provided by ONC that brings the network to shore. In order to keep the strings

vertical, a buoy will be added at the top of the mooring line so it keeps the string

straight. Figure 3.3 shows the first cluster detector geometry, from a 3D perspective

and from above.

Each DOM will consist on an arrangement of 16 PMTs, with 8 on each hemisphere
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Figure 3.4: Proposed full detector for P-ONE. Displayed there is an example of a
muon track going through the volume, hitting three separate clusters.[11]

Figure 3.5: Digital Optical Module (DOM) design for the P-
ONE experiment. There is a total of 16 PMTs (showcased as
the yellow elements) divided into two 8-PMTs hemispheres.
Notice the titanium ring between both hemispheres. The
cable that connects multiple DOMs in a string crosses the
DOM in the centre, through the titanium ring.[28]
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of the DOM. There will be a titanium ring separating both hemispheres, which is the

dedicated space for cables. The string cables will come out directly from the top and

bottom of the sphere. Figure 3.5 shows an illustration of a DOM.

3.2.1 Detector Readout

Each DOM, composed of 16 PMTs, is connected to its neighbouring DOM by a 10Mb

copper ethernet link, this means that each DOM will only have 5Mb for triggering

and readout. The string connection to the mJB is 1000Mb copper ethernet link. The

cluster contains 10 strings connected to the CJB over a 1Gb link. The CJB to shore

connection is 1Gb too.

The P-ONE detector has four distinct hardware levels relevant to the trigger sys-

tem. Since there is the need, for multiple trigger algorithms at each of these stages

we use the terminology of Level to denote them. The three key levels are:

L1: These triggers are generated by a single DOM and are typically based on a

number of PMTs in the DOM.

L2: Triggers at this level are the result of an algorithm running at the detector level.

This means that the whole detector looks for an event instead of triggering on

every DOM. The triggers are sent out to all optical modules with a time window

and cause every optical module to readout the corresponding waveform data to

the shore. This provides a full-detector readout that allows for coincidences of

multiple DOMs. This trigger is limited by the total readout bandwidth available

from the detector to shore.

L3: This is the final trigger level and is designed to be implemented on-shore in

a data centre where there will be sufficient resources to run an initial event

reconstruction to further reduce the event rate before the data are stored. This

level is limited by how much storage space we can afford.
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The lowest level trigger is a coincidence of PMTs in a DOM. The trigger contains

the time stamp and details of a PMT coincidence at the level of a DOM. For the

purposes of this document we will assume that a 32-bit, 10ns timestamp is sufficient

to resolve any timing ambiguities within the trigger and data acquisition. Along with

the 32-bit time stamp, we assume that a 16-bit coincidence mask showing the hit

PMTs in the DOM plus an additional 16-bits of information that may include time

over threshold information will be sent making each trigger coincidence have a size

of 8 bytes. See table 3.1.

Time Stamp PMT hits in DOM Event Features Total

32-bit 16-bit 16-bit 8 bytes

Table 3.1: Data size for every coincidence trigger. Every trigger will include the time
stamp, the number of PMT hits in a DOM and some relevant event features, like
time over threshold.

For the data readout we assume that a 50ns portion of the PMT waveform will

be read out, corresponding to 10 Analog-to-Digital-Converter (ADC) samples. Since

the ADC data has a 12-bit resolution this means 15 bytes of ADC data to which we

add 4 bytes of time stamp and 1 byte for the PMT number leading to a total of 20

bytes per PMT hit.

Triggering P-ONE will, as far as each DOM is concerned, be a two-stage process.

Each DOM will send out a trigger packet based on local coincidences. Some central

logic will collect these and decide whether to trigger a readout and, if a readout is

triggered each DOM will receive a readout window and will readout all the PMT hits

corresponding to that window.

The size of the DAQ window is 5µs and the average PMT noise rate is 50kHz,

which is the median background rate measured in the region, (see section 3.3.3), for

each of the 16 PMTs in every DOM. This means that we expect each DOM to have,

on average, 4.0 hits per readout. We previously estimated the data size of each hit to

be 20 bytes and so this means that for every event readout each DOM will be sending
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80 bytes of data.

If the rate of coincidence triggers per DOM is rc and the rate of event readout is rr

then the total bandwidth in bytes per second used per DOM is equation 3.1, where

nc is the number of bytes sent per coincidence and nr is the number of bytes sent per

readout.

BDOM = ncrc + nrrr (3.1)

Since we know the total bandwidth per DOM and have estimates for both data

sizes in order to calculate the maximum rates we need to know how rc and rr are

related. This depends on the trigger algorithm which receives the coincidence events

and decides whether a full readout is warranted. To keep this simple we will assume

that this algorithm will only look for coincidences in a DOM to trigger. In this

case, the rate of readouts is given by equation 3.2, where rr is 200 times the rate

of coincidence trigger per DOM because the detector is composed by 200 DOMs.

Substituting this into our expression for the bandwidth per DOM we get equation

3.3.

rr = 200rc (3.2)

BDOM = rc[nc + 200nr] (3.3)

For the case where we only trigger on one DOM; where we fire the readout for

every DOM coincidence we get equation 3.4. Substituting the known variables, we

get a single DOM coincidence rate of 39Hz, which corresponds to 7800Hz for the full

cluster.

rc =
BDOM

nc + 200nr

(3.4)
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These results are very important because they represent the maximum rate the

detector can handle before saturating the available bandwidth.

3.3 STRAW

In 2017 the STRings for Absorption length in Water (STRAW) mission was created.

STRAW mission was the pathfinder whose goal was a systematic, step-by-step in-

vestigation of the in-situ optical transparency and ambient background light of the

P-ONE site. The experiment took data underwater, at Cascadia Basin for 4 years

combined, where they measured the optical properties of water, and provided initial

estimates of bioluminescence, potassium-40 decays and deep-water biofouling.[33]

It consisted of two optical module lines, with 4 optical modules each. They were

instrumented with light emitter modules and and light receiving modules mounted at

different heights from the seafloor. The light emitter module called Precision Optical

Calibration Module (POCAM), provided an isotropic and 4-8ns pulse of light. The

light receiving module, or STRAW Digital Optical Module (sDOM), consisted on two

PMTs: one facing upwards, the second; downwards. The POCAM was equipped with

a LED that flashed different wavelengths of light, and it was synchronized with the

sDOMs in order to measure the attenuation length of the water. At the same time

the sDOMs also monitored the background light produced by the radioactivity from

the 40K decay and bioluminescence. The first module was 30m above the sea floor,

and the remaining 3 modules were spaced out such that the top module was at 110m

from the sea floor. The precise details of module height, total string length and the 37

module separation is shown in figure 3.6.[34] By 2018 both lines were already taking

data of the region were P-ONE will be installed. Figure 3.6 shows a diagram of the

completed STRAW pathfinder.

The site proved to be ideal for a construction of a new neutrino detector, with weak

ocean currents of 3 to 7 cm/s, stable temperatures of 2◦C and pre-existing underwater

infrastructure to power the detector and send the data acquired to shore.[35]
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Figure 3.6: Schematic of the two mooring lines from the STRAW mission. Each
optical module has got a couple of PMTs facing opposite directions.[34]

STRAW results on attenuation length, 40K decay and bioluminescence rates after 4

years are the baseline on which the trigger mechanism analysis will be conducted.[36]
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3.3.1 Attenuation Length

The primary analysis of the paper was concentrated on the optical attenuation length

of the seawater. Light was emitted from the POCAMs with intensity I0. Travelling

through water, absorption and scattering will reduce the initial intensity of the light.

With the light detected by the sDOMs from the POCAMS, the fraction of events

detected is used to estimate the attenuation length.

When considering the intensity measured at a distance, it’s important to note that

scattered light, although contributing to the overall measurement, follows a longer

path than direct light, resulting in a delayed arrival. Utilizing timing information be-

comes crucial in effectively filtering out scattered light, minimizing its impact on the

measurement of attenuation length. However, it’s worth acknowledging that due to

imperfect timing because of dead time on the DAQ by high bioluminescence exceed-

ing the DAQ capabilities, and another 70ns dead time after a pulse is detected, some

scattered light may still influence the measurements. Previous studies conducted by

ANTARES[37] and Baikal-GVD[38] have observed that scattering in water is signifi-

cantly weaker than absorption. Consequently, the absorption length is anticipated to

be the primary factor contributing to the attenuation length.

In order to validate the methodology outlined earlier, Geant4 was employed for

simulating the STRAW setup.[33] The simulation involved a simplified representation

of the sDOMs as spheres to enhance computational efficiency, with multiple sDOMs

placed in the simulation volume for increased statistical accuracy. The POCAMs were

simulated as isotropic point sources, and the actual angular emission and detection

profiles were incorporated through result reweighting.

The simulation focused on a single absorption length of 60m, and the results were

adjusted based on the total light path of each simulated photon.

The Geant4 fit served as a comprehensive examination tool, utilizing both simu-

lated and real data to cross-verify and scrutinize the results. Table 3.2 shows the
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comparative results of the measured and simulated attenuation lengths.

Wavelength Measured Attenuation Length Simulated Attenuation Length

365nm 10.4+0.4
−0.3m 12.4± 2.6m

400nm 14.6+0.4
−0.6m 16.1± 2.2m

450nm 27.7+1.9
−1.3m 29.4± 3.5m

585nm 7.1+0.4
−0.3m 9.3± 2.2m

Table 3.2: Results of the measured attenuation length compared to the Geant4 cross-
check for different wavelengths.[33]

Some large neutrino experiments have already measured their corresponding ab-

sorption and effective scattering lengths, such as IceCube, Baikal-GVD and Km3Net

at wavelengths of 450nm. Refer to table 3.3 to see the attenuation lengths from the

these experiments. From the timing reconstruction limitations, the scattering length

from STRAW cannot be measured, but it is assumed very low compared to the ab-

sorption length, so the latter is considered to be the attenuation length[33], but the

estimation of the attenuation length is valid from the statistical approach in their

measurements and the cross-check in Geant4.

Site Attenuation Length (Latt) [m]

Lake Baikal, 1km depth 16-20

Km3Net, ≥1.5km depth 33-56

IceCube, 1.5-2.0km depth ≈ 16

IceCube, 2.2-2.5km depth 23-29

P-ONE, ≥2.5km depth 26.4-29.6

Table 3.3: Attenuation lengths from different neutrino experiment locations: Baikal-
GVD, km3Net, IceCube and STRAW respectively. From the timing reconstruction
limitations, the scattering length from STRAW cannot be measured, but it is assumed
very low compared to the absorption length, so the latter is considered to be the
attenuation length.[33] Recovered from [27].
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3.3.2 Potassium-40 Decay

STRAW measured the ambient light present in the deep ocean background. This is

essential for developing a trigger mechanism in P-ONE. While the noise consists in

stochastic spikes of bioluminescent events, there is a continuous noise floor due to

radioactive isotopes decay, mainly potassium-40 (40K) decays.[33]

40K can decay into two main channels[39]:

40K → 40Ca + e− + νē; 89.3% (3.5)

40K+ e− → 40Ar + νe + γ; 10.7% (3.6)

The first one corresponds to β− decay and produces electrons that emit Cherenkov

photons. The second one corresponds to electron capture, where the photon released

by the Argon nucleus can generate electrons through Compton scattering, hence pro-

ducing Cherenkov photons. Cherenkov photons are then read by the optical modules

as ambient background.

In the STRAW paper [33], the collaboration compared a GEANT-4 simulation

with the read signal from STRAW.

The simulation was devised, featuring an sDOM positioned at the centre of a 25m

radius sphere submerged in seawater. Owing to the back-to-back PMT configuration

of the sDOMs, the majority of coincident 40K photons arrive at large angles rela-

tive to the PMTs, resulting in reduced sDOM acceptance. The simulated seawater

characteristics incorporate the attenuation length.

The simulation considers both decay channels, β− decay and electron capture.

Decay products, generated based on the total 40K activity, are randomly distributed

throughout the volume over a period equivalent to 3.0 minutes.

They found a consistent behaviour with the simulation to what was happening in

the ocean depths as can be seen in figure 3.7. Having this simulation was imperative,
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because it allows to calculate and predict the fraction of time a PMT was at an specific

noise rate. The trigger development must consider the noise accidental triggers for

the efficiency estimations at all times.

Figure 3.7: Gaussian fits to coincident detection rate distributions of STRAW data
with the baseline subtracted (black) and simulation (red) plotted with the total sys-
tematic error band (blue). The dotted and dashed-dotted lines represent bands corre-
sponding to the error contributions from quantum efficiency (QE), which is the ratio
of how well can a PMT convert incoming photons into a detectable signal, (orange)
and angular acceptance (blue).[33]

With the validation provided from the Geant4 cross-check, the results of the study

for a 20ns window shown in figure 3.8 display a 100kHz minimum 40K decay back-

ground rate per optical module, for two coincidences the rate is 1kHz, and for three

coincidences it is 40Hz. Very low rates at higher-level coincidences are expected,

compared to the atmospheric neutrino flux background [40].

3.3.3 Bioluminescence

Additionally to 40K decays, there is bioluminescence in seawater. Bioluminescence is

an emission of light by a living organism triggered by either a mechanical or physi-
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Figure 3.8: Distribution of the levels of PMT coincidences in an Optical Module and
the total rate from 40K. Additional distributions of PMT dark noise and Atm. Muons
are included.[41]

ological stimulation. In a marine environment, it is a pervasive mechanism used by

many species from bacteria to fish, for finding food, attracting mates and evading

predators.[42] Moreover, it is believed that 75%[42] of all organisms larger than 1cm

living between the surface and a depth of 4000m are capable of bioluminescence.[43]

A characterization of this phenomenon was imperative to quantify the impact on

the detector trigger mechanism. An optimal trigger strategy will be a balance between

the signal efficiency versus background rejection at high rates. Structures exposed to

turbulent flows are known to trigger bioluminescence [44]. STRAW performed a 2

year monitoring of bioluminescence in order to address the problem.

The recorded rates primarily stem from three factors: photomultiplier dark noise,

40K radioactive decays, and ambient bioluminescence. This combination is subject to

variation based on different environmental circumstances.
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Analysis of the data involves examining the range of rates for the lowest sDOM

threshold, set at half the single photo-electron level. Rates are measured within a

30ms window. The study explores the distribution of rates over a two-year period

and the temporal variations in these rates. To mitigate the impact of rates exceeding

DAQ capabilities for a small fraction of time, the analysis focuses on percentiles rather

than mean values, as they remain unaffected by such occurrences.

An illustrative example presents two minutes of data for the upper PMT of sDOM1

in Figure 3.9.

Figure 3.9: Rate of a single photomultiplier over two minutes, measured in 30ms
intervals. There is a characteristic structure of a constant backgorund rate with
spikes caused by bioluminescence.[33]

The depiction of rate distribution spanning a two-year period is illustrated in Figure

3.10 (upper plot). The lower limit corresponds to the baseline level attributed to

40K and dark noise, while the bioluminescence rates exhibit considerable variability,

occasionally surpassing the maximum detection rate of 10MHz. This information

serves as a fundamental input for shaping the future P-ONE DAQ system. Notice

the 50% percentile is at the 50kHz rate mark, indicating the median fraction of time
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the detector will be under that rate. Additionally, the lower plot in Figure 3.10

presents the computed fraction of time above a given rate, providing insight into

estimating the bioluminescence-induced dead-time of such a DAQ system.
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Figure 3.10: Distribution of a single PMT background rates measured over two years
of STRAW. The bottom plot shows the integral fraction of time from a given rate to
infinity, showing from which fraction of time a certain rate was exceeded.[33]

This results allowed us to calculate the accidental trigger rate produced by back-

ground noise from which a detector trigger mechanism can be developed.

3.4 Detection of Muon Tracks and Cascades

Depending on the interaction type described in chapter 2 and their subsequent sec-

ondary particles, different event topologies are seen inside a detector. Generally, they

can be classified as so-called cascades, tracks, and double bangs. Exemplary events
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of those topologies recorded in IceCube are shown in figure 3.11.

Figure 3.11: Illustration of a cascade (left), a track (middle), and a double bang (right)
recorded in the IceCube Observatory. The spheres represent the optical modules with
their size correlating to the detected amount of photons and their colour to the photon
arrival time. Figures from [45].

In charged-current neutrino interactions, encompassing neutrinos of any flavor in-

teracting with a nucleon to produce a lepton and a hadronic shower, specific mani-

festations arise depending on the neutrino flavor involved.

For νµ CC processes, the outcome is characterized by the presence of a discernible

muon track alongside hadronic cascade. In the case of νe interactions, the result

manifests as electromagnetic cascades. Meanwhile, the ντ CC process stands out

with its distinctive double-bang signature. This unique signature can take the form

of two cascades or a singular cascade, succeeded by a muon track, culminating into

another cascade. The specific nature of the τ decay mode dictates the observed

pattern.

3.4.1 Muon Tracks

In the muon track case, high energy neutrinos are inferred from the Cherenkov cone

accompanying muons. It is crucial to distinguish the signatures of upward going

neutrinos, because the background of this signature are very low because the Earth

works as a natural filter from particles coming from that direction. For this reason,

the effective volume of the detector is larger than the actual dimensions of the detector

given the long distances muons can travel depending on energy (1km at 300GeV to

24km at 1Pev)[46]. As the muon travels it loses energy via ionization, bremsstahlung

and photonuclear reactions.[46]
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Ionization occurs when a muon, interacts with atoms in a material, displacing

electrons from their orbits and creating ion pairs (positively charged ions and free

electrons). Bremsstrahlung, which means ”braking radiation” in German, occurs

when a charged particle, like a muon, is deflected by the electric field of a nucleus

and emits a photon. Muons can lose energy through interactions with photons that

subsequently undergo photonuclear reactions. These effects can be parameterized

by[47]:

−dEµ

dx
= a+ b · Eµ

.

For water, the ionization loss is given by a = 2MeV/cm, the energy loss from

bremsstrahlung and photonuclear reactions is described by b = (1.8+1.6)·10−6cm−1 =

3.4·10−6cm−1 and rises linearly with energy.[22] See figure 3.12 where it shows dEµ/dx

as a function of Eµ for different materials.

Figure 3.12: Energy loss of muons for different materials. The plotted data is taken
from the Particle Data Group tables in [48].
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Underwater/ice telescopes are optimized for the detection of muons over 1TeV,

because at higher energies the muons interact more with matter generating more

light, as well as having a longer track making them easier to detect.[7, 49]

3.4.2 Cascades

Charged current interactions of electron neutrinos lead to electro-magnetic cascades

and most tau neutrinos lead to hadronic cascades. Cascade events could be considered

as point like sources of light depending on the layout of the detector. The effective

volume of a detector experiment for cascade events is almost the same geometry of

the detector volume, because the particle interaction only can occur inside the volume

for it to be detectable. See figure 3.11.

The amount of light emitted depends on the energy of the original neutrino. There

are no measurements of dEµ/dx for cascades because they do not leave a track in the

detector. However, the energy of the neutrino can be better determined because the

whole interaction occurs inside the detector volume. [22]

3.5 Neutrino Telescopes

3.5.1 IceCube

IceCube stands as the largest and most successful underwater/ice neutrino exper-

iments, marking the world’s first 1km3 neutrino telescope. Fully operational since

2010, IceCube’s construction commenced in the early 2000s following the triumph

of the AMANDA pathfinder mission [50]. The detector comprises 86 strings, each

hosting 60 Optical Modules, extending 1km in longitude beneath the Antarctic ice,

with the additional presence of DeepCore, a denser array strategically located at the

center for optimized low-energy event detection [51]. Notably, IceCube achieved a

milestone in 2013 by detecting 28 high-energy extraterrestrial neutrinos, indicating a

non-atmospheric origin and sparking discussions on potential extraterrestrial accel-

erator sources [1]. In 2017, IceCube identified the blazar TXS0506 + 056 as a likely
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source of extragalactic neutrinos, correlating a gamma-ray flare with the neutrino

detection event [2]. Additionally, in 2022,they detected neutrino emission above 1

TeV from the active galaxy NGC 1068, confirming a second source of extragalac-

tic neutrinos.[3] These groundbreaking results have paved the way for an extensive

search for neutrino sources and characterization. IceCube’s future endeavors include

the IceCube-Gen2 upgrade, aiming to enlarge the detector to 8 km³ with 1000 new

Optical Modules, thereby enhancing angular resolution and sensitivity to neutrino

oscillations [52, 53].

3.5.2 Km3Net

KM3NeT[54] is another neutrino telescope experiment being installed in the deep

Mediterranean Sea. It is the product of a combination of different experiment infras-

tructures like NEMO[55], NESTOR[56] and ANTARES[37]. They are located in two

different spots in the sea, resulting in a network of detectors.

Besides the obvious difference from IceCube, that this experiment is underwater

instead of ice, is that KM3NeT opted for a multi-PMT approach for its Optical Mod-

ules. Once finished, KM3NeT will be composed by two detector arrays, ARCA[57]

(Astroparticle Research with Cosmics in the Abyss) and ORCA (Oscillation Research

with Cosmics in the Abyss) at its two locations respectively. As of September 2022, 21

strings were already taking data and transmitting it to shore.[58] ARCA site sill be di-

vided in two clusters, each 500m in radius. And it will focus on high energy detection

of neutrinos, whereas ORCA, located on the other site, will be only a single cluster

of 100m of diameter; its goal is to study fundamental properties of neutrinos.[59]

3.5.3 Baikal-GVD

Situated in Lake Baikal, Russia, at a depth of approximately 1km, the Gigaton Vol-

ume Detector (Baikal-GVD) is a neutrino telescope characterized by a clustered struc-

ture. Each cluster comprises 8 strings, and each string accommodates 36 optical
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modules. The strings are positioned 60m apart, with clusters separated by 300m.[60,

61] As of April 2022, ten clusters have been deployed and are operational, with plans

for a total of 16–18 clusters by 2025–2026, resulting in a detector volume exceeding

1km3[60]. However, the project faced a setback with the termination of Western sup-

port in early 2022, leaving uncertainties about the extent to which Baikal-GVD will

contribute to scientific advancements in the near future.
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Chapter 4

Simulation

The first P-ONE string is slated to be deployed in the Summer of 2025. Therefore,

the analysis in this thesis can only be done through simulation and with the data

recovered from the STRAW experiment for the estimation of the bioluminescence.

The way to estimate the trigger efficiency of the 10-string P-ONE detector before

its deployment is by simulating particle events underwater under different conditions

and measure the trigger efficiency of those events when interacting with the detector.

One study will focus on the geometry optimization of the detector, by generating a

muon neutrino flux, the next one will address the detector response for 10 TeV muons

(track) events and the last one will focus on the trigger efficiency for all neutrino

flavours at different energies.

4.1 IceTray

The IceCube experiment developed a framework used for particle simulation and

analysis called IceTray. Since P-ONE is also a high energy neutrino experiment and

both have a similar detector layout; with PMTs and Optical Modules, the simulations

conducted in this analysis used IceTray. This framework can host and run all the

libraries and algorithms necessary to simulate events similar to those we find on P-

ONE.[62]

The framework is written with the intention of being modular. A modular de-
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sign means breaking down a system into smaller, independent, and interchangeable

modules. Each module focuses on a specific aspect or functionality of the simulation,

i.e. particle propagation module. Modules can be added, removed or edited in the

working space or ”tray” by the users. Additionally, the core framework is written in

C++ for speed with Python used for configuration. Users have the option to write

their modules using either C++ or Python.

The simulation process includes a particle generator module like MuonGun or

LeptonInjector, a particle propagator; PROPOSAL, a photon propagator; CLSim, an

Optical Module Response mechanism, and finally a Trigger mechanism. Morover,

LeptonWeighter is a module used for weighting the sample of generated neutrinos to

a particular neutrino flux, if needed. In the following sections a description of each

module will be covered. Figure 4.1 shows an example of the structure of a complete

simulation. The resulting data of the Optical Module Response were then used to

develop the Trigger Mechanism.

4.2 Muon Neutrino Flux

The first simulation was of a muon neutrino flux. The purpose of this simulation

is to determine the best detector size for detecting events of interest. For the gen-

eration of muon neutrinos, LeptonInjector was used. LeptonInjector is capable of

simulating neutrino events of all flavours over a wide range of energies from 10 GeV

to 100 PeV, undergoing neutrino-nucleon interactions in the Deep Inelastic Scattering

(DIS) regime and antineutrino-electron scattering producing W in a Glashow Reso-

nance (GR) interaction, (ν̄e + e− → W−). The initial event energy sampled accords

to a single power-law spectrum, and final state kinematics are sampled from spline

interpolations of the differential cross sections for the relevant interaction. [63]

The neutrino energies were sampled from 10TeV to 10PeV following a E−2 power

law. This means that the probability of sampling a particle with energy E is pro-

portional to a E−2 distribution. Since P-ONE is intended to be optimized for high
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Figure 4.1: Illustrative process of a simulation. Each box represents a module in the
”tray”, and the output of each module becomes the input of the next one if they
are connected. First, generate neutrino with LeptonInjector, if the selected neutrino
flavour is muon, then the muon track is propagated using PROPOSAL. The generated
sample can also be weighted to a neutrino flux with LeptonWeighter. If the selected
neutrino flavour was electron or tau, then a cascade simulation occurs, but since a
tau can decay into a muon, PROPOSAL is also used for the muon propagation. After
the particle propagation, there comes the photon propagation with CLSim, and the
last module is the Optical Module Respone. The process is similar for the generation
of muons with MuonGun. Details of each module is covered in sections 4.2, 4.3 and
4.6.
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energy events, the starting sampling energy is at 10TeV. In the process of generating

muon neutrinos, the primary neutrino’s direction is initially chosen. Subsequently,

a random point is selected from a disk with a radius equal to the detector radius,

centered at the origin and perpendicular to the previously determined direction. This

chosen point becomes the point of closest approach (PCA) for the projected path of

the injected neutrino. The distance from this sampled PCA to the origin is referred

to as the impact parameter.

Following the determination of the impact parameter, a range of potential positions

along the neutrino’s path is established, allowing for the sampling of the interaction

position. This range includes two ”endcaps”, defined by lengths on both sides of

the disk containing the PCA. The purpose of these endcaps is to ensure that events

are sampled across the entire volume of the detector. This comprehensive approach

enables the sampling of interaction positions in a manner that considers the entire

detector volume.[63]

During the muon neutrino interaction, a fraction of its energy will go to a resulting

muon and the rest turns into a hadronic shower. The resulting muon is the particle

easiest to detect, since it leaves a muon track within the detector volume. PROPOSAL

(Propagator with Optimal Precision and Optimized Speed for All Leptons)[64], is a

public tool used for propagating leptons. It includes cross sections for ionization,

bremsstrahlung, photonuclear interactions, electron pair production, muon and tau

decay, etc.[64] PROPOSAL takes care of propagating the muon until it gets outside

of the detector’s detection range.

The muon track emits photons along its path that are also propagated considering

the properties of the medium, such as absorption/scattering lengths too. The CLSim

[65] module handled this part of the process.

CLSim’s first step in simulating the light yield from a given particle at an Optical

Module is to convert the particle into a series of light-emitting ”steps”. Each step

is assumed to move at the speed of light, determining the Cherenkov angle and
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calculating the number of photons that should be emitted over a given length. The

set of steps generated are run in ”kernels” in parallel using GPU, propagating the

photons through the medium and checking for collisions with Optical Modules. All

photons that collided with any PMT in the Optical Module are saved with their full

information. The output of the GPU simulation step is thus a list of photons at the

Optical Module surface.[65]

The process was repeated six times with different geometries of the detector. Each

simulation ran with inter-string separations of 50m, 60m, 70m, 80m, 90m, and 100m.

After the events are generated and propagated I weighted them using Lepton-

Weighter. LeptonWeighter weights each event so that it matches a physical neutrino

flux and interaction cross section. [63] The chosen fluxes were the sum of the At-

mospheric and Astrophysical neutrino flux, obtained from nuflux, an IceCube library

used for calculating the neutrino flux.[66] The cross section used were the DIS of a

muon neutrino for charged current interactions. These were obtained from photospline

which is another IceCube library used for calculating neutrino cross sections.[67]

To reweight a sample of events, LeptonWeighter first calculates the probability

density that the LeptonInjector generator could have produced an event for each

event with equation 4.1[63, 68], where Ngen is the total number of generated events,

Ωgen is the solid angles over which events were generated, Agen is the integrated area

of the sampling surface, ρgen(l) is the local mass density of targets, Xcol
gen is the total

column depth of targets in the sampling region, ∂xyσ and σtot are the differential and

total cross-sections evaluated for the event, respectively and Φ(E) is the power-law

flux spectrum of the generator.

PMC = Ngen
1

ΩgenAgen

× ρgen(l)

Xcol
gen

× 1

σtot

∂2σ

σxσy

× Φ(E)∫︁ Emax

Emin
Φ(E) dE

(4.1)

With the probability density we can now calculate the generator weight by inverting
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equation 4.1:

wgen =
1

Pmc

Finally the weight of each event for a selected flux is approximately given by

equation 4.2

wevent = ρphysical × Φflux × wgen (4.2)

Where ρphysical is the probabilty of the particle interacting with a nucleus on its path

as long as the interaction occurs within the detector volume and up to 80m outside of

it, Φflux is the desired neutrino flux and the wgen is the previously calculated weight

of the generation. After all proper calculations it gives you the weight of each event

with units of s−1.

This weight corresponds to the number of events that share the same characteristics

in flux that can be generated in a second, so I multiplied the weight by 1 year in

seconds to count the number of events that share the same features in a year.

Figure 4.2: Energy distribution of sample events. On the left is the default sample
of events generated. On the right is the weighted energy distribution of the original
sample measured in counts per year.

As we can see in figure 4.2, the selected flux shows a larger number of lower energy

events, and rapidly decreases the number of events at higher energies.
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With the weight of the event and the photon hit list we can proceed to the Optical

Module Launcher module. This module is unchanged for all simulations so it will be

listed later on this chapter in section 4.6.

4.3 Monoenergetic Muons

The next simulation consists in monoenergetic muons injected isotropically into a

10-string detector, with inter-string separation of 80m, just like in figure 3.3 in earlier

chapters, which was the selected geometry for the detector from the results that will

be discussed in section 5.4. The aim of this simulation is to optimize the efficiency

of the trigger algorithm. Since muons leave tracks inside the detector volume, the

developed trigger algorithm works for detecting that signature. MuonGun was used

the selected generator of muons to address this analysis. MuonGun is a toolkit that

can efficiently generate a muon flux at desired energies. The radius of injection was

80m outside the detector volume to avoid stochastic losses of the muon energy before

going inside the detector.

Once the muon is generated, it is propagated using PROPOSAL and subsequently

into CLSim just like the previous simulation. This time around, there is no need to

perform any weighting because we are not interested in any particular flux. After

CLSim, we get the list of photons at the Optical Module surface.

4.4 Muon Neutrino Full Energy Spectrum

After knowing the efficiency of the trigger shown in section 5.5.3, the third simulation

happens. Therefore the purpose of this simulation is to estimate the overall efficiency

of the trigger for muon neutrinos at different energies.

Similarly to the muon neutrino flux simulation, LeptonInjector was used to generate

muon neutrino interactions. This time however, the energy spectrum ranged from

100GeV to 10PeV, but the energy distribution was flat. As mentioned earlier, the
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goal is to obtain a value of efficiency at each energy level, that is why multiple events

at each energy bin was generated. Each muon was then propagated with PROPOSAL

and CLSim, yielding the list of photons at the Optical Module Surface.

4.5 Cascade Simulation Full Energy Spectrum

Finally, a cascade simulation is needed for the production of an electron neutrino or a

tau neutrino. Both either decay shortly after production or lose energy shortly after

production, so the signature looks like a sphere of light with a point-like source. The

size of the sphere depends on the energy of the particle because it emits more light.

For the case of cascade simulations, a range from 100GeV to 10PeV neutrinos was

generated with LeptonInjector on the same geometry as the previous simulations. In

both tau and electron neutrinos, their charged current interaction cross sections were

used. The energy distribution was flat, because the intention of this simulation was

to estimate the efficiency of the triggers proposed at different energies.

For the case of tau neutrinos, PROPOSAL was also used for their propagation,

because tau sometimes decay in muons leaving a track in the detector. On the other

hand, electron neutrinos cascades occur in such a rapid manner, that there is no

need for a propagation of the particle. CLSim then, handles both the propagation of

the photons of the electron cascades and tau cascades. Finally, we obtain the list of

photons at the Optical Module Surface.

4.6 Optical Module Response

The last aspect that needs to be simulated for all three simulation cases, is the PMT

response of each Digital Optical Module (DOM). This means producing the pulses

from the propagated photons that hit a particular PMT. The directionality of the

photon and the energy were the parameters used to determine if the photon was

absorbed by the PMT, and from that build an electric signal that represents a hit on
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a PMT.

The resulting data of this simulation is a mapping of all the registered pulses per

DOM, meaning that it recovers all the hits per PMT, per DOM across the whole

detector module; it also includes the time of the hit and the charge. The Optical

Module Response module depends highly on the geometry of the detector, so this

section also looks into the geometry file to create the hits. The implications of a

varying geometry will be discussed later.

An example of a simulation output is shown in the Appendix A.
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Chapter 5

Trigger Algorithm

Despite the ultimate configuration of the P-ONE detector as a 7-cluster system, each

cluster comprising 10 strings, our trigger design is currently tailored for a 10-string

cluster, because the bandwidth limits available as of the writing of this thesis only

allow for a 10-string detector, which is the first stage of the experiment. Nevertheless

the chosen trigger architecture is also scalable when additional number of strings are

deployed as long as the bandwidth available for read out scales too.

The primary challenge that requires careful consideration is regarding the sub-

stantial noise signal originating from 40K and bioluminescence in the underwater

environment, in conjunction with the bandwidth constraints imposed by the chosen

hardware for detector construction. As previously discussed, the estimated maximum

bandwidth capacity of the P-ONE electronics stands at 8000Hz for detector readout.

Consequently, any trigger algorithm chosen must adhere to this maximum bandwidth

threshold.

5.1 Noise Rate Trigger

To tackle this issue, I calculated the accidental trigger rates expected, based on the

light noise rate present in the region. First, let us remember that the whole detector

volume consists of 200 DOMs, so if we divide the maximum available rate over the

total number of DOMs, we get the maximum single DOM rate that we can work with.
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In this particular case, it is only 40Hz.

From the bioluminescence information recovered from STRAW, we have a distri-

bution of the fraction of time at which the PMTs in a module were at a certain

average rate of bioluminescence as seen in figure 3.10. Knowing this, and knowing

that there is an average 10kHz rate on all PMTs constantly, from the prevalent 40K

decays, we can obtain the accidental trigger rate per individual DOM as a function

of the number of PMT coincidences in a DOM. There are a couple of assumptions

that have to be made in order to calculate this:

• There is no correlation between DOMs when a bioluminescent event is hap-

pening. This means that there is no correlation in bioluminescence noise rates

between different DOMs. At the same time, the bioluminescence in uncorre-

lated on the timescale of PMT coincidences. The random noise rate per PMT

in a DOM is correlated but the individual noise hits are not.

• Only half of the DOM will be affected by the bioluminescence for the duration

of the event.

The first assumption finds support in the data from STRAW, which demonstrated

that when one optical module experienced a sustained high-rate event, the remaining

optical modules continued to operate at their standard signal rates. Figure 3.9 shows

how a bioluminescence event can take multiple seconds to go through whereas the

PMT coincidence rate will be only 10ns, hence the assumption is there is no correlation

from bioluminescence at short timescales.

The second assumption, comes from our current knowledge that many living biolu-

minescent organisms emit light when disturbed by turbulence that occurs downstream

of an obstacle, such as a P-ONE string. Given that half of the PMTs will be oriented

to face upstream, we are thus assuming that only half the DOM will see the biolu-

minescence. It’s important to note that the whole DOM will still detect the 10 kHz

signal arising from 40K decays.
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The most intuitive, and easy to implement method to reduce a large rate of noise

hits, is by demanding a certain number of PMT coincidences in a DOM within a

certain period of time. Given the electronics we currently possess plus size of the

DOM and the innate PMT’s time resolution, a 10ns window is selected to count for

all the PMT hits in a DOM. That is the time required for the light emitted by a

passing muon to hit the full DOM in one trigger window.

Function 5.1 shows how to estimate the accidental noise rates, considering all the

information above. If we are looking for multiple PMT coincidences, then there is a

chance that one or more PMTs are on the side not facing the bioluminescence only

the 40K rate, and once again there are 8 possible PMTs to pick from on that half.

The single DOM average rate estimation, (sdr) is a sum of probabilities of all the

possible PMT combinations depending on the number of coincidences required, n is

the number of PMT coincidences and m is the number of PMT hits on the 40K side

of the detector. The argument of the sum starts with r, which is the bioluminescence

rate read by a particular PMT, the K40 term represents the rate read by a PMT

that is facing the non-bioluminescent side; it is a constant at 10kHz. Then we are

considering all the combinatorics of PMTs and how they are split between the noisy

and quiet sides of the DOM. The combinatorics function nCm(8,n-m) is defined as:

nCm(8, n−m) =
8!

(n−m)!(8− n−m)!

. As mentioned earlier, a 10ns time window (tw) is selected, so the coinciding rates

should fall inside that time window. The tf represents the fraction of the time we are

at an specific r, according to STRAW results.[33] (See figure 3.10.)

sdr(n) =
n∑︂

m=0

rn−m nCm(8, n−m) K m
40 nCm(8,m) tn−1

w tf (5.1)

To explain this further, let us see the example of having 3 PMT hits while looking

for a 3 PMT coincidence trigger.
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sdr(3) =
3∑︂

m=0

r3−m nCm(8, 3−m) K m
40 nCm(8,m) t2w tf (5.2)

As seen in equation 5.2, n = 3 so sdr is the sum of all the possible combinations

in which the PMT hits can be found within the DOM. When m = 0, all the PMT

hits happened on the half that had bioluminescence, whereas when m = 3, is the

contribution from the case where all PMT hits might have occurred on the 40K side.

The same calculation was repeated starting from 2 PMTs in coincidence up to 5

PMTs as it is shown in Figure 5.1.

Figure 5.1: Average single DOM rate vs. PMT rate for different PMT coincidences
in a DOM. The average single DOM is the maximum rate cut off for each single PMT
with bioluminescence.The red dotted line marks the 40Hz limit available per DOM
to trigger the detector.

Figure 5.1 shows that a trigger algorithm consisting on finding 2 PMT coincidences

within a DOM is not enough to reduce the effects from the bioluminescence and K40

decays. So the most natural step forward is to think of 3 PMT coincidences or higher.

However, the more coincidences required, the higher the effect on the efficiency of the

detector. For the particular case of 3 PMT coincidences, the plot shows that we can
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trigger on them, as long as the PMT rate is under 607kHz, per PMT. For 4 PMTs

the rate should be under 2.95MHz, and so on.

The subsequent phase of the study involves estimating trigger efficiency through

simulation. The overall efficiency will be scaled to a dead time factor that depends

on the fraction time the detector is over the readout limit so that the average in a

single DOM rate is 40Hz. This process aims to identify the optimal algorithm that

adheres to the bandwidth constraints while maximizing the overall trigger efficiency.

5.2 DOM Trigger

As seen in Chapter 4, the last part of the simulation process produces a PMT pulse

map that describes all the PMTs hit in a DOM, including the time stamp and PMT

ID, for all DOMs in the detector. Although the simulation is controlled to only

generate one particle per event, its full propagation may result in secondary particles

that also decay and emit light. At the same time, due to the scattering properties of

water, some other photons may change trajectories arriving later to the DOM, than

if they would only travel in a straight line.

In order to avoid later incoming pulses, a time sorting discrimination algorithm

was developed. Meaning that if a PMT hit was registered outside the 10ns window

it is not considered as a valid hit for the PMT coincidences. The implementation of

10ns coincidence algorithm was the following:

• Sort all the PMT pulses by time of hit.

• Select the first hit to open the 10ns window.

• Add PMT hits inside the window to create the first set of coincidences. Each

PMT can only be in the same set once.

• Look at the second PMT hit and open another 10ns window. Repeat until

having a set of coincidences for all PMT hits.
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• Compare the list of sets to the first one.

• If another set has got a larger number of coincidences, and it shares almost all of

the same PMT hits as the first one, then the latter set is selected as coincidence.

Our preference is for the most PMTs in coincidence set, provided that it shares

PMT hits in common with the first set registered. We accord higher priority to the

first set that arrived due to the optical characteristics of water. Any scenario in which

the earliest set is not chosen occurs only if the subsequent largest set includes some

of the late PMT hits from the first set.

Label of set Set Selected Reasoning

A [1,2,3] A It arrived first.

B [2,3,4] A Same number of coincidences.

C [3,4,5,6] C Larger number of coincidences.

D [7,8,9,10] C It keeps some of the PMT hits earlier in time.

Table 5.1: Example of a list of 10ns window sets sorted by time for a DOM. The
number in each set represents the PMT Id, so set A is a 3 PMT coincidence of PMTs
labeled 1, 2 and 3. Each PMT can only appear once per set. The selected column
is the current set chosen as the coincidence.It starts by default with the first one to
arrive and progressively iterates over the whole list of sets deciding what is the most
optimal coincidence window for the event. After comparing all sets, set C is kept
because of largest number of hits and also having an earlier time of capture than set
D. That yields a 4 PMT coincidence for that DOM.

Table 5.1 is an example of a list of sets of an event sorted by time in a DOM after

the 10ns windows discriminator. The numbers in the Set column represent the Id of

the PMT hit. The first set is initially selected by default since it is the first to arrive.

In this case, it is A representing 3 PMT hits, with IDs 1, 2 and 3. When compared to

B (2,3,4), set A still is selected for having the same number of hits. Continuing the

iteration to set C (3,4,5,6), it is selected over A because there is a larger number of

PMT hits than A, so it is preferred. Lastly, there is another set with 4 PMT hits, but

set D (7,8,9,10) arrives later than set C, so earliest is selected. The reason behind this

is that PMT hits that arrived outside the 10ns window are considered either photons
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from secondary particles or scattered photons. After the discriminator algorithm, a

4 PMT coincidence in a DOM (set C), was obtained in this example.

This algorithm is applied to all DOMs per event. The output of this simulation is

the DOM trigger coincidence map, which is a list of all the DOMs that had PMT hit

coincidences during the 10ns window, per event. This will allow us to continue the

efficiency analysis. Although, there are some additional steps to be addressed first,

such as the definition of a reconstructable event and the optimization of the detector

geometry.

5.3 Selection of Reconstructable Events

The primary objective of a particle detector extends beyond mere particle detec-

tion; it centers on the capacity to extract meaningful information from the detector.

In essence, this entails the ability to engage in physics. The actual analysis of the

detected particles occurs subsequent to a reconstruction process that derives the par-

ticle’s properties from the light deposited on the PMTs.

Reconstruction algorithms are designed with the purpose of capturing the some

characteristics of the original neutrino, ranging from its initial energy to its ultimate

particle products. It’s important to note that the more PMT hits information we

acquire from a particle, the more accurate its reconstruction becomes.

Since the detector is a 3 dimensional structure, and the particles can travel across

the volume in any direction. There are five positional coordinates that determine the

trajectory of the particle: x, y, z, θ and ϕ, being x, y, z the spatial coordinates, θ the

zenith angle and ϕ the azimuthal angle. As a rough estimate we assume that we need

5 DOM hits to be able to reconstruct with a reasonable accuracy.

With respect to this, we implemented a 5 DOMs hit prerequisite for all events

simulated. If the event did not satisfy that condition it is thrown away. This criterion

is a rough estimate as a stand-in for the eventual reconstruction algorithm.
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5.4 String Spacing Optimization

The primary aim of this simulation is to determine the optimal geometry that maxi-

mizes the number of events detected by the detector. There exist two extremes in this

regard. On one end, a smaller detector size leads to the triggering of multiple PMTs

in a DOM by nearly all events passing through it, although this approach results in

a smaller overall volume covered by the detector. On the other hand, a larger de-

tector volume increases the likelihood of a particle traversing through it, but reduces

the number of DOMs that will see the event, especially for cascades thus making it

impossible to separate neutrinos from noise.

In this analysis, we will endeavour to discover the most favourable combination

between these two extremes, balancing the advantages of event triggering with the

extent of detector coverage.

Once there is basic DOM trigger algorithm and a minimum DOM hit requirement,

we can implement them in the simulation described in section 4.6, where I generated

Neutrinos from 10TeV to 10PeV weighted to an Astrophysical flux of a single power

law:

Φν = ϕ×
(︃

E

100TeV

)︃−γ

Where ϕ = (6.7+1.2
−1.1) × 10−18GeV−1s−1sr−1cm−2 and γ = 2.50 ± 0.09[69], and an

Atmospheric flux modeled with nuflux [66]. The trigger optimization is focused on

high energy events starting at 10TeV. In fact, to be more precise, for the case of Muon

Neutrinos, we are interested in detecting the muon track of the muon produced at

the interaction point. Such muon track should start at 10TeV, but since an injected

neutrino can share its initial energy with any of its products, an additional filter of

events was implemented so that only muons having 10TeV or higher energies, at the

point of closest approach to the detector’s centre are kept. This filter guarantees that

every event going through the detector is at the desired energy range.

Figure 5.2 shows the counts per year from an Astrophysical and Atmospheric flux of
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Figure 5.2: Number of events seen per year for 10TeV-10PeV muons weighted
to an Astrophysical flux of a single power law, where ϕ = (6.7+1.2

−1.1) ×
10−18GeV−1s−1sr−1cm−2 and γ = 2.50± 0.09[69] and an Atmospheric flux using [66],
for different separation distances between strings. The upper line represents the the
number of total events that satisfied the reconstructable event condition. The lower
line represents the number of events that also hit at least 3 PMTs in a DOM.

Muon Neutrinos from energies starting 10TeV at the point of closest approach to the

detector’s origin, up to 10PeV. The number of counts measured for reconstructable

events increase as the detector volume increases until we get to 100m separation

between strings. At that point, the number of events seen starts decreasing. The

maximum value is found to be consistent for 70m, 80m, 90m, and 100m due to

statistical uncertainties. On the other hand, the second line is the number of events

that hit at least 3 PMTs in one DOM. Once again, the highest values remains constant

for the 70m, 80m and 90m.

The 80m separation distance geometry was selected because since there is not a

significant increase between 70m and 90m, the closer the strings separation the better

efficiency there is for cascade detection. In addition to this, there is a significant drop
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in counts/year in both curves when going under the 70m mark, so to avoid the edge

of the drop, the 80m string separation is the safest selection.

5.5 Mono-Energetic Muon Efficiency

Now that we have a selection for events we consider to be useful for physics, and a

geometry optimized for 10TeV particles, we can start looking at efficiencies. This

time, instead of injecting muon neutrinos, a new simulation was generated using

an isometric source of 10TeV muons. The rationale behind maintaining a mono-

energetic sample of 10 TeV is that this energy level serves as the entry point for

the range of energies of interest in the project. Muons with higher energies usually

deposit more light on the detector modules, which inherently makes us more efficient

in detecting higher energy events compared to lower ones. Consequently, this analysis

will exclusively concentrate on 10 TeV muons.

From the DOM Trigger algorithm we get the coincidence windows for each DOM

in all events. Now is turn to implement a detector trigger and get an efficiency

estimation for all events. There were two methods that were explored for this thesis,

a PMT rate cutoff, and an adaptive trigger. Both will be explained in this section.

5.5.1 PMT Rate Cutoff

From section 5.1 we noticed that in order for the average single DOM rate to be

under 40Hz, we need to trigger the detector, with at least one DOM with a 3 PMT hit

coincidence so that the background rate does not saturate the maxmimum bandwidth.

Moreover, since even with a 3 PMT coincidence the single DOM rate can still go over

the limit, as figure 5.1 show, the decision made was to set a rate limit on the PMT so

that the average single DOM rate will never go over the 8000Hz limit of the detector.

To get the overall efficiency of a sample of events, we take the average of the

calculated probability of triggering on a particular event comparing the number of

PMT hits it had across all DOMs, with the fraction of time any PMT will be facing
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dead time due to the probability of encountering a high rate of bioluminescence that

would force shutting down the PMT.

P (r)t = 1−
N∏︂
[(1− tf(r))× combs] (5.3)

combs =
1

nCm(16, nc)
×

n∑︂
m=0

nCm(8,m)× nCm(8, nc −m) (5.4)

Equation 5.3 is the derived equation to calculate the probability of triggering on

an event at any rate (r). The product is the multiplication of the probabilities of not

triggering on a DOM, where N is the number of DOMs hit, tf is the fraction of time

a DOM can be at that rate or lower and combs is the fraction of arrangements where

there are nc PMT hits on the non-bioluminescent side. The combs term depends on

nc, the number of PMTs hit in the DOM and n is the minimum number of PMT hits

expected to trigger the event. To calculate combs we need to sum over all possible

combinations of having n PMTs in the non-bioluminescent side, divided over the

total number of combinations of having nc PMT hits in 16 PMTs. If n = nc, then

combs = 1, but if nc is greater than n, the fraction of arrangements is smaller, making

it less likely to not trigger on that DOM.

Notice that the result of the product is the probability of not triggering on an

event. So one minus this is the probability of triggering on an event. The reason the

function starts as the probability of not triggering a DOM is because it avoids the

need to consider all possible combinations of picking DOMs hit out of 200. This way,

if there is a DOM hit, there is only one possible combination where no DOMs were

hit, but if there is a second DOM hit, now there is only one combination where no

DOMs were hit out of the 199 remaining, hence the product of probabilities of not

triggering.

In order to get back the probability of triggering on the event, you just need to

subtract 1− P (not triggering), as shown in equation 5.3.
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For the particular case where nc = 4 and the minimum number of PMT hits needed

for trigger is 3 (n = 3), then equation 5.4 turns to equation 5.5.

combs =
1

nCm(16, 4)
×

3∑︂
m=0

nCm(8,m)× nCm(8, 4−m) (5.5)

Solving the equation:

combs =
1

1820
× (70 + 448 + 784 + 448) =

1750

1820
≈ 0.96

Thus, the probability of not triggering on that DOM decreases. On the contrary,

if nc is lower than n, then it is not considered for triggering.

Figure 5.3: Efficiency response depending on the maximum single DOM average rate
permitted by limiting the rate on each individual DOM. The dashed line represents the
response for 3 PMT hits in a DOM, whereas the dotted line represents the efficiency
for 2 PMT hits.

Figure 5.3 shows the estimated efficiency for a 3 PMT coincidence trigger. It

yielded a 71% efficiency, considering the 40Hz single DOM average rate limit. At the

same time we see that the efficiency line is not steep for those selected rate regions,
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that means that we can reduce our limits per DOM a bit, and still get a close to

70% efficiency. This plot also tells us that even at high DOM rates, the efficiency

does not go over 75% mark for a 3 PMT trigger. On the other hand, the 2 PMT

line shows a higher efficiency but at rates higher than the detector limit. This curve

is added for better understanding of the Adaptive trigger; that will come next. A

higher number of PMT coincidences would mean lower that 70% in efficiency so it is

not being considered for this trigger.

5.5.2 Adaptive Trigger

The main downside from the PMT rate cutoff trigger, is that a fraction of the time,

each PMT will be disabled by high rate bioluminescence and so a trigger will be

missed reducing the overall efficiency of the trigger.

There is an alternative trigger mechanism developed to trigger each DOM. It is

called the adaptive trigger because the number of PMT hits required to trigger the

DOM is adaptive to the amount of bioluminescence being registered at the moment.

That means that in order to always be below the 40Hz limit DOM rate, the DOM

will switch up or down the number of PMTs needed to trigger. For instance, if the

single DOM average rate is currently at 40Hz, then the trigger condition can be met

at 3 PMT hits as seen above, but if suddenly there is a large bioluminescent event

and increases the rate drastically, the DOM will now require 4, 5, or even 6 PMT

hits in that DOM so that the single DOM rate limit is being respected. This method

guarantees a close to 0% dead time of the detector, at the expense of a drop in

efficiency due to an increased level of coincidence.

As we can see from figure 5.4, at 40Hz average single DOM rate, the fraction of

time we are under that limit is 91% for 3 PMT hits, so so for the other 9% of the time

the trigger will increase the number of PMTs in coincidence required to generate a

trigger. With a 4 PMT coincidence the detector is under the limit for over 95% of

the time. And for that remaining 5%, there is the fraction of time of triggering on
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Figure 5.4: Fraction of time a certain n-PMT coincidence in a DOM is below the
corresponding single DOM rate limit bin. For the 2PMT case, due to the k40 decays,
it will never be below the 1kHz rate, so the fraction of the time it is below that mark
is 0%.

5PMTs to get 100%. This is how the adaptability of this trigger works.

Just like with the PMT rate cutoff trigger, we derived a probability function of

triggering on a particular event. Once again, we start from the probability of not

triggering on the event in order to deal with all the DOM combinations as explained

earlier in section 5.5.1.

Pt(r) = 1−
N∏︂
(1− tf(n, r)) (5.6)

Equation 5.6 is the function obtained. The product represents the probability of

not triggering on the event. Each element of the product is the probability of not

triggering on a DOM, where N is the number of DOMs hit. The tf(n, r) is fraction

of time at which our event can be triggerable depending on the number of PMT hits
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in a DOM and the rate of bioluminescence.

Equation 5.7 shows an example of 4 PMT hits in a DOM, some fraction of the time

the DOM can trigger with 3 PMTs only as shown in figure 5.4, some other time at 4

PMTs, and the rest at 5 PMTs, but if the DOM had only 4 hits, that last fraction of

time, cannot be triggered. So the tf(n, r) depends on the number of PMT hits in the

DOM; n.

P (not triggering) = 1− [tf(3, 40Hz) + (tf(4, 40Hz)− tf(4, 40Hz))] (5.7)

Substituting the values from figure 5.4 at 40Hz to equation 5.7, we get:

P (not triggering) = 1− [0.90 + (0.95− 0.90)] = 1− [0.90 + 0.05] = 0.05

From the previous result we obtained the probability of not triggering on a 4PMT

coincidence DOM is only 5%. The probabilities of triggering are calculated per event

and the statistical mean is obtained for all events, resulting in the efficiency as a

function of the rate allowed on each DOM. The adaptive and the PMT rate cutoff

trigger plotted together is shown in figure 5.5.

As we can see from figure 5.5, the efficiency response curve follows that of the 2

PMTs and 3 PMTs really closely, there are indeed some regions were the adaptive

trigger has a significantly higher efficiency, but the single DOM rate at those levels

is well below the maximum rate that we estimate we can readout the detector with.

On the other hand we see that the maximum measured efficiencies at higher rates,

closely matches the one obtained by the simple PMT rate cutoff trigger at the 2

PMTs coincidence, gaining minimal additional efficiency from the adaptive trigger.

However, the region of interest for this detector setup is around the 40Hz area.

The main takeaway from this plot is that the apparent advantage of the adaptive

trigger in terms of efficiency at 40Hz is approximately 3%. This boost in efficiency

is not large enough to justify the implementation of the adaptive trigger algorithm

since it is a lot more complex than the PMT rate cutoff one.
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Figure 5.5: Efficiency response depending on the maximum single DOM average
rate permitted by adapting the number of PMT hits required to trigger the DOM.
The solid line represents the adaptive trigger response at all rates. The dashed line
represents the response for 3 PMT hits in a DOM, whereas the dotted line represents
the efficiency for 2 PMT hits.

5.5.3 True Efficiency

One notable drawback from both mechanisms was the potential occurrence of dead

time for the DOMs, as the current rate across the DOM exceeds a level that can

be reliably triggered. The rate set per DOM corresponds to the average DOM rate.

Therefore, for an average DOM rate of 40Hz, it implies that the DOM exceeds the

specified limit at certain intervals. Consequently, it is crucial to assess the detector’s

resulting efficiency while taking into account the effects of dead time in the calcula-

tions. In reality, there will be a certain level of latency and buffering flexibility that

compensates for the effects of exceeding the limit for a specific duration. However,

as of the writing of this thesis, the buffer has not been determined, so we are taking
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the conservative approach of implementing a hard cutoff at 40Hz.

In order to calculate the fraction of the time the detector would be over the limit, I

generated a random sampling of 200 DOMs from a probability function of triggering

on a DOM. From the STRAW data we can obtain the time fraction for each DOM

at a specific rate, so instead of taking the average at a certain rate, we consider the

whole spectrum and randomly pick a rate from that spectrum 200 times. In some

cases, a particular DOM will be over the limit, but the rest of the detector might be

under the limit, so the overall detector rate is under the maximum capacity. For the

particular case of having a 40Hz DOM limit, that translates into a 8000Hz detector

limit, which is our estimated readout rate; the fraction of time we are under the limit

is 92% as figure 5.6 show. An additional test was made using a DOM limit of 29Hz,

and in that case, the detector is under the limit 99% of the time.

Figure 5.6: Fraction of time the detector rate is under the 8kHz limit when the DOM
rate limit is set to 29Hz and 37Hz respectively.
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The dead time calculations have a direct impact on the efficiency shown in figure

5.5, when properly scaled to the amount of time the detector will be offline, we notice

that the 37Hz limit looses 8% of efficiency with respect of the orginal value, and almost

6% with compared to the adaptive trigger as shown in figure 5.7. Nevertheless, if the

DOM limit is instead then set to 29Hz, allowing the detector limit to still be 8000Hz,

almost a 100% of the time the detector is online. This has almost no effect in the

overall efficiency. From this we can conclude that the concern of the dead time can

be simply solved by limiting the DOM rate to a 29Hz average rate, instead of the

40Hz originally estimated, because the effect on the efficiency is negligible. We avoid

having dead time and we keep the simple algorithm implementation for essentially

the same efficiency.

Figure 5.7: Efficiency response when the detector rate is set to 29Hz and 37Hz re-
spectively per DOM.

Another important takeaway from figure 5.7, is that to significantly increase effi-

ciency we need to be able to handle a 2kHz single DOM rate for triggering events.
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The evident step function produced by the 40K decays show that the improvement

on the efficiency for higher rates only becomes significant at two orders of magnitude

or grater rates.

To achieve this, we will need to generate a second-level trigger algorithm that

determines whether a full detector readout is necessary, thereby enabling high-rate

operation, expecting greater than 2kHz average rate per DOM. The development

of the second-level trigger algorithm goes beyond the scope of this thesis, but the

benefits of having one have been defined on this work.

There are two star markers on figure 5.7 that followed the same analysis done for

the 8kHz case. It shows that for a 2.2kHz DOM average rate limit, there is almost no

dead time in the detector. This demands a lot more rate to handle, but the reward on

efficiency is proportional, now aiming at close to 90% efficiencies for 10TeV muons.

Note that that if we go lower than 2kHz we reach the edge of the step function, falling

rapidly in efficiency, that is another region that is optimal to avoid.

5.6 Efficiency vs. Neutrino Energies

Up to this point we have settled for a selection of reconstructable events by enforcing

a 5 individual DOMs hit requirement, we also imposed a single DOM average rate

limit of 29Hz or a PMT rate cutoff of 500kHz shown in figure 5.1. Lastly, we decided

on a trigger algorithm for an 80m detector string separation that consists of at least

1 DOM with 3 PMT hits.

Now we can measure the estimated efficiency of having this trigger for actual

neutrino events, and observe how efficient we are to them depending on their energies.

Section 4.4 explains in detail the setup of the simulation.

5.6.1 Muon Neutrino Efficiency

Let us start with muon neutrinos, where they range from 100GeV to 10PeV with an

uniform distribution.
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Figure 5.8: Muon neutrino efficiency at different energies. Four different trigger
results are shown for comparison. There are split in two main groups: the upper one
represents the trigger at 2.2kHz single DOM avg. rate and the lower one at 29Hz.
Each group contains the results for the adaptive trigger marked with a star, and the
simple trigger result marked with a circle.

If we look at the results shown in figure 5.8, we can see the efficiency of the

trigger at detecting muon neutrino events at different energies. In the same figure

it is possible to compare both proposed triggers and how much would the efficiency

increase if a greater than 2kHz trigger were implemented. For the low rate trigger,

both the adaptive and cutoff trigger perform almost identical across all energies, if we

pay attention to the 10TeV bin, which is the energy used in section 5.5 for the trigger

development, we see that the efficiency at 29Hz remains close to the 70% mark.

Figure 5.8 also demonstrates that the efficiency significantly increases as the energy

of the muon rises, eventually reaching an efficiency level very close to 100% for 10PeV
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muons, as anticipated. Conversely, there is a rapid decline in efficiency at lower

energies. This behaviour was both expected because lower energy events tend to

leave less light in the detector, making their detection harder and easier to miss.

Additionally, 5.8 also makes evident the major increase in efficiency if a higher rate

trigger is implemented. At the 10TeV bin, the trigger efficiency is estimated to be

85% for both adaptive and cutoff trigger. Moreover, the 100% efficiency reaches a

plateau at 1PeV instead of 10PeV for the lower rate trigger.

5.6.2 Electron Neutrino Efficiency

For electron cascade detection we would also expect a high efficiency at high ener-

gies because the electron neutrino would generate an electromagnetic cascade after

interaction that is heavily dependent on the energy of the neutrino at the point of

interaction as seen in section 2.3. The same analysis as the one in section 5.6.1 was

repeated for electron neutrinos below.

Figure 5.9 show the efficiency of the detector for triggering electron neutrinos

from 100GeV to 10PeV. Taking a closer look at the 10 TeV energy bin for electron

neutrinos, akin to our examination of the muon case, reveals that the efficiency for low-

rate triggers consistently exceeds 90%. This efficiency steadily climbs until it reaches

100% for higher than 500TeV events. As anticipated, events with energies below 10

TeV exhibit notably lower efficiency until we approach extremely low energy levels,

where a 0% efficiency reflects the absence of events meeting the minimum triggering

criteria.

However, in this case, the difference between the high-rate trigger and the low-

rate trigger is under 10% at 10TeV. This means that for electron neutrinos there is

no significant gain in efficiency by increasing the single DOM average rate to 2kHz.

A possible explanation to this is that the electromagnetic cascade generation from

electron neutrino interaction, emits enough light within the detector volume at 10TeV,

to hit multiple PMTs in a DOM, or even multiple DOMs, making it easier to detect
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Figure 5.9: Electron neutrino efficiency at different energies. Four different trigger
results are shown for comparison. There are split in two main groups: the upper one
represent the trigger at 2.2kHz single DOM avg. rate and the lower one at 29Hz.
Each group contains the results for the adaptive trigger marked with a star, and the
simple trigger result marked with a circle.

than muons, even at low single DOM average rates cut offs.

5.6.3 Tau Neutrino Efficiency

Finally, we can look at tau neutrino events. Similarly to electron neutrino, tau neu-

trinos produce hadronic cascades, so their detection should not be as efficient as the

electron neutrinos’, because the attenuation length for hadrons is shorter than pho-

tons or electrons given their high interacting probability due to strong force. After

running the tau simulation, (see section 4.5.) for tau neutrino events from 100GeV

to 10PeV uniformly distributed get the results shown in figure 5.10.
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Figure 5.10: Tau neutrino efficiency at different energies. Four different trigger results
are shown for comparison. There are split in two main groups: the upper one represent
the trigger at 2.2kHz single DOM avg. rate and the lower one at 29Hz. Each group
contains the results for the adaptive trigger marked with a star, and the simple trigger
result marked with a circle.

Every observed outcome aligns with our expectations. We achieve efficiency levels

exceeding 90% for 10 TeV events with the low-rate triggers, and we approach nearly

100% efficiency for events at 10PeV. In contrast to the case of electron neutrinos,

where they reach 100% at 1PeV, tau neutrinos plateau at approximately 97% at

100TeV for the low-rate trigger. Although the energy dependence seem similar to

the electron neutrino’s, the overall efficiency is slightly worse at all energies, with the

exception of the high-rate trigger, where the 100% efficiency is achieved at the 10TeV

bin, just like in the electron neutrino plot. Moreover, as witnessed in the case of

electron neutrinos, events with lower than 500GeV do not trigger the detector due to
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their failure to meet the minimum requirements for a triggerable event. This is why

they consistently exhibit a flat 0% efficiency.

Despite the better performance of the high-rate trigger, the low-rate one also

demonstrates a much higher efficiency detecting tau neutrinos than muon neutri-

nos. The explanation is analogous to the electron neutrino case, where the ’bubble’

of light described in section 2.5, attributed to the hadronic cascade, is easier to de-

tect than a muon track thanks to the increase light emission from the neutrino energy

at the point of interaction and the surrounding DOMs, with the caveat of hadrons

having a shorter attenuation length than electromagnetic cascades; this drawback is

evident in the efficiency difference of 3% of electron and tau neutrino at the plateau

region. Another thing to consider is that sometimes a tau neutrino can generate a

hadronic cascade and a tau track that then generates a second hadronic cascade: the

double bang, as covered in section 3.4. The difference in efficiencies from tau and elec-

tron neutrino might not be due to the hadronic cascade having a shorter attenuation

length, but due to the lower efficiency for detecting muon tracks plus the last bang

having less energy than the first one because of all the energy lost in the previous

interactions.

Overall the high-rate trigger proved to be the best performing trigger for all three

neutrino flavours. Even though for electron and tau neutrinos the improved efficiency

is only within 5%, for muon neutrinos signifies a much higher increment of 15% at

10TeV and prevailing above the low-rate trigger by over 10%, up to 200TeV.
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Chapter 6

Conclusions

The analysis presented in this work provides a detailed examination of the efficiency

of the selected trigger algorithms in detecting neutrino events across different en-

ergy ranges and flavours. The study focused on muon, electron, and tau neutrinos,

considering their distinct interaction characteristics within the P-ONE detector.

The adoption of a 3 PMT hit coincidence trigger in a DOM, with a PMT rate

cutoff at 500kHz to account for varying bioluminescent conditions, emerged as the

most effective approach, because of its simplicity compared to the adaptive trigger

and because it can work with the current detector constraints.

The analysis on muon neutrinos unveiled two trigger scenarios: the low-rate trigger

that works with the current detector limitations and yields a 70% efficiency for 10TeV

events, and the high-rate trigger that increases the efficiency up to 90%, but it goes

beyond the current detector capabilities. Therefore, a global trigger algorithm is

needed to reduce the data readout by a factor of 50 if we want to achieve the 15%

efficiency improvement.

The subsequent exploration to electron and tau neutrinos showed similar results,

demonstrating that the difference between low-rate and high-rate triggers was mini-

mal, suggesting that even at lower rates, electron and tau neutrinos yielded efficiencies

of 90% for 10 TeV events and approached 100% for energies beyond 500 TeV.

The overarching theme of the analysis highlights the efficacy of the high-rate trig-

73



ger across all three neutrino flavours. While muon neutrinos experienced the most

significant efficiency improvement, electron and tau neutrinos also benefited from the

high-rate trigger mechanism.

In conclusion, we can keep the initial simple low-rate trigger, in spite of the limited

efficiency for muon neutrinos because it works fine for electron and tau neutrinos,

and due to the simplicity of its implementation. Additionally there is the need to

investigate a global detector trigger, that by suppressing readout data, it would al-

low the implementation of the high-rate trigger in order to increase the efficiency

of muon neutrinos at 10TeV to 85% and increase it even more for electron and tau

neutrinos. Comparatively, instead of developing another algorithm, these results may

prove enough motivation to increase the bandwidth on the detector hardware, al-

lowing for higher-rate triggers. This upgrades would need to be implemented to the

inter-DOM connections and to the connections from the mini-junction box to the

cluster junction box, in order to increase the overall detector bandwidth.

Furthermore, this results shown are highly sensitive to the bioluminescence model,

and the state of the current model is based on assumptions that need to be tested

on the P-ONE environment, such as the correlation between DOMs and the biolu-

minescence due to the turbulence created from the string and the sea currents. The

first P-ONE string is expected to be deployed in 2025, allowing to collect new bi-

oluminescence data that will improve the model we are using for estimations. As

the number of strings increases, even more complex sources of bioluminescence can

be investigated, like the turbulence created from one string, affecting neighbouring

strings. This iterative process will enhance our comprehension of how biolumines-

cence behaves in the specific experimental conditions, enabling further optimization

of trigger algorithms and improving overall detector efficiency.

Looking ahead, the implementation of the high-rate trigger stands out as a promis-

ing avenue for further exploration. The significant efficiency gains observed across

different neutrino flavours, especially in the challenging energy range of 10 TeV un-
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derscore the potential benefits of adopting a high-rate trigger mechanism. It could

also increase the efficiency for lower than 10TeV neutrinos, allowing for a significantly

larger statistics of detected events, because most of the events will be under 10TeV

according to our weighted flux. (See figure 4.2) Future work should focus on refining

and fine-tuning the high-rate trigger algorithm and bioluminescence model. The con-

tinuous evolution of trigger algorithms remains integral to unlocking the full potential

of P-ONE and pushing the boundaries of neutrino research.

The current state of the P-ONE detector progresses towards the deployment of

the funded first string of the detector in 2025. Furthermore, there are plans for

increasing the infrastructure bandwidth by 100 times for the full 70-string detector.

This upgrade would facilitate the implementation of a high-rate trigger due to the

two orders of magnitude increase in the overall bandwidth.
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Appendix A: Simulation Output

In chapter 4 the simulation scheme for this analysis was reviewed. The particles

were injected, propagated and then they went through a DOM-launching module

that would return the trigger pulse map of the event and the properties of the event.

These information was the one used for the rest of the analysis. Dataio-Shovel is

an IceTray interface that allows for the manipulation of the resulting data of the

simulation. Figure A.1 shows an example of a simulation output, where each Q at

the bottom of the figure represent an individual event. Each event also displays the

list of module outputs of all the modules the particle went through. In the particular

case of a muon simulation, the initial properties of the injected muon are stored in

the MMCTrackList key, the I3MCTree key contains all the particle interactions the

original muon went through on its path, and its remaining energy. The I3Photons key

contains all the photons emitted by a particle for that event, it provides the direction

of each photon, its wavelength and the time of emission. The Trigger Pulse Map key

contains all the hits received by every DOM in all strings by a single event. It also

contains the time of hit. The last key was used for developing the trigger strategies.

Figure A.2 shows the MMCTrackList key in the Dataio-Shovel interface. It contains

the initial coordinates of the injected muon as well as initial energy. It also contains

coordinates and energy at the point of closest approach to the detector’s centre and

final coordinates and energy of the muon when it goes over the detector’s interaction

volume. It also provides the total energy lost in the event, the total length of the

particle injected, the type of particle, etc.

Figure A.3 shows a fragment of the particle interactions that the initial muon go
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Figure A.1: Example of simulated events as seen through the Dataio-Shovel interface.
Each Q at the bottom represent a simulated event, and each event shows the infor-
mation displayed on the figure. From the particle injection properties, to the trigger
pulse map, and all of the stages in between.

through for the whole event. The I3MCTree key contains the initial muon’s energy

and coordinates and it provides a list of the produced particles with their coordinates

and energies. The initial muon is preserved and followed through during the event to

keep track of its remaining energy and current location.

Figure A.4 shows an fragment of the simulated photons during a muon event. The

I3Photons key contains a list of all photons, their timestamp, coordinates, directions,

and produced wavelengths.

Figure A.5 shows a fragment of the trigger pulse map of the simulation after the

photon propagation. The trigger pulse map key contains the list of PMT hits on each

DOM and on every string. The string number is represented on the first number on

the OMKey class variable, and the second number represents the DOM hit in that
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Figure A.2: MMCTrackList key of a simulated muon. It contains all the basic infor-
mation of the injected muon. Initial coordinates and energy, coordinates and energy
at the point of closest approach and final coordinates and energy.

string. The width attribute on each hit represent the PMT hit on the DOM.
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Figure A.3: I3MCTree key of a simulated muon. It contains the initial muon’s energy
and coordinates and it provides a list of the produced particles with their coordinates
and energies. The initial muon is preserved and followed through during the event to
keep track of its remaining energy and current location.
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Figure A.4: The I3Photons key contains a list of all photons, their timestamp, coor-
dinates, directions, and produced wavelengths.
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Figure A.5: The trigger pulse map key contains the list of PMT hits on each DOM
and on every string. The string number is represented on the first number on the
OMKey class variable, and the second number represents the DOM hit in that string.
The width attribute on each hit represent the PMT hit on the DOM.
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