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Abstract

The number of users subscribed to wireless communication services has been growing 

exponentially during the past decade. New sophisticated wireless services are being 

added. Demands for high data rates and capacity over the wireless channel at lower 

cost are enormous. Multipath fading, cochannel interference (CCI), multiple access 

interference (MAI) and adjacent channel interference (ACI) are the prime factors af­

fecting the capacity and the bit error rate (BER). In the literature, a considerable 

amount of research thrust has been focused to combat these factors. Many diversity 

techniques were proposed to combat the multipath fading. Optimal maximum like­

lihood receivers and many suboptimal receivers were proposed to combat cochannel 

interference and multiple access interference.

In this thesis, interference whitening receivers and conventional space diversity re­

ceivers are investigated to combat the CCI and MAI in micro-cellular fading environ­

ments. The interference whitening receivers exploit the correlation in the spectrum of 

CCI and MAI to mitigate their effects on detection of the desired signal. A whitening 

matched filter is introduced instead of the conventional matched filter. While maxi­

mizing the signal-to-noise plus interference ratio (SNIR), the whitening matched filter 

introduces intersymbol interference (ISI) in the desired sample. A fractionally spaced 

linear minimum mean square error (MMSE) equalizer is employed to combat the 

intersymbol interference. Average BER expressions are derived using characteristic 

function and Fourier series methods. Notably, the complexity of this system does not 

grow with the number of users as do the complexities of the optimal or suboptimal 

multiuser receivers. The whitening matched filter receiver uses the knowledge of the
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value of the total interference power and the interferers’ pulse shaping, information 

normally available at the receivers for power control, etc. or inexpensive to obtain.

The accurate BER and outage performances of conventional space diversity re­

ceivers in CCI and fading channels are studied. Bandlimited BPSK systems with 

two Nyquist pulse shapes, namely, spectrum raised-cosine (SRC) and Beaulieu-Tan- 

Damen (BTD) pulses are considered. Again, characteristic function and Fourier series 

methods are employed. It is shown th a t the BTD pulse outperforms the SRC pulse 

in all the cases considered.

The proposed receivers require only the total interference power and the pulse- 

shape of the interferers at the receiver. These parameters may be available at the 

conventional receiver for the power control and some diversity combining schemes. As 

the receiver structure changes with the parameters thus, these receivers are adaptive 

single-user receivers.
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Chapter 1

Introduction

1.1 Background and M otivation

The wireless communication sector is one of the fastest growing industries in all of 

electrical engineering. Although, Guglielmo Marconi demonstrated the first radio 

technology in 1897, its growth was very slow until the last two decades. The growth 

of two way wireless communication was fueled by efficient digital and radio frequency 

fabrication, very large system integration techniques and miniaturization technolo­

gies. Broadly speaking, wireless communication includes cellular telephony, satellite 

communication, point-to-point radio links, paging, wireless local area networks (Wi­

Fi), etc. Cellular telephony provides the major portion of the revenue in the wireless 

communication sector. The number of cellular phone customers has grown from 10 

million in the early 1990’s to approximately 700 million in 2002 and is expected to 

increase to more than two billion around year 2006-2007 [1], [2].

In commercial cellular communication systems, frequency division multiple access 

(FDMA), time division multiple access (TDMA), and code division multiple access

1
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(CDMA) are the major access techniques. FDMA assigns individual frequency slots 

for each user while TDMA assigns individual time slots. Thus, FDMA and TDMA 

provide orthogonal transmission in frequency or time. The widely accepted GSM 

system is based on TDMA techniques. The GSM system has the largest number of 

subscribers, more than any other cellular standard. The CDMA system is based on a 

spread spectrum technique. Spread spectrum techniques have been very successfully 

used for military communications for decades. Recently CDMA, has taken a signifi­

cant role in cellular and personal communication networks, mobile satellite networks 

and wireless local area networks [3]. The CDMA has been used as the main access 

method for thrid generation cellular standards.

1.1.1 Cochannel Interference (CCI)

Unlike wire-line transmission, wireless transmission has many limitations. As all the 

wireless services share the frequency spectrum, it becomes a very precious resource 

and its availability is limited. To overcome this, in cellular telephone systems the 

cell concept and frequency reuse were introduced [1], [4]. Due to frequency reuse, 

there will be cochannel interference to a particular user from subscribers using the 

same frequency in surrounding cells. Fig. 1.1 illustrates the frequency reuse concept 

in a seven cell cluster. The cells labeled with the same letters use the same group 

of frequency channels and they are called cochannel cells. For a particular user the 

signals of the users operating on the the same carrier frequency in cochannel cells 

are interference and this is called cochannel interference (CCI). As the demand for 

wireless channels increases the cell sizes are reduced to increase the capacity leading to 

micro-cellular systems. Many research studies have shown that micro-cellular systems 

are cochannel interference limited and not background noise limited systems [4].

2
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Fig. 1.1. The seven cell cluster layout illustrating frequency reuse [1].

1.1.2 Fading

When a signal is transm itted through a wireless channel, it is subject to attenuation, 

phase rotation, etc. The transm itted signal travels through the medium as a radio 

wave. Due to the irregularities of the medium, typical wave propagation phenomena 

such as diffraction, scattering, and reflection, diffuse the transm itted radio wave into 

a continuum of plane waves with different amplitudes and phases. At the receiver 

antenna, they are added constructively or destructively causing multipath fading [5], 

[6]. The fading captures the rapid amplitude and phase fluctuations of a radio signal 

over a small window of time or distance or wavelength. There are two types of fading 

effects characterizing wireless communications. They are large-scale and small-scale

3
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fading. The large-scale fading represents the average signal power attenuation or the 

path loss due to transmission over large areas. This phenomenon is caused by terrain 

contours, such as: hills, forest, high-rise-buildings etc. between a transm itter and 

receiver. It is normally described as n-th law path loss and lognormal shadowing.

Large-scale
fading

Antenna displacement

Fig. 1.2. Small-scale fading superimposed on large scale fading.

Small-scale fading refers to the dramatic change in the amplitude and phase of the 

received signal due to the changes in the positioning of a transm itter and receiver. 

Two types of phenomena are used in the characterization of small-scale fading. They 

are time dispersion of the signal and variation of the channel in time.

In time dispersion of the signals, if the delay spread of the channel is greater 

than the symbol duration then the channel is called a frequency-selective channel, 

otherwise, it is called a frequency-nonselective channel or flat fading channel. The 

reciprocal of the delay spread is called the coherence bandwidth of the channel. It 

represents a frequency range over which signal’s frequency components have strong 

amplitude correlation. In the frequency domain, if the coherence bandwidth of the

4
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Sm all-scale
fading

Antenna displacement

Fig. 1.3. Small-scale fading.

channel is greater than the bandwidth of the signal, then the channel is called a 

frequency-nonselective channel, otherwise, it is called a frequency-selective channel.

In time variation of the channel phenomenon, if the channel variation is faster 

than the symbol rate, the channel is called a fast fading channel, otherwise, it is a 

slow fading channel. In other words, if the coherence time of the channel is less than 

the symbol time duration, the channel is a fast fading channel, otherwise it is a slow 

fading channel. The coherence time is described as the expected time duration over 

which the channel response to a sinusoid is invariant. The reciprocal of the coherence 

time is called Doppler spread. While the delay spread describes the time dispersion 

of the channel, Doppler spread manifests the frequency dispersion of the channel. As 

the delay spread and Doppler spread are two independent phenomenon, we have four 

types of fading situations. In this thesis we only consider flat (frequency-nonselective) 

slow fading channels.

5
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Using complex notation, a transmitted signal, s(t) is written as [7]

s { t ) = R e [ g { t ) e ^ i} (1.1)

where Ke[sc] is the real part of x, f c is the carrier frequency and g(t) is the desired

baseband signal. Assuming antenna is moving and there are multiple scatter path

each associated with a time variant propagation delay rn(t) and time variant fading 

amplitude a n(t). Neglecting the additive noise, the received signal, r(t) is

r (t ) =  5 3  ~  rn(t))- (1-2)
n

Substituting (1.1) in (1.2), it becomes

r(t) =  ^ ^ a n(t)e Tn̂ g ( t  — rn{t))e^2i:̂ ct. (1.3)
n

Then, the equivalent baseband signal is given by

*(*) =  ' ^ 2 a n(t)e ~i2nfcTn{i)g(t -  Tn(t)). (1.4)
n

For the case of an unmodulated carrier, the received signal becomes

*(*) =  5 3  “ nW 6 _^ n(t) (L5)
n

where the phase, 9n{t) = 2-rrfcrn(t). The phase, 9n(t) may change significantly with 

the change of propagation delay. Thus, the phasors in (1.5) may add up constructively

or destructively. Then eq. (1.5) can be compactly written as

z(t) = a(t)e (1 .6 )

where a(t)  is the resultant fading amplitude and 9{t) is the resultant phase. Eq. (1.5) 

can also be written using two orthogonal components as

z{t) =  £ > ( * )  +  J Vn{t) (1.7)
n

6
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where xn (t) = a n(t) cos(9n(t)) and yn(t) = a n{t) sin(0„(£)). Assuming the fading 

process is a widesense stationary (WSS) process, and using a central limit theorem 

(CLT), when n  is large x  = YLn xn an<̂  y =  Y^nVn are g°ing to have Gaussian 

probability density function (PDF). If x  and y are independent and have zero mean 

(in other words, there is no line-of-sight (LOS) path component), the PDF of the 

resultant fading gain a  is [4]

9.r T 1
r > 0 (1.8)f  ( \ 2rfa{r) =  -^-exp

a

which is called the Rayleigh PDF and E[a2] =  £2. As a; and y are independent random 

variables, the resultant phase is uniformly distributed and resultant fading gain and

resultant phase are mutually independent. If there is a LOS path the PDF is called

Rice PD F and is given by [4]

(1.9)

where Iq(-) is the modified Bessel function of the zeroth order and first kind, K r  is 

the Rice factor defined as

_  Specular power _  s2 .
R Scattered Power tip

and E[a2] =  L! =  s2 +  flp. When K r  is zero there is no specular component and, 

thus, the fading PDF becomes the Rayleigh PDF, and when K r  approaches infinity 

the channel does not exhibit any fading. The resultant phase distribution is given 

in [8] and the fading gain and the phase are not independent.

In early 1940’s, Nakagami introduced a distribution for fading gain now called the 

Nakagami distribution [9]. It was shown to have a closer match to empirical data 

than other fading distributions. The Nakagami fading gain PDF is written as [4]

/ “ ( r ) = f R © ’" r2m" le x p { - r 2} ’ r > 0 ’ (1-n )

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where E[a2] =  Q and m  is the Nakagami fading parameter taking values from 0.5 

to infinity. When m  =  1, the Nakagami PDF becomes the Rayleigh PDF, when 

m  — |  it becomes a one sided Gaussian PDF and when m —> oo, it becomes an 

impulse function (no fading). Thus, the severity of the fading reduces with the fading 

parameter. For different values of Nakagami fading parameter the Nakagami PD F’s 

are sketched in Fig. 1.4. The distribution of the resultant phase is still an open

—  m=0.5
-  m=1 (Rayleigh fading 
-■ m=2
• • ■ m=4

1.4

1.2

0.8

0.6

v .\
0.4 I*.

0.2

0.5 1.5
r

2.5

Fig. 1.4. Nakagami fading amplitude probability density function for different fading 

parameters, m  and £1 =  1.

problem when the fading amplitude is Nakagami distributed. The Rice distribution 

is sometimes closely approximated using Nakagami distribution, and the mapping is 

given by [6]

(1 +  K Rfm  —

K r  =

1 +  2 K r  ’ 
\Jm? — m

K r  >  0

m  — \ / m 2 — m  ’ 

8

m  >  1.

(1.12)

(1.13)
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As the Nakagami distribution contains only simple functions, it often leads to conve­

nient closed-form solutions or simple analytical expressions in wireless communication 

systems analysis.

1.1.3 Diversity Combining Schemes

The cochannel interference and fading are major factors affecting the capacity of 

cellular radio systems. Diversity schemes combat fading and cochannel interference 

simultaneously. During the past few decades, an enormous amount of research has 

been done on them [6]. To understand the diversity mechanism, assume p is the 

probability of a channel experiencing a deep fade. If there are L  independent diversity 

branches, the probability of all channels experiencing a deep fade becomes pL. Thus, 

the probability of making error is reduced. Diversity can be achieved in space, angle, 

multipath, frequency, time, polarization and field [4].

Frequency diversity is obtained by transmitting the same information over mul­

tiple (> 2) carrier frequencies at least separated by the coherence bandwidth of the 

channel. Time diversity is achieved by transmitting the same information over dif­

ferent time slots separated by at least the coherence time of the channel. Multipath 

diversity is achieved when the fading is frequency selective. When the signal band­

width is much greater than the coherence bandwidth of the channel the signal will 

resolve the multipath components [7]. Thus, the receiver is provided with several 

independent fading paths. If the delay spread is Tm and the signal bandwidth W, 

there are TmW  resolvable signal components. The use of wideband signals is a way 

of obtaining multipath diversity. The optimum receiver for this multipath diversity is 

called a RAKE receiver and it is widely used in DS-CDMA systems. Angle diversity 

is implemented using directional antennas and it is also called directional diversity.

9
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The fact that the electromagnetic waves can be transm itted as independent verti­

cally and horizontally polarized waves, is exploited to obtain polarization diversity. 

Field diversity is based on the fact that the electric and magnetic waves undergo 

independent fading. In practice, antenna design for field and polarization diversity 

is much more difficult. Space diversity or antenna diversity employs multiple anten­

nas. Conventionally, a single transmit antenna and multiple receive antennas have 

been considered. Recently, diversity systems with multiple transm it and receiver an­

tennae drew much attention of researchers due to their high data rate and capacity 

capabilities [4]. Theoretically, the antennas should be separated by at least a half 

the wavelength to obtain uncorrelated diversity branches. However, in practice the 

separation should be at least 10 wave lengths to obtain the independent fading. In 

this thesis, we only consider space diversity schemes with flat slow fading.

The signals that are received in the diversity branches can be be combined in a 

number of ways. There is a trade-off between complexity and better performance. 

Widely used combining methods are selection combining (SC), switched combining 

(SWC), equal gain combining (EGC) and maximal ratio combining (MRC). If the 

combining is done after the detection process in each branch it is called post-detection 

combining. Normally post detection combining is performed in baseband. If the com­

bining is performed before the detection process in the branches, it is called predetec­

tion combining and it is performed in RF. For the coherent receivers, postdetection 

and predetection combining schemes provide identical results [4], [6].

Lets assume, there are L  independent diversity branches. Each channel undergoes 

frequency nonselective slow fading. The /-th branch lowpass BPSK received signal is 

written as

yi(t) = aie^e‘s ( t )+  nt(t), Ze [ l ,  • • • , £]  (1.14)

10
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where s(t) is the desired signal, ni(t) is the additive complex Gaussian noise, ai is the 

fading amplitude and Qi is the phase.

1.1.3.1 M aximal Ratio Combining (MRC)

Regardless of the fading statistics, MRC is the optimum combining scheme for sig­

nal detection in the presence of additive white Gaussian noise (AWGN) only. It 

requires knowledge of the fading amplitudes and phases in all diversity branches. As 

it requires the phase information it is not feasible with noncoherent or differential 

detectors. In MRC, the matched filter outputs in diversity branches are multiplied by 

the corresponding complex conjugate of the fading channel gain, (ane~J0') and then 

all of them are summed together to obtain the decision statistic. The multiplication 

is to compensate the phase rotation by the channel and weight the signal by a factor 

proportional to the fading amplitude. Thus, a strong branch signal is weighted by 

larger factor than a weaker branch signal. After matched filtering and weighting by 

the complex conjugate fading gain (aie~^1) and combining, the decision statistic is 

written as

* L L

U =  Re ^ 2  of  +  aini
. 1=1 i=i

L L= E“?+E OLlUic (1.15)
1 = 1  1 = 1

where the desired symbol energy and the symbol duration are assumed unity, nic 

is the real part of the additive Gaussian noise component and L  is the number of 

diversity branches.

11
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1.1.3.2 Equal Gain Combining (EGC)

Predetection EGC is similar to MRC, the branches are cophased but they are not 

weighted by the fading gains. Thus, EGC has less complexity at the expense of 

performance. In practice, EGC is employed in systems with equal energy symbols 

such as MPSK [4]. Postdetection EGC is used in applications where the phase of the 

received signal cannot be obtained accurately [6]. In such situations, postdetection 

EGC is employed with noncoherent or differential detectors. In this thesis, only 

predetection EGC is considered.

If the received signal in (1.14) is cophased, passed through a matched filter and 

the branches are combined, the decision statistic becomes

to detect the signal depending on the selection criteria. Thus, SC provides inferior

this thesis namely, maximum SNR selection, maximum desired signal power selection 

and maximum output power selection. Among these schemes, the SNR selection 

scheme provides better performance with higher complexity. The maximum output

in continuous transmission is that the channel parameters in all the branches should 

be estimated continuously. Moreover, if the channel parameters are estimated it is

L L

U =  Re
u=i i=i

L L

(1.16)
1 = 1 1 = 1

1.1.3.3 Selection Combining (SC)

Unlike MRC and EGC, in selection combining only one diversity branch is selected

performance with less complexity. There are several selection criteria which have been 

studied in the literature [10], [11]. However, we consider only three selection criteria in

power selection scheme is more practical to implement. The main drawback of SC

12
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better to use EGC or MRC to obtain better performance.

Suppose the j -th branch is selected in the received signal in (1.14). Then, after 

coherent detection, the decision statistic is given by

U =  Re [aj 4- rij]

= CKj +  njc (1.17)

where the j -th branch is selected based on the selection criterion!

1.1.3.4 Switched Combining (SWC)

Unlike SC, for SWC the channel parameters in all the branches do not need to be 

estimated continuously. There are different variants of SWC schemes in the literature 

[12]. In the SWC considered in this thesis, a switching metric of a particular branch 

is continuously compared with a predetermined threshold value. If the branch metric 

is greater than the threshold, the same branch is selected. Otherwise, the output 

is switched to other branches cyclically until a branch with metric greater than the 

threshold is found [13], [14]. If all the branch metrics are below the threshold, the 

output never settles to any branch. The switching metrics considered are desired 

signal power, signal-to-interference (SIR) power ratio, and total branch power.

1.1.4 Spread Spectrum  (SS) and Code D ivision M ultiple Ac­

cess (CD M A) System s

Spread spectrum techniques have been employed by the military since World War II. 

In the last two decades, spread spectrum-based systems have been widely used in cel­

lular and personal communication networks, mobile satellite networks, wireless local 

area networks, and global positioning systems, etc. Spread spectrum systems may
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provide asynchronous data transmission, message privacy, signal hiding and position 

location within their repertoire. Basically, a spread spectrum system is one in which 

the transm itted signal is spread over a wide frequency band, in fact, much wider than 

the minimum bandwidth required to transm it the information being sent. There are 

some benefits in the signal spreading by means of a code sequence. The signal energy 

is diluted over the bandwidth while occupying a very large bandwidth. The amount 

of the power spectral density present at any point within the spread signal is very 

small. As a result, may be the signal below the noise floor of a conventional receiver 

and seems invisible in the spectrum, but it can be detected using a spread spectrum 

receiver. The receiver can reject strong undesired signals even if the undesired signal 

power is much higher than that of the desired spread spectrum signal. This is because 

the authorized spread spectrum receiver has a replica of the spreading sequence to 

despread the signal. The non-spread signals are then suppressed in the detection pro­

cess. This property in SS systems provides a certain degree of immunity to intentional 

or unintentional jamming. The most commonly used techniques are direct sequence 

spread spectrum (DS-SS) and frequency hopping spread spectrum (FH-SS). The DS- 

SS can be viewed as the modulation of carrier by a digital code sequence whose bit 

rate is much higher than the information signal bandwidth. The FH-SS occurs when 

the carrier frequency is shifted in discrete increments according to a pattern dictated 

by a code sequence. The transm itted frequency jumps from frequency to frequency 

within a predetermined set determined by a code sequence. The SS systems have the 

capability of combating a limited amount of multipath fading. Frequency selective 

fading typically occurs at relatively narrow bandwidths of a wideband system. Thus, 

the spread signal provides a form of frequency diversity which compensates the faded 

frequencies by those, that do not experience the same fading. The effective frequency

14
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of deep fades in a multipath channel which results from ’’echoes” of the same signal 

arriving at the SS receiver at slightly different times, can be largely reduced. The 

design of the spreading codes is the key to enhancing the robustness to unwanted 

signals. Moreover, a single receiver or group of receivers may be addressed by a 

reference code, compared with other users who have different codes. Thus a code 

sequence becomes a user’s address. When the codes are properly chosen to have low 

cross correlation properties, minimum interference occurs between users. More than 

one signal can be unambiguously transmitted in the same bandwidth and at the same 

time; and selective addressing and code-division multiplexing are implemented by the 

coded modulation format. The multiple access capability th a t is achieved by the 

code-division is termed code division multiple access (CDMA). Direct-sequence code 

division multiple access (DS-CDMA) and Frequency-hopping code division multiple 

access (FH-CDMA) are the most commonly used techniques.

Particularly in mobile cellular communication, CDMA has been considered as 

an attractive alternative to the conventional FDMA and TDMA techniques for the 

following reasons. First, a large number of users may subscribe to such a system, 

with the system performance (error rate etc.) primarily dependent on the number 

of simultaneous users and the nature of the channel. The performance degrades as 

the number of active users increase and there are no blocked calls in the usual sense, 

although of course traffic will ultimately be limited by the available resources and the 

effective BER. Secondly, each user may transm it asynchronously and no scheduling 

of channel use is required. This enables easy access for new subscribers. However, 

the signals of the other active users are interference for a particular user. There are a 

number of disadvantages associated with the CDMA, the two most obvious of which 

are the problem of ’’self-jamming” and the related problem of the ”near-far” effect.

15
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The self-jamming arises to from the fact that in an asynchronous CDMA network, 

the spreading sequence of the different users are not orthogonal, and hence in the 

despreading of a given user’s waveform, nonzero contributions to the user’s receiver 

decision statistic arise from the transmissions of the other users in the network. The 

near-far problem refers to the fact that, signals closer to the receiver of interest are 

received with smaller attenuation than signals located further away. This means that 

power control techniques must be used in the cell of interest. Another concern in 

the CDMA is the smooth handover from one cell to the next requires acquisition by 

the mobile of the new cell before it relinquishes the old cell. The CDMA systems 

are self-interference limited. That is, in attempting to have many users communicate 

simultaneously, the mutual interference sets a limit on the number of simultaneous 

active users. To the extent that not every user in the network is always transmitting, 

the capacity of the system is increased. In the CDMA systems, if a given user stops 

transmitting, and no new user wants to access the channel at that particular instant 

of time, then all the remaining users on the channel experience less interference, i.e. 

voice activity levels influence the CDMA system performance.

1.1.5 Interference M itigation

The CCI and MAI are the prime factors which limit the capacity and performance 

of wireless communication systems. The conventional matched filter receiver does 

not take into account the existence of the CCI or MAI. It uses a single-user detec­

tion strategy in which each user is detected separately without regard for interferers. 

Significant capacity increment can theoretically be achieved, if the the negative ef­

fect that each user has on other users is cancelled. Instead of the users interfering 

with each other, they can all be used for their mutual benefit by joint detection.

16
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This detection strategy is called multiuser detection. The im portant assumption in 

optimum multiuser detection is that the amount of information available about the 

desired user (timing offset, phase offset, etc.) at the receiver are also available for the 

interfering users as well. It is generally difficult to obtain and not practical for many 

systems. In 1986, Verdu [15] proposed and analyzed the optimum multiuser detector 

or the maximum-likelihood sequence detector for the CDMA. The optimum detection 

of a BPSK system was reported in [16], [17], [18] and is complex. The receiver com­

plexity of the optimum maximum-likelihood detection increases exponentially with 

the number of users and is not suitable for practical systems. Therefore, over the 

last decade, most of the research has been focused on finding sub-optimal multiuser 

detectors [19], [20], [21], [22] and improved single-user detectors [23], [24] which are 

more feasible to implement. It is interesting to note that there is a strong similarity 

between the problem of MAI and CCI and that of intersymbol interference (ISI) [15]. 

Comprehensive treatments of optimum and sub-optimum detection of the CDMA 

can be found in [19] by Verdu, [25] by Duel-Hallen et al. and [26] by Moshavi. In 

this thesis, an improved single user receiver structure with whitening matched fil­

ter [27] and linear fractionally spaced minimum mean square error (MMSE) equalizer 

is considered to mitigate the cochannel interference in fading environments.

1.1.5.1 W hitening Matched Filter (W MF) Receivers

A whitening matched filter [28], [27], [29] was proposed for signal detection in col­

ored Gaussian noise. It maximizes the signal-to-noise ratio (SNR) and provides the 

optimum performance in colored Gaussian noise. It consists of a filter which whitens 

the spectrum of the colored noise followed by a filter matched to the distorted signal 

output from the whitening filter. As the resultant transfer function does not satisfy
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the Nyquist criterion, a WMF introduces ISI to the decision statistic in continuous 

transmission systems. When bandlimited pulse-shaping is employed the WMF im­

plementation is feasible. However, when the time-limited pulse shapes are used the 

implementation is feasible only with reasonably long delay [27].

1.2 Thesis Outline and Contributions

There are six major chapters in this thesis. Each chapter contains one major contri­

bution. The chapters are organized as follows.

In Chapter 2, several single-user interference whitening receiver structures to com­

bat the CCI in micro-cellular fading environments are proposed. A Nakagami/Rayleigh 

desired/interfering user fading model is adopted for the micro-cellular environment [4]. 

The fading is assumed to be flat and slow. While maximizing the SNIR, the WMF 

introduces ISI in the decision statistic. A fractionally spaced linear MMSE equalizer 

is employed to suppress the ISI introduced by the WMF. Two Nyquist pulse shapings, 

namely, spectrum raised-cosine (SRC) and Beaulieu-Tan-Damen (BTD) pulses [30] 

and nonreturn-to-zero (NRZ) rectangular pulses are employed. The performance 

analysis is carried out using a characteristic function (CF) method and an approx­

imate Fourier series method [31]. In some cases Monte Carlo computer simulation 

is used to obtain the BER performance. The performance of the proposed receivers 

is compared against that of conventional matched filter (MF) receivers. Our results 

show th a t the proposed receivers provide substantial performance gains.

In Chapter 3, we study the BER performance of a bandlimited binary DS-CDMA 

system in Nakagami fading channels. Slow flat fading is assumed and a single-user 

correlator receiver or a conventional MF receiver structure is considered. Two Nyquist
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pulse shapes, SRC and BTD pulse shapes are employed. We consider several Gaus­

sian approximation methods and an exact CF method for the analysis. A new com­

putationally efficient method is introduced by incorporating the CF method into the 

improved Gaussian approximation (IGA) method [32] proposed by Morrow and Lehn- 

ert. In our proposed method, the computational complexity is substantially reduced 

and it does not depend on the number of users in the system. The accuracy of the 

Gaussian approximation methods is assessed using Monte Carlo computer simulation. 

An exact BER analysis using a CF method for systems with deterministic desired user 

spreading sequences and random interfering users’ spreading sequences is also consid­

ered. The BER performance of the SRC and BTD pulse shapes are compared under 

identical system conditions.

In Chapter 4, we extend the work in Chapter 3 for space diversity receivers for 

bandlimited DS-CDMA systems. The combining schemes considered are MRC, EGC 

and SC. The IGA and standard Gaussian approximation (SGA) [33] of the MAI are 

considered using CF and approximate Fourier series methods for the performance 

analysis. The computational complexity of the BER expressions does not increase 

with diversity order or number of interferers. The SNR and capacity gains with the 

diversity order of the different combining schemes are compared.

In Chapter 5, the WMF receiver considered in Chapter 2 is considered for bandlim­

ited DS-CDMA systems in Nakagami fading channels. Again a fractionally spaced 

linear MMSE chip equalizer is used to combat the ISI introduced by the WMF. We as­

sume deterministic desired user spreading sequences and random spreading sequences 

for interfering users. The BER expressions are derived using the approximate Fourier 

series method.

In Chapter 6, performance analysis of narrowband communication systems in
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fading and CCI is considered. An exact BER expression for a BPSK system with 

NRZ rectangular pulse shaping in Nakagami fading and CCI is derived using the CF 

method. It is computationally more efficient than other reported methods. The ac­

curacy of the Gaussian approximation of the CCI is assessed. A QPSK system with 

a Nakagami/Rayleigh desired/interfering user fading model is also considered. Then, 

exact BER expressions for a bandlimited BPSK system with EGC and SC diversity 

receivers in Nakagami fading and CCI are derived. Two Nyquist pulse shapes, SRC 

and BTD pulse shapes are used. Again the CF method and the Fourier series meth­

ods are employed. The complexity of the BER expressions neither increases with 

diversity order nor number of interferers. An exact outage probability expression 

for a bandlimited BPSK system with MRC diversity in CCI and Nakagami/Rayleigh 

fading is derived. The outage performance of the BTD and SRC pulses are compared.

In Chapter 7, outage probability expressions for a bandlimited BPSK system with 

SC and SWC in CCI and Nakagami/Rayleigh fading model are derived. Interference 

limited systems are considered in the analysis. Three selection and switching criteria, 

namely, desired signal power, SIR and total output power are considered. Unlike 

previous results, the system model under investigation takes into account the pulse 

shaping and the random delays and phase offsets of the interfering users. The opti­

mum switching thresholds for different switching criterions are formulated.

Chapter 8 provides our conclusions, summary of the major contributions and 

suggestions for future work.
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Chapter 2 

Interference W hitening Receivers 

for Micro-Cellular Systems

2.1 Introduction

The transmission environment places a fundamental limitation on the performance 

of wireless communication systems. There are two main source of degradation of 

performance. They are fading and CCI. In order to meet the capacity demand, 

the cell sizes are reduced, as a result in the micro-cellular environment the system 

performance is limited by cochannel interference rather than background noise [4]. 

Therefore, cochannel interference mitigation in fading environments is of considerable 

interest.

Few methods have been proposed to combat CCI in fading environments in the 

literature. Lo et al. [34] studied adaptive equalization to combat the CCI in interfer­

ence limited systems. A fractionally spaced decision feedback equalizer was employed 

with least mean square (LMS) and recursive least square (RLS) algorithms. A QPSK
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system with raised cosine pulse shaping in quasi-static frequency selective fading 

channels was considered. Training symbols were transm itted periodically to estimate 

the channel parameters. Recently, Lo and Letaief [35] also used adaptive equalization 

to combat the CCI and ISI. The maximum likelihood sequence estimation (MLSE) 

equalizer with RLS channel estimator was employed. Winters [36] proposed an op­

timum linear MMSE combining technique with space diversity reception to combat 

the CCI and fading. For the case of two antenna elements, direct matrix inversion 

was suggested as a means of updating the antenna weighting coefficients. A receiver 

structure equipped with space time filter and Viterbi equalizer was proposed by Liang 

et al. [37] to jointly combat the CCI and ISI in slow Rayleigh fading. A performance 

analysis of successive CCI cancellation using smart antenna systems was reported by 

Hazna et al. [38]. Closed-form expressions for outage probability and bit error rate 

were derived. Arslan et al. [39] proposed a successive CCI cancellation method for 

TDMA systems. There have been few reported works on optimal maximum-likelihood 

(ML) receivers for communication systems in the presence of CCI [40], [16], [17], [18]. 

In these works, fading environments are not considered and the complexity of the 

solution grows exponentially with the number of users. The ML sequence detection 

with Viterbi algorithm was employed to combat the CCI by Wales [41] for TDMA 

systems. In [23] and [24], a WMF or SNR maximizing filter was proposed to reject 

multiple access interference in DS-CDMA systems. The multiple access interference 

was assumed to be Gaussian distributed and fading was not considered. As mentioned 

in [23], the Gaussian assumption is valid only for large numbers of users. While it 

maximizes the SNR, the WMF introduces ISI into the decision statistic. The effects 

of the ISI were not considered in [23] and [24]. Yoon and Leib [42] studied the gen­

eralized form of matched filter or SNR maximizing filter for the CDMA systems in
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improper complex noise environments. The BER performance of digital communi­

cation systems in fading and CCI is studied extensively in [43], [44], [45] and the 

references therein.

In this chapter, we study several WMF or SNIR maximizing filter receiver struc­

tures to mitigate the CCI of a BPSK system in micro-cellular fading environments. 

While maximizing the SNIR, the WMF introduces ISI in the decision statistic. A lin­

ear fractionally spaced MMSE equalizer is employed to combat the ISI introduced by 

the WMF. We assumed the desired user and interfering users undergo Nakagami-m 

and Rayleigh fading, respectively. This fading scenario normally arises in micro- 

cellular environments. The fading is assumed to be flat, and slow. Two Nyquist pulse 

shapes, namely SRC and BTD pulses and the NRZ rectangular pulse are considered. 

First, an exact continuous time filter WMF structure is considered. Then, another re­

ceiver structure with a conventional MF cascaded with a fractionally spaced discrete 

time transversal filter structure as a SNIR maximizing filter is studied. For the NRZ 

signaling, the WMF is infinitely long in both directions of the frequency axis. Thus, 

a long delay has to be introduced to make the WMF a causal filter. The long time 

delay may not be desirable for many applications. A coherent correlation receiver is 

proposed to make the data recovery decision based on the information obtained over 

only one symbol duration. The correlating waveform which maximizes the SNIR is 

derived. Another receiver structure is considered with fractional correlator and frac­

tionally spaced transversal filter instead of a WMF. This receiver structure requires 

a relatively short time delay compared to the WMF structure. Again a fractionally 

spaced MMSE equalizer is employed to combat ISI. An extensive performance com­

parison study is done using the CF method [46], [45] and an approximate Fourier 

series method [31], [47] for different cases. Closed-form BER expressions are derived
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for a few special cases. Monte Carlo computer simulation is used to obtain the BER in 

some complex situations. All the performances are compared against the performance 

of the conventional matched filter receiver structure.

The remainder of this chapter is organized as follows. In Section 2.2, we describe 

our system and channel model. The receiver structure with continuous time WMF is 

considered in Section 2.3. In Section 2.4, the analysis in Section 2.3 is extended for 

a discrete time transversal filter whitening matched filter structure with synchronous 

CCI. In Section 2.5, a one symbol correlating received structure is considered. A frac­

tional correlator receiver structure is considered in Section 2.6. Our numerical results 

and discussion are presented in Section 2.7. Finally our conclusions and summary of 

the chapter are drawn in Section 2.8.

2.2 System  M odel

Consider a BPSK system with CCI in a slowly fading environment. We adopt the 

system model presented in [45]. The transmitted signal for the desired user is

Sd(t) = y /2PsT  Sd(t) cos u ct  (2.1)

where Ps is the transm itted power, u c is the carrier frequency and sd(t) is the baseband 

signal given by
+ o o

sd(t) = -  kT)  (2.2)
k ——oo

where ^  is the symbol transmission rate and gr(-) is the transm itter signal baseband 

pulse and its energy is normalized according to dt =  1- In the case of

equally likely transm itter symbols and BPSK modulation, a[fc] 6 {+1, —1} with equal 

probabilities and the average power of sd(t) is ^  [7]. When S d(t) is transmitted, it
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is subject to fading, as well as interference caused by other user signals occupying 

the same channel. We assume that all the interfering user signals have the same 

modulation format as the desired signal. Therefore, the transmitted signal for the 

z-th interfering user’s signal is

Si{t) =  y/2P{T  Si(t) cos ujct (2.3)

where Pi is the transm itted power of the z-th interfering user signal and sz(t) is the 

z-th interferer baseband signal given by

+ o o

si ( t )=  ^ 2  M % r(*  -  kT)  (2.4)
k=—oo

where the 2-th  interfering user’s information bit 6;[/c] € {+1, —1} with equal probabil­

ities. We assume that both the desired and K  interfering user signals are transm itted 

over a slow, frequency non-selective fading channel. The received signal becomes

R(t) = y /2PsT R s sd(t) cos (uct +  9S)+ 
k  ____

Y .  \ /2PiTRi  Si(t -  n ) cos (u c(t -  Tj) +  9i) +  n(t) (2.5)
i=i

where 7* represents the symbol timing offset of the 2-th interfering user signal with 

respect to the desired user signal, and it is assumed to be uniform over [0,T). The 

background noise n(t) is a zero-mean, white Gaussian process with two-sided power 

spectral density N 0/2; the phases 9S and 9i, respectively, for the desired user and 

the z-th interferer, represent the random phases introduced by the fading channels, 

and are assumed to be mutually independent and uniformly distributed over [0,27r). 

The random variables R s and Ri represent the fading channel gains. We assume that 

the desired user’s fading channel gain follows the Nakagami-m distribution with pa­

rameters (ms,O s) and its PDF is given in eq. (1.11). We further assume th a t all K
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interfering users’ fading gains follow the Rayleigh distribution with PDF given in eq. 

(1.8). The fading of the desired user and interferers are assumed to be independent. 

This Nakagami/Rayleigh desired/interference signal model can represent general fad­

ing scenarios where the desired signal experiences different fading than the interfering 

signals. This may, for example, arise in micro-cellular systems [4].

As the fading is slow, coherent reception is feasible. In the conventional coherent 

receiver design, we assume the desired user’s signal phase is estimated perfectly, and 

the receiver maintains perfect synchronization with the desired user’s signal. Then, 

without loss of generality, we can assume 9S = 0. After demodulation, and matched 

filtering the received signal becomes

£(*) =  ] j ~ Y Rs S  a[ k \g { t - k T )  +
k——oo

K ̂  I p . p  ° ° '

-  Ri cos &  -  u cri) Y 2  h [ k ] g { t - k T  - T i )  + nf {t) (2.6)
i = l  fc=—oo

where g(t) is the pulse shape at the matched filter output and rif(t) is the filtered 

background noise. Sampling at the symbol time, the decision statistic for the 0-th 

data symbol, a[0], becomes,

I p  r p  K IP  T
^[°] =  Y ~Y ~ R s a[0] +  5 3  V ~ 2 ~ R* cos pi +  n ° (2 -7)

2=1

where fa =  0* — wcTj is assumed to be uniformly distributed over [0,2n), n0 = rif(0) 

and
OO

Pi= b i [ k ] g ( - k T - n ) .  (2.8)
fc=—oo

The first term  in (2.7) represents the desired signal component; the second term rep­

resents the undesired CCI which contains cross-signal ISI terms from each interferer; 

the third term represents the background noise component. The background noise
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component, no, is a zero-mean Gaussian random variable and without loss of gener­

ality, we can assume its variance to be unity (YAM [no] =  1), i.e. the output noise 

power is 1. Therefore, the average SNR and the average SIR for our system model 

can be expressed, respectively as,

/  PsTCls \

and,

SNR (dB) =  10 log10

SIR (dB) =  10 log10
P<.fL

Z L  a n

(2.9)

(2. 10)

Here, we consider the rectangular pulse and two Nyquist pulses namely, spectrum 

raised-cosine (SRC) pulse and a new pulse shape recently reported in [30], which 

we denote as Beaulieu-Tan-Damen (BTD) pulse. For the rectangular pulse-shaping, 

grit) is 1/y/T  in 0 <  t  < T. The bandlimited raised-cosine spectrum is

T  0 <  | / |  <

!  { l  +  cos ( ’f  (I/I - - ^ ) ) }  ^ < | / l <

.  o I/I > W

with corresponding time pulse, g(t)

sin (nt/T)  cos f i t /T)

l-fl
2 T

Hnc( f )  = i+g
2 T (2.11)

9't! a t / T  1 -  4fi2t2/ T 2 ’

The bandlimited BTD pulse spectrum is 
/

T  0 <  | / |  <  B(1 -  0)

r e x p j ^ M l B t i - ^ - l / l ] }  B(1 -  fl) < \f\ < B

T -  Texp { !S S [ |/ | -  B ( 1 +  0)]}  B <  | / |  <  B(1 +  0) 

0 I/I > B{\  +  0)

and the time domain pulse is

sin (27rBt)  4Ant  sin {‘I'KBfit) +  2A2 cos (27rjB/0t) — A2

(2 .12)

H b t d U ) (2.13)

2nBt A 2 +  47T2t2
(2.14)
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where /? G [0,1] is the excess bandwidth of the pulse, B  = ^  and ^

The conventional MF receiver is optimum for detection of signals only in AWGN. 

When the CCI is present, it is not optimum and its performance is generally poor. We 

propose several receiver structures to improve the performance of the conventional 

MF receiver. The coherently demodulated z-th interferer signal component is written 

as
IP-T

Ii(t) = Y ~Y~Ri cos (&) Si(t ~  Ti)- (2-15)

Double frequency terms arising from the coherent demodulation are ignored in the 

analysis because they will be cancelled by the receiver filters. In this chapter, we 

consider three cases, the BPSK system with SRC pulse-shaping, BTD pulse-shaping 

and rectangular pulse-shaping. It is easily shown that /,(t) is stationary and Gaussian 

for synchronous interferers at sampling instants t =  0, ±T , ± 2 T  • • • with bandlimited 

pulse shapes. But, /*(£) is first order Gaussian at any time instant t e  [0,7"] with 

rectangular pulse shapes. Then the signal detection problem in this case is analogous 

to the classical problem of signal detection in colored Gaussian interference and white 

Gaussian background noise. Some optimal and suboptimal detection schemes have 

been proposed in the literature [29], [27] for signal detection in colored Gaussian 

noise using interference whitening. In this chapter, we use an interference whitening 

matched filter (WMF) to mitigate the effects of cochannel interference. The WMF 

maximizes the SNIR. If the total noise component is Gaussian, it gives optimum 

performance. Otherwise, it may give better performance but not optimum. The 

WMF introduces ISI in the decision statistic when the desired user transmits a train 

of symbols. The MLSE equalizer using the Viterbi algorithm is an optimum method 

to combat the ISI. However, due to complexity, we use a linear fractionally spaced 

MMSE equalizer. In the following sections, we consider different types of WMF
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structures.

2.3 W hitening M atched Filter Receivers

T/N
MMSE

Equalizer
H (co) jaff

Fig. 2.1. The desired user receiver with whitening matched filter and MMSE 

equalizer.

In this section, we consider a BPSK system with SRC and BTD pulse-shaping 

in the presence of synchronous and asynchronous interferers. The synchronous CCI 

component is Gaussian distributed after demodulation and the background noise is 

also Gaussian distributed. Since they are independent, their sum is also Gaussian. 

Here, we design a WMF to whiten the spectrum of the interference and maximize the 

SNIR using the filter Q(u),  for a  single transm itted symbol as in Fig. 2.1. For the 

time being, we assume the desired user transmits only one symbol while the interferers 

transm it infinitely long data streams. Now, a[(%r(£) is to be received in noise plus 

interference with PSD S n(u), where the shape of grit) is known to the receiver and 

o[0] is to be detected. As in Chapter 2 of [27] and [23], the WMF receiver can be 

realized by accepting reasonably long delay with Q(u>) =  l / S n(oj). The filter 1 / S n{w) 

can be broken into 1/Y(u>) that whitens the interference followed by 1 /Y*(lj). The 

filter Y(ui) can be chosen to contain all causal poles and zeros of Sn(u). The filter
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1 /Y*(u)  is combined with H*{uS) to obtain the filter (e~iwTH*(uj)f Y * (w)) matched 

to the signal th a t emerges from the whitening filter 1/Y(w). Using a minimum 

probability of error criterion for the detection, n[0] =  sgn{Gi} where the sampled 

sufficient statistic is G\. The receiver structure maximizes the instantaneous SNIR 

and it is given as {E[Gi|a[0]]}2/VAE[(?i|a[0]]. As in eq. (2.80) of [27], it is given by

f" ip iS N I R - — R , J ^ - § m - .  (2.16)

The maximum SNIR does not depend on any statistics of the interference except its 

PSD of background noise plus CCI. For synchronous CCI, this receiver maximizes 

the SNIR and the sufficient statistic is a Gaussian random variable. Thus, it results 

in optimum performance. From (2.15), for an arbitrary pulse-shaping filter H (f ) ,  the 

PSD of CCI is written as

ScaU)  = ^ % V ( / ) I 2 (2.17)

then, Sn(f)  becomes

S„(/) = l + t ^ | f f ( / ) | 2. (2.18)

Now, the instantaneous SNIR is

^ , TR- p‘T rti r ° °  Hf 1-101SNIR -  — R, r + p |H(y)|2 i i  (2.19)

where P = . As there is no ISI for the desired user, eq. (2.19) is an upper bound

to the achievable instantaneous SNIR.

2.3.1 Bandlim ited Pulse-Shaping

As mentioned in [23], with the flat spectrum pulse-shaping with no excess bandwidth 

(P =  0) in (2.11) and (2.13), the whitening filters wouldn’t  affect the SNIR or BER
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performance. Because, for flat spectrum pulse-shaping the CCI spectrum is flat thus, 

it is white. Then, the whitening filter is a constant value. So, it doesn’t have any 

effect on SNIR and BER. In practice, the flat spectrum pulse shaping is not desirable 

because of the slow decaying rate in the time domain. When using excess bandwidth 

increases the performance, the improvement achieved by using a whitening filter also 

increases, so, in this section we assume 100% excess bandwidth (/? =  1) in eqs. (2.11) 

and (2.13). For SRC pulse-shaping, as in (2.19), the maximum instantaneous SNIR 

now becomes

S N I R  = (1 + C0SI>
47r s J-n  1 +  4^(1 +  cos a;) 

For BTD pulse-shaping the maximum instantaneous SNIR is

(1 +  cosz) .
/  1-p t Ti------------ 7 da:- (2-20)J-n  l  +  4 r ( l  +  cos x)

S N I R  = P 'T R 2.<
In l + P T

l + P T / 2 ln[2] -  ! ± p a  1_j----------------------- (2 .21 )2PTln[2] 21n[2](l +  PT)

For notational convenience we denote S N I R  =  R ^ j 2 in eqs. (2.20) and (2.21). The 

sufficient statistic, G\, is Gaussian for synchronous CCI; then, with one desired user 

transm itted symbol the average probability of detection error (BER) is written as

ftl = i  QWf(b(t) <2-22)
For arbitrary values of m s 6 [0.5, oo), as in eq. (4.3.9) of [48], the integral (2.22) has 

a closed-form expression. That is given as

r  (ms +  I) / 2  m s \ m ° (  1 - 2 m A
P d  =  v w w ( f a ; )  2 F l ( m * ' m !  +  2 ; m s  +  1 ’ n ^ )  ( 2 ' 2 3 )

where 2 F i ( >, •;•;•) is Gauss hypergeometric function. For the case of asynchronous 

CCI, with the one desired user transmitted symbol, the exact BER expression is 

derived in Appendix A. That is

i  r(ms + A Ip st q s r+°° ^  ^  (  1 3  - p sm su 2
2 7rr(ms) V 2ms Jo
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where iF x(-) is confluent hypergeometric function and $ t (0 is the characteristic 

function of the CCI plus noise.

Now, If we let the desired user transm it an infinitely long data stream, there will 

be ISI in the sufficient statistic G\. It is interesting to note that from eqs. (2.18) 

and (2.19), the ISI is negligible when the total CCI power is negligible compared 

with background noise power for any /3 € [0,1] and the background noise power is 

negligible compared with the total CCI power for /? =  1. Now, we derive an exact BER 

expression accounting for ISI with synchronous CCI using the approximate Fourier 

series method proposed in [31]. The signal emerging from the whitening matched 

filter consists of the desired signal component, ISI and white Gaussian noise. The 

desired user signal with frequency domain pulse Q(u)\H(u)\2, q(t) is transmitted in 

white a Gaussian noise channel. Then, the conditional probability of detection error 

is given by [31]

Pe3\Rs = \ ~  \  S  ‘I “ exP ~°~Y~ sin (vuo lR sqo) f t  cos (vuj0'YRsqk) > , (2.25)
11 u = l  U >- k = N l

v odd v )

where oj0 = 2-zr/T0 and qi = q(iT). The parameters T0, M , N i , N 2 are chosen to give 

the required computational accuracy. The unconditional average BER for arbitrary 

values of desired user fading parameter, m s, is written as

p  _  1 _____4_ ^  /  1
e3 2 7tT(ms) V a  J “  | m eXP

p 00
/  r 2m*-1exp

J o

m  odd

n 2m sr2
sin (mujQ'yrq0) cos (muo'yrqk)dr > . (2.26)

k -Ar! 
k^O

The BER expression (2.26) has to be evaluated numerically. When the CCI is asyn­

chronous, the signal emerging from the whitening matched filter contains desired
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signal component, ISI, resi dual CCI and white Gaussian noise. We employed Monte 

Carlo computer simulation to obtain the BER performance of this case. In this 

chapter, we consider a fractionally spaced simple discrete linear MMSE equalizer for 

simplicity. However, any sophisticated type of equalizer can be used with more com­

plexity. We assume the equalizer is T / N e spaced and has 2Ke + l  taps. The optimum 

coefficients of the MMSE equalizer are the solutions of the linear equation [7]

where C denotes the column vector of 2K e + 1  tap weight coefficients, £ is a 2K e + 1  

length column vector written as

and r  denotes the ( 2 K e + 1 ) x ( 2 K e + 1 ) Hermitian covariance matrix which is given

rc = £ (2.27)

q ( - K eT / N e) 

q ( - ( K e -  1 yr/N.)
i  = (2.28)

q((Ke -  1)T/N.)  

q(KeT /N . )
(2 jq.+i)xi

by [49]

T =  7 2 fisX TX  + 1 (2.29)

and

N e > N e J "  ' Ne ) Ne

x =
^ ( 3 K c - N e )T^ „ ( { 3 Ke - N €- l ) T ( K e —N e+ 1 ) T  \  „ f ( K e - N e ) T j

(2.30)
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Then, the optimum coefficients are given by-

Copt =  r-1*. (2.31)

Thus, the T / N e sampled output pulse of the MMSE equalizer is £*C opt, where * 

denotes the convolution operation, and it contains the residual ISI. Then, again we 

can calculate the average BER using eq. (2.26) for the synchronous CCI case. The 

derivation of the BER expression when the CCI is asynchronous and a MMSE equal­

izer is used is very complex . Thus, we employ Monte Carlo computer simulation to 

obtain the BER performance in this case.

We consider rectangular pulse-shaping in this section. As the spectrum of the rectan­

gular pulse spreads to infinity in both directions of the frequency axis, a reasonably 

long delay has to be given to implement the WMF. Here, we neglect the aliasing effect 

when we design the WMF. This is justified because we sample at higher rate than 

the symbol rate [24]. From (2.18), for the rectangular pulse-shaping filter H (f ) ,  the 

PSD of CCI plus noise is

Assuming there is no ISI for the desired user, the upper bound of the achievable 

instantaneous SNIR with the rectangular pulse-shaping, becomes

2.3.2 NRZ Pulse-Shaping

Sn( f )  =  1 +  |2 (2.32)

where

H ( f )  =  V f Sm e~j*fT -  oo < /  <  +oo.
7 T /1

(2.33)

/ - fo o  

•00 1 +  s iiic 2 ( / T )  ^
(2.34)
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where sinc(:r) =  sin(7ra;)/(7ra:). As there is no closed-form expression for (2.34), it is 

calculated numerically. As the CCI component in (2.15) is Gaussian for synchronous 

and asynchronous interferers, the BER for one transm itted symbol can be given as in 

eq. (2.23). When the desired user transmits an infinitely long data sequence the BER 

can be evaluated using eq. (2.26). Then, the fractionally spaced MMSE equalizer is 

designed as in eq. (2.31). At the output of the MMSE equalizer, the BER is again 

calculated as in eq. (2.26).

2.4 Conventional M atched Filter and Transversal 

Filter Receiver

'ecimation

H*(CO) MMSE
Equalizer

Fig. 2.2. The desired user receiver with transversal filter and MMSE equalizer.

The receiver structure in Section 2.3 employed continuous time whitening matched 

filters. A conventional matched filter and a discrete transversal filter can be used 

instead of continuous time WMF [24], [27]. In this section, as shown in Fig. 2.2, 

we consider a modified system with a conventional matched filter cascaded with a 

fractionally spaced discrete transversal filter as the SNIR maximizing filter and MMSE 

equalizer for systems with any pulse-shaping. The received signal after coherent 

demodulation r(t) is passed through a matched filter. The matched filter output is
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sampled at time Tq(= T / N q) and passed through the fractionally spaced transversal

filter to maximize the SNIR and then passed through a MMSE equalizer which is again

implemented as a fractionally spaced transversal filter to combat the ISI introduced by

the SNIR maximizing filter. As the SNIR maximizing filter and the MMSE equalizer

have the same tap spacing, they can be convolved to obtain a single transversal filter.

The number of taps of the new filter is the sum of the tap  spacings of the filters minus

one. For the purpose of designing the filter, it is convenient to work with two separate

filters. The output is then ( 1  / N q) decimated and the transm itted bit is detected. In

this section, we only consider synchronous CCI. Thus, the CCI component is Gaussian

distributed. The transversal filter is two sided and written as
+ K t

A ( e l“) =  J 2  (2-35)
n=—Kt

where there are 2K t + 1  taps, a n are the filter coefficients and j =  \ f —l. The decision

statistic after the SNIR maximizing filter can be written as
K t

— y   ̂ ®v.y—u
u = - K t

=  y Ta  (2.36)

=  —~ ~ R sx^'ot + v T a  (2.37)

where x T =  [h2(—K tTq), ■ • ■ , fr2(0),--- , h 2(KtTq)] and fi2 (t) is the inverse Fourier 

transform of \H(lu)\2 . Then, the SNIR is written as

S N I R  =  (2.38)
2  oPRyOl  v '

where the correlation matrix, R y  = E[vvT ] is a positive definite matrix. The SNIR 

in (2.38) is maximized in Appendix B to obtain the optimal tap coefficients. The

optimal tap  coefficients are solutions to the system of linear equations

RyCx. =  x.  (2.39)
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The maximum SNIR is written as

SNIRmax  =  XTR - 1X

= (2.40)

where S 2  =  ^ - x TR ~ 1 x.  The power spectral density of the CCI and background 

noise can be written as

P T K O -
Sv(u) = \H{u>)\2 + Î ± \ H { u ) \ \  (2.41)

where H (u ) is the frequency response of transm itter filter. Thus, the autocorrelation 

of the process v(t) is given by the inverse Fourier transform of (2.41), and is written 

as
P-TKQ-

R v[n] =  h2(nTq) + l hA{nTq), (2.42)

where i^[n] is the autocorrelation at nTq, and h2{t) and h4(£) are the inverse Fourier 

transform of \H(uj)\2 and |ff(w )|4, respectively. The filters h2{t) and /i4 (f) are derived 

for SRC and BTD pulses in Appendix B. The elements of the correlation matrix 

(Rv)i,j = Rv[n] where n = \i—j\. Then, as in (2.23), for one desired user transmitted 

symbol, the average probability of detection error can be written as

r (m s +  i)  /  2ms \ m° „  /  1  - 2 m s \
p *  = T r — r? — \ ( ^ 2T r )  ^ i ( m s, m s + - ; m s +  l , — — ) (2.43)2y/7rmsT { m s) \  2 Qs )

when the desired user transmits an infinitely long data stream. Now, the SNIR 

maximizing filter introduces ISI to the decision statistic G\. As in Section 2.3, we use 

a fractionally spaced (Tq) MMSE equalizer. The input signal vector of the MMSE 

equalizer is denoted as u, (= y Ta). The optimum equalizer tap  coefficients are given 

by equation (2.31). The equalizer output is written as u * C opt. The average BER 

can also be calculated using (2.26).
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cos (c o ct )  q ( t )

Fig. 2.3. The desired user receiver with correlator.

2.5 Correlating Receiver Structure

In this section, we consider a coherent correlating receiver structure to combat the

CCI. The long delay for the WMF receiver in Section 2.3.2 may not be desirable for

many applications. This receiver makes decision based on the observation over a single 

symbol duration [0, T\. We need to derive a correlating waveform to correlate with the 

received signal to maximize the SNIR. This receiver structure does not introduce ISI 

as does the WMF receiver. As shown in Chapter 2.2 of [27], the signal a[0]#r(i) is to be 

received in the presence of stationary colored Gaussian noise of autocorrelation K n(r), 

and the receiver is constrained to observe the receive waveform only for t e  [0 ,T\. 

Then using the minimum probability of error criterion, the decision is a[0] =  sgn{G},  

where

G = f  r(t)q(t)dt. (2.44)
J o

The receiver structure is shown in Fig. 2.3 and the demodulated received signal is 

denoted as r(t) . The correlating waveform q(t) is the solution to the integral equation

9r(t) = [  K n(t -  u)q(u)du. (2.45)
Jo
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As shown in eq. (2.67) of [27], the instantaneous SNIR =  VARfG] and is given by

The sufficient statistic, G in (2.44), is the output of the linear time invariant (LTI) 

filter whose impulse response which is limited to T,  is given by q(T — t) [27, eq. 2.81]. 

The filtering operation can be implemented as a correlator receiver structure as shown 

in Fig. 2.3. The receiver structure maximizes the SNIR for a[0]^r(t) in any stationary 

noise of autocorrelation K n(r), when the impulse response of the LTI filter is of 

duration T. The CCI is Gaussian and, thus, the receiver provides the corresponding 

optimum performance. For the rectangular pulse-shaping, the autocorrelation of the 

background noise plus CCI becomes

second kind whose kernel is the autocorrelation function of the rectangular pulses.

S N I R =  [ gr{t)q{t)dt. 
Jo

•T

(2.46)

K n(r) =  <5(t) +  P'~^K  o(t ) (2.47)

where 4>(r) is the autocorrelation of rectangular pulses. That is given by

0  otherwise

1 -  &  if |r | < T
(2.48)

Substituting (2.47) and (2.48) into(2.45) yields

where P  = p'n4iK. Eq. (2.45) is in the form of the Fredholm integral equation of the

The derivation of the exact solution of (2.49) is presented in Appendix C. The solution 

q(t), is written as

0 <  t  < T (2.50)
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where C\ and are derived in Appendix C. Now, eq. (2.46) becomes

2  V 2P  I
eV2PT_ i +  C2 1 _ e-V2PT |  (2.51.)

For notational convenience, we write it as S N I R  =  7 2R?S. As shown in eq. (2.23), 

the average BER for arbitrary values of m s 6  [0.5,0 0 ), can be written as

T(ms +  i)  / 2 m s \ ms /  1  „ - 2 m s \  ,n .
er5 ~  2 v ^ m sr (m s) V7 2̂ J  V ™ " ^  +  2 !ms +  1; Q r f  )  ' (2‘52)

The correlating waveform for different average SNR and SIR values and the BER 

performance curves are presented in Section 2.7.

2.6 Fractionally Spaced Correlator and Transver­

sal Filter Receivers

As the WMF receiver structure in Section 2.3.2 requires a long delay before the 

decision is made, we consider a similar receiver structure [50] only for systems with 

rectangular pulse-shaping as shown in Fig. 2.4 with fractionally spaced correlator 

and transversal filter in this section. Since the spectrum of the CCI is colored, if we 

take samples at a fraction of a symbol time (T), they are highly correlated, and thus, 

CCI may be rejected effectively. Here, we investigate the use of a transversal filter 

as whitening filter with taps spaced at a fraction of a symbol duration. Assume th a t 

there are K  interfering users in the system and the fraction of the symbol time is 

denoted as Tq{= T / N q) for some integer Nq. The transversal filter is two sided and 

written as
+Kt

= Y ,  a - e’“" • <2'53)
n=-Kt

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



R(t) N - 1

i=0

MMSE
Equalizer

t+T,

cos (co t)

Fig. 2.4. The desired user fractional correlator receiver with transversal filter and 

MMSE equalizer.

where K t is the number of taps per side, a n are the filter coefficients and j  = y/—l. All 

other discrete quantities also defined on a Tq time base. By assuming the transmitted 

desired user symbol is + 1  G [0, T], the output of the discrete correlator is written as

1 f iT“ 
n  = — /  r{t)dt 

J-q J(i-l)Tq

= Si + J 2 lli + '
1= 1

where, ignoring double frequency terms,

rii (2.54)

IP*TSi —

I  =

RsCi,

P T  1
~ R t cos (0;) / S t i t - T ^ d t  (2.55)
1 V q ^(i-i)r.

and

n,-
_  _ J _  r iT*

\ f %  J ( i - r
nc(t)dt (2.56)

where in discrete notation c* are the values of the desired input signal, Sd{t) for the 

interval (i — 1 )Tq < t < iTq. Thus, the q, is repeated Nq times. We define Jj as

K

= (2-57)
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Then, the decision statistic can be written as

Kt
G =  ^   ̂Sj ^   ̂ QjTi—j (2.58)

i=l j=-Kt 
Nq+Kt

=  Tkqk (2-59) 
k=-(Kt- 1)

where
Kt

Qk — y   ̂ Ô i k̂—iPk—i (2.60)
i=-Kt

and Pi = 1 when i E [1 • • • TVg] and Pi — 0 elsewhere. Now, we want to write the 

decision statistic in matrix notation.

G' = r Tq,

=  sr q +  J Tq (2.61)

where q  =  [q-(Kt- 1) • •' QNq+Kt]T and the column vectors r, J  are also defined over the

same time span [—(Kt — 1) • • • , (Ng +  K t)] with elements r* and Jj, respectively. The

vector s is defined as [OTysi,--- , s ^ q, 0j]T where Oj is a column vector of j  zeros. 

Then

q =  C n  (2.62)

where C =  [7 0, • ■ • , j 2K], j j  =  [0£Kt_j, cY, • • • , cNq, O? ] 7  and the vector a  = [a-Kt, 

• • • , ctKt]T. The covariance matrix of the CCI plus background noise is written as

$ j  =  E [JJ t ]. (2.63)

The SNIR is written in matrix notation as

(sTq ) 2
S N I R  =

q ^ j q

(2.64)
a TC T$ j C a

42

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



It can be shown th a t the vector a  which maximizes (2.64) is the solution to

C T $ r C a  = C Ts. (2.65)

The maximum SNIR is written as

S N I R n

P ,T R 2
s C t 4>71C

=  r 2sa  2 (2 .66)

where A 2  =  ^ C T$ J 1 C. The covariance matrix of the CCI and background noise 

in (2.63) can be written as

1  +
R T K Q i T [

0 ccij (2.67)

where <f>cci is correlation matrix of the random rectangular pulses. As shown in [51], 

[50], [52], it can be given by

ficcii j — <

37V„ —1 
3Nq

N^-n
N0

n =  0

1 <  n < N q -  1

6  No

0 ,

n = Nq  

n >  N a

(2.68)

where n =  \i — j\.  Then, assuming one desired user transm itted symbol and the 

desired user undergoes Nakagami-m fading, the average probability of detection error 

becomes, as in (2.23)

T{ms + | )  ( 2m s \ ms F
er6 2y/TTmsr ( m s) \ A 2 QSJ  2

As mentioned in Section 2.3, when the desired user transm its an infinitely long data 

stream, the WMF introduces ISI in the decision statistic. Again, a linear fractionally
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spaced MMSE equalizer is employed to combat ISI. The BER before and after the 

MMSE equalizer and optimum equalizer tap coefficients are obtained using eqns. 

(2.26) and (2.31), respectively.

2.7 Numerical Results and Discussion

In this section, we present our numerical results and discussion. Some of our results 

are published in [53] and [54]. For comparison, we derive the BER of the conventional 

matched filter receiver using the Gaussian approximation for the CCI.

2.7.1 Bandlim ited Pulse-Shaping

The BER of the bandlimited BPSK system with CCI is extensively studied using 

the Gaussian approximation for CCI and precise analysis using the Fourier series and 

CF methods [31], [43], [45]. Synchronous CCI with SRC and BTD pulse-shaping 

is Gaussian distributed at the sampling instants; then, the Gaussian approximation 

becomes exact. From eq. (2.7), the total CCI component is written as

where p* is defined in (2.8). For synchronous interferers, the variance of Icc i  with 

SRC and BTD pulse-shaping is given by

Then, the total equivalent noise power becomes of =  1 + VAR[/CC/]. The BER 

conditioned on R s, is given by

K

(2.70)

(2.72)

44

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Then, as shown in eqn. (2.23), for arbitrary values of m s, the average BER is given 

by

r(ms +  i) ( 2ms \ ma /  1 - 2 m ,\
p ‘> =  2 v ^ m ,r(m ,)  \ A m J  + (2-73)

where A2  =  PsT / ( 2cr2). If we put of =  1 in (2.72), the corresponding eq. (2.73) gives

the average BER of a BPSK system without CCI and this performance is a lower

bound of the ML receiver performance [19]. When the CCI is asynchronous the exact

BER of the conventional matched filter receiver can be obtained by substituting the

appropriate sampled effective pulse shapes derived in Appendix A.

We assume the transmitted powers of the desired and interfering users are the same 

and Ps =  Pi =  1, except the case when there is no fading for the desired user. When 

there is no fading for the desired user, we assume the interfering user transmitted 

powers are the same. However, we can also consider the dissimilar power users. Our 

numerical results are obtained for average SIR =  1 0  dB. Desired user and interfering 

users undergo Nakagami-m fading and Rayleigh fading, respectively and the fading 

is assumed to be slow. The SRC and a recently introduced novel BTD pulse-shaping 

are used with excess bandwidth 100%. A T / 4  spaced and 41 taps MMSE equalizer 

are considered. The T /4 tap spacing is selected to obtain better performance with 

resonable complexity. An extensive performance comparison of the proposed receiver 

structure over different fading environments for the desired user is presented.

In the WMF receiver structure in Section 2.3, the effective pulse shape is

I H ( f W
X ( f )  =  , , Z X  (2-74)

It is interesting to note that, when the CCI power is negligible compared with 

background noise, there is no ISI and when the background noise is negligible com­

pared with CCI, there is no ISI. This phenomenon is depicted in Fig. 2.5 - 2.8.
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SRC and BTD pulse shaping P=1, SIR=10 dB and SNR=0 dB

  SRC
-  -  BTD0.8

0.6

X
0.4

0.2

1 - 0.8 - 0.6 -0 .4 - 0.2 0 0.2 0.4 0.6 0.8 1

f

  SRC
-  -  BTD

0.8

0.6
x

0.4

0.2

- 0.2
-3 -2

t

Fig. 2.5. Effective pulse shape of the WMF for SNR= 0 dB and SIR =  10 dB.
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SRC and BTD pulse shaping p=1, SIR=10 dB and SNR=10 dB

  SRC
-  -  BTD0.8

0.6

X
0.4

0.2

- 0.8•1 - 0.6 -0 .4 - 0.2 0 0.2 0.4 0.6 0.8 1

1.2
  SRC
-  -  BTD

0.8

0.6
x

0.4

0.2

- 0.2
- 4 -3 -2 1 0 1 2 3 4

t

Fig. 2.6. Effective pulse shape of the WMF for SNR= 10 dB and SIR =  10 dB.
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SRC and BTD pulse shaping P=1, SIR=10 dB and SNR=20 dB

—  SRC
-  -  BTD0.8

0.6 -

X
0.4

0.2

•1 - 0.6- 0.8 -0 .4 - 0.2 0.20 0.4 0.6 0.8 1

f

-  SRC
-  BTD

0.8

0.6
x

0.4

0.2

- 0.2

t

Fig. 2.7. Effective pulse shape of the WMF for SNR= 20 dB and SIR =  10 dB.
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SRC and BTD pulse shaping P=1, SIR=10 dB and SNR=40 dB

  SRC
-  -  BTD0.8

0.6

X
0.4

0.2

1 -0 .4- 0.8 - 0.6 - 0.2 0 0.2 0.4 0.6 0.8 1

f

  SRC
-  -  BTD0.8

0.6

0.4
x

0.2

- 0.2

-0 .4
-4 ■3 - 2 1 0 1 2 3 4

t

Fig. 2.8. Effective pulse shape of the WMF for SNR= 40 dB and SIR =  10 dB.
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B
ER

-© - Syn. CCI with SRC & BTD pulses MF receiver 
- a -  SRC pulse & Whitening, No ISI 

BTD pulse & Whitening, No ISI 
SRC pulse & Whitening with ISI 

- + -  BTD pulse & Whitening with ISI 
— SRC pulse & Whitening with MMSE equalizer 

BTD pulse & Whitening with MMSE equalizer 
-  -  No CCI

35
SNR [dB]

Fig. 2.9. Performance of continuous time WMF with SRC and BTD pulse-shaping, 

no fading for the desired user, SIR =  10 dB , T /4  spaced MMSE equalizer with 

41 taps, K  =  9 and synchronous CCI.
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B
ER

- e -  Syn. CCI with SRC & BTD pulses MF receiver 
- a -  SRC pulse & Whitening, No ISI 
- 0 -  BTD pulse & Whitening, No ISI 

SRC pulse & Whitening with ISI 
-4— BTD pulse & Whitening with ISI

SRC pulse & Whitening with MMSE equalizer 
-A -  BTD pulse & Whitening with MMSE equalizer 
-  -  No CCi

0 10 15 255 2 0 30 35
SNR [dB]

Fig. 2.10. Performance of continuous time WMF with SRC and BTD pulse-shaping, 

m s =  8  for the desired user, SIR =  10 dB, T /4  spaced MMSE equalizer with 

41 taps, K  =  9 and synchronous CCI
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B
ER

Syn. CCI with SRC & BTD pulses MF receiver 
-B -  SRC pulse & Whitening, No ISI 
- 0 -  BTD pulse & Whitening, No ISI 

SRC pulse & Whitening with ISI 
BTD pulse & Whitening with ISI 
SRC pulse & Whitening with MMSE equalizer 

-A - BTD pulse & Whitening with MMSE equalizer 
-  -  No CCi

SNR [dB]

Fig. 2.11. Performance of continuous time WMF with SRC and BTD pulse-shaping, 

Rayleigh fading for the desired user, SIR =  10 dB and T /4  spaced MMSE 

equalizer with 41 taps, K  — 9 and synchronous CCI.

52

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



B
ER

10-2

1 0 '

1 0 "

1 0

MF receiver with SRC pulse 
MF receiver with BTD pulse 

-© - WMF with SRC pulse and No ISI 
- 0 -  WMF with BTD pulse and No ISI 
A  WMF with SRC pulse with ISI, simulation 
*  WMF with BTD pulse with ISI, simulation 
□ WMF and MMSE equlizer with SRC pulse, simulation 

WMF and MMSE equalizer with BTD pulse, simulation

15 20
SNR [dB]

25 30

Fig. 2.12. Performance of continuous time WMF with SRC and BTD pulse-shaping, 

m s = 8  for the desired user, SIR =  10 dB , T /4  spaced MMSE equalizer with 

41 taps and asynchronous CCI.
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B
ER

—t— MF receiver with SRC pulse 
MF receiver with BTD pulse 
WMF with SRC pulse and No ISI 
WMF with BTD pulse and No ISI 

A WMF with SRC pulse with ISI, simulation 
*  WMF with BTD pulse with ISI, simulation 
□ WMF and MMSE equlizer with SRC pulse, simulation 
■ir WMF and MMSE equalizer with BTD pulse, simulation

15 20
SNR [dB]

Fig. 2.13. Performance of continuous time WMF with SRC and BTD pulse-shaping, 

Rayleigh fading for the desired user, SIR =  10 dB , T /4  spaced MMSE equalizer 

with 41 taps, K  = 9 and asynchronous CCI.
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B
ER

SRC and BTD pulse shaping (P=1), Transversal Filter, rq=8,s SIR=10 dB, K=4 and Nq=4

No CCI
O SRC pulse, Transversal filter with No ISI 
□ BTD pulse, Transversal filter with No ISI 

-A -  with Syn. CCI & MF Receiver 
*  SRC pulse Continuous time filter bound 
0  BTD pulse Continuous time filter bound 

SRC pulse, Transversal filter with ISI 
BTD pulse, Transversal filter with ISI

 SRC pulse Transversal filter & MMSE Equalizer
-  • Transversal filter & MMSE Equalizer

15
SNR [dB]

Fig. 2.14. Performance of transversal filter receiver (K e =  4, Nq =  4) with SRC 

and BTD pulse-shaping, m s =  8  for the desired user, SIR =  10 dB, K  = 9 and 

synchronous CCI.
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B
ER

MF receiver and No CCI
MF with syn. CCI
MF with CCI and Gau. Approx.

- a -  MF with CCI & exact analysis
-© - WMF,infinite observation interval & No ISI
-A - decorrelator & finite observation interval [0,T]
— WMF,  infinite observation interval & with ISI 

•to WMF, infinite ob. int, with ISI & MMSE equalizer

,-4

0 5 1 0 15 252 0 30
SNR [dB]

Fig. 2.15. Performance with rectangular pulse-shaping, no fading for the desired 

user, SIR =  10 dB, K  =  6  and T /4  spaced MMSE equalizer with 41 taps
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B
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MF receiver and No CCI 
MF with syn. CCI 

- 0 -  MF with CCI and Gau. Approx.
-B -  MF with CCI & exact analysis 
- e -  WMF,infinite observation interval & No ISI 
-A - decorrelator & finite observation interval [0,T]

WMF, infinite observation interval & with ISI 
A WMF, infinite observation interval, with ISI & MMSE equalizer

15
SNR [dB]

Fig. 2.16. Performance with rectangular pulse-shaping, m s =  8  for the desired user, 

SIR =  10 dB, K  =  6  and T j 4 spaced MMSE equalizer with 41 taps.
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B
ER

MF receiver and No CCI 
— MF with syn. CCI
 MF with CCI and Gau. Approx.

□ MF with CCI & exact analysis
-© - WMF,infinite observation interval & No ISI 
-A -  decorrelator & finite observation interval [0,T]
- f — WMF, infinite observation interval & with ISI
-A WMF, infinite observation interval, with ISI & MMSE equalizer

15
SNR [dB]

Fig. 2.17. Performance with rectangular pulse-shaping, Rayleigh fading for the 

desired user, SIR =  10 dB, K  =  6  and T/A  spaced MMSE equalizer with 41 

taps.
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Decorrelating Waveform when SIR=10dB

  SNR=-10dB
— -  SNR=OdB
—  SNR=10dB
—  SNR=20dB 
  SNR=30dB

0.8

0.6
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
VT

Fig. 2.18. The correlating waveform for finite observation interval [0,T], K  =  6  and 

SIR =  10 dB.

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Decorrelating Waveform when SNR=15dB

  SIR=-10dB
— -  SIR=0dB
—  SIR=10dB
—  SIR=20dB 
  SIR=30dB

0.8

0.6

o-

0.4

0.2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t/r

Fig. 2.19. The correlating waveform for finite observation interval [0,T], K  — 6  and 

SNR =  15 dB.
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Transversal Filter, ms=8, SIR=10 dB, K=6 and Nq=4

MF receiver, No CCI 
A  Transversal filter with No ISI 

with Asyn. CCI & G.A.
With Syn. CCI & MF Receiver 

-B -  With Asyn. CCI and exact BER 
-© - Continuous time filter bound 
— Transversal filter with ISI 
- f t -  Transversal filter and MMSE Equalizer

DC
LUm ,-3

0 5 10 15 20 25 30
SNR [dB]

Fig. 2.20. Performance of fractional correlator (nq =  4) and transversal filter 

(K e =  6 ) receiver, m s = 8 , SIR =  10 dB, K  =  6  and T j 4 spaced linear MMSE 

equalizer with 41 taps.
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Figs. 2.9, 2.10 and 2.11 depict the performance of the BPSK system in the 

presence of synchronous interferers with no fading, m s — 8 and Rayleigh fading 

(ms =  1), respectively for the desired user. The average BER curves presented are as 

follows: performance of conventional MF receiver with SRC and BTD pulse-shaping; 

performance of WMF with SRC pulse-shaping for one transm itted symbol; perfor­

mance of WMF with BTD pulse-shaping for one transm itted symbol; performance of 

WMF with SRC pulse-shaping for infinitely long transm itted symbols; performance of 

WMF with BTD pulse-shaping for infinitely long transm itted symbols; performance 

of WMF and MMSE equalizer receiver structure with SRC pulse-shaping; perfor­

mance of WMF and MMSE equalizer receiver structure with BTD pulse-shaping; 

performance of conventional MF receiver without CCI. We make several interesting 

observations. In a CCI environment, the proposed receiver structure with BTD pulse- 

shaping performs considerably better than with SRC pulse-shaping. The severity of 

the ISI introduced by the WMF reduces with the severity of the fading for the de­

sired user. The performance of the WMF and the MMSE equalizer almost attain the 

optimum performance in all cases considered.

Figs. 2.12 and 2.13 show the performances of the BPSK system in the presence of 

asynchronous interferers with m s =  8 and Rayleigh fading (m s = 1 ) ,  respectively for 

the desired user. The average BER curves were obtained for the following cases: exact 

BER performance of conventional MF receiver with SRC and BTD pulse-shaping and 

of the WMF receiver with one transm itted symbol with SRC and BTD pulse-shaping; 

BER performance of the WMF and MMSE equalizer with both pulse-shapings using 

Monte-Carlo computer simulation. We observe that the performance of the receiver 

with BTD pulse-shaping is considerably better than that with SRC pulse-shaping. 

The results show tha t the MMSE equalizer almost removes all the ISI introduced by
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the WMF.

Fig. 2.14 presents the performance of the transversal filter (with K  =  4 and Ng — 

4) SNIR maximizing filter and MMSE equalizer receiver structure with synchronous 

CCI for m s =  8 for the desired user. The performance of approximate transversal 

filter receiver structure very closely resembles the performance of the continuous time 

WMF structure in Fig. 2.9,

The CCI component in the decision statistic from synchronous slow Rayleigh faded- 

interferers with the rectangular pulse-shaping is Gaussian distributed. Thus, the 

Gaussian approximation becomes exact. For the synchronous interferers, the variance 

of Ic c i  with rectangular pulse-shaping is given by

When the asynchronous interferers’ signals, with rectangular pulse-shaping, undergo 

slow Rayleigh fading, the CCI component after the matched filter is not Gaussian 

distributed due to the nonlinearity introduced by the time offsets. The exact BER 

expression is derived using the CF method as in Appendix A. Using the Gaussian 

approximation, the variance of Ic c i  is written as

Then the total equivalent noise power becomes o\ =  1 +  VAR[/ccr] and the BER 

conditioned on R s, is given by

2.7.2 NRZ Pulse-Shaping

V A 1[/CC/] =  E[JJC/] = T^ QiP‘ (2.76)

(2.77)
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Then, as shown in eq. (2.23), for arbitrary values of m s, the average BER is given by

T(m s +  | )  ( 2 m s \ ms _  (  1 - 2 m s\
eg ~  2 y ^ m sr (m s) ( A2tts)  V *’ +  2 ’ + ’ (2'78)

where A2 =  PsT/{2al).  If we put of =  1 in (2.77), the corresponding eq. (6.23) gives 

the average BER of a BPSK system without CCI.

Again, we assume the transm itted power of the desired and interfering users are 

equal and Ps =  Pi =  1. However, we can also consider the case of dissimilar powers. 

Our numerical results are obtained for average SIR =10 dB.

Figs. 2.15, 2.16 and 2.17 depict the performance of the BPSK system with six 

interferers and rectangular pulse-shaping, with no fading, m s = 8 and Rayleigh fading 

(ms =  1), respectively for the desired user. The average BER curves presented are 

as follows: MF receiver without CCI; MF receiver with synchronous CCI; Gaussian 

approximation for the MF receiver with asynchronous CCI; precise BER expression 

for the MF receiver with asynchronous CCI; WMF with infinite observation interval; 

correlator with finite observation interval [0, T]; WMF with infinite observation inter­

val and ISI and WMF with infinite observation interval and T /4 spaced and 41 taps 

MMSE equalizer. The lower bound of the BER performance is given by the curve for 

the WMF with infinite observation interval and one desired user transmitted symbol. 

We observe that the WMF receiver with MMSE equalizer almost attains the lower 

bound and, furthermore, the error floor introduced by the fading and CCI is almost 

removed. In practice, it is not possible to implement a receiver structure with infinite 

observation interval but it can be approximately implemented with reasonably long 

delay. The correlator receiver is slightly better than the conventional MF receiver 

in the large SNR region and the performance gain reduces with the severity of the 

desired user fading. The correlating waveform q(t) in (2.50), is dependent on the 

average SNR and SIR values. Figs. 2.18 and 2.19 show q{t) for various average SNR
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and SIR values. We assume perfect estimates of SNR and SIR are available at the 

receiver. This is a reasonable assumption because these estimates are also needed 

for power control and some diversity combining schemes in cellular radio communi­

cation. In Fig. 2.18, for fixed SIR, when the average SNR is small, the background 

noise dominates the CCI and then the receiver becomes a correlation receiver and 

q(t) is same as the rectangular pulse. When the SNR is large, the CCI dominates the 

background noise and then l / S n(oj) is a high pass filter; thus q(t) becomes a highpass 

filtered rectangular pulse [27].

Fig. 2.20 presents the performance curves for the approximate WMF receiver 

structure with fractional correlator and transversal filter. The desired user undergoes 

Nakagami fading and m s = 8. The tap spacing, N q =  4 and the number of transversal 

filter taps 2K t +  1 =  13. The MMSE equalizer is again T /4  spaced and has 41 

taps. The average BER curves presented are as follows: MF receiver without CCI; 

MF receiver with synchronous CCI; transversal filter WMF with no CCI; Gaussian 

approximation for the MF receiver with asynchronous CCI; exact BER expression 

for the MF receiver with asynchronous CCI; continuous time WMF with infinite 

observation interval; transversal filter WMF with ISI; and transversal filter WMF 

with T /4  spaced and 41 taps MMSE equalizer. We observe that this type of receiver 

needs a relatively very short observation interval and the performance gain is close 

to the infinite observation interval receivers.

2.8 Summary

The CCI mitigation of BPSK systems in micro-cellular fading environments has been 

considered in this chapter. The desired user and interfering users undergo slow
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Nakagami-m and Rayleigh fading, respectively. Several receiver structures to com­

bat CCI were proposed. Two Nyquist pulse shapes namely, SRC and BTD pulse 

shapes and the NRZ rectangular pulse shape were considered. An extensive per­

formance comparison study was presented using the CF function and approximate 

Fourier series methods for a variety of fading situations for the desired user. The pro­

posed whitening receiver structures require only the knowledge of total interference 

power and the pulse-shaping of the interferers. These parameters may be available 

in conventional receivers for power control and some diversity combining schemes, 

for example, maximal ratio combining, etc. Thus, this proposed receiver structure is 

easily implementable.
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Chapter 3 

Performance Analysis of 

Bandlimited DS-CDM A Systems 

in Nakagami Fading Channels

3.1 Introduction

Direct sequence code division multiple access (DS-CDMA) systems have good abil­

ity to combat interference and fading [1]. Further they have the capability of asyn­

chronous access. Due to these attractive features, bandlimited DS-CDMA is proposed 

as the major access method in the third generation wireless communication standards. 

The BER performance of DS-CDMA systems have been extensively studied during 

the last two decades [19], [33], [55], [56], [57], [58], [59], [60], [32], [61], [62], [63], [64], 

[65], [66], [67], [68], [69], [70], [71], [72] (and references therein). Most of the reported 

works focused on the DS-CDMA systems with rectangular pulse-shaping. But in 

practice, for example, in the CDMA IS-95 standard, a bandlimited chip pulse shape
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is employed. Therefore, the performance analysis of such systems is of considerable 

interest.

There are several methods to estimate the average BER in DS-CDMA systems 

with bandlimited pulse-shaping and random spreading sequences. The simple and 

computationally efficient methods are based on Gaussian approximation of the MAI. 

For systems with bandlimited pulse-shaping, the well known standard Gaussian ap­

proximation (SGA) proposed by Pursley in [33] was employed in [55], [56], [57] in 

AWGN channels. The MAI is treated as a Gaussian random process in the analysis. 

A computationally complex Gaussian approximation method where the MAI condi­

tioned on interfering user phase offsets and timing offsets is Gaussian distributed, 

was proposed by Morrow and Lehnert in [32]. A Gaussian approximation method 

employing a central limit theorem (CLT) for n correlated identically distributed RVs 

was proposed by Yoon in [58], [59] and [60]. Theis was used in combination with a 

CF method to derive the average BER. The accuracy of the Gaussian approximation 

was justified using a  CLT for ‘ra-dependent sequences’1. As observed in [59], the 

method proposed in [58], [59] and the improved Gaussian approximation (IGA) [32] 

method give the same results. Simplified improved Gaussian approximation methods 

were considered by Zang and Ling [61] and Cho et al. [62]. In [61], the method pro­

posed by Holtzman in [63] was used for bandlimited signalling. The method proposed 

in [63] was further improved by using exact derivatives of the Gaussian Q-function 

in the Taylor series expansion in [62] . The accuracy of the method was discussed 

using conditional Gaussian approximation of cross-correlation between desired and 

interfering user spreading sequences. An exact average BER analysis was presented 

by Yoon in [64] using a CF method. This method is suitable only for systems with

1 m-dependent or weakly dependent sequences and their CLT are disscussed in [73], [74]
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very short random spreading sequences. In all the above mentioned works with ban­

dlimited pulse shaping, only the AWGN channel was considered. But in practice, 

fading and MAI are the major factors affecting the performance of the DS-CDMA 

systems. To the best of our knowledge, there are no reported works investigating the 

BER performance analysis of the bandlimited DS-CDMA systems in fading channels.

The average BER performance of the DS-CDMA system with rectangular pulse- 

shaping in frequency selective Nakagami-m fading was investigated in [65] and [66] 

using the SGA. A coherent RAKE receiver with a BPSK modulation was considered 

in [65] and a noncoherent RAKE receiver with DPSK modulation was examined 

in [66]. Cheng and Beaulieu presented an exact evaluation of the average BER using 

a CF method in flat Rayleigh fading in [67] and in flat Nakagami-m fading with 

integer m  values in [68].

In this chapter, we study the average BER performance of bandlimited asyn­

chronous binary DS-CDMA systems in Nakagami-m fading. The fading is assumed 

to be flat and slow. Two types of Nyquist pulse-shapings, namely, SRC and BTD [30] 

pulse-shapings are considered. The performance of these two pulse shapings are com­

pared under identical system conditions. A new accurate method for computing 

the BER bandlimited DS-CDMA systems employing random spreading sequences is 

proposed by incorporating CF method into IGA [32]. A substantial computational 

complexity reduction is achieved. The results of the proposed method are compared 

with that obtained using the SGA, Holtzman’s simplified improved Gaussian approx­

imation and the improved Holtzman’s Gaussian approximation. The accuracies of 

the results are assessed using Monte Carlo computer simulation. The CF method 

proposed in [64] is extended to derive the exact average BER expressions for a sys­

tem  with a deterministic desired user spreading sequence and random interfering user
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spreading sequences.

The remainder of this chapter is organized as follows. In Section 3.2, the system 

and channel model are introduced and the receiver decision statistic is presented. The 

average BER analysis using the Gaussian approximation is presented in Section 3.3. 

The BER analysis using the CF method is considered in Section 3.4. The numerical 

results are provided in Section 3.5. A summary of this chapter is presented in Section

3.6.

3.2 System  and Channel M odel

A general asynchronous bandlimited binary DS-CDMA system with K  -1-1 active 

users in Nakagami-m fading is considered. We adopt the system model presented 

in [59], [60] with some modifications to incorporate the fading. Using the complex 

baseband representation, the received signal is written as

K

r(t) = ^ 2 s k(t) + w(t) (3.1)
k=0

where —oo < t < +oo and w(t) is a complex, circularly symmetric [75], zero-mean 

white Gaussian process with power spectral density N 0. The k-th user received signal 

sk{t) is given by

OO
St(t) = VPtRt  ^  Y ,  6it) - n -  i%) (3.2)

i=—oo

where b\k  ̂ (E [+1, —1] are the equiprobable A;-th user bits transm itted at rate l/Tb, Pk 

is the transm itted signal power of k-th user and rk ~  U[0, Tb] is the timing offset with 

respect to (wrt) the desired user. The phase offset wrt to the desired user is denoted 

as 9k ~  U[0,27r]. The k-th  user fading amplitude R k, is assumed to be Nakagami-m 

distributed with parameters [m, fi] and its PDF is given in eq. (1.11). The fading
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is assumed to be slow; thus, coherent reception is feasible. The desired user received 

signal is denoted as so(i) and without loss of generality, we can assume r0 =  0 and 

0o =  0. The spreading waveform a\k\ t )  for b\h\  is

a ifc) (*) =  anliN ?(< “  nTc) (3.3)

where the ra-th chip of the k-th user PN sequence is a ^  € [+ 1 ,-1 ]. The rate of PN 

sequence is 1/TC. The processing gain or spreading factor is given by Tb/T c = N. The 

random variable sets {t*,}, {9k}, { b ^ }  and {74} are mutually independent and the 

elements of each set are assumed to be independent and identically-distributed (iid). 

The received baseband chip pulse is denoted as q(t) and it satisfies |g(i)|2di =  Tc. 

We consider two types of Nyquist pulses in this chapter namely, the SRC [7] and the 

BTD pulse shapes [30]. They are given in eqs. (2.11), (2.12), (2.13) and (2.14). We 

assume the excess bandwidth of the pulse shape, /? =  1 in this chapter. However, 

our analysis is applicable to a system with any j3 € [0, 1]. For notational convenience 

when k ^  0, eq. (3.2) is written as

OO

S*(t) =  \ f p t R t ^  ’ ?(* -  r ‘ -  nTo) (3-4)
n = —oo

where 6 [+1, —1] and Tk =  mod(rA;,Tc). The dn^ and Tk can be modeled as iid 

equiprobable RV’s and iid uniform RV’s in [0, Tc), respectively [59].

In the coherent receiver [59], the received signal is passed through matched filter 

Q*(f),  a sampler, a despreader, a summer and a real operator function to generate

the decision statistic. The bit decision statistic is then written as

((i+l)JV-l

E
l=iN

The estimate of the transmitted bit is then obtained by b\0̂ =  sgn(y-0̂ ). Then, the
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decision statistic is written as

y V  =  y/P0RoTb b f :1 +  M  + r) (3.6)

where r] is a zero-mean Gaussian process with variance N0Tb/2. The MAI component 

is given by
K

M  = Y ^ Mk  (3 -7)
fc=i

N —l  oo

M t  =  •JPk Rk<xe(Ok)T c Y ,  Y ,  a f d ^ g W - n ^ - T t )  (3.8)
1—0 n=—oo

where g(t) =  JF-1[|Q (/) |2/T C] and is given by (2.12) and (2.14). The average signal- 

to-noise ratio is defined as

C 7yp_ P^TbO, 2PqQ,
_  N M / 2  ~~ T n T ’ (3'9)

3.3 BER  Analysis Using Gaussian Approxim ations

In this section, we consider four Gaussian approximation methods. They are the 

characteristic function improved Gaussian approximation (CFIGA) method, the stan­

dard Gaussian approximation (SGA) [33], Holtzman’s simplified improved Gaussian 

approximation (HSIGA) [63], and the improved Holtzman’s Gaussian approximation 

(IHGA) [62],

3.3.1 Characteristic Function Improved Gaussian  

Approxim ation (CFIGA)

A new characteristic function improved Gaussian approximation method is presented 

in this subsection by incorporating the CF method into the IGA proposed by Morrow 

and Lehnert [32].
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In the improved Gaussian approximation method [32], the MAI conditioned on 

interferer chip delays, T  =  {Ti,-- - ,T k} and X  =  {.Ri cos (0X), • • • , R K cos (9K)} 

is assumed to be a zero-mean Gaussian random variable. Now, the average BER 

conditioned on T , X ,  and R q is written as

P ig a \t ,x ,R o  Q  ^  V A R [77] +  V A K [A 4 |T , X\  I 3̂ ’10^

where

V A R [M |T ,* ] =  f > ^ WiI. (3.11)
k—1

and

OO

‘' W . J i  =  ** =  N P tX lT Z  Y .  9^ % - % )  (3.12)
z = ~ o o

M

=  NPkX% T? lim V 1 g \ i % - T k)
M -* o o  z - —'  

i = - M

M  poo

=  NPt XZl?  lim  V  /  G ( / ) e ^ < iT' - T‘M /

/ °° ^
G (f)e - j2irJTk V  ej2nfiTcd f

■°° i= —M

=  JVPt * t27? Urn f ° °  G ( / ) e - g ' ^ - ” (,r(-2-^  +  1 ) / ) d/^3.13)
0 0  sm (7r/)

From [62], [7] for bandlimited Nyquist pulse shapes with excess bandwidth 0 < /? <  1, 

eq. (3.13) can be written as

— N P kX%T2 G(0) +  2 G ( i ) c o s ( 2 j r 7 i ) (3.14)

where G (/)  =  JF[^2(t)]. The Nyquist criterion implies G(0) +  2G — 1- Then,

° M a k\Xk,Tk =  A ^ * fc2 T c2
C/3 cos (2irTk) 

2 2
(3.15)
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where C =  2 1 — ^  \Q{f) |4d /  //?. The unconditional average BER for arbitrary

m  is given by

=fa  (By r  r Q ( ^ , x
J o  J or(m) Jo J o  \ ] j  V A R  [77] +  VAM[A1|T, X]

r2m-i e- ^ r  dy dr  (3.16)

where f j ( y )  is joint PDF of random variables T  and X  and its derivation is given in 

[59] and [32]. The evaluation of the joint PDF f j (y)  requires (K -  l)-fold convolution. 

Thus, (3.16) needs [K  +  l)-fold numerical integration. It is computationally very 

complex.

Now, we propose a new CF improved Gaussian approximation method by incor­

porating the CF method [67] into the IGA [32]. It is interesting to note that this 

method and the method proposed in [59], [73] using a CLT for m-dependent random 

sequences give quite similar results. The CF of the k-th user MAI, M k, conditioned 

on Xk and Tk is written as

= e x p  j  . (3.17)

Then averaging out Xk and Tk, we get [76]

=  Yc [  ‘ J J  exP f x t (x)dxdTt

(3.18)

where lo(-) is the modified Bessel function of zero order and (3.18) results by assuming 

the normalized chip duration, Tc =  1. The PDF, f x k(x), is the PDF of the in-phase 

component of the Nakagami random variable. It can be written as [45] 

r t \ 1 ( m \ m i I 2 m - 1  -m s l  -r / I  1 m x 2 \
^ ‘(l) = ^ M ( n )  N e " *(2;m + 2;i r )  (3-19)
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where ^(-) is Kummer-U function and it can also be written as the weighted sum of 

two confluent hypergeometric functions [76]

T(m -  [m  / I  3 —m x 2 '

fxk ^  l v { m ) ' ] l  Q l F l  { 2 ' 2 m; n  )  +
T ( h - m )  / m \ m , n m . i  . . , „  /  1 - m x 2\  ,

( * )  sin (m7r) iF x yn-, m +  -]  — J  (3.20)

where the second term is zero when the fading parameter m  takes on integer values. 

The CF of the total MAI is given by

K

^JWq(w) =  JJ$M a*(w ). (3.21)
k= l

The average BER conditioned on R q for the desired user is [45]

IGA\Ro = Pi\^s/ F 0RoTbb(i0) + M  + v < 0 \ b f ) = + l

1 1 /*°° / \ jf. / Nsin (v ^ R o T fcw) ,
=  o  /   dw- (3-22)2 ft Jo CO

The unconditional average BER for arbitrary values of fading parameter m  is written 

as [45], [46]

1 r(m+i) / P 0T 2n  f ° ° ^  ^  ^  f  , 1 3  - P 0T 2 SIlo2 \  ,
PlGA =  2 “ ^ T ^  j d c .

(3.23)

where the CF of the AWGN component, ^ (w )  =  e x p ( - u2-̂ - b-) and iF x(*; •; •) is the 

confluent hypergeometric function. Comparing (3.23) with (3.16) the (K  +  l)-fold 

numerical integration is reduced to a 2-fold numerical integration.

3.3.2 Standard Gaussian Approxim ation (SGA)

The SGA proposed by Pursley [33] has been widely used for its computational sim­

plicity. However, it overestimates the system performance [32], In the SGA, the MAI
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is modeled as a zero-mean Gaussian random variable with variance, VAR[A4] where

Q N 1 * X q A  „  . .
q Y , p * (3-24)

2 

and
1 /* + l/Tc

X q =  =  /  |Q ( /) |4d /. (3.25)
1 c J-l/Tc

For SRC and BTD pulse-shapings, the X g values are given by (1 — /?/4) and (1 — 

/?/(41n{2})), respectively for arbitrary excess bandwidth /3 [45]. The BER conditioned 

on R q can be written as

P  _  i , P o R l N * ! ?
SGA\Ro Q I \ l  Ay/1 ) (3.26)

where Q(x)  =  e~%~dy. The unconditional average BER for arbitrary values

of fading parameter m  is given by [46]

r ( m + 5 )  /  2m \  m (  1 - 2 m \  , .
PsaA= 2^ m V ( m ) \ m j  2 1  ( m ’m + 2 ; m +  1; H A ^) <3'27>

where A2 =  P0N 2T*/ {VAR[r}} +  VA R [A*]).

3.3.3 H oltzm an’s Simplified Improved Gaussian  

Approxim ation (HSIGA)

In the SIGA, the IGA [32] is simplified by taking only a few terms in the Taylor series 

expansion of f j (y)  to average the conditional BER. In [63], the terms involving the 

first two moments of f j ( y )  are considered. Assume that f ( x )  is a real function of 

variable x  with mean y  and variance a2. Assuming the derivatives of f ( x )  exist, we 

expand f ( x )  around y  using the Taylor series. It becomes

f {x)  = f {y)  +  f ( y ) ( x  -  y) +  -  y ) 2 + ■ ■ ■ (3.28)
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Then, the expected value of f(x) is written as

E[/W 1 =  / M  +  + ■■■ (3.29)

Neglecting all terms that do not contain the first two moments, (3.29) becomes

E[/(z)] »  / M  +  (3.30)

Now, writing a central difference formula for the second derivative, yields

»[/(*)] *  m  +  + f ^ - hK 2

a  | / M  +  j / (m  +  v/3it) +  i / ( f i  -  \/3ff) (3.31)

where h = \ /3 a [63]. If we use this result for the BER conditioned on R 0 in the

improved Gaussian approximation, it is written as a sum of three weighted Gaussian

Q(-) functions,

2 j P0R 20N % * )  1 PoRtN*T?\  1 /  PoR20N * T } \
JWi* - jQ (y—7 — J+eQ (]/jT7^ J  + 0 (VTwTJ

(3.32a)

where

K NaT,
»  =  +  (3.32b)

k- 1 

K

(72 =  -  (E[*t ])2. (3.32c)
k—1

The parameters /i and a 1 are derived in Appendix D. The unconditional average BER 

for arbitrary m  is approximated by

r ( m + | )  ( 2  ( 2rn \m _  /  1 1 - 2m \

Phs,ca =  v S f W W H i J  2F l( m>m + 2;m + 1;7 ! F j  +
1 /  2 r n \ m ^  /  1 - 2 m \
e U f n j  2f i ( m ’ m + 5 ; m +  ’ a i v f j  +

2Fi(m,m+̂ m+i;:i |) }  (3-33)
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where A2 =  P0N 2T 2/fj,, A2 =  P0N 2T2/(/j + y/3a), A2 =  P0N 2T 2/(fi  -  V3a)}  and 

I  a {x) is the indicator function taking value 1 when x  G A, otherwise, value 0. The 

computational complexity of the HSIGA is about 3 times greater than that of the 

SGA (compare (3.27) with (3.33).)

3.3.4 Improved H oltzm an’s Gaussian Approxim ation (IHGA)

In this subsection, we consider another simplified improved Gaussian approximation 

method [62] for DS-CDMA systems in Nakagami fading. This method and the method 

proposed in [63] are very similar except in the way the Taylor series expansion is 

employed. The MAI conditioned on T  and X  is assumed to be Gaussian distributed 

. The average BER for BPSK spreading is written as

P . R l N m
(3.34)

where

(3.35)

From the analysis in [77], (3.35) can be written as

y  = ^  + ' E p *x Zt ?n  1 _  Y  +  ^ cos(27riy (3-36)

where (  =  2 11 -  J ,  / “), |Q (/) |4d /  /i°. Then

=  ?  =
A L T '.  0 ^ 2  j \ f

We can write Y  — Y  as

® [ l - f l  X >  (3-38)
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Now, let

/ ( y ) =  Q | j M t f H  1 . (3.39)

As in [62], writing the Taylor series expansion for f ( Y )  about Y,  

PwGAIR, = f i ^  + i Z ^ n l i Y - Y n ^ P -
71! 71=1

n= 1

(3.40)

where j^n\ x )  is the n-th derivative of f (x) .  We consider four non-zero terms in the 

Taylor series expansion for simplicity. However, by considering more terms, more 

accurate results can be obtained at the expense of more computational complexity. 

For arbitrary fading parameter m, the unconditional average BER is approximated 

as
r ( m  +  f) /  2 m \ m /  1 —2 m \

p'H0A=2 j i mf(m) z F T m >m + 2 ; m + 1 ; s w J  +

^ E ^ , Tt [ ( y - y ) - ] ^  ( 3 4 i )

71=1

where A2 =  --aNy T̂  and {An}*=1, {E.^ ̂  [(T — T )n]}n=i are derived in Appendix D. 

One expects that the IHGA provides more accurate results than the HSIGA, because 

in the Taylor series expansion two additional terms are considered and the exact 

derivatives are used rather than approximations.

3.4 Exact BER  Analysis Using Characteristic 

Function M ethod

In this section, we consider a CF method [64] to derive the exact average BER of 

bandlimited DS-CDMA system with deterministic desired user spreading sequence
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and random interfering users spreading sequences. The CF of M k conditioned on

desired user spreading sequence, a (0) =  • • • , Xk and Tk is written as [64]

N + M - l  /  JV-1 \

$ M M * P \X k > T k ) =  n  c o s l y / K x kuTeY i< 4 0)9 { ( l - n ) T c - T k) )  (3.42)
n=-M  \  1=0 )

where X k = R k cos (9k). Now, averaging out Xk and Tk, one gets

9  poo p T c N + M - l

$ M k(u |a (0)) = — /  f x k{x) J J  
1 e J  0 JO n = —M

cos (^JPkXuTc ^ 2  -  n)Tc -  Tfc)^  dTfc dx (3.43)

where f x k (x ) is the pdf of the in-phase component of a Nakagami random variable. 

The unconditional CF of M k is obtained by averaging (3.43) over all possible a ^ .  

Let’s assume there are L a possible sequences available. Thus, the unconditional CF 

is given by

W “ ) =  r X > M , H a f ) -  (3.44)

The CF for the total MAI is given by

La p= 1

K

$*< M  =  n W w ) .  (3.45)
*=i

As in (3.23), the unconditional average BER for arbitrary values of Nakagami fading 

parameter can be written as

1 r ( m + ± )  P0Tin f 00 /  1 3  -PoT%Q,w 2 \

2 7rr(m) V m

(3.46)

where the CF of the AWGN component, =  exp(— — •N̂ Tb). In (3.44), gener­

ally L a — N  for deterministic sequences but for random sequences La = 2N. The 

computational complexity of this method increases exponentially with the length of 

the random desired user spreading sequence. Thus, this method is good only for sys­

tems with deterministic sequences and short random spreading sequences. However,
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in practice deterministic sequences (Gold, m-sequence, Hadamard) are employed in 

DS-CDMA systems. Their lengths and the number of sequences are approximately 

equal. Thus, this method can be employed to study the performance of such systems.

3.5 Numerical Results and Discussion

In this section, we present the numerical results. Some of our results are published 

in [78]. The BER performance of the DS-CDMA system with SRC and BTD pulse 

shapes are compared under identical system parameters. The excess bandwidth of the 

pulse-shapings are assumed to be 100 %. We also assume uniform power conditions 

i.e., perfect power control, in the system, however our results can also be applied to 

nonuniform power conditions.

Fig. 3.1 depicts the BER performance versus the number of active interferers K  

for average SNR =  10 dB of the asynchronous bandlimited DS-CDMA system over 

slow, flat Nakagami fading channels using the CFIGA, SGA, HSIGA, IHGA and MC 

simulation. The processing gain, N  = 64 and random spreading sequences are as­

sumed. The BER performance versus average SNR is presented in Fig. 3.2 for 10 

active interfering users. Some interesting observations are made here. The perfor­

mance with BTD pulse-shaping is always better than with SRC pulse-shaping. The 

results obtained using the CFIGA approximation are very close to the results of MC 

simulation. Thus, the CFIGA provides the most accurate results. The computa­

tional complexity of the IGA method was substantially reduced by employing the CF 

method and the complexity remains the same for faded and unfaded systems. The 

IHGA method is accurate when the average SNR is high but can be inaccurate for 

small and moderate values of the average SNR. As observed in many previous research
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ER

SNR=10, m=5, N=64

- e -  SGA, SRC pulse shape 
-B -  SGA, BTD pulse shape 

HSIGA, SRC pulse shape 
HSIGA, BTD pulse shape 
IHGA, SRC pulse shape 
IHGA, BTD pulse shape 
IGA, CF method, SRC pulse shape 
IGA, CF method, BTD pulse shape 
Simulation, SRC pulse shape 
Simulation, BTD pulse shape

Fig. 3.1. The performance of a bandlimited DS/CDMA system in Nakagami fading 

(m =  5) with random spreading (N  =  64) and S N R  =  10 dB.
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K=10, m=5, N=64

-© - SGA, SRC pulse shape 
- B -  SGA, BTD pulse shape
  HSIGA, SRC pulse shape
 HSIGA, BTD pulse shape

IHGA, SRC pulse shape 
—I— IHGA, BTD pulse shape 
- 0 -  IGA, CF method, SRC pulse shape 
- f t -  IGA, CF method, BTD pulse shape 

*  Simulation, SRC pulse shape 
A  Simulation, BTD pulse shape

,-4

SNR [dB]

Fig. 3.2. The performance of a bandlimited DS/CDMA system in Nakagami fading 

(to -- 5) with random spreading (N  =  64) and K  =  10.
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SNR=10, m=5
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SRC pulse shape 
BTD pulse shape

50 10 2015 25 30
K

Fig. 3.3. The performance of bandlimited DS/CDMA system using a Gold se­

quence (N  = 31) for the desired user and random sequences for the interferers 

in Nakagami fading (m =  5) with S N R  = 10 dB.
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- a -  BTD pulse shape

10'2

0 62 4 8 10 1412 16 18 20
SNR [dB]

Fig. 3.4. The performance of bandlimited DS/CDMA system using a Gold se­

quence (N  =  31) for the desired user and random sequences for the interferers 

in Nakagami fading (m  =  5) with K  = 10.
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results, the SGA underestimates the BER. It is observed that the SGA provides more 

accurate results than the HSIGA for bandlimited DS-CDMA systems in Nakagami 

fading.

The exact average BER versus the number of active interferers, K  and versus 

the average SNR for an asynchronous bandlimited DS-CDMA system over a slow, 

flat Nakagami fading channel are presented in Figs. 3.3 and 3.4, respectively, for 

average SNR =  10 dB and 10 interfering users. A deterministic desired user spread­

ing sequence and random interferers’ spreading sequences are considered. The Gold 

sequence of length 31 is considered as the desired user sequence and M  = 10. The 

computational complexity of the system grows exponentially with the length of the 

desired user spreading sequence. As observed before the performance with BTD 

pulse-shaping is always better than that of SRC pulse-shaping.

3.6 Summary

The BER performance analysis of bandlimited DS-CDMA systems in slow, flat Nak­

agami fading channels have been considered. Several computationally efficient Gaus­

sian approximation methods and an exact CF method were studied. The Gaussian 

approximation methods were validated using MC computer simulation. The SRC and 

BTD pulse-shapings were employed. The performance with BTD pulse-shaping is al­

ways better than that with SRC pulse-shaping. For systems with random spreading, 

a BER expression was derived for the IGA method using the CF provides the most ac­

curate results with reasonable computational complexity. The (K  +  l)-fold numerical 

integration was reduced to 2-fold iterated numerical integration. The IHGA provides 

accurate results only at high average SNR values. The HIGA performs poorer than
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the SGA for bandlimited DS-CDMA systems in Nakagami fading.
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Chapter 4

Performance Analysis of 

Bandlim ited DS-CDM A Systems 

with Space Diversity Receivers in 

Nakagami Fading Channels

4.1 Introduction

The optimum and suboptimum joint detection (multiuser) receivers for DS-CDMA 

systems perform poorly in severe fading conditions. Meanwhile, the single-user con­

ventional matched filter receiver is optimum for single bit decisions when a syn­

chronous bandlimited random binary DS-CDMA system operates in slow flat Rayleigh 

fading channels with zero excess bandwidth Nyquist chip pulse shape. As conven­

tional space diversity schemes combat fading and MAI simultaneously, they are of 

practical interest for DS-CDMA systems operating in severe fading conditions. The
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commonly used space diversity schemes are maximal ratio combining (MRC), equal 

gain combining (EGC) and selection combining (SC) [6].

The performance of the diversity receivers in wireless channels without interfer­

ence was extensively studied in [6] and the references therein. The performance of 

DS-CDMA systems with BPSK, QPSK and OQPSK modulation schemes and diver­

sity reception was initially studied by Lehnert and Pursley in [79]; multipath Rake 

diversity combining was employed. In [80], Kchao and Stuber considered the per­

formance of differential DS-CDMA systems with diversity receivers over frequency 

selective Rayleigh fading channels with lognormal shadowing. A Rake receiver with 

postdetection EGC and predetection SC was employed. Eng and Milstein studied the 

performance of a binary, coherent DS-CDMA system in frequency selective Nakagami 

fading in [65] with a multipath Rake combining receiver. The MAI was treated as 

a Gaussian RV in the analysis. In [81], Annamalai analyzed the performance of two 

predetection SC schemes for binary coherent DS-CDMA systems in Nakagami fading 

channels. Signal plus total interference power selection and SNIR selection schemes 

were employed, the performance of SC in a coherent DS-CDMA system employing 

BPSK and BFSK modulations in Nakagami fading was also studied by Ugweje in [82]. 

Frequency selective fading, Rake reception and maximum SNR selection criteria were 

considered. The performance of a binary DS-CDMA system with diversity combining 

and system imperfections such as power control error, path amplitude estimation error 

and phase estimation error was reported by Panicker and Kumar in [83]. Frequency 

selective Rayleigh fading was considered. In [84], the performance of a coherent bi­

nary DS-CDMA system with synchronization errors in diversity combining receivers 

was studied by Sunay and McLane. The MRC, EGC, and SC schemes were consid­

ered. The Fourier series method [31], [85] was employed for the performance analysis
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and the computational complexity grew linearly with the diversity order. The NRZ 

rectangular pulse-shaping was employed in [79], [80], [65], [81], [82], [83], [84], and the 

SGA [33] of the MAI was used in the BER analysis in [79], [80], [65], [81], [82], [83]. 

The performance of coherent bandlimited binary DS-CDMA systems was considered 

in [59], [73], [62], [61]. Recently, we extended the works in [59], [73], [62], [61] to 

coherent DS-CDMA system in Nakagami fading in [78]. An exact analysis using a 

CF method, and approximate analyzes using the SGA [33] and the IGA [32] were 

presented.

In this chapter, we study the BER performance of space diversity receivers in ban­

dlimited coherent binary DS-CDMA systems in Nakagami fading channels. Specifi­

cally, MRC, predetection EGC and predetection SC are considered. Random spread­

ing, flat slow fading, asynchronous timing and independent identically distributed 

diversity branch fading gains are assumed. Nyquist chip pulse-shapings, namely, SRC 

and BTD [30] pulses are considered. The performance of these two pulse-shapings are 

compared under identical system conditions. The SGA [33] for the MAI is employed 

for all three combining schemes, but the CFIGA [78] is applied for EGC and SC only. 

A closed-form BER approximation is derived for the MRC scheme. The BER perfor­

mance analysis is done using the CF [78] and Fourier series methods [31]. Our results 

are valid for arbitrary diversity orders and arbitrary Nakagami fading parameters, 

and the computational complexity does not grow with diversity order.

The remainder of this chapter is organized as follows. The system and channel 

models are introduced in Section 4.2. A closed-form BER expression is derived for 

the MRC scheme in Section 4.3. The average BER analysis using a CF method for 

the EGC scheme is presented in Section 4.4. The performance of the SC scheme is 

examined using a Fourier series method in Section 4.5. Numerical results are provided
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in Section 4.6. Our conclusions and a summary of this chapter are drawn in Section

4.7.

4.2 System  and Channel M odel

A general asynchronous bandlimited binary DS-CDMA system with L  independent 

space diversity branches and K  +  1  active users in Nakagami-m fading channels is 

considered. The system model in [78], [59] is modified to adopt the space diversity 

reception. Using complex baseband signal representation, the l-th branch received 

signal is written as
K

=  E Ski{t) + Wi{t) (4.1)
fc=0

where —oo < t  < +oo and wi(t) is a complex circularly symmetric zero-mean white 

Gaussian process with power spectral density N 0. The I-th branch k-th user received 

signal ski(t) is given by

OO
au =  E b f  -  Tt -  i%) (4.2)

i = —oo

where the transm itted signal power of the k-th  user is Pk, € [+ 1 ,-1 ] are the 

equiprobable k-th user bits transm itted at rate 1/Tb and the k-th user timing offset 

wrt the desired user is rk ~  U[0,T{,]. The phase offset wrt to the desired user is 

denoted as 9ki ~  U [0,2n}. The £-th path k-th user fading amplitude R ki, is assumed 

to be Nakagami-m distributed with parameters [m, fi] and its PDF is given in eq.

(1.11). The £-th branch desired user received signal is denoted as Soi(t) and without 

loss of generality, r 0  =  0 and 9Qi =  0 are assumed. The spreading waveform a\k\ t ) 

for b\k\  is

4 k) (*) =  anliN 9(* “  nTc) (4-3)
n=0
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where an  ̂ G [+ 1 ,  —1] is the n-th chip of the k-th user PN sequence. The rate of a PN 

sequence is 1  /T c and the processing gain or spreading factor is given by Tk/T c =  N.  

The elements of random variable sets {t*}, {9ki}, {5-fc)} and are assumed to be

iid and all these RV’s in these sets are mutually independent. The received baseband

chip pulse is denoted as q(t) and it satisfies |g(£)|2 d£ =  Tc. Two types of Nyquist 

pulses are considered namely, the SRC pulse and the BTD pulse [30]. They are defined 

in time and frequency domains in eqs. (2 .1 1 ) ,  (2 .1 2 ) ,  (2 .13 )  and (2 .1 4 ) .  The excess 

bandwidth of the chip pulse shape G [0 ,1 ]  and we assume ft — 1 in this chapter. 

However, our analysis is applicable to systems with any fi  G [0, 1]. For notational 

convenience when 0, eq. (4 .2 )  is written as

OO
Ski(t) =  V P k Rki  ej h ‘ d n ] 9( t  - T k -  nTc) (4 .4 )

n = —oo

where Tk =  r fcmodTc and dn^ G [ + 1 , - 1 ] .  The and Tk can be modeled as 

iid equiprobable random variables (d n  ̂ G [ + 1 , - 1 ] )  and iid uniform RVs in [ 0 ,Tc], 

respectively [59]. The average SNR is defined as

c i v r p  PoTbCl 2 P

s m  =  W 2  =  T  ( 4 ' 5 )

4.3 Performance o f M aximal Ratio Combining 

(M RC)

In this section, a closed-form average BER expression for a bandlimited DS-CDMA 

system with L branch MRC in Nakagami fading is derived using a SGA [33]. After 

the matched filtering by Q*(f),  cophasing, weighting by the conjugate fading gain, 

sampling, despreading and N  chip summing the received signal is passed through a
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real operator function to generate the receiver decision statistic. The i-th bit decision 

statistic of the 0 -th (desired) user on the /-th path can then be written as

(i+l)7V —1
(0)y\i =  Tie I R qi ^ 2  ai0) [  ri(vTc ~  u)q{~u)du

\  v=iN
(4.6)

After the combining, the decision statistic is given by

y f  =  V K n  b f ' R u  + M M + r,M (4.7)

where R,,r =  -Sol, ' 1m  =  E i t i  p «"li amJ

=  E X > "  (4 .8)
1=1 k= 1

AC—1 oo

M u  =  y/Pk Roi Rki cos (6kl) Tc E E 4 ° )4 ‘)9((« -  n)Tc -  Tk) (4.9)
v=0 n = —oo

where g(t) =  •7r - 1 [ |Q (/) |2 /T c], and is given as (2 .1 2 )  and (2 .1 4 ) .  The estimate of

the transmitted bit is then obtained by bf^ =  sgn(y^0)). The variance of the M kl

conditioned on R qi and Tk is written as [78]

1  0 0  

a M f ,\Rc.n = i E
=  ^ N P t R l f l T 2c

, 03 , Cffcos(2wrt )
2  2

(4.10)

(4.11)

where C =  2 l - ^ s  |Q ( /) |4 d /  //?. Using the SGA of the MAI, the variance of

M kl conditioned on R qi is written as [78]

rM£f\Roi ~  P'R'cN 1 - (4.12)

Then, the variance of the MAI, M m  conditioned on R M is given by

1

a M M\RM ~  2 i - a  
2

(4.13)
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where V  =  J2k=1 Pk- The variance of the t)m  conditioned on R m  is given by

2  _  N 0TbR M , x
(*t1m\Rm — 2  ’ (4-14)

Now, using the SGA, the sum of MAI plus background noise is Gaussian distributed 

conditioned on R m • Then, the BER conditioned on R m is written as

P m \r m Q  m T '  ^ _ ^ + N q J  (4-15)

where Q(-) is the area under the tail of the Gaussian PDF. The PDF of U — can 

be written as [8 6 ]

/ l , ( “ ) =  r R ® ’" e " ( 8 ) “ “ m" 1’ “ > 0  ( 4 1 6 )

where the PDF in (4.16) is the gamma PDF and is closed under convolution. Thus,

the PDF of R m  is also a gamma PDF and is given by [8 6 ]

/R“ W  =  r ( ^ ® m V ( t ) v ”“  r > a  <4-17>

If the fading gains are not identically distributed the PDF of R M is given in [87]. 

Now, by averaging out Rm  from (4.15), the unconditional BER is given by [48]

=  I Q I \ h r  1 fn»(r)dr
2P0Tbr 

N 0 + VTCQ Y /

T(mL  +  \ )  /  m(N0 +  VT CQ,Y) \  mL
2y/irmLr(mL)  \  PoTbQ )  X
T. (  r r 1 r - ~ m (N 0 + VTCVY)  \  , n.

2 F i ( mL, m L  +  m L  +  1 ;--------- Qp^rb ) ^ • 18^

where Y  =  [ 1  — CP/2], The closed-form approximation in (4.18) is valid for arbitrary 

diversity order and arbitrary Nakagami fading parameter.
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4.4 Performance of Equal Gain Combining (EGC)

The BER performance of a bandlimited DS-CDMA system with L  branch predetec­

tion EGC in Nakagami fading is considered in this section. The SGA and IGA of 

the MAI is employed with a CF method [78]. After the matched filtering by Q *(/), 

cophasing, sampling, despreading and N  chip summing the received signal is passed 

through a real operator function to generate the receiver decision statistic. The i-th 

bit decision statistic of the 0 -th user on the I-th path is written as

/  (i-t-l)AT-l \

=  Tie j ^  a[,0) /  rt{vTc -  u )q{-u)du  1 . (4.19)
\  v—iN J

(0)
Vii

After the combining, the decision statistic becomes

y f  =  X > f  =  v /T O f . f f l E +  ;w E +  Ite (4.20)
1 = 1

where R e  =  E /L i Rob Ve  — Y^l=i Vi and Vi is a zero-mean, Gaussian process with

variance N qT^/2. The estimate of the transm itted bit is then obtained as 6 -°̂  =

sgn(y(0̂ ). The MAI component is given by

L K

M e  = '^2il i2,Mki  (4-21)
i=i k=i

JV—1 oo

Mki = VPkRki  cos (9ki)Tc E E  a<0 ><i<*>S((l> -  n)Tc -  Tt ). (4.22)
u = 0  n= —oo

Using the SGA, the variance of the MAI, a 2ME is written as

( 4 ' 2 3 )

Then, the CF of the MAI is given by

§ m e M  =  exp • (4-24)
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In the IGA method [32], the MAI conditioned on interferer chip delays, T  =  {7\, • • • , Tk} 

and X  =  {An cos (0n), • • • , R k l  c o s  {Qk l ) }  is assumed to be a zero-mean, Gaussian 

RV. Thus, the variance of M ki conditioned on Xki, Tk is written as

= N P t X i , T f \  CP , C/5 cos (2 ?xTk)
T  2

(4.25)

(4.26)

where C =  2 1 — ^  f ^  |Q ( /) |4 d /  / p .  Then, the CF of the I-th  branch k- th  user 

MAI, M kl conditioned on X kt and Tk is written as

$ M kj ( u \ X ki , T k) -  exp W GM kl\Xkl,Tk (4.27)

Averaging out X kl and Tfe, the unconditional CF of M e  becomes 

k ■. r
W « )  -  U t S

Aj—-I _ I—1

dT* (4.28)

where f x kl{x), is the pdf of RV Xkt and is given in eq. (3.20). The average BER 

conditioned on R E is

P e g c \r e — P r  \ \ /  P oR e PP^I  ̂ +  - M e  ■+■ tie <  — T l j

1 1 f°° * , \ /r. , , sin (^P~0R ETbuj) J
=  9 - - /  — K—---------- ^ d c o  (4.29)

^ Jo to

where the CF of the AWGN component, 3\,E(w) =  exp(— Q-̂ ). Several methods 

have been used in the literature [6 ], [8 8 ], [89] to obtain the unconditional average 

BER from (4.29). Eq. (4.29) has the required format to apply the Parseval’s theorem 

based method proposed in [89]. Then, averaging out R E , the unconditional average 

BER is written as

1 1 ^  / > n {VPorTbu) ,  , ,
Pe g c = ~ - ~  /  ------------------- f RB(r)dudr.

z  « Jo Jo u
(4.30)
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Now, by employing the method proposed in [89], eq. (4.30) becomes,

-  \ - s ? ^
oof  Re

J  o
dwdnj7T<y (w  +  y / K T bu j  — j7T<5 (w  -  ^ / P o T bu j ^  §*R e ( u )

=  \ - i r h ¥ i i m ^ R‘ ^ T^ d u  m ]

where Re [re] and Im[a;] is the real and imaginary part of x, respectively, ^ ( w )  =  

^ M e(oj)<̂ 11e(u), §*Re{uj) is the complex conjugate of the CF of R e  ($ Re{u)), ${') 

is the Dirac delta function and j =  -\/—1. Eq. (4.31) with eq.(4.24) provides an 

approximation to the unconditional average BER accounting for the pulse-shaping. 

A single numerical integration is required, but the computational complexity does 

not grow with diversity order. The CF of R 0j  is written as [8 8 ], [13]

a  t  \  -n (  1 -Dw2\  . r ( m +  5) f f l  (  1 3  - Q , u 2 \  , A n .
* * M  =  . F,  (rn; 5 i ■ +  J » - r ( £ )  - V m  l Fl  ( m  +  2 ; 2 ; T S T  j  ■ (4 '32)

Then, the CF of R E is $ r e (u) = ($ Roj(u))L.

4.5 Performance of Selection Combining (SC)

In this section, the average BER of L  branch predetection SC of a bandlimited DS- 

CDMA system is derived using a Fourier series method [78], [31]. A maximum desired 

signal power selection scheme is considered. The SGA and IGA of the MAI are

employed for the performance analysis. As in Section 4.4, the decision statistic is

written as

v f :1 = y/PaT„ b f ]R s +  M ,  +  m (4.33)

where R s  =  m axj6 [1...£] R 0j,
K

M ,  = Y , M u  (4.34)
fc= 1
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and Mki  is given in eq. (4.22). Using the SGA, the variance of the MAI, M s is 

written as

<di. = \ N V W l  [l -  y ]  • (4.35)

Then, the CF of the MAI is given by

®MaM  =  exp [ - U aMa ) . (4.36)
'2aj 

2

Now, we employ the IGA by substituting L =  1 in (4.28), and the CF of M u  is 

written as

« ■ « »  =  n l f f e x p  aM2 X"T^  f x M t e t n -  (4.37)

As in [78], (4.37) can be written as

=  f [ 2f  -  ( - « J )  4  ( ^ M )  /* „ ( * M *  (4.38)

where 70(-) is the modified Bessel function of zero order and (4.38) is derived by 

assuming the normalized chip duration, Tc = 1. Using the Fourier series method 

of [31], the BER conditioned on R s  is given by

= 1 2 ( f e ) s.n /  \

2 » I  v ' W  )
v odd

where u 0 =  2-k/To and T0 is selected to obtain the required numerical accuracy. By 

averaging out R s, the unconditional average BER is given by

v2̂  T (  vun \
j 2 ^ e  , ( J P aTbTVL,a \  t  , w  M

; --------------- 1  ( “ T U T 2" j ( 4 ' 4 0 )

v odd

where / ^ s (r) is the PDF of R s  and R s  =  m ax^i,...,^  R 0j.  Using order statistics [74],

[6 ] the PDF of the RV R s  is given by
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where FRs(s) is the cumulative probability distribution function (CDF) of RV R s . 

Then, (4.41) becomes [76]

L - 1

fRsir) =
2  L 7(m, *§-) ( m \ m  _ m r i  2m —1

(n) e n r *[F(m)]L

where 7 (-, •) is the lower incomplete gamma function [76].

r  >  0 (4.42)

4.6 Num erical Results and Discussion

Some of our numerical results are presented in this section. We published part of 

the results obtained in this chapter in [90]. The BER performance of the diversity 

receivers for bandlimited DS-CDMA system with SRC and BTD pulse shapes are 

compared under identical system conditions. Random spreading sequences of length 

64 ( N  =  64) are employed. The excess bandwidth of the chip pulse shape is assumed 

to be 100%. Perfect power control is assumed in the system. However, our analysis 

can also be applied to nonuniform power conditions.

Fig. 4.1 shows the BER performance versus the average SNR of an asynchronous 

bandlimited DS-CDMA system with MRC, EGC and SC diversity over slow, flat 

Nakagami fading channels for a number of active interferers, K  =  10. Figs. 4.2 

and 4.3 depict the BER performance versus the number of active interferers, K , for 

average S N R  = 10 dB with BTD and SRC chip pulse shapes, respectively. The SGA 

method was considered for Figs. 4.1-4.3. The Nakagami fading parameter m  = 2  

and diversity orders L  — 1,2 and 3 are considered. At average S N R  =  10 dB and 

K  = 10, the average BER is reduced by about 10, 25 and 35 times and the capacity 

is increased by 9, 15 and 16 users at BER= 10- 3  by increasing L  from 1  to 2  in SC, 

EGC and MRC schemes with BTD pulse-shaping, respectively.
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Fig. 4.1. The BER performance of a bandlimited DS-CDMA system estimated using 

the SGA for MRC, EGC and SC diversity in Nakagami fading (m =  2) with 

random spreading (N = 64) and K  = 10.
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Fig. 4.2. The BER performance of a bandlimited DS-CDMA system estimated using 

the SGA for MRC, EGC and SC diversity in Nakagami fading (m =  2 ) with 

random spreading (N  =  64) and S N R  =  10 dB.
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Fig. 4.3. The BER performance of a bandlimited DS-CDMA system estimated using 

the SGA for MRC, EGC and SC diversity in Nakagami fading (m = 2 ), with 

random spreading (N  = 64) and S N R  = 10 dB.

102

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Fig. 4.4 depicts the BER versus the average SNR of an asynchronous bandlimited 

DS-CDMA system with EGC and SC diversity when the number of active interferers 

K  = 15 over a slow, flat Nakagami fading channel for diversity orders, L = 1,2 and 

3. The CF and Fourier series methods were used with the IGA of MAI to obtain 

the results. The BER versus the number of active interferers K  for average SNR =  

5 dB is presented in Fig. 4.5 for L = 1,2 and 3. As mentioned in the literature 

performance analysis of DS-CDMA systems with the IGA is very accurate [78]. Some 

interesting observations are made here. The performance with BTD pulse-shaping is 

always better than that with SRC pulse-shaping and the superiority increases with 

the diversity order. The EGC and SC space diversity receivers provide substantial 

SNR and capacity gains as seen in Fig. 4.1 - 4.5.

4.7 Summary

Average BER performance analysis of three diversity receivers for a bandlimited DS- 

CDMA system in slow, flat Nakagami fading channel was presented. Three well 

known combining schemes, MRC, EGC and SC were considered. The bandlimited 

Nyquist pulse-shapings, namely, SRC and BTD pulse-shapings were employed. A 

closed-form BER approximation was derived for the MRC using the SGA and the 

BER approximation for the EGC and SC schemes were derived using the SGA and 

IGA entail numerical integrations. The computational complexity does not increase 

with the number of users or the diversity order. These results are valid for arbitrary 

diversity order and arbitrary Nakagami fading parameter. The performance with 

BTD pulse-shaping is better than that with SRC pulse-shaping in all cases examined.

103

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



B
ER

  SRC
-  -  BTD 
-© - S R C -SC  
-O - BTD-SC 
-B -  SRC-EGC 
- a -  BTD-EGCL=t

■ o ■© -  • -  ~ •-! • ̂

■=?• =  g ............................ .........................^ ............... ..................................... ...........
:::::::::::::::: f  :=:= : = :  r? :*#=: = =: :#k :=::=: § := :=: =§=. :=: ̂  :m

L=3

r .

2 4 6 8 10 12 16 18 200 14
SNR [dB]

Fig. 4.4. The BER performance of a bandlimited DS-CDMA system estimated using 

the IGA for EGC and SC diversity in Nakagami fading (m =  2 ) with random 

spreading (N  = 64) and K  — 15.
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Fig. 4.5. The BER performance of a bandlimited DS-CDMA system estimated using 

the IGA for EGC and SC diversity in Nakagami fading (m = 2) with random 

spreading (N  =  64) and S N R  = 5 dB.
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Chapter 5

Interference W hitening Receivers 

for Bandlim ited DS-CDM A  

Systems in Nakagami Fading 

Channels

5.1 Introduction

M ultipath fading and MAI are the major limitations of DS-CDMA systems in wireless 

environments. The conventional MF or single-user receiver is not optimum when 

MAI is present. Both jointly optimum and sub-optimum detection schemes have 

been extensively studied in the literature; see [19] and the references therein. Most 

of these schemes require knowledge of timing offset, phase offset, spreading sequence, 

etc. for all the active users in the system. These receiver structures are generally 

near-far resistant and provide small error rate with high computational complexity.
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The high computational complexity makes these schemes less viable for some practical 

systems, particularly in the down-link. Thus, improved single-user receiver structures 

were considered by several authors in the literature [23], [24], [42], [91], [92], [93], [94], 

[95], [96], [97]. These schemes do not require any information about the interfering 

users’s signals . Generally, improved single-user receivers are not near-far resistant 

and provide poor BER performances compared to joint detection schemes.

A WMF receiver structure studied in [27] was introduced to suppress MAI in DS- 

CDMA systems in [23] and [24]. Multipath fading was not considered in this work 

and several assumptions were made in the performance analysis. While whitening 

maximizes the SNIR, the WMF introduces ISI and the ISI was ignored in the analysis 

of [23] and [24]. The MAI was assumed to be Gaussian distributed in order to 

derive the average BER. NRZ rectangular and bandlimited chip pulse shapes were 

considered. The WMF was generalized to improper complex noise in [42] for an 

application in DS-CDMA. In [91], [92], the WMF receiver structure was modified to 

obtain near-far resistance using the knowledge of the timing offsets and powers of all 

interfering users. A one-shot receiver was considered and, thus, the ISI was neglected. 

Variations of the receiver structure in [23] were considered in [93] and [94]. In [93], low- 

pass filtered rectangular pulses and a weighted despreading function were employed. A 

single-user adaptive MMSE receiver and chip waveform selection were considered for 

MAI rejection in [94]. The WMF receiver structure in [23] was generalized as a  space­

time matched filter for asynchronous DS-CDMA with antenna arrays in [95] and [96]. 

The receiver structure proposed in [92] was extended to DS-CDMA systems with 

antenna arrays in [97]. An exact performance analysis of a bandlimited DS-CDMA 

system using a CF method was proposed in [64] and was extended to DS-CDMA 

systems in Nakagami fading channels in [78].
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In this chapter, we derive the accurate BER performance of a WMF receiver struc­

ture for a bandlimited asynchronous DS-CDMA system in Nakagami fading without 

using a Gaussian approximation for the MAI and without neglecting the ISI as in [23]. 

We introduce a linear fractionally spaced MMSE equalizer [49] to combat the ISI in­

troduced by the WMF. Two Nyquist chip pulse shapes, the SRC and the BTD pulse 

shapes are employed [30]. The CF [64], [78] and approximate Fourier series [31] 

methods are used to derive the average BERs. As in [23], we assume the desired and 

interfering users are spread using Gold and random sequences, respectively.

The remainder of this chapter is organized as follows. In Section 5.2, the system 

and channel models are introduced. A fractionally spaced MMSE equalizer is designed 

and the receiver decision statistic is derived. A performance analysis of the proposed 

WMF receiver is presented in Section 5.3. Numerical results are provided in Section 

5.4. Our conclusions for this chapter are drawn in Section 5.5.

5.2 System  and Channel M odel

An asynchronous bandlimited binary DS-CDMA system with K  + 1  active users in a 

Nakagami-m fading channel is considered. In this chapter, the WMF receiver struc­

ture is considered for bandlimited DS-CDMA systems in Nakagami fading channels. 

Therefore, the system model and the definitions in Chapter 3 hold in this chapter 

also. Now, we consider the interference WMF receiver structure [27], [23], [24] as 

shown in Fig. 5.1. The real operator and decision device follow the receiver struc­

ture in Fig.5.1. The filter Q(u )H^(uj) is a WMF which whitens the spectrum of 

the interference and maximizes the SNIR. While maximizing the SNIR, the WMF 

introduces ISI in the desired samples. A fractionally spaced linear MMSE equalizer is
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A{co)

Fig. 5.1. The interference whitening receiver structure for the DS-CDMA system.

employed to combat the ISI introduced by the WMF and it is denoted as A(u).  The 

filter Q{uj) =  1 / S n{u) where Sn(w) is the power spectral density of the total multiple 

access interference plus background noise. The maximum SNIR after the WMF is 

given by [27], [23]
1  r

S N I R  =  —  /
27t J _ c

\ S H I
Sn(u)

do; (5.1)

where S(uj) is the Fourier transform of the received desired signal component. In 

this paper, we assume the desired user and interfering user signals are spread using 

Gold and random sequences, respectively. The desired user signal component in the 

received signal is
N - 1

S ( t )  = • M R > T cb f ) Y , af )ST(t -  iTc) 

and its Fourier transform is

N - 1

2= 0

(5.2)

(5.3)
2= 0

The PSD of the MAI plus background noise is given by [98]

Sn(oj) = N 0 + ----- (5.4)
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where static fading and perfect power control (i.e. the interfering users transm it the 

data a t the same power level) are assumed. The average SNIR is written as

( 5 . 5 a )

27T J - 0o No + '

where
N - 1

C (0 )(u;) =  af^exp(—jujiTc). (5.5b)
i = o

Now, (5.5a) is written as

S N I R  =
i= 0  7 i = 0

where

f ( i \  _  P  o T 2 f + °° H ( f ) e x p ( - j 2 n f l T c)

=  P 0n T * g w{ - l T c) (5.7)

and #„,(£) is the inverse Fourier transform of H ( f ) / Q ( f ) .  Then, the SNIR can be 

written as [23]
N - 1

S N I R  = N f (0 )  + 2 J 2 R ( ! ) f ( l )  (5.8a)
i=i

where

R ( 0 =  ^  afM +j (5.8b)
7 = 0

and is averaged over all possible desired user spreading sequences. The fractionally 

spaced MMSE equalizer [49] is Tc/ N e spaced and has 2K e +  1 taps. The optimum

coefficients of the MMSE equalizer are the solutions of the system of linear equations

[7]

r C  =  £ (5.9)
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where C denotes the column vector of 2K e + 1  tap weight coefficients, £ is a 2K e + 1  

length column vector written as

gw( - K eT / N e) 

gw(~ (K e -  1 )T /N e)

(5.10)

gw((Ke -  1 ) T /N e) 

gw(KeT / N e)
J (2tfe + l)Xl

and r  denotes a (2i^e +  1) x (2 K e +  1 ) Hermitian covariance matrix which is given 

by [49]

r =  7 2 ftX TX +  I (5.11)

and

X  =

9w{~
(3Ke- l ) T ^

9w(~Ne ")
ZK,T

Ne

e - I

Ne

)

Ne

9 ^ )

The average S N I R  = j 2Q,. Then, the optimum coefficients are given by

Copt = r-1*.

(5.12)

(5.13)

Thus, the sampled output pulse of the MMSE equalizer sampled at Tc/ N e intervals is 

obtained as £*C opt, where * denotes the convolution operation. The output contains 

residual ISI. Now, we derive the decision statistic of this receiver structure. The 

decision statistic is written as

y f ] =  VPoRoTb b f  + M w + Ic + I s + rjw (5.14)
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where rjw is a zero-mean Gaussian process with variance N 0Tb/2.  The MAI component 

is given by

K

M ” =  (5.15)
k= 1

N —1 oo

MX =  y /K R taxM T 'Y ,  E  (5.16)
/= 0  n = —oo

where io(t) is the effective pulse-shaping of the receiver structure. The interchip 

interference Ic, is written as

N - 1 N - 1

Jc =  ^ R o m  f ’ E E  W ( (  -  n ) iy  (5.17)
i= 0  715 /̂

7 1 = 0

and the intersymbol interference 7S, is given by

JV—1 +oo

Is = ^ R 0Tb £  £  (5.18)
Z=0 7 i^ [0 ,W -l]

7 l = — OO

In the following section, we consider the performance of the whitening matched filter 

receiver structure with a fractionally spaced MMSE equalizer.

5.3 Performance Analysis of W hitening M atched  

Filter Receiver Structure

Accurate BER performance analysis of the WMF receiver structure is studied using 

an approximate Fourier series method [31]. As shown in Section 3.4, the conditional

CF of the MAI is given by
"00

)x
9  r°°

$M£(u; |a (0)) = — ^  f Xk(x):

VTC N + M - l  /  N - 1 x

/  TT c o s ( v /na:wTc y 'o S 0 )« ; ( ( i - n ) r c - r fe) ) d T fcda; (5.19)
Jo n = —M \  i= o  1
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where f x k{x) is given in eq. (3.20). The CF of the total conditional MAI is then 

written as
K

=  n ^ ? ( w | a (0)) (5.20)
k= 1

and the conditional CF of the intersymbol interference is written as

=  cos E  Y  o<0 )ol0 >!o((( -  n)T0) )  x
\  1=0 n = —M J

( N - 1 N + M - l  \

L x /F o R o T iY , Y  W * ( ( l  -  n)Tc) ) . (5.21)

1=0 n = N  /

Now, we use the Fourier series method proposed in [31] to derive a precise BER 

expression. The probability of error conditioned on M w ,

p ( e | M “ , a W,/2o,bSl),6S-1)) =  P ( - V P o R o T b +  M w  +  I c]bm = _ 1 + I s +  V w > 0 )

/ y/PoRoTb — Mw — J. (0)_ l — Is\
= Q I ------------------------------- " " --------J (5.22)

where without loss of generality we assume b f ) =  - 1 . The Gaussian tail probability 

function is denoted as Q(-) and it can be written as an infinite series [31]

C2' ,2

2  ~Q(x) = - - Y  (5.23)
v = l  

v odd

where ujq =  and the sampling time, To is appropriately chosen to give the required

accuracy. As Is, I c and A4W are independent random variables conditioned on a ^ ,

the conditional probability of error conditioned on and R0 is given by

(  \fFbR0Tb- I  (o) 

oo e x p ( - ^ / 2 ) s i n ( m *  j - J  >■ -

P W a » > ^ )  =  \ - l Y ---------------- H----- ----------- x
v = l  

v odd

( - v f e |a(0̂ ° )  ( - y & i |a<0)) ■ ( 5 - 2 4 )
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If there are L a possible desired user spreading sequences, the unconditional probability 

of error is given by

where /# 0 (r) is given by eq. (1.11). The unconditional average BER in eq. (5.25) is 

evaluated numerically.

5.4 Num erical Results and Discussion

In this section, we present some numerical results. The BER performance of the 

receiver structure with SRC and BTD pulse shapes are compared under identical 

system parameters. The excess bandwidth of the chip pulse-shapings are assumed 

to be 100%. We also assume uniform power conditions, i.e. perfect power control 

in the system is assumed. However, our results can also be applied to nonuniform 

power conditions. The processing gain, N  =  31. The desired user and interfering 

users are spread using Gold and random sequences, respectively. The Gold sequences 

are generated using the primitive polynomials 1  -f- m2  +  m5  and 1  +  x + x 2 +  x4 +  x5. 

The MMSE equalizer is Tc/8 spaced (Ne =  8 ) and has 81 taps (K e =  40).

Fig. 5.2 depicts the average BER performance versus the average SNR with 

1 0  active interfering users (K  = 1 0 ) for the conventional matched filter and the 

proposed receiver for an asynchronous bandlimited DS-CDMA system over a slow, 

flat Nakagami fading channel. The average BER of the WMF receiver structure 

without the equalizer remains at 0.5 for all SNR values and it is not shown in the

v odd

v / W

(5.25)
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Fig. 5.2. The performance of the whitening matched filter with MMSE equalizer 

receiver for a bandlimited DS/CDMA system in Nakagami fading (m =  8 ) with 

Gold/random spreading for desired/interfering users (TV =  31) and K  =  10.
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Fig. 5.3. The performance of the whitening matched filter receiver for a bandlimited 

DS/CDMA system in Nakagami fading (m  — 8 ) with Gold/random spreading 

for desired/interfering users (N  = 31) and S N R  =  10 dB.
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figure. This is due to the ISI generated by the WMF. By using the WMF receiver 

with a fractionally spaced MMSE equalizer, the average BER is halved at S N R  =  20 

dB. The average BER versus the number of active interferers (K)  is presented in 

Fig. 5.3 for average S N R  =  10 dB. As observed in [78], the performance with BTD 

pulse-shaping is always better than th a t with SRC pulse-shaping.

5.5 Summary

A multiple access interference suppression method for a bandlimited DS-CDMA sys­

tem in slow, flat Nakagami fading was considered. The whitening matched filter 

receiver proposed in [23] was employed with a fractionally spaced MMSE equalizer to 

combat the intersymbol interference created by the WMF. The precise BER perfor­

mance was derived using the CF and Fourier series methods. W ithout the equalizer 

the average BER is 0.5 for all values of average SNR and numbers of interferers. 

When a linear MMSE equalizer is used with the WMF the BER is halved relative 

to the BER of a conventional MF reveiver. The system employing the new BTD 

pulse outperforms the system using SRC pulse when the same system parameters are 

considered.

117

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 6 

Performance Analysis of Space 

Diversity Receivers in Cochannel 

Interference and Fading Channels

6.1 Introduction

Performance analysis of wireless communication systems is normally based on average 

BER and/or outage probability [4]. Normally the BER analysis of diversity systems 

is much more involved than outage probability analysis. The mathematical modeling 

and treatment of CCI is usually difficult. Thus, performance analyzes are restricted 

to approximate analysis or exact analysis of specialized cases. Recently, the BER of 

BPSK with NRZ rectangular pulse shaping in a Rayleigh/Rayleigh desired/interfering 

user flat fading environment with asynchronous interferers was published by Hamdi 

in [44]. Exact analytical results for some probability distributions involved in NRZ 

BPSK were given by Chiani in [40] and for the error rate of NRZ BPSK in CCI on an
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AWGN channel in [16]. General solutions for QPSK error rates in Nakagami/Rayleigh 

fading were presented by Beaulieu and Abu-Dayya in [43], but these involve three­

fold iterated integrations. Furthermore, the case of BPSK in Nakagami/Nakagami 

fading was not considered. In reference [99], Aalo and Zhang considered the BER of 

BPSK and BFSK in CCI limited Nakagami/Nakagami fading environments. Gaus­

sian approximation of the CCI was employed through the invocation of [99, eq.(9)]. 

Recently, the BER performance of bandlimited BPSK systems with CCI in Nakagami 

fading was investigated using a CF method by Beaulieu and Cheng in [45].

Conventional space diversity schemes combat fading and cochannel interference 

simultaneously. Among space diversity schemes, EGC and SC are of practical interest 

because of their simple implementations. The BER performances of EGC and SC in 

fading channels without CCI were well studied in [8 8 ], [89], [10], [6 ] and the references 

therein. In [8 8 ], a series method was proposed for the computation of the PDF of the 

sum of independent RV to analyze BER performance of the EGC in Nakagami fading 

by Beaulieu and Abu-Dayya. A numerical method based on Parseval’s theorem was 

proposed by Annamalai et al. in [89] for EGC in wireless channels. A method based 

on an alternate representation of the Gaussian Q-function was proposed by Simon and 

Alouini and is given in [6 ]. Two types of SC schemes were studied in [10] for CPSK and 

NCFSK in Rayleigh fading channels. A unified integral solution treatment of fading 

channels and diversity schemes was presented in [6 ]. In [100], the BER performance 

of dual branch EGC and SC in bandlimited BPSK, QPSK and 8 PSK systems with 

CCI in Nakagami/Rayleigh fading was analyzed by Abu-Dayya and Beaulieu using 

an approximate Fourier series method.

Calculation of the BER and outage probability of MRC with CCI in fading chan­

nels is quite complicated. The BER and outage performance of MRC diversity with-
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out CCI is discussed in depth in [6 ] and the references therein. However, the BER 

and outage performance when CCI is present has been considered by very few au­

thors [101] [102], [103], [104], [105]. The outage probability for a constant envelope 

modulation scheme with CCI in Rayleigh fading was studied by Cui and Sheikh 

in [101]; one and three interferers were considered in the analysis. In [102], Shah 

and Haimovich derived an outage probability expression for an interference limited 

BPSK system with an arbitrary number of interferers in Rayleigh fading. The BER 

expression was derived using a Gaussian approximation for the CCI. Equal interferer 

powers were assumed. In [103], the performances of BPSK and DPSK over inde­

pendent Nakagami fading diversity channels was studied by Aalo and Zhang. Some 

assumptions were made in the analysis without being explicitly stated. The SNIR 

expression in [103, eq.(l)] was written by assuming the interferers’ phase and timing 

offsets were zero. The sum of the CCI and background noise was assumed to be 

Gaussian distributed conditioned on the instantaneous SNIR by invoking [103, eqs. 

(12), (20)]. Then, the BER and outage probability expressions were derived only 

for integer values of the Nakagami fading parameter. The performance of MPSK 

in a Rician/Rayleigh fading model was considered in [104] with the same assump­

tions made in [103]. The BER of BPSK with MRC in correlated and independent 

Rician fading channels was considered by Ma et al. in [105] but only synchronous 

interferers were considered. An exact BER computation was done using saddle point 

integration techniques [106], but the method of [105] has complexity increasing ex­

ponentially with the number of interferers. An approximate analysis was performed 

by invoking a CLT. Recently, in [107] the outage analysis for Rician/Rayleigh and 

Nakagami/Rayleigh models was considered for unequal power interferers. In refer­

ences [101], [103], [104], [105], pulse-shaping was not considered.
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In this chapter, we first derive the exact BER of coherent NRZ BPSK in asyn­

chronous CCI with Nakagami/Nakagami flat fading and of coherent NRZ QPSK in 

asynchronous CCI with Nakagami/Rayleigh flat fading using a characteristic func­

tion method. The fading is assumed to be slow and the fading gains of the user 

signals are assumed independent. Our results are more general than those of [44] in 

that [44] considers only NRZ BPSK in Rayleigh/Rayleigh fading. We examine NRZ 

BPSK and QPSK in Nakagami/Nakagami and Nakagami/Rayleigh fading, respec­

tively. Our analysis differs from th a t of [44]; we use a CF method while [44] uses a 

Hermite polynomial approach. Our results also establish the limitations of accuracy 

of the Gaussian approximation invoked in [99]. In some cases, the accurate error rates 

are different by a factor of 5.3 from the error rates predicted by the results of [99].

Then, we derive the exact BER of coherent bandlimited BPSK in asynchronous 

CCI and Nakagami flat fading with EGC using a CF method and with SC using a 

Fourier series method for arbitrary diversity orders and Nakagami fading parameters. 

The SRC and BTD [30] pulse shapes are employed. Again slow fading and indepen­

dent fading gains are assumed. The BER analysis of [45] is extended to EGC with CCI 

using the method based on Parseval’s theorem presented in [89]. The Fourier series 

method of [100] applied for a Nakagami/Rayleigh fading model with dual branch SC 

is extended to  iid Nakagami fading with arbitrary diversity order. Thus, our results 

are more general than those obtained in [1 0 0 ].

Finally, we consider outage and BER analyzes of coherent bandlimited BPSK with 

MRC diversity and asynchronous CCI in micro-cellular systems. A Nakagami/Rayleigh 

fading model is assumed. Again SRC and BTD [30] pulse shapes are employed. Slow 

fading and independent fading gains are assumed. Exact closed-form expressions for 

outage probability with equal and distinct interferer powers are derived. An average
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BER expression is derived using a Gaussian approximation for the CCI. The accu­

racy of the Gaussian approximation is validated using Monte Carlo simulation. Our 

expressions are valid for arbitrary diversity order, number of interferers and desired 

user Nakagami fading parameter. For BPSK, our results are more general than those 

obtained in [101], [102], [103], [104], [105] and in particular our outage probability 

expressions are much simpler than those obtained in [107].

The remainder of this chapter is organized as follows. The system and channel 

models are presented in Section 6.2. The BER analyzes of BPSK and QPSK systems 

in CCI and fading with NRZ pulse shapes are considered in Section 6.3. In Section 

6.4, the BER analyzes of EGC and SC diversities in CCI and Nakagami fading are 

presented. The outage and BER of MRC diversity with CCI and fading is studied in 

Section 6.5. Some interesting numerical results and discussion are given in Section 

6 .6 . Finally our conclusions and summary for this chapter are drawn in Section 6.7.

6.2 System  and Channel M odel

Consider a coherent bandlimited BPSK system with cochannel interference in a slowly 

fading environment. We adopt the system model of Chapter 2  for the diversity receiver 

structure. There are L  space diversity branches and K  + 1 active users in the system. 

The j- th  branch received signal of the desired (0-th) user is

Rj(t) = y /2PqT R qj sd(t) cos (uct) +
K  _______

Y  \ /2 P j T R i j  S i ( t  -  T j)  cos (coc(t -  Ti) +  d i j )  +  n(t) (6 .1 )
i=i

where Pi is the transm itted power of the z-th user, ujc is the carrier frequency, 

sd{t) =  Ylt=-ooa [k]sA t  -  kT), S i ( t )  =  E 2 ° -o o M % r(i -  kT), £ is the symbol 

transmission rate and gx(-) is the transm itter signal baseband pulse with its energy
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normalized according to ffxit) dt =  1 , a[k] € {+ 1 , - 1 } with equal probabilities 

and Ti represents the symbol timing offset of the i-th user signal with respect to the 

desired user signal, assumed to be uniform over [0, T). The background noise n(t) is 

a zero-mean, white Gaussian process with two-sided power spectral density No/2; the 

phases 8ij, are assumed to be mutually independent and uniformly distributed over 

[0,2?r). The fading gains are assumed to be independent and identically distributed. 

The received signal for the coherent QPSK system is given by

Rj(t) =  \ /PqT Rqj  [ s /d(i) cos {ojct) +  sQd(t) sin (wct)] +  
k  _____

y ;  \ / R T R i , j  [-8 i i { t  ~  Ti)  COS ( u c ( t  -  Ti)  +  9 i )  +  
i— 1

S Q i { t  -  Ti)  sin ( w c ( t  -  Ti) +  $i) + n(t). (6.2)

The common symbols in (6 .1 ) and (6 .2 ) denote the same parameters. The de­

sired user in-phase and quadrature symbol sequences are sId(t) and SQd(t); sn{t)

and S Q i ( t )  are i-th interferer in-phase and quadrature symbol sequences. The de­

sired user average signal-to-noise ratio and signal-to-interference ratio are defined as 

SNR(dB) =  101og1 0  (PqTQq/ 2 ), and SIR(dB) =  101og1 0  -P A ))) where

fii =  E[R? •] and without loss of generality, we assume the noise variance is one.

6.3 BER Analysis of BPSK and QPSK in CCI and 

Fading w ith NRZ Pulse-Shaping

In this section, exact BER expressions are derived for a BPSK system with a Nak­

agami/Nakagami fading model and QPSK with Nakagami/Rayleigh fading model in 

the presence of CCI. The rectangular pulse-shaping, gr(t) is 1 / y /T  in 0 < t < T.
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6.3.1 B PSK  Analysis

For a BPSK system, we assume the fading amplitude R i j  follows the Nakagami-m 

distribution with parameters and is given in eq. (1.11). The fading gains

R i j  are assumed to be independent. After demodulation and matched filtering, the 

decision statistic for desired user data symbol a[0 ] is

K

m
[p ~T f p T

= y  -|--R o ja[o ] +  y  cos ( M f *  +  n /> (6-3)
2=1

where (f>̂  =  (did -  u ^ )  ~  U [0,27r],

Pi = b i [ - l ] ^  + bi[Q][l- '^]1 (6.4)

and rif is zero-mean Gaussian noise with variance one. The total CCI , I cc i  — 

Y h=i h ,  where

=  cos ~  f ]  • (6-5)

If 6 i[—1] =  &i[0], the conditional CF of derived in [45] is

,  PiTttiUJ2'
$ii;IM-i]=Mo]M =  l F i  ^ m i ; l ; ------

When 6 i[—1] 7  ̂ 5, [0], R  becomes

(6 .6)

PiT
Ti — y C0S (^i,j) (3 -7)

where it ~  U[—1 , 1 ]. Then, the CF of conditioned on u is

.  .  _  { P jT n iU2u 2\  ,  .

=  1F 1 1 ; --------- —  J . (6.8)

Averaging out u in (6 .8 ) one obtains [76]

. . _  (1  3 PiTfliUJ2 \  , ,
$/<IM-i]#fc[o](w) =  2 F 2 ^ - , m i ; l , - ; ------ — —  J  (6.9)
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where 2 F 2 O  was defined in [99]. Then, the unconditional CF becomes

=  o $ /i |& i[ - l ] = M 0 ] M  +  ^ ^ /i|6 i[- l]5 i6 ,[0 ](w ). ( 6 .1 0 )

Since the interferer signals are independent, the CF of I C c i  is § i CCi M  =  j[IiLi $ /4(w)>
w2

and the CF of the noise component is, $ nf (u) = e~~ .  The CF of the total CCI plus 

background noise is given by

$ r (w) =  $ /oc/(w)$n /(w). (6 .1 1 )

The average BER, conditioned on Roj  is written as [67]

Pe\R0J = Pr
f p  r p

— i?oja[0] +  I c c i  +  r i f  <  0 a[0] =  +1

1  ̂ n+ 0 0  sin ( J O ^ R o  jun
=  - - - /  — ------------ U T(u,)du. (6 .1 2 )

2 ft Jq w

When the desired user undergoes Nakagami fading, the average BER becomes

P, = -
1 r(m„ + i) p s  /-+“ A , v „ (  , 1 3 -PoTfW'*

i n s r y .  w . g .  ( * » . + ?  8roo ) & .  ( e . m
2  7rr(mo)

The single integral in (6.13) can be readily evaluated numerically.

6.3.2 Q PSK  Analysis

Assuming Gray-code bit-mapping and symmetric I and Q branches, the decision 

statistic for the desired user data symbol a/[0 ] in the in-phase branch after coherent 

demodulation and matched filtering, is written as

z i[Q] = ^ y - R i A ri cos ( M  +  rQ sin (&j)] +  n c  (6-14)
i= 1

where n c is complex background noise and

ti =  6 / i [ - l ] ^  +  6/.-[0][l -  ^ ] ,  (6.15a)

rQ = bQi l ~ ^  + bQi[0][l -  (6.15b)
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The total CCI, Icc i  — IZiLi h,  where

/ p . rp
Ii =  [rj cos ( f a )  + rQ sin (& j)] . (6.16)

The conditional CF when bn[-l] = &7 i [0] and 6q,-[-1] =  &Qi[0], becomes

PjTCl^2
$ /.i6/i[-i]=ft/i[0 ],6 (?i[-i]=6 Oi[0 ](w) =  e 8 . (6.17)

When 6 jj[—1] /  &/,[0] and £>Qi[—1] ^  &Qj[0], the conditional CF is

P ; T O , - A 2

® /i|fc/il-l]#6/,-[0],6c?i[-l]?46<,i l0],tt(w ) =  e  8 (6 -1 8 )

where u ~  U[—1,1] as in Section 6.3.1. After averaging out u, (6.18) becomes

1 - 2 Q
27T

PiTHioJ1
PiTHi

-L) (6.19)

If bH[ - 1 ] ^  bH[0] and bQi[ - 1] =  6Qi[0] or 6 « [ - l ]  =  6 /i[0] and bQi[ - 1] ^  ^ [0 ] ,  the 

conditional CF becomes

p,:rn,-[i+u2]u2
^  A- l&Pi [— [o] ,&Qi [— [0] C^) <̂ >/i|b /i[-l]^ 6 /,[0 ],6Q i [-l]=6Q {[0],u(w ) — e  16

After averaging out u, (6.20) becomes 

$ J <|6/i [-l]#& ji[0]>6Qi[ - l]= » Qj[0] M  =

(6 .20)

4 7 T _Pirni^_
e is

PiTVLiU)2
i - 2 Q h / ^

6 .2 1 )

Then, the unconditional CF of Ii becomes

$ / i M  -  7 ^ / i |6/i [- l]= 6 /i [0],6Qi [-ll=6Q i [0](w) +  T ^ / i |6«[-ll,46„[0l,6Qi [-l],46Qi [0](w) +

7  |6Jt [ -  ! ] # „  [0] ,bQi [ -  l ]=bQi [0] (w ) • (6 .22)

Now the CFs <&iccl (w), and <F/(a;) can be written as in Section 6.3.1 and the average 

BER can be calculated according to (6.13).
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6.3.3 B E R  A nalysis Using Gaussian Approxim ation

Here, we derive a BER expression using the Gaussian approximation for the CCI 

to compare with our exact results. The variance of Icc i  is given by YAM [Icci] =  

T J2 iL i^ iP i /6  f°r BPSK and QPSK systems. Then, using a Gaussian approximation

the BER conditioned on R Q is Q (y j  P0T R l j /2 a f )  where o\ =  1  +  VAR [Icci]- The

unconditional average BER approximation for an arbitrary value of mo, is obtained

by averaging the conditional BER over the Nakagami fading as

P(m 0  +  i)  ( 2 m0 \ mo _  (  1  „ — 2 m0\  ,
Pe9 ~ 2v/̂ m0r(m0) 2Fi (m°’m° + 2 : + 1; tv v ) ’ (6'23)

where A2  =  P 0 T /(2 a2).

6.4 BER Analysis of Bandlim ited BPSK  w ith EGC 

and SC Diversity in CCI and Nakagami Fading

In this section, the fading gains, R i j  are Nakagami-m distributed with parameters 

(m, fi). The fading gains are iid. As in [45], two types of bandlimited Nyquist pulse 

shapes the spectrum SRC and the BTD [30] pulse shapes are considered,. We assume 

1 0 0  % excess bandwidth pulse shapes in this section.

6.4.1 Equal Gain Combining (EGC)

In this subsection, the performance of a BPSK system with L  branch predetection 

EGC in Nakagami fading is considered. Since the fading is slow, coherent reception is 

possible. After demodulation, matched filtering and cophasing, the decision statistic
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for the desired user data symbol a[0 ], on the j-th. branch, is given by

ZAQ] = y j +  Y 1  cos +  nj, (6-24)
2—1

where f c j  =  ( %  — u c T j)  ~  U[0, 27t], r i j  is zero-mean Gaussian noise with variance 

one,
+00

A =  “  Ti) (6.25)
k = —oo

and g(-) is the pulse shape at the receiver. After the EGC, the decision statistic is 

given by

L K

m  = \j  ̂ < * [ 0 1  c o s  ( * > ,  +  £  „J. (6.26)
j = 1 j = 1 i= 1 j - 1

The third term of (6.26) is the CCI component usefully rewritten as Ic  = Y%=i 1 h,j, 

where

/
=  Y 2  '̂ *>■7cos (̂ *».7‘)p*- (6.27)

Now, as shown in [100], [45], the conditional CF of the R j  conditioned on t* and 

X i j , (X i j  = R i j  cos faj)  is written as

W " )  =  n  cos -  n ) )  (6.28)

where the cross ISI contribution is assumed to be from 2 M  + 1  symbols only. The 

PDF of the f x i tj(x) is given in eq. (3.20). Now, forming the double product over i 

and j  from (6.28) and then averaging out t* and X i j ,

K  p T  L poo M /  j  p  rp \

®icm = n  r  / n 2 / w  n  c°s v ~^~x  u  ̂ ~ k T  ~  ^ ^i=i 1 4o [j=1 Jo k=_M V J
d u. 

(6.29)

As the rijs are independent zero-mean Gaussian RVs with unit variance, the back­

ground noise term n = Y^=i nji (6.26) is zero-mean Gaussian distributed with
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(j2L
variance L. The CF of n  is § n(u) = e ~ ^ . The CF of the total CCI plus back­

ground noise is given by

$ T(w) =  $ j 0 (w)$„(w). (6.30)

The average BER, conditioned on R e is written as [67]

Pel\RB =  Pr J ~ Y ~ R E + J c  + »  <  o|a[0 ] =  + 1

(6.31)

where R e  =  i Roj- The unconditional BER can be obtained using several meth­

ods. One approach is to average out the RotjS one by one or similarly, using L — 1  

fold convolution find the PDF of R e  and then average it out. This method is com­

putationally very complex when L  is large. Another approach is to find the PDF of 

R e  using the series method proposed in [8 8 ] and average it out. A method based 

on an alternate representation of the Gaussian Q function is given in [6 ]. A fourth 

approach uses the Parseval’s theorem based method proposed in [89]. Eq. (6.31) has 

the desired format to apply the latter method. Now, the unconditional BER is given

by

By applying the method proposed in [89], (6.32) becomes

1

2
p 0t
— u d u (6.33)
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where Me [a;] and Im[x] is the real and imaginary part of x, respectively, is the

complex conjugate of the CF of R E ($Rb (uj)), j =  \ / - T  and £(•) is the Dirac delta 

function. Eq. (6.33) with eq.(6.30) is an exact solution for the general case including 

pulse-shaping. A triple numerical integration is required, but the computational 

complexity does not grow with L. The CF of R 0j  is written as [8 8 ], [13]

, ( v „ / 1  . r(m + f Q  (  1 3  -Q,co2 \
***, H  =  iP . (™; 2 ; - ^ )  + V -  iF > ( -  +  2  ■ 2 ; j ' (6'34)

Then, the CF of R E is § r e { u )  =  ($ Ji0 iJ.(w))i .

6.4.2 Selection Combining (SC)

In this subsection, the performance of T-branch predetection SC in Nakagami fading is 

considered. The decision statistic for the desired user data symbol a[0] after coherent 

demodulation and matched filtering in all branches, is written as
K

m  =  Y ^ Y a [ 0 ] R s +  X ^ Y  cos {4>i,j)pi + r i j  (6.35)
2 = 1

where R s  =  maxj 6 [i...£] R qj. The CF of the total CCI, $ /c (u;) is then obtained 

by substituting L =  1 in (6.29). As in [100], using an approximate Fourier series 

method [31], the unconditional BER is given by

I V
„ 1 2 ^  e - T V ; c ((w„) /■“  . (  [FVT ,
Pe2 = 2 -  -  V  1  J0 sm I V ~ T 1 I v  M*' (6.36)

1 = 1  
I odd

where fRs {r) is the PDF of Rs,  w0  =  2tt/ T q and To is selected to obtain the required 

accuracy. Now, the PDF of Rs  can be obtained using order statistics [6 ], [4]. For L 

independent branch SC in Nakagami fading, the PDF of Rs  is [76]
L- 1

2 L

[ r ( m ) ] L \Q
where 7 (-, •) is the lower incomplete gamma function [76]
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6.5 Outage and BER Analysis of Bandlim ited BPSK  

w ith MRC Diversity in CCI and Fading

In this section, the performance of a BPSK system with L-branch MRC in a Nak- 

agami/Rayleigh fading model is considered. The desired user fading parameters are 

(m, f20) and for interferers E[R$j] =  £2, i ^  0. Again, SRC and BTD pulse shapes 

are employed with 100 % excess bandwidth. After demodulation, matched filtering, 

cophasing and weighting by the conjugate fading gain, the decision statistic for the 

desired user data symbol a[0 ], on the j-th  branch, is given by

Ki p r p  “  P - T
Z A°] =  y — R h a \°] +  r i jR o j  +  Y ^ y  ~ Y ^ 3 R  OJ c o s  (6 .3 8 )

i=i

where f a j  =  ( %  — u cT j)  ~  U[0, 27t], r i j  is zero-mean Gaussian noise with variance 

one, pi =  Y l t =-oo bi[k\g{—kT  -  n)  and g(-) is the pulse shape at the receiver. After 

the combining, the decision statistic is given by

K

Z [Q] =  V ^ - Q[0]c? cs +  V ^ f n Cs Ci +  Ĉ n  (6-39)
2= 1

where cs =  [Rqi, • • • , Rql]t , n = [m, • ■ • , nL]T and c{ =  [Rn cos • • • , i fo  cos (<^)]

6.5.1 Outage Probability Analysis

Now, we study the exact outage probability for an interference limited system. The 

instantaneous SIR is

<77R  -  .-Pq|c s | 4 _  P o | c s [2
E i i W c f  c j | 2

where Y  =  E[p2], Y  =  1 — /3/4 for the SRC pulse, Y  = 1 — /?/(41n[2]) for the BTD 

pulse [45] and /? is the excess bandwidth. As in [102], the RV a* = c^Ci/|cs | is
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independent of cs and zero-mean Gaussian distributed with variance fi/2. Thus, the 

PDF of Ai = Piaf is [74]

I aM  = zy  2 e ■Pin , y > o (6.41)

which is a gamma PDF with parameters (!,/*£}). For the case of distinct interferer 

powers, the PDF of B  — A  given by [87]

/e(y ) =
' Kn

Li=l

8k y * +k le ^
£ ; r ( f  + k)(p1n)f+t ' y> (6.42)

where without loss of generality Pi = minj{Pj}  and

*+1 k + 1  \  ^ 2  (  p ju=l Lv=i .
with S0 = 1 . The PDF of R m  =  |c s | 2  is given by [103]

-'fc+l-u (6.43)

771Z/

/ Rm (r ) i r u v r > 0 . (6.44)
r ( m L )  V ^ o .

The outage probability is defined as the probability tha t the instantaneous SIR falls 

below a specified SIR threshold value q. It is written as

poo poo
= /  k W  L  /n (y ) dy dr, 

Vo
(6.45)

Substituting (6.42) and (6.44) in (6.45), it becomes [108]

K

Po = n
,i=i

£ ]  4  Is  ( m i ,  |  +  k )
/j— 0

(6.46)

where 5  =  m / ^ m +  J and I r ( v )  is the normalized incomplete beta function 

[108], [109]. It is interesting to note that when the interferers’ powers are equal, Po 

becomes
t  V \

(6.47)P o = I s [ m L , j  .
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6.5.2 B E R  Analysis

Now, we derive a BER expression using a Gaussian assumption for the CCI. The 

second term of (6.39) is the cochannel interference component usefully rewritten as 

!c  =  h,  where
L '  I p . p

h  — y  Ri,jRo,j cos (6.48)
j=i

Then, the variance of the R  conditioned on the I?o,/s, VAK[/;|{.Ro,.j}] =  P j Y l T Y R M / 4.

As in [102], [110] using Cramer’s CLT, we assume Iq conditioned on R m is Gaussian

distributed. The variance of the total CCI conditioned on R M  is then written as

VAM[/o|Rm] =  V Q T Y R m / 4 where V  = Then, the unconditional BER is

given by [48]

■  f - ( ’
Y ( m L + \ )  ( m(4 +  V T Q Y )  \ '

2y /nmLr(mL)  \  PqTQo J

2F.  (m L,m L +  ^,mL +  i ; , (6.49)

p ‘> =  I Q l R  + v t c i y )  fR" {r) ir
mL

X

6 . 6  Num erical R esults and Discussion

In this section, we present some of our numerical results. Our results are also pub­

lished in [46], [111], [112], [113], [114].

Fig. 6.1 depicts the BER performance of the BPSK system with a Nakagami/Nakagami 

fading model and NRZ rectangular pulse-shaping. We assume tha t the desired user 

average SIR= 10 dB, the desired user Nakagami fading parameter, mo =  8  and the 

interferers’ Nakagami fading parameter, mi =  5, i ^  0. Fig. 6.2 gives the BER per­

formances of the QPSK system with a Nakagami/Rayleigh fading model and NRZ
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rectangular pulse-shaping. We observe that the Gaussian approximation overesti­

mates the error rate of a BPSK system and underestimates the error rate of a QPSK 

system at large SNR values. As expected, the average BER depends only on the 

average SIR, not on the number of interferers when the CCI is assumed Gaussian. In 

Fig. 6.1, at SNR=30 dB, the BER for six interferers is 5.1 times that for one interferer 

while in Fig. 6 .2 , the BER for one interferer is 2 times that for six interferers, also at 

30 dB. This behavior is not predicted by the approximate results given in [99].

Figs. 6.3 and 6.4 depict the BER performances of bandlimited BPSK with CCI 

in Nakagami (m  =  5) and Rayleigh (m =  1) fading, respectively for EGC and SC 

with diversity orders L — 1 , 2  and 4 with SRC and BTD pulse shapes. We assume 

there are 6  interfering users (K  = 6 ) with equal powers and M  =  10. The excess 

bandwidth is assumed to be 1 0 0  %, however, our analysis is valid for any arbitrary 

value of excess bandwidth.

Figs. 6.5 and 6 . 6  depict the outage performance versus threshold SIR for differ­

ent L  and K  values, respectively. The average SIR is assumed to be 5 dB. In the 

case of unequal interferer powers, the normalized power distributions [0.1,0.9] and 

[0.05,0.1,0.15,0.22,0.23,0.25] are assumed for K  =  2 and K  =  6 , respectively [115]. 

It is observed that the equal interferer powers assumption underestimates the outage 

probability. The outage performance with the BTD pulse is about 0.8 dB better than 

that of the SRC pulse at outage probability 10~ 3  and the superiority does not change 

with L under the equal interferer powers assumption. Fig. 6.7 shows the BER perfor­

mance versus average SNR for average SIR=2 dB using the Gaussian approximation 

for the CCI. The BER results using the Gaussian approximation are compared with 

those obtained from Monte-Carlo simulation and very good agreement is seen.
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Fig. 6.1. The performance of the BPSK system with the Nakagami/Nakagami 

model, for m o =  8 , m* =  5, and SIR=10 dB.
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Fig. 6.2. The performance of the QPSK system with the Nakagami/Rayleigh model, 

for mo =  8 , and SIR=10 dB.
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Fig. 6.3. The performance of the bandlimited BPSK system with EGC and SC in 

Nakagami fading (m =  5), with CCI, K  = 6 , and SIR=5 dB.
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Fig. 6.4. The performance of the bandlimited BPSK system with EGC and SC in 

Rayleigh fading (m  =  1), with CCI, K  = 6 , and SIR=10 dB.
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Fig. 6.5. The outage performance of the bandlimited BPSK system with MRC in 

CCI with m  =  5, K  = 6 , and average SIR=5 dB. In the case of unequal inter­

ferer powers, the normalized power distribution [0.05,0.1,0.15,0.22,0.23,0.25] 

is assumed for K  =  6 .
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Fig. 6 .6 . The outage performance of the bandlimited BPSK system with MRC 

in CCI with m  =  5, L  =  2 , and average SIR=5 dB. In the case of 

unequal interferer powers, the normalized power distributions [0.1,0.9] and 

[0.05,0.1,0.15,0.22,0.23,0.25] are assumed for K  =  2 and K  = 6 , respectively.
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Fig. 6.7. The BER performance of the bandlimited BPSK system with MRC in CCI 

with m  — 5, K  = 6 , and average SIR=2 dB.
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6.7 Summary

The exact BER performance of coherent BPSK and QPSK systems with CCI and 

fading have been investigated. Closed-form expressions for the characteristic func­

tions of CCI for a BPSK system with independent Nakagami faded interferers and a 

QPSK system with independent Rayleigh faded interferers have been obtained. The 

average BER expression was derived in single integral form and is readily evaluated 

numerically. The accuracy of the Gaussian approximation for the CCI is assessed 

and it is found to be accurate in the precence of large number of interferers or the 

interferers undergo Rayleigh fading.

The accurate performances of coherent bandlimited BPSK systems with EGC and 

SC in CCI and fading have been investigated. Exact integral results were obtained 

for arbitrary diversity orders and Nakagami fading parameters. The computational 

complexity does not increase either with diversity order or number of interferers. The 

superiority of the BTD pulse over the SRC pulse is once again observed and the 

superiority increases with the diversity order.

The outage and BER performances of coherent bandlimited BPSK with MRC in 

CCI micro-cellular systems have been determined. The Gaussian approximation is 

quite accurate for BER estimation for six or more interferers. The superiority of the 

BTD pulse over the SRC pulse is once again observed. While the superiority in BER 

performance increases with diversity order, the superiority in outage performance 

remains approximately the same for different diversity orders.
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Chapter 7

Precise Outage Analysis of SC 

Diversity and SWC Diversity in 

Micro-cellular Systems with CCI

7.1 Introduction

Conventional space diversity schemes combat fading and CCI simultaneously. Among 

space diversity schemes, SWC diversity and SC diversity are of great practical interest 

because of their simple implementations. The CCI and fading are due to the frequency 

reuse and the multipath propagation of the radio waves, respectively. As the demand 

for wireless channels increases, frequency reuse increases, and the cells are made 

smaller giving rise to micro-cellular systems [4]. In a micro-cellular system only the 

desired user has a LOS propagation path. Thus, the fading model employs different 

distributions for the desired and interfering users. Micro-cellular systems are normally 

interference limited systems [4]. The outage probability is defined as the probability
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that the instantaneous SIR falls below a specified threshold value [116]. The proper 

design of micro-cellular systems requires the knowledge of the average BER and the 

outage probability.

The outage performance of wireless communication systems without CCI has been 

well studied in [6 ] and the references therein. In [117], Sowerby and Williamson 

studied the outage performance of wireless systems with multiple cochannel interferers 

in a Rayleigh fading environment. The same authors extended their work to Rayleigh 

fading with lognormal shadowing in [118], [119]. A micro-cellular system described 

by a Rician/Rayleigh fading model and multiple interferers was considered by Yao 

and Sheikh [120]. Then, the outage performance for a Nakagami/Nakagami fading 

model with integer-valued fading parameters was studied by Abu-Dayya and Beaulieu 

[8 6 ]. The outage probability of a single lognormally shadowed Nakagami interferer 

was also derived analytically and the case of multiple interferers was studied using 

MC computer simulations. Zhang extended the work in [8 6 ] to Nakagami fading 

with arbitrary parameters in [121], [122] and to lognormally shadowed Nakagami 

fading with multiple interferers by using a CF method in [123]. Outage analyzes for 

Rician/Nakagami and Nakagami/Nakagami fading models were also considered by 

Karagiannidis et al. in [124] and [125]. Outage analysis for a Rician/Rician fading 

model with lognormal shadowing for both desired and interfering users was considered 

by Wang and Lea in [126]. Tellambura in [127] studied the outage performance of 

Nakagami/Nakagami fading models with arbitrary fading parameters using a Fourier 

series method.

Outage studies have also been carried out for wireless communication systems with 

diversity receivers. Jakes [116] derived the outage probability for selection combin­

ing using a maximum desired signal power algorithm over Rayleigh fading channels
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with a single interferer. Based on a total output power algorithm, Schiff [14] derive 

the CDF of the SIR for SC and SWC diversities in Rayleigh fading. Sowerby and 

Williamson [128] studied the outage performance of SC diversity in Rayleigh fading 

channels with arbitrary diversity orders and arbitrary numbers of interferers. Both 

the maximum output power selection and SIR selection schemes were considered. 

The outage performance of a correlated dual-branch SC diversity scheme over Nak­

agami fading channels was studied by Okui in [129], [130] using maximum desired 

power [129] and maximum carrier-to-interference ratio (CIR) [130] selection schemes. 

Yao and Sheikh [131] considered a micro-cellular system with a Nakagami/Nakagami 

fading model; signal-plus-interference power and SIR selection diversities were em­

ployed. The results were derived for an arbitrary number of interferers and integer 

values of fading parameter. The EGC, SC and SWC diversity schemes with a Nak­

agami/Nakagami fading model were studied by Abu-Dayya and Beaulieu [13] for 

arbitrary numbers of interferers and integer values of the fading parameter. Desired 

signal power selection, total power selection and SIR power selection schemes were 

considered and an output power switching criterion was employed for the switched 

diversity receiver. Yang and Alouini [132] studied the outage performance of dual­

branch selection and switch and stay combining in Rayleigh fading for a single in­

terferer. Correlated and uncorrelated branches were considered and a maximum de­

sired signal power algorithm was employed for both diversity schemes. In all the 

works [117], [118], [119], [120], [8 6 ], [121], [122], [123], [124], [125], [126], [127], [14],

[128], [129], [130], [131], [13] and [132] interference limited systems were considered 

and the interferers were assumed to be time synchronous with the desired user and 

their phase offsets wrt the desired user were assumed to be zero. These assumptions 

do not hold in practical wireless communication systems. Hence, the results obtained
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in [117], [118], [119], [120], [8 6 ], [121], [122], [123], [124], [125], [126], [127], [14], [128],

[129], [130], [131], [13] and [132] are only approximations.

In this chapter, we derive the exact outage probabilities of predetection SC and 

SWC diversities in a micro-cellular fading environment. A widely accepted Nak- 

agami/Rayleigh fading model for micro-cellular systems is employed. A more prac­

tical system model [45] which takes account of the pulse-shaping and phase offsets 

and time delays of the interfering users is considered. Flat slow fading is assumed. 

Two Nyquist pulse shapes, namely, SRC and BTD pulse shapes [30] are examined. In 

both diversity schemes, maximum desired signal power, SIR power and total output 

power criteria are considered. The results are valid for arbitrary numbers of interfer­

ers, arbitrary fading parameter of the desired user and arbitrary diversity order. It is 

found that in selection diversity, the maximum SIR and total output power selection 

criterions provide the smallest and largest outage probabilities, respectively for the 

same system conditions. Optimum switching thresholds are derived for all cases of 

switched diversity.

The remainder of this chapter is organized as follows. The system and channel 

models are presented in Section 7.2. The outage analysis of a selection diversity 

receiver is given in Section 7.3. Three selection criteria, namely, maximum desired 

signal power, SIR power and total output power are considered. In Section 7.4, 

switched diversity schemes with desired signal power, SIR and total output power 

switching criteria are presented. The optimum switching threshold for each system is 

quantified. Some interesting numerical results are given in Section 7.5. The outage 

performances of the systems with different pulse shapes are compared under the same 

system conditions. Finally our conclusions are drawn in Section 7.6.
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7.2 System  M odel

A coherent bandlimited BPSK system is considered in a slowly fading micro-cellular 

environment. We adopt the system model of [45] for the diversity receiver structures. 

There are L  space diversity branches and K  + 1  active users in the system. The j - th 

branch received signal of the desired (0 -th) user is

K

R j( t ) =  y/2P0T R o d sd(t) cos ( u ct )  + y/2PiTRid Si(t -  t*) cos ( u j t  -  n)  +  0id)
i=i

(7.1)

where sd{t) =  oo a[k\gr(t -  k T ), Si(t) = J2t=-oc h[k\gT{t -  kT),  Pi is the trans­

mitted power of the i-th user, uic is the carrier frequency, and ^ is the symbol trans­

mission rate. The transm itter signal baseband pulse is denoted as <?r(-) and its energy 

is normalized according to f*™ g^( t)dt =  1 , a[k], b{[k] € { + 1 , - 1 } with equal proba­

bilities and t; represents the symbol timing offset of the i-th user signal with respect 

to the desired user signal, assumed to be uniform over [0, T). The phases 9id , are 

assumed to be mutually independent and uniformly distributed over [0,2n). The ran­

dom variables Rod , j  £ [1 , - • • ,L\ represent the desired user fading channel gains and 

each follows the Nakagami-m distribution with parameters (m, Q,s) [4]. The interfer­

ing users’ fading gains R i j , i  £ [1, • • • , K ] , j  £  [1, • * • ,L] follow a Rayleigh distribution 

with parameter fi, i.e. E[i2y] =  Q. The fading gains are assumed to be mutually 

independent. The Nakagami/Rayleigh desired /interfering user fading scenario arises 

in the micro-cellular environment [4], and the micro-cellular systems are interference 

limited systems. Thus, we neglect the effects of background noise in this chapter. 

The desired user average SIR is defined as SIR(dB) =  101og1 0  ^PoQ,s/(£l J2iLi ft)') ■ 

As in [45], two types of bandlimited Nyquist pulse shapes, SRC and BTD [30] pulse 

shapes are considered. We assume 100% excess bandwidth pulse shapes in this chap-
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ter. However, our analysis is valid for arbitrary excess bandwidth.

7.3 Selection Diversity

Few studies in the literature have examined the performance of predetection selection 

diversity schemes when cochannel interference is present [116], [13]. In this section, 

we derive the exact outage probabilities for the Nakagami/Rayleigh fading scenario 

with arbitrary Nakagami fading parameter and arbitrary diversity order. We consider 

maximum desired signal power selection, maximum SIR selection and maximum total 

power selection criteria. The decision statistic for the desired user (0-th) data symbol 

a[0 ] on the j - th  branch after coherent demodulation and matched filtering, is written 

as
Ip  rp K IP T

m  = y  — a[o]i?0 j + J 2 \ /  cos (?-2)
i = l

where f a  =  (%  -  u f a  ~  U [0,2n],
+00

f t =  E  h [k )g ( -kT  -  r,) (7.3)
k——oo

and g(-) is the pulse shape at the receiver. The outage probability is defined as the

probability that the instantaneous SIR falls below a specified SIR value q. It is written

as

Po =  P r ( S IR  < q). (7.4)

The jr-th branch instantaneous SIR is given by

( 7 ' 5 )

where X i j  = Rij cos ( fa)  is a zero-mean Gaussian RV with variance ~,

1 — f  SRC pulse
y = m  = { \  (7 .6 )

1  -  B T D Pulse
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and /? is the excess bandwidth [45].

7.3.1 M axim um  Desired Signal Power Selection

In this algorithm, the branch with the maximum desired signal power is selected. 

Thus, a branch is selected with A = m ax^i,...^] Rfij. The random variable S  =  

is gamma distributed and is given by [8 6 ]

/ s ( s )  =  f R ( S )  e x p ( - £ s) s '""1’ s > 0 - (7 '7)

Using order statistics [74], the PDF of the RV A  is given by 

where Fs{s) is the CDF of RV S. Then, (7.8) becomes [76]

where 7 (-, ■) is the lower incomplete gamma function. It was observed in [115] that,

for practical values of the number of interferers, the different interferer’s power and

equal interferer’s power assumptions give almost the same outage probability. Thus, 

for the case of equal interferer powers P = Pi, the PDF of B  = J2iLi Xfj is given by

W y )  =  r ( f j H ¥  ! / f " l e x p ( _ n ) ’ y>0  ( 7 '10)

which is a chi-square PDF with K  degrees of freedom or gamma PDF with parameters 

Y  and Q. Now, the outage probability is written as

<j)

=  r Mr)Q  F i l F f f y f _ l e x p  ( ~ n ) d y  d r ' ( 7 ' n )
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By using [76, eq. 9.6.1], eq. (7.11) becomes

(7.12)

where T(-, •) is the upper incomplete gamma function [76]. Substituting (7.9) in

(7.12), the outage probability becomes

Eq. (7.13) is evaluated numerically1

7.3.2 M axim um  Signal-to-Interference Power Ratio (SIR) 

Selection

When the maximum SIR selection algorithm is employed, the branch with the maxi­

mum instantaneous SIR is selected. The outage probability is written as [8 6 ]

For the case of equal interferer powers, using (7.7) and (7.10), eq. (7.15) becomes

(7.13)

Po =  (Pr{SIRj  < q , j  =  l])1 . (7.14)

Now

(7.15)

Pr[SIR, < q , j  = 1) f s t y )  4yds

(7.16)

1There is a closed form expression for (7.13) using the Lauricella function proposed by Aalo e t  

al. in a submitted manuscript.
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There is a closed-form expression for (2.15) using [108, eq. 16] and it is given by

P r[S /flj <  g, j  =  1 ] =  IEW (m , | )  (7.17)

where £(#) =  ——%nr> and Iz(‘> 0  1S the normalized incomplete beta function defined
m+  OPYq

as

I * M )  =  I  d*> 0  <  x < 1. (7.18)

Then, the outage probability becomes

Po = Is(9) ( m , j
K x l L

(7.19)

7.3.3 M axim um  Output Power Selection

In the maximum output power, selection algorithm, the branch with maximum in­

stantaneous to tal output power is selected. Then, the outage probability is given 

by [8 6 ]

Po = L  • P r < q, Si  + Bi  > Sj  + Bj ,  j  5̂  1^ (7.20)

where Sj  = PoRlj  and Bj  = P Y Y ^ i ^ j -  Now, from (7.7) and (7.10), the PDF of 

RV Sj  is given by

/s > ) =  r R f e )  e x p ( “ w ) s” " '  s > ° (7'21)

and the PDF of RV Bj  is

/S ifa )  =  r ( f ) (p y f i ) f  y f ~l e x p ( - p k ) '  v > 0 ■ (7'22)

The RVs S\  and Bi  are independent. Thus, the joint PDF of £ 1  and Bi  is written as 

j, t N ( w l l )  sm ly  2 (  m  \  ( y  \
f s ' B1 (s> v) = r ( m ) r ( f ) ( p y n ) f e x p  m s ) e x p  Y W a ) ’ s > v > ° '

(7.23)
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The RVs Uj and Vj are defined as Uj =  S j / B j  and Vj =  Sj  +  Bj.  Using conventional 

methods the joint PDF of RVs U\ and Vj is given by

(  _™_Y

f U l V i  ( u ,  v )  =  — — —

um 1vm +2 1 exp v ( mu i 1 \
1+u p0na ^  PYQ  J

The outage probability in (7.20) becomes

Po = L  • Pr (t/i < q ,V ! > Sj  +  Bj ,  j  ^  1 ) .

, u > 0, v >  0.

(7.24)

(7.25)

The RVs Sj  and Bj  are independent and nonidentically distributed gamma RVs. 

Using the method presented in [87], the pdf of RV Vj =  Sj  +  Bj  is given by

' m r v  \ m t  rv \ -  0 0  $k w m + %+k~ l  exp ( - ■ — )TPCt-m \ I \  2 \  am J
P a t t J  \ t t P Y )  ^

f v j H  =
—  r ( m + |  +  fc)a-

where a m -- m in f^ * , ttPY]  and

i

m+%+k ’ w > 0 (7.26)

1  |" f  m c t„ y  K  j  a„  y
= "*( iUV + y ( '— o p y )

$k+1 —/) k — 0 , 1 , 2 ,

(7.27)

with initial condition 50 = 1. Now, the Pr(Sy +  B j  < Vi) is

Pr(Sj + Bj < V 1) =
(  m a r
\P o tts

man

"V\ wm+i +k 1 exp (-*)
fc=o Jo r  (m  +  f  + k)am+ 2 +fe

die

K OO

p0n s j  \ n p Y k- 0 r ( m  +  %■ + k)
.(7.28)

Then, the outage probability in (7.25) is written as

P o =
pq poo

L du f UlVl(u,v)[Pt(Si +  Bi < Vi)]L~ldv
Jo Jopq poo

L du fuxvd^v)
Jo Jo

m a m
Potts J \ t tPY

x

K  OO

( ^ ) T5 >
fe=0

:  r ( m + f  +  ^ )

r ( m + f  +  fc)

L - 1

du. (7.29)
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Eq. (7.29) with (7.24) provides the outage probability for arbitrary diversity order. 

It involves with a double numerical integration. However, when the diversity order is 

two, eq. (7.29) can be further simplified. It specializes to

o
= Ll  

I

d u ( ~ m  1 yPons J
2 m „  , K 

Qm 2 Um

r(m)r(f)(pra)*(i + u)”+f ^  ‘E *‘

v m u  1 +

=  LjJo

L 1 + u \ P q£Is P Y Q t
2m „ K

r(m+f +  k)
du

* ( & )  r ( m  + f ) a Z +2um l

r (m ) T ( f ) (P Y Q ) K (
OO

E 5*

\ p 0o ;  p y n  J

\ m+

k= 0

T /  K  K  M1 - I _ 1  (m +  — ,m  +  — +  A:)
i+^r 4 2

X

du

where

7
1  +  u

(7.30a)

(7.30b)
| m u  t 1 \

\p 0ns -r p m  J
Eq. (7.30a) provides the outage probability of dual-branch maximum output power 

selection diversity.

7.4 Switched Diversity

In predetection switched diversity, a switching metric of a particular diversity branch 

is continuously compared with a predetermined threshold value, and if the branch 

metric is greater than the threshold, the same branch is selected. Otherwise, the 

output is switched to other branches until a branch with metric greater than the 

threshold is found [14]. If all the branch metrics are below the threshold, the output 

switches branches cyclically and never settles to any branch. The switching metrics 

considered are desired signal power, SIR and total branch power. An expression for
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the outage probability of a L-branch switched diversity scheme in Nakagami/Rayleigh 

fading is derived and an expression for the optimum switching thresholds is also 

obtained in this section.

7.4.1 Desired Signal Power Switching

For the desired signal power switching criterion, the outage probability is given by 

[14], [13]

Po = Pr { S I R < q )

=  Pr ( S I R j  < q\Sj < £, for all j )  P r (Sj  <  £ for all j)

+ P v (S IR j  < q\Sj > £ for at least one j )  P r(5 j > £ for at least one j)

= 1 • [PrfS, < O f + Pr ( j |  < ?|S, > cV  (1 -  [Pr(Si < O f)

- lPr(Si < 0 J L + Pr ( I  <9’Si> f)
where £ is the desired signal power threshold, from (7.21)

(7.31)

7 (m ,-£ c r)

( ? -32)

and

r (m> s i )
Pr(Sl > =  - ^ 0  ■ <7-33> 

Now, let RVs U\ = S \ /B i  and W\ = S\, then the joint PDF of RVs U\ and W\ is 

given by [74], [133]

(fb fc) e w  (~ w
w) =

m , 1

USP0 uQPY
u > 0,zu > 0.

r ( m ) r ( f ) ( n P Y ) f u f + i
(7.34)

154

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Then, the P r ^ Jj- < q,Si>  c ) is

P r f | ^ < ?, S 1 > c )  =  P r O A c ^ x ; )

/q poo
du f UltWl(u,w) dw

■t
m +  f  ,C m i 1

SlsPo uSlPY

m . 1

n aP0 ~r  UQ.PY

m+%-2 i£+1u 2

du.

(7.35)

Eq. (7.31) with (7.32),(7.33) and (7.35) provides the outage probability for arbitrary 

values of m, K  and L. The optimum switching threshold in the minimum outage 

probability sense is given by

^  = 0 . (7.36)
d (  C=Co

Using the definitions of the lower and upper incomplete gamma functions and Leib­

niz’s rule [76], one has

d'y(a, bx)
dx  

d r  (a, bx)
dx

=  — ba exp(—hr) xa 1 

= ba exp(—bx) xa~l .

(7.37)

(7.38)

Now, from (7.36), the optimum switching threshold is a solution to a nonlinear equa­

tion and is given by

r ( K  - J o - )
L \  2 ’ CLPYq J

L C i~ l (T[m] -  C , f  -  ( ( r [m])L -  C{) (T[m] -  Cx)-
r(f)C o

A-wm+f-i

Pr ( I f  < q ’S l >  Co)  r[m] +  ~ ( L  + l)C f] =  0 (7.39)

where C\ =  7  (jn, and thus T (m, — T[m] — C\. Eq. (7.39) is solved

numerically to obtain the optimum switching thresholds.
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7.4.2 Signal-to-Interference Power Ratio (SIR) Switching

=  <

For the SIR switching criterion, assuming the first branch is in operation, the outage 

probability is given by

Po = Pr { S I R < q )

Pr ([S7i?i < C] n [SIR2 < C] n • • • n [s i r l < £]), g < (

Pr ([C < S I R x < q] U [[SIR! <  £] n  [C < S I R 2 < q]]

U[[5/Rx < C] n  [SIRe < C] n [c < SIR s  <  9 ]] u  • • • , N
(7.40)

\j[[SIRi < £] n [SIR2 <  £] n ■ • • 
n[S IR L- i  < c] n [c < S I R l  < 9]] 
u [[SIR! < C] n [SIR* < c] n • • • n [ s i r l  < C]]), g > C

where £ is the signal-to-interference power ratio threshold. When g < £, the first

branch is not in outage condition; however, S I R j  is less than the switching threshold 

and, thus, the receiver cyclically switches branches and never settles to any branch. 

Hence, this is an outage condition. When q > (, outage occurs in the following 

situations: if the S IR i  satisfies £ < S IR i  < q, i.e. the receiver does not switch 

from the first branch or if the first j  — 1 branch SIRs are less than £ and the j- th  

branch SIR satisfies £ < S I R j  < q, j  € [2, • • • , L] or all the branch SIRs are below £. 

Assuming the branch SIRs are statistically identical, the outage probability is given
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by

P o =

From (7.17),

and

tP r ( ^ l  <  O P ,  Q <  C
Pr(C < < q) + [ P r ( $ |  <  ()]L+

P r ( P Y B  <  0  P f (C <  # |  <  0

+[p r ( M < C ) ] 2 P r ( C < M  < ? )  +  ” • +

P r ( & § <  C ) P  P r ( C  < # ! < < ? ) ,

[ P r ( - ^

Q >  C

<PYB < OP,
P*S_ s  „^-tPr(7%|<C)P +  [pr ( ^ |  < ^ )]ijP r ( C < M < 9 ) ^ ' PY B ____

^ T( p Y B

Pr (  PqS  
\ P Y B < c Is ( 0  ( m , j

Pr { w b  < q ) =  Ie(9) (m’E

From (7.42) and (7.43)

=  Is
K '

(?) I m ’ j l  — XS(C) I Y
is:'

g < (  

Q >  C
(7.41)

(7.42)

(7.43)

(7.44)

Eq. (7.40) with (7.42), (7.43) and (7.44) provides a closed-form expression for the 

outage probability. Now, it is easy to show the outage probability in (7.41) is a 

monotonically decreasing and increasing function of ( in q > (  and q < (,  respectively. 

Thus, q is the optimum switching threshold for this SIR switching scheme.
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7.4.3 Total Branch Power Switching

When the total branch power switching criterion is employed, the outage probability 

is written as [14], [13]

P0 = Pr ( S I R < q )

=  Pr ( S I R  < +  B j  <  £, for all j)  P r(5j + Bj  < £, for all j)

+ Pr ( S I R  < q\Sj + Bj  > for at least one j )  x

Pr (Sj + Bj  >  C, for a t least one j )  (745)

where £ is the switching power threshold. Now, (7.31) becomes [14], [13] 

P o  = [Px(S1 + B 1 < 0 ) L + C

where

Si

l t  , „  1 -  [Pr(g 1 +  B, < Q P  
1  -  P r(S , +  Bi < C)

(7.46)

C  =  P r ^ < j , S 1 + B 1 > C
p q  p o o= j  J  f Ulv1(u ,v )d u d v

pq pc 

=  1 * 1
m

V I _7

l+ u  yPoHs ^  PYfl  j+

r ( m ) r ( f  ) ( p y f i ) t ( i  + u)m+f

( p 0fis )  ^  ( m +  2 ’ T+il +  p y n ) )
m + l

d u

dv (7.47) 

(7.48)
=  /  ,  VJ ° r ( m ) r ( f ) ( p r a ) ^ ( ^  +  pL )

where (7.48) is derived from (7.47) using the definition of the upper incomplete gamma 

function [76]. From (7.28), Pr(5'i +  B\ < £) is written as

\  m  K  oo
TftOtm. \  /  \  2

 ̂ r ( m + f  +  / c , ^ )

tv™ L K i k\T(m + Y  + k)
. (7.49)

Eq. (7.46) with (7.48) and (7.49) provides the outage probability for arbitrary diver­

sity order in micro-cellular systems and is easily evaluated numerically. The optimum
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switching threshold is obtained following a similar analysis to that presented in Sec­

tion 7.4.1.

7.5 Num erical Results and Discussion

In this section, some numerical results are presented. The outage probability analysis 

is performed with the following system parameters and assumptions. The excess 

bandwidth of the pulse shapes are assumed to be 100% (/? =  1). However, our analysis 

holds for arbitrary values of excess bandwidth. There are six interferers in the system. 

The interferers are assumed to have equal power levels. For practical values of the 

number of interferers, for e.g. six interferers, the distinct power assumption gives 

almost the same results as the equal power assumption [115], under the assumption 

th a t the to tal interference power is the same. An interference limited micro-cellular 

system is considered with a Nakagami/Rayleigh fading model. The desired user fading 

parameter, m  =  5. The average SIR in all cases is assumed as 5 dB.

Figs. 7.1, 7.2, 7.3 depict the outage probability performance versus the SIR thresh­

old, q of selection diversity with maximum desired power, SIR and total output power 

selection criteria, respectively for SRC and BTD pulse shapes and diversity orders 1, 

2 and 4. It is interesting to note that the BTD pulse is about 0.8 dB better than the 

SRC pulse at outage probability =10 ~ 3  in all cases and this improvement remains 

about the same for the different diversity orders. When the diversity order increases 

from 1 to 2, the outage probability gains are about 2.8 dB, 4.0 dB and 1.8 dB for 

maximum desired power, SIR and total output power selection criterions, respectively 

at outage probability =10~3. For a diversity order increase from 2 to 4, the gains are 

about 1.7 dB, 3.0 dB and 1.5 dB, showing diminishing returns.
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Fig. 7.1. The outage performance of selection diversity with a maximum desired 

power criterion for average SIR=5 dB.
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Fig. 7.3. The outage performance of selection diversity with a maximum output 

power criterion for average SIR=5 dB.
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Outage performance comparisons of selection diversity with the three selection 

criterions and identical system parameters are presented in Figs. 7.4 and 7.5 for 

SRC and BTD pulse shapes, respectively. In both cases, when the diversity order 

is 2 the desired signal power selection criterion is about 1  dB better than the total 

output power criterion and the SIR selection criterion is about 1.2 dB better than 

desired signal power criterion at outage probability 10-3. The corresponding outage 

performance gains are 1.2 dB and 2.5 dB for diversity order L  =  4. It is observed 

th a t the performance gain increases with the diversity order, as expected.

Fig. 7.6 depicts the outage probability performance versus the desired power 

switching threshold, C, for switched diversity with the desired power switching crite­

rion. When C is less than the optimum switching threshold, the outage probability 

of the system with the BTD pulse shape is better than that of the systems with 

the SRC pulse shape but the diversity order does not have any significant effect on 

the performance. For values of C greater than the optimum switching threshold, the 

outage performance of L = 4 is better than that of L  =  2 but pulse-shaping does not 

have any effect. The optimum switching threshold versus the SIR threshold, q for 

outage is presented in Fig. 7.7 for SRC and BTD pulse shapes with L  =  2 and 4. The 

outage probability performance versus the SIR switching threshold (  is presented in 

Fig. 7.8 for switching diversity with the SIR switching criterion. It is observed that 

the optimum switching threshold, Co =  Q• The system with BTD pulse-shaping gives 

better outage performance than th a t with SRC pulse-shaping. Fig. 7.9 shows the 

outage probability performance versus the total output power switching threshold, C, 

for switched diversity with the total output power switching criterion. A quite similar 

behavior to the switched diversity with the desired signal power switching criterion is 

observed. The optimum switching threshold versus the SIR threshold, q, for outage

163

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



O
ut

ag
e 

Pr
ob

ab
ili

ty

10
  L=1
-O - L=2, Output Power Selection 
- a -  L=2, Desired Power Selection 
-A - L=2, SIR Selection 
■ © ■ L=4, Output Power Selection
• e  • L=4, Desired Power Selection
• A- L=4, SIR Selection______

■1
1 0 '

-2
1 0 '

® •//•' k/-
■3

1 0

■4
1 0 '

-5
1 0 '

'■ /■ J.

■7
1 0 '

•8 _  
-1 0

1 0 '
•5 0 5 10 15

Threshold SIR, q for Outage [dB]

Fig. 7.4. Outage performance comparison of selection diversity with maximum 

desired power, SIR and output power selection criteria for average SIR=5 dB 

and SRC pulse shape.
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Fig. 7.6. The outage performance of switched diversity with desired power switching 

criterion for average SIR=5 dB.
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Fig. 7.7. The optimum switching threshold for switched diversity with desired power 

switching criterion for average SIR=5 dB.
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Fig. 7.8. The outage performance of switched diversity with SIR switching criterion 

for average SIR=5 dB.
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is presented in Fig. 7.10 for SRC and BTD pulse shapes with L  =  2  and 4.

7.6 Summary

Exact outage probability of the predetection selection and switched diversities has 

been studied in micro-cellular systems with a Nakagami/Rayleigh fading model. 

Three selection and switching criteria, namely, desired signal power, SIR and to­

tal output power were considered. The outage probability expressions were derived 

for an arbitrary number of interferers, arbitrary diversity order and arbitrary value of 

desired user fading parameter. A system with BTD pulse shape gives better outage 

performance than that with SRC pulse shape for identical system conditions. It was 

found that the SIR selection criterion provided the best outage performance, and 

the total output power criterion had the worst. Their outage performance difference 

increased with the diversity order. The optimum switching thresholds for the three 

switching criterions were found.

171

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 8 

Conclusions and Suggestions for 

Future Work

In this chapter, we draw our conclusions and present possible directions for future 

research.

8.1 Conclusions

In mature wireless communication systems fading and CCI or MAI degrades the 

BER performance and they normally cause an error floor in the BER performance. 

Currently, CDMA and conventional narrowband systems such as TDMA and FDMA 

are the access methods used in practice and the CDMA takes over as the main 

access method in third generation wireless communication systems. The topics of 

interference and fading mitigation have long been studied in the literature. The 

exact performance evaluation of such systems is often needed but may be difficult. 

The MC computer simulation method may also suffer due to the long execution time 

per trial.
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This thesis examined the CCI or MAI mitigation in wireless communication sys­

tems in fading environments. Several interference whitening receiver structures and 

conventional receiver diversity schemes were studied. The exact performances of such 

receivers were studied analytically in most cases. In the other cases, MC computer 

simulation or approximation methods were invoked for the performance estimation. 

In summary:

1. The cochannel interference mitigation using interference whitening for BPSK 

systems in micro-cellular fading environments has been considered. A flat slow 

Nakagami/Rayleigh desired/interfering user fading model was assumed. Four 

receiver structures were studied. Two Nyquist pulse shapes namely, SRC and 

BTD pulse shapes and the NRZ rectangular pulse shape were considered. An ex­

tensive performance comparison study was presented using characteristic func­

tion and approximate Fourier series methods for a variety of fading situations of 

the desired user. The proposed receivers require only knowledge of the total in­

terference power and the pulse-shaping of the interferers at the receiver. These 

parameters may be available in conventional receivers for the power control or 

diversity combining. As the receiver structure changes with the parameters 

thus, these receivers are adaptive single-user receivers.

2. The BER performance analysis of bandlimited DS-CDMA system in slow, flat 

Nakagami-m fading channels has been considered. Several computationally effi­

cient Gaussian approximation methods and an exact CF method were studied. 

Gaussian approximation methods were validated using MC computer simula­

tion. The SRC and BTD pulse-shapings were employed. The performance with 

BTD pulse-shaping was always better than th a t with SRC pulse-shaping. For
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systems with random spreading, the BER expression derived using the IGA 

method with the CF provided the most accurate results with reasonable com­

putational complexity. The K  + 1 fold numerical integration was reduced to 

2-fold iterated numerical integration. The IHGA provided accurate results only 

at high average SNR values. The HIGA performed poorer than the SGA for 

bandlimited DS-CDMA systems in Nakagami fading.

3. Average BER performance analyses of three diversity receivers for a bandlimited 

DS-CDMA system in slow, flat Nakagami fading channel were presented. The 

well known combining schemes, such as, MRC, EGC and SC were considered. 

The bandlimited Nyquist pulse-shapings, namely, SRC and BTD pulse-shapings 

were employed. A closed-form BER approximation was derived for the MRC 

using the SGA and BER approximations for the EGC and SC schemes entailing 

numerical integration were derived using the SGA and the IGA. The computa­

tional complexity does not increase with the number of users or the diversity 

order. These results are valid for arbitrary diversity order and arbitrary Nak­

agami fading parameter. The performance with BTD pulse-shaping is better 

than th a t with SRC pulse-shaping in all cases examined.

4. A multiple access interference suppression method for a bandlimited DS-CDMA 

system in slow, flat Nakagami fading was considered. The whitening matched 

filter receiver proposed in [23] was employed with a fractionally spaced MMSE 

equalizer to combat the ISI created by the WMF. The precise BER performance 

was derived using CF and approximate Fourier series methods. Without the 

equalizer the average BER is 0.5 for all values of average SNR and number of 

interferers. The system employing the new BTD pulse outperformed the system
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using the SRC pulse when the same system parameters were considered.

5. The exact BER performances of coherent BPSK and QPSK systems with CCI 

and fading have been investigated. Closed-form expressions for the character­

istic functions of CCI for a BPSK system with independent Nakagami faded 

interferers and a QPSK system with independent Rayleigh faded interferers 

have been obtained. The average BER expression was derived in single inte­

gral form and is readily evaluated numerically. The accuracy of the Gaussian 

approximation for the CCI was assessed and found to be more accurate in the 

precence of large number of interferers, as expected

6 . The accurate performances of coherent bandlimited BPSK systems with EGC 

and SC in CCI and fading have been investigated. Exact integral results were 

obtained for arbitrary diversity orders and Nakagami fading parameters. The 

computational complexity does not increase either with diversity order or num­

ber of interferers. The superiority of the BTD pulse over the SRC pulse was 

once again observed and the superiority increases with the diversity order.

7. The outage and BER performances of coherent bandlimited BPSK with MRC in 

CCI micro-cellular systems have been determined. The Gaussian approximation 

is quite accurate for BER estimation for six or more interferers. The superiority 

of the BTD pulse over the SRC pulse was once again observed. While the 

superiority in BER performance increases with diversity order, the superiority 

in outage performance remains approximately the same for different diversity 

orders.

8 . The exact outage probability of predetection SC and SWC diversities has been 

studied in micro-cellular systems with a Nakagami/Rayleigh fading model. Three
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selection and switching criteria, namely, desired signal power, SIR and total out­

put power were considered. The outage probability expressions were derived for 

an arbitrary number of interferers, arbitrary diversity order and arbitrary value 

of desired user fading parameter. A system with BTD pulse shape gives better 

outage performance than that with SRC pulse shape for identical system con­

ditions. It was found that the SIR selection criterion provided the best outage 

performance, and the total output power criterion had the worst. Their out­

age performance differences increased with the diversity order. The optimum 

switching thresholds for the three switching criteria were found.

8 . 2  Suggestions for Future Work

1. The results for interference whitening receivers can be extended to linear sub­

optimum multiuser receivers. A bank of WMFs can be used instead of bank 

of conventional MF as the first stage in MMSE and decorrelating multiuser 

receivers. The conventional matched filter maximizes the SNR in AWGN chan­

nels but the WMF maximizes SNIR when the MAI is present with the AWGN. 

Thus, the new structures may give better performance than multiuser receivers 

with conventional MFs in multiuser channels. The WMF requires knowledge 

of the total interference power and the pulse-shaping of the interfering users. 

As this information is already available in the MMSE receiver, no new informa­

tion is required for the MMSE receiver with interference whitening. However, 

decorrelating receiver with interference whitening needs to estimate the total 

interference power for each user.

2. A jointly optimum combining receiver for space diversity reception was proposed
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by Winters [36] to jointly combat both CCI and fading. The SNIR in all diversity 

branches are jointly maximized using adaptive array techniques. There are some 

shortcomings with this scheme. The number of antennas should be larger than 

number of interferers. Otherwise a few dominant interferers are considered 

and the remainder are treated as background noise. When there is only one 

antenna this receiver structure neither combats fading nor CCI. This scheme 

cannot be used with RAKE receivers. An individually optimum combining 

scheme to combat CCI and fading individually can be considered. The receiver 

structure consists of a whitening matched filter and a linear MMSE equalizer 

in each diversity branch and the branches are combined using maximal ratio 

combining. The whitening matched filters individually maximize the SNIR in 

each branch. Now, the individually maximum SNIR is always greater than or 

equal to the jointly maximum SNIR. So the individually optimum combining is 

better than jointly optimum combining in a SNIR sense. This proposed receiver 

structure is more general than the structure proposed in [36] and does not have 

the shortcomings mentioned above. The complexity of this receiver structure is 

somewhat greater but comparable.

3. The effects of interference whitening receivers in multiple-input-multiple-output 

(MIMO) channels can be considered. Recently, a simple transm it diversity 

scheme was proposed by Alamouti in [134] and this scheme drew lot of attention 

in the literature. The performance of a whitening matched filter and MMSE 

equalizer structure in independent and correlated fading for simple receiver and 

transmit diversity schemes in the presence of CCI can be studied. When the 

fadings of the transmit diversity branches are correlated, the whitening filter 

should consist of temporal and spatial whitening filters.
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4. Performance analysis of bandlimited DS-CDMA in flat fading channel was con­

sidered. A more appropriate model for a CDMA system with frequency selective 

fading channels and a RAKE receiver structure [65] may be considered in the 

analysis. As the exact analysis is difficult, the Gaussian approximation methods 

considered in this thesis may be extended to study the BER performance.

178

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



References

[1] T. S. Rappaport, Wireless Communications Principles and Practice, 2nd ed. 

New Jersey: Prentice Hall PTR, 2002.

[2 ] T. S. Rappaport, A. Annamalai, R. M. Buehrer, and W. H. Tranter, “Wireless 

communications: Past events and a future perspective,” IEEE Communications 

Magazine, pp. 148-161, May 2002.

[3] R. L. Pickholtz, L. B. Milstein, and D. L. Schilling, “Overview of cellular 

CDMA,” IEEE Transactions on Vehicular Technology, vol. 40, pp. 291-302, 

May 1991.

[4] G. L. Stiiber, Principles of Mobile Communication, 2nd ed. Boston, MA: Kluwer 

Academic, 2001.

[5] B. Sklar, Digital Communications: Fundamentals and applications. Upper Sad­

dle River, NJ: Prentice Hall, 2001.

[6 ] M. K. Simon and M.-S. Alouini, Digital Communication over Fading Channels: 

A Unified Approach to Performance Analysis. New York: Wiley, 2000.

[7] J. G. Proakis, Digital Communications, 4th ed. New York: McGraw-Hill, 2001.

179

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[8 ] J. D. Parsons, The Mobile Radio Propagation Channel, 2 nd ed. New York: 

McGraw-Hill, 2000.

[9] M. Nakagami, “The m  distribution: a general formula of intensity distribu­

tion of rapid fading,” Statistical Methods in Radio Wave Propagation. Oxford: 

Pergoman Press, pp. 3-36, 1960.

[10] E. A. Neasmith and N. C. Beaulieu, “New results on selection diversity,” IEEE  

Transactions on Communications, vol. 46, no. 1 1 , pp. 695 -  704, May 1998.

[1 1 ] Y. G. Kim and S. W. Kim, “Optimum selection diversity for BPSKsignal in 

rayleigh fading channels,” IEEE Transactions on Communications, vol. 49, pp. 

1715-1718, Oct. 2001.

[1 2 ] A. A. Abu-Dayya and N. C. Beaulieu, “Analysis of switched diversity systems 

on generalized fading channels,” vol. 42, pp. 2959-2966, Nov. 1994.

[13] A. A. Abu-Dayya and N. C. Beaulieu, “Outage probabilities of diversity cellular 

systems with cochannel interference in Nakagami fading,” IEEE Transactions 

on Vehicular Technology, vol. 41, pp. 343 -  355, Nov. 1992.

[14] L. Schiff, “Statistical suppression of interference with diversity in a mobile- 

radio environment,” IEEE Transactions on Vehicular Technology, vol. 21, pp. 

121-128, Nov. 1972.

[15] S. Verdu, “Minimum probability of error for asynchronous gaussian multiple- 

access channels,” IEEE Transactions on Information Theory, vol. 32, pp. 85-96, 

Jan. 1986.

180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[16] M. Chiani, “Performance of BPSK and GMSK with multiple cochannel inter­

ferers,” in Proc. of IEEE PIM RC’96, Taipei, Taiwan, Oct. 1996, pp. 833-837.

[17] R. Kwan and C. Leung, “Optimal detection of a BPSK signal contaminated 

by interference and noise,” IEEE Communications Letters, vol. 6 , no. 6 , pp. 

225-227, June 2002.

[18] T. V. Poon and N. C. Beaulieu, “Error performance analysis of a jointly optimal 

single-cochannel-interferer BPSK receiver,” IEEE Transactions on Communi­

cations, vol. 52, pp. 1051-1054, July 2004.

[19] S. Verdu, Multiuser Detection. New York: Cambridge University Press, 1998.

[20] Z. Xie, R. T. Short, and C. K. Rushforth, “A family of suboptimum detectors 

for coherent multiuser communications,” IEEE Journal on Selected Areas in 

Communications, vol. 8 , no. 4, pp. 683-690, May 1990.

[2 1 ] R. Lupas and S. Verdu, “Near-far resistance multiuser detectors in asynchronous 

channels,” IEEE Transactions on Communications, vol. 38, no. 4, pp. 496-508, 

Apr. 1990.

[22] A. Duel-Hallen, “Decorrelating decision-feedback multiuser detectior for syn­

chronous code-division multiple access channels,” IEEE Transactions on Com­

munications, vol. 2 , pp. 285-290, Feb. 1993.

[23] A. Monk, M. Davis, L. B. Milstein, and C. Helstrom, “A noise whitening 

approach to multiple-access noise rejection - part I: Theory and background,” 

IEEE Journal on Selected Areas in Communications, vol. 12, no. 6 , pp. 817-827, 

June 1994.

181

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[24] M. Davis, A. Monk, and L. B. Milstein, “A noise whitening approach to 

multiple-access noise rejection - part II: Implementation issues,” IEEE Journal 

on Selected Areas in Communications, vol. 14, no. 10, pp. 1488-1499, Oct. 1996.

[25] J. H. A. Duel-Hallen and Z. Zvonar, “Multi-user detection for CDMA systems,” 

IEEE Personal Communications Magazine, vol. 2 , pp. 46-58, Apr. 1995.

[26] S. Moshavi, “Multi-user detection for DS-CDMA communications,” IEEE  

Communications Magazine, vol. 34, no. 10, pp. 124-136, Oct. 1996.

[27] C. W. Helstrom, Elements of Signal Detection & Estimation. Englewood Cliffs, 

NJ: Prentice Hall PTR, 1995.

[28] B. M. Dwork, “The detection of a pulse superimposed on fluctuation noise,” 

Proceedings of the IRE, vol. 38, pp. 771-774, July 1950.

[29] H. L. Van-Trees, Detection, Estimation, and Modulation Theory: Part I. New 

York: John Wiley and Sons, 1968.

[30] N. C. Beaulieu, C. C. Tan, and M. 0 . Damen, “A “better than” Nyquist pulse,” 

IEEE Communications Letters, vol. 5, no. 9, pp. 367-368, Sept. 2001.

[31] N. C. Beaulieu, “The evaluation of error probabilities for intersymbol and 

cochannel interference,” IEEE Transactions on Communications, vol. 39, no. 

12, pp. 1740-1749, Dec. 1991.

[32] R. K. Morrow and J. S. Lehnert, “Bit-to-bit error dependence in slotted 

DS/SSMA packet systems with random signature sequences,” IEEE Trans­

actions on Communications, vol. 37, no. 10, pp. 1052-1061, Oct. 1989.

182

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[33] M. B. Pursley, “Performance evaluation for phase-coded spread-spectrum 

multiple-access communication-part I: System analysis,” IEEE Transactions 

on Communications, vol. 25, no. 8 , pp. 795-799, Aug. 1977.

[34] N. W. K. Lo, D. D. Falconer, and A. U. H. Sheikh, “Adaptive equalization for 

co-channel interference in a multipath fading enviornment,” IEEE Transactions 

on Communications, vol. 43, no. 2 /3/4 , pp. 1441-1453, Feb./M ar./Apr. 1995.

[35] B. C. W. Lo and K. B. Letaief, “Adaptive equalization and interference cancel­

lation for wireless communication,” IEEE Transactions on Communications, 

vol. 47, no. 4, pp. 538-545, Apr. 1999.

[36] J. Winters, “Optimum combining in digital mobile radio with cochannel in­

terference,” IEEE Transactions on Vehicular Technology, vol. 33, no. 3, pp. 

144-155, Aug. 1984.

[37] J. W. Liang, J. T. Chen, and A. J. Paulraj, “A two-stage hybrid approach for 

CCI/ISI reduction with space-time processing,” IEEE Communications Letters, 

vol. 1, no. 11, pp. 163-165, Nov. 1997.

[38] M. 0 . Hazna, M. S. Alouini, A. Bastami, and E. S. Ebbini, “Performance 

analysis of cellular mobile systems with successive co-channel interference can­

cellation,” IEEE Transactions on Wireless Communications, vol. 2, no. 1 , pp. 

29-40, Jan. 2003.

[39] H. Arslan and K. Molnar, “Cochannel interference suppression with successive 

cancellation in narrow-band systems,” IEEE Communications Letters, vol. 5, 

no. 2, pp. 367-368, Feb. 2001.

183

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[40] M. Chiani, “Analytical distribution of linearly modulated cochannel interfer­

ers,” IEEE Transactions on Communications, vol. 45, no. 1 , pp. 73-79, Jan.

1997.

[41] S. W. Wales, “Technique for cochannel interference suppression in TDMA 

mobile radio systems,” IEE Proceedings-Communications, vol. 6 , pp. 106-114, 

Apr. 1995.

[42] Y. C. Yoon and H. Leib, “Maximizing SNR in improper complex noise and 

applications to CDMA,” IEEE Communications Letters, vol. 1, no. 1, pp. 5-8, 

Jan. 1997.

[43] N. C. Beaulieu and A. A. Abu-Dayya, “Bandwidth efficient QPSK in cochannel 

interference and fading,” IEEE Transactions on Communications, vol. 43, no. 

9, pp. 2464-2474, Sept. 1995.

[44] K. A. Hamdi, “Exact probability of error of BPSK communication links sub­

jected to asynchronous interference in Rayleigh fading enviornment,” IEEE  

Transactions on Communications, vol. 50, no. 10, pp. 1577-1579, Oct. 2002.

[45] N. C. Beaulieu and J. Cheng, “Precise error-rate analysis of bandwidth-efficient 

BPSK in Nakagami fading and cochannel interference,” IEEE Transactions on 

Communications, vol. 52, no. 1, pp. 149-158, Jan. 2004.

[46] I<. Sivanesan and N. C. Beauliueu, “Exact BER analyses of Nak- 

agami/Nakagami CCI BPSK and Nakagami/Rayleigh CCI QPSK system in 

slow fading,” IEEE Communications Letters, vol. 1, pp. 45-47, Jan. 2004.

184

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[47] C. Tellambura and A. Annamalai, “Further results on the Beaulieu series,” 

IEEE Transactions on Communications, vol. 48, no. 11, pp. 1774-1777, Nov.

2000 .

[48] E. W. Ng and M. Geller, “Table of integrals of the error functions,” Journal 

of Research of the National Bureau of Standards, vol. 73B, pp. 1-20, Jan.-Mar. 

1969.

[49] R. D. Gitlin and S. B. Weinstein, “Fractionally-spaced equalization: An im­

proved digital transversal equalizer,” The Bell System Technical Journal, vol. 

60, pp. 275-297, Feb. 1981.

[50] M. Davis and L. B. Milstein, “Improved CDMA performance through multiple 

access noise rejection,” in Proc. of IEEE MILCOM’92, San Diego, CA, Oct. 

1992, pp. 846-850.

[51] S. Haykin, Communication Systems, 4th ed. New York: John Wiley & Sons, 

2001 .

[52] M. Davis and L. B. Milstein, “Implementation of a CDMA receiver with mul­

tiple access noise rejection,” in Proc. of IEEE PIM RC ’92, Boston, MA, Oct. 

1992, pp. 103-107.

[53] K. Sivanesan and N. C. Beaulieu, “Interference whitening receivers for CCI 

mitigation in micro-cellular BPSK systems,” in Proc. o f IEEE VTC-Fall’2004, 

Los Angeles, CA, Sept. 2004.

[54] K. Sivanesan and N. C. Beaulieu, “CCI mitigation using interference whitening 

in bandlimited micro-cellular BPSK systems,” in Proc. of IEEE Globecom’2004, 

Dallas, TX, Dec. 2004, pp. xxx-yyy.

185

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[55] Y. Asano, Y. Daido, and J. Holtzman, “Performance evaluation for band- 

limited DS-CDMA communication systems,” in Proc. of IEEE V T C ’93, New 

York, USA, May 1993, pp. 464-468.

[56] T. Shibata and A. Ogawa, “Performance of asynchronous band-limited 

DS/SSMA systems,” IEICE Transactions on Communication, vol. E76-B, pp. 

921-928, Aug. 1993.

[57] A. J. Viterbi, Principles of Spread Spectrum Communication. Massachusetts: 

Addison-Wesley, 1995.

[58] Y. C. Yoon, “Accurate approximation for probability of bit error in asyn­

chronous bandlimited DS-CDMA system with multiple data rates,” in Proc. of 

20-th Queens Biennial Symposium on Communications, Kingston, ON, Canada, 

May 2000, pp. 326-330.

[59] Y. C. Yoon, “A simple and accurate method of probability of bit-error analysis 

for asynchronous band-limited DS-CDMA systems,” IEEE Transactions on 

Communications, vol. 50, no. 4, pp. 656-663, Apr. 2 0 0 2 .

[60] Y. C. Yoon, “Quadriphase DS-CDMA with pulse shaping and the accuracy of 

the Gaussian approximation for matched filter receiver performance analysis,” 

IEEE Transactions on Wireless Communications, vol. 1, no. 3, pp. 761-768, 

Oct. 2002.

[61] G. Zang and C. Ling, “Performance evaluation for band-limited DS-CDMA 

systems based on simplified improved Gaussian approximations,” IEEE Trans­

actions on Communications, vol. 51, no. 7, pp. 1204-1213, July 2003.

186

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[62] J. H. Cho, Y. K. Jeong, and J. S. Lehnert, “Average bit-error-rate performance 

of band-limited DS/SSMA communications,” IEEE Transactions on Commu­

nications, vol. 50, no. 7, pp. 1150-1159, July 2002.

[63] J. M. Holtzman, “A simple, accurate method to calculate spread-spectrum 

multiple-access error probabilities,” IEEE Transactions on Communications, 

vol. 40, no. 3, pp. 461-464, Mar. 1992.

[64] Y. C. Yoon, “Probability of bit error and Gaussian approximation in asyn­

chronous DS-CDMA systems with chip pulse shaping,” in Proc. of 20-th Queens 

Biennial Symposium on Communications, Kingston, ON, Canada, May 2000, 

pp. 111-115.

[65] T. Eng and L. B. Milstein, “Coherent DS-CDMA performance in Nakagami 

multipath fading,” IEEE Transactions on Communications, vol. 43, no. 2/3/4, 

pp. 1134 -  1143, Feb./M ar./Apr. 1995.

[6 6 ] G. P. Efthymoglou, V. Aalo, and H. Helmken, “Performance analysis of coherent 

DS-CDMA system in Nakagami fading channel with arbitrary parameters,” 

IEEE Transactions on Vehicular Technology, vol. 46, pp. 289-297, May 1997.

[67] J. Cheng and N. C. Beaulieu, “Accurate DS-CDMA bit-error probability cal­

culation in Rayleigh fading,” IEEE Transactions on Wireless Communications, 

vol. 1, no. 1, pp. 3-15, Jan. 2002.

[6 8 ] J. Cheng and N. C. Beaulieu, “Precise bit error rate calculation for asyn­

chronous DS-CDMA in Nakagami fading,” in Proc. of IEEE GLOBE- 

COM’2000, San Francisco,CA, Nov. 2000, pp. 980-984.

187

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[69] E. Geranoitis and B. Ghaffari, “Performance of binary and quaternary direct 

sequence spread-spectrum multiple access systems with random signature se­

quence,” IEEE Transactions on Communications, vol. 39, no. 5, pp. 713 -  724, 

May 1991.

[70] M. O. Sunay and P. J. McLane, “Calculating error probabilities for DS-CDMA 

systems: When not to use the Gaussian approximation,” in Proc. of IEEE  

GLOBECOM’96, London, U.K, Nov. 1996, pp. 1774-1749.

[71] R. K. Morrow, “Accurate CDMA BER calculations with low computational 

complexity,” IEEE Transactions on Communications, vol. 46, no. 11, pp. 1413 

-  1417, Nov. 1998.

[72] K. B. Letaief, “Efficient evaluation of the error probabilities of spread-spectrum 

multiple-access communications,” IEEE Transactions on Communications, vol. 

45, no. 2, pp. 239-246, Feb. 1997.

[73] Y. C. Yoon, “An improved Gaussian approximation for probability of bit-error 

analysis of asynchronous bandlimited DS-CDMA systems with BPSK spread­

ing,” IEEE Transactions on Wireless Communications, vol. 1, no. 2, pp. 373- 

382, July 2002.

[74] A. Papoulis and S. U. Pillai, Probability, Random Variables, and Stochastic 

Processes, 4th ed. New York: McGraw-Hill, 2002.

[75] E. A. Lee and D. G. Messerschmitt, Digital Communication, 2nd ed. Norwell, 

MA: Kluwer, 1994.

[76] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and Products, 

6 th  ed. San Dieago CA: Academic Press, 2000.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[77] J. H. Cho and J. S. Lehnert, “An optimal signal design for band-limited asyn­

chronous DS-CDMA communications,” IEEE Transactions on Information 

Theory, vol. 48, no. 5, pp. 1172-1185, May 2002.

[78] K. Sivanesan and N. C. Beaulieu, “Performance analysis of bandlimited DS- 

CDMA systems in Nakagami fading,” in Proc. of IEEE IC C ’2004, Paris, France, 

June 2004, pp. 400-404.

[79] J. S. Lehnert and M. B. Pursley, “Multipath diversity reception of spread- 

spectrum multiple access communications,” IEEE Transactions on Communi­

cations, vol. 35, no. 11, pp. 1189-1198, Nov. 1987.

[80] C. Kchao and G. L. Stiiber, “Analysis of a direct-sequence spread spectrum 

cellular radio system,” IEEE Transactions on Communications, vol. 41, pp. 

1507 -  1516, Nov. 1993.

[81] A. Annamalai, “Microdiversity reception of spread-spectrum signals on Nak­

agami fading channels,” IEEE Transactions on Communications, vol. 47, no. 

11, pp. 1747 -  1756, Nov. 1999.

[82] O. C. Ugweje, “Selection diversity for wireless communications in Nakagami- 

fading with arbitrary parameters,” IEEE Transactions on Vehicular Technol­

ogy, vol. 50, pp. 1437-1448, Nov. 2001.

[83] J. Panicker and S. Kumar, “Effects of the system imperfections on BER per­

formance of a CDMA receiver with multipath diversity combining,” IEEE  

Transactions on Vehicular Technology, vol. 45, pp. 622 -  630, Nov. 1996.

189

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[84] M. 0 . Sunay and P. J. McLane, “Probability of error for diversity combining 

in DS-CDMA systems with synchronization errors,” European Transactions on 

Telecommunication, vol. 9, pp. 449-463, Sep.-Oct. 1998.

[85] N. C. Beaulieu, “A investigation of Gaussian tail and Rayleigh tail density 

functions for importance sampling digital communication system simulation,” 

IEEE Transactions on Communications, vol. 38, no. 9, pp. 1288-1292, Sept. 

1990.

[8 6 ] A. A. Abu-Dayya and N. C. Beaulieu, “Outage probabilities of cellular mo­

bile radio systems with multiple Nakagami interferers,” IEEE Transactions on 

Vehicular Technology, vol. 40, pp. 757-768, Nov. 1991.

[87] M. S. Alouini, A. Abdi, and M. Kaveh, “Sum of gamma variates and per­

formance of wireless communication systems over Nakagami-fading channels,” 

IEEE Transactions on Vehicular Technology, vol. 50, pp. 1471 -  1480, Nov.

2001 .

[8 8 ] N. C. Beaulieu and A. A. Abu-Dayya, “Analysis of equal gain diversity on 

Nakagami fading channels,” IEEE Transactions on Communications, vol. 39, 

no. 2, pp. 225 -  234, Feb. 1991.

[89] A. Annamalai, C. Tellambura, and V. Bhargava, “Equal-gain diversity receiver 

performance in wireless channels,” IEEE Transactions on Communications, 

vol. 48, no. 10, pp. 1732 -  1745, Oct. 2000.

[90] K. Sivanesan and N. C. Beaulieu, “Performance analysis of bandlimited DS- 

CDMA systems with diversity receivers over Nakagami fading channels,” in 

Proc. of IEEE Milcom’2004, Monterey, CA, Nov. 2004.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[91] Y. C. Yoon and H. Leib, “Matched filters with interference suppression capa­

bilities for DS-CDMA,” IEEE Journal on Selected Areas in Communications, 

vol. 14, pp. 1510-1521, Oct. 1996.

[92] Y. C. Yoon and H. Leib, “Chip-delay locked matched filter for DS-CDMA sys­

tems using long sequence spreading,” IEEE Transactions on Communications, 

vol. 49, no. 8 , pp. 1468-1478, Aug. 2001.

[93] Y. Huang and T. S. Ng, “Capacity enhancement of band-limited DS-CDMA 

systems using weighted despreading function,” IEEE Transactions on Commu­

nications, vol. 47, no. 8 , pp. 1218-1226, Aug. 1999.

[94] T. F. Wong and J. S. Lehnert, “Asynchronous multiple-access interference 

suppression and chip waveform selection with aperiodic random sequences,” 

IEEE Transactions on Communications, vol. 47, no. 1, pp. 103-113, Jan. 1999.

[95] Y. Huang and H. Leib, “SNIR maximizing space-time filtering for asynchronous 

DS-CDMA,” IEEE Journal on Selected Areas in Communications, vol. 18, pp. 

1191-1202, July 2000.

[96] J. H. Cho and J. S. Lehnert, “Performance of a spatio-temporal matched filter 

receiver for DS/SSMA communications,” .

[97] Y. Huang and H. Leib, “Chip-locked space-time filtering for maximizing SNIR 

in asynchronous DS-CDMA systems,” IEEE Transactions on Wireless Com­

munications, vol. 2, pp. 723-735, July 2003.

[98] F. Xiong, Digital Modulation Techniques. Norwood, MA: Artech House Inc., 

2000 .

191

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[99] V. A. Aalo and J. Zhang, “On the effect of cochannel interference on average 

error rates in Nakagami-fading channels,” IEEE Communications Letters, vol. 

3, pp. 136 -  138, May 1999.

[100] A. A. Abu-Dayya and N. C. Beaulieu, “Diversity MPSK receivers in cochannel 

interference,” IEEE Transactions on Vehicular Technology, vol. 48, pp. 1959 -  

1965, Nov. 1999.

[101] J. Cui and A. U. H. Sheikh, “Outage probability of cellular radio systems 

using maximal ratio combining in the presence of multiple interferers,” IEEE  

Transactions on Communications, vol. 47, no. 8 , pp. 1121-1124, Aug. 1999.

[102] A. Shah and A. M. Haimovich, “Performance analysis of maximal ratio combin­

ing and comparison with optimum combining for mobile radio communications 

with cochannel interference,” IEEE Transactions on Vehicular Technology, vol. 

49, pp. 1454-1463, July 2000.

[103] V. A. Aalo and J. Zhang, “Performance analysis of maximal ratio combining in 

the presence of multiple equal-power cochannel interferers in a Nakagami fading 

channel,” IEEE Transactions on Vehicular Technology, vol. 50, pp. 497-503, 

Mar. 2001.

[104] C. Chayawan and V. A. Aalo, “Average error probability of digital cellular 

radio systems using MRC diversity in the presence of multiple interferers,” 

IEEE Transactions on Wireless Communications, vol. 2 , pp. 860-864, Sept. 

2003.

192

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[105] Y. Ma, T. J. Lim, and S. Pasupathy, “Error probability for coherent and dif­

ferential PSK over arbitrary Rician fading with multiple cochannel interferers,” 

IEEE Transactions on Communications, vol. 50, no. 3, pp. 429-441, Mar. 2 0 0 2 .

[106] C. W. Helstrom, “Calculating error probabilities for intersymbol and cochannel 

interference,” IEEE Transactions on Communications, vol. COM-34, no. 5, pp. 

430-435, May 1986.

[107] X. W. Cui, Q. T. Zhang, and Z. M. Feng, “Outage performance for maximal 

ratio combiner in the presence of unequal-power co-channel interferers,” IEEE  

Communications Letters, vol. 8 , pp. 289-291, May 2004.

[108] A. H. Wojnar, “Unknown bounds on performance in Nakagami channels,” IEEE  

Transactions on Communications, vol. 34, no. 1 , pp. 22-24, Jan. 1986.

[109] M. Abramowitz and I. A. Stegun, Eds., Handbook of Mathematical Functions, 

10th ed. New York: Dover Publications, 1972.

[110] H. Cramer, Elements of Probability Theory. New York: John Wiley & Sons, 

1955.

[111] K. Sivanesan and N. C. Beauliueu, “Exact BER analysis of bandlimited BPSK 

with EGC and SC diversity in cochannel interference and Nakagami fading,” 

IEEE Communications Letters, vol. 10, pp. 623-625, Oct. 2004.

[112] K. Sivanesan and N. C. Beauliueu, “Outage and BER of MRC diversity in ban­

dlimited micro-cellular systems with CCI,” to appear in IEEE Communications 

Letters.

193

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[113] K. Sivanesan and N. C. Beaulieu, “Exact performance analysis of bandlimited 

BPSK with EGC and SC diversity in cochannel interference and Nakagami 

fading,” in Proc. of IEEE VTC-Fall’2004, Los Angeles, CA, Sept. 2004.

[114] K. Sivanesan and N. C. Beaulieu, “Precise performance analysis of MRC diver­

sity in micro-cellular systems with cochannel interference,” in Proc. of Asilomar 

Conference-2004, Monterey, CA, Nov. 2004.

[115] Y. Song, S. D. Blostein, and J. Cheng, “Exact outage probability for equal gain 

combining with cochannel interference in Rayleigh fading,” IEEE Transactions 

on Wireless Communications, vol. 2, pp. 865-870, Sept. 2003.

[116] W. C. Jakes, Microwave Mobile Communications. New York: IEEE press, 

reprint, 1974.

[117] K. W. Sowerby and A. G. Williamson, “Outage probability calculations for mul­

tiple cochannel interferers in cellular mobile radio systems,” IEE Proceedings- 

Part-F, vol. 135, pp. 208-215, June 1988.

[118] K. W. Sowerby and A. G. Williamson, “Outage probabilities in mobile radio 

systems suffering cochannel interferers,” IEE Electronics Letters, vol. 24, pp. 

1511-1513, Nov. 1988.

[119] K. W. Sowerby and A. G. Williamson, “Outage probabilities in mobile radio 

systems suffering cochannel interferers,” IEEE Journal on Selected Areas in 

Communications, vol. 10, pp. 516-522, Apr. 1992.

[120] Y. D. Yao and A. U. H. Sheikh, “Outage probability analysis for microcell 

mobile radio systems with cochannel interferers in Rician/Rayleigh fading en­

vironment,” IEE Electronics Letters, vol. 26, pp. 864-866, June 1990.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[121] Q. T. Zhang, “Outage probability of cellular mobile radio in the presence of 

multiple Nakagami interferers with arbitrary fading parameters,” IEEE Trans­

actions on Vehicular Technology, vol. 44, pp. 661-667, Aug. 1995.

[122] Q. T. Zhang, “Outage probability in cellular mobile radio due to Nakagami sig­

nal and interferers with arbitrary parameters,” IEEE Transactions on Vehicular 

Technology, vol. 45, pp. 364-372, May 1996.

[123] Q. T. Zhang, “Co-channel interference analysis for mobile radio suffering log­

normal shadowed Nakagami fading,” IEE Proceedings-Communications, vol. 

146, pp. 49-54, Feb. 1999.

[124] G. Karagiannidis, S. Kostopoulos, and C. Georgopoulos, “Outage probability 

analysis for a Rician signal in I Nakagami interferers with arbitrary parameters,” 

K IC S Journal of Communication Networks, vol. 1, pp. 26-30, Mar. 1999.

[125] G. Karagiannidis, C. Georgopoulos, and S. Kostopoulos, “Outage probability 

analysis for a Nakagami signal in I Nakagami interferers,” European Transac­

tions on Telecommunication, vol. 12, pp. 145-150, Mar./Apr. 2001.

[126] L. C. Wang and C. T. Lea, “Co-channel interference analysis of shadowed 

Rician channels,” IEEE Communications Letters, vol. 2, no. 3, pp. 67-69, Mar.

1998.

[127] C. Tellambura, “Cochannel interference computation for arbitrary Nakagami 

fading,” IEEE Transactions on Vehicular Technology, vol. 48, pp. 487-489, 

Mar. 1999.

195

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[128] K. W. Sowerby and A. G. Williamson, “Outage probability calculation for 

mobile radio systems with multiple interferers,” IEE  Electronics Letters, vol. 

24, pp. 1073-1075, Aug. 1988.

[129] S. Okui, “Probability of co-channel interference for selection diversity reception 

in the Nakagami m-fading channel,” IEE  Proceedings - I, vol. 139, pp. 91-94, 

Feb. 1992.

[130] S. Okui, “Effects of CIR selection diversity with two correlated branches in the 

m-fading channel,” IEEE Transactions on Communications, vol. 48, no. 10, 

pp. 1631-1633, Oct. 2 0 0 0 .

[131] Y. D. Yao and A. U. H. Sheikh, “Investigations into cochannel interference in 

microcellular mobile radio systems,” IEEE Transactions on Vehicular Technol­

ogy, vol. 41, pp. 114-123, May 1992.

[132] H. Yang and M. S. Alouini, “Outage probability of duakl-branch diversity 

systems in presence of co-channel interference,” IEEE Transactions on Wireless 

Communications, vol. 2, pp. 310-319, Mar. 2003.

[133] A. Leon-Garcia, Probability and Random Processes for Electrical Engineering, 

2nd ed. Reading, Massachusetts, USA: Addison Wesley, 1994.

[134] S. M. Alamouti, “A simple transmit diversity technique for wireless commu­

nications,” IEEE Journal on Selected Areas in Communications, vol. 16, pp. 

1451-1458, Oct. 1998.

[135] R. A. Horn and C. R. Johnson, Matrix Analysis. New York: Cambridge Uni­

versity Press, 1985.

196

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[136] S. M. Kay, Fundamentals of Statistical Signal Processing: Detection Theory. 

Upper Saddle River, NJ: Prentice Hall PTR, 1993.

[137] E. Kreyszig, Advanced Engineering Mathematics, 8 th  ed. New York: John 

Wiley & Sons, 1999.

[138] M. Schwartz, W. R. Bennett, and S. Stein, Communication Systems and Tech­

niques, 2nd ed. New York, NY: IEEE Press, 1996.

[139] M. K. Simon, S. M. Hinedi, and W. C. Lindsey, Digital Communication Tech­

niques: Signal Design and Detection. Upper Saddle River, NJ: Prentice Hall, 

1995.

[140] J. M. Wozencraft and I. M. Jacobs, Principles of Communication Engineering. 

New York: John Wiley and Sons, 1965.

[141] J. Chow and N. C. Beaulieu, “Analysis of cochannel interference in angle 

modulated systems,” in Proc. of PACRIM ’99, Victoria, BC, Canada, Aug. 

1999, pp. 123-127.

[142] T. Kailath, “Some integral equations with “Nonrational” kernels,” IEEE Trans­

actions on Information Theory, vol. 12, pp. 442-447, Oct. 1966.

[143] W. C. Y. Lee, “Spread spectrum for mobile communications,” IEEE Transac­

tions on Vehicular Technology, vol. 40, pp. 313-322, May 1991.

197

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendix A

In this appendix, we derive the exact BER expression for the whitening and SNIR 

maximizing filter receiver with Nakagami/Rayleigh fading model and SRC and BTD 

pulse-shaping using the CF method [45], [46], The total CCI component at the output 

of the WMF or SNIR maximizing filter is

K [R T  k

i= l i—1

where

N,

h  «  \J cos ( ^ 2  biikhk,i I (A.2 )2
\ k = - N i

where q^i = q(—k T  — r,) and q(t) is the time domain pulse of Q(w)|77(cu)|2. We 

assume that the cross-term ISI contribution of the ?-th interferer is limited to 2 A/ -f- 1  

terms. Then, the conditional CF of 7* given Aj and 7 * is [43], [45]

=  Y l  cos (A.3)

where A* =  Ri cos (fa) , which is a zero-mean Gaussian random variable with variance 

Q i / 2 .  Averaging out A* and T{ in (A.3) gives

->+00 N I2 p T  r+ o o  N i  /  I p r p  \
$ / 4 (w) = f  J Q yo fxA x )  cos ^ ^ - x u q ( k T - u ) j d x
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Since the CCI and background noise are independent, the CF of the total CCI and 

the background noise is

$ T(w) =  $ /ccj (w)$no(a;), (A.5)

2

where <$>iCCI(u) and $ no(a;) (=  e-!V) are the CF of the total CCI and background 

noise, respectively. Assuming the interference from different users are independent, 

we can write the CF of the total CCI as

K

® ic a (u ) = n * * M - (A.6 )
t=i

The average BER, conditioned on R s is written as

Pe\Rs =  Pr
'PaT

i ? s a [ 0 ]  +  I c c i  +  n o  <  0  a [ 0 ]  — + 1

=  - - - f
2  7T Jo

+oo sin

UJ
$r(w)da;. (A.7)

The average BER, for the case in which there is no fading for the desired user, can 

be obtained from (A.7) by substituting R s = 1. When the desired user undergoes 

Nakagami fading, the average BER becomes

1 r ( m a +  | )  [pjms [+°°
Pe2 ~  ~

p-i-CO

/ $ t (u;)
Jo

^ f  1 3  -P sTnsto2\  , /A 
lF l ('m” + 2 ; 2 ’ 8 m . ) d" ’ (A'8)2  7rr(ms) V 2 m s

where iF i(-) is the confluent hypergeometric function. Note tha t (A.8 ), through 

$ r(w ) which contains double integral in (A.4) through d>/t(cu) and (A.5) and (A.6 ) is 

a triple integral. As there is no general closed-form expression for the triple integral 

in (A.8 ), it is evaluated using numerical integration.
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Appendix B

In this appendix, we derive the optimal tap coefficients which maximize the signal- 

to-noise-plus-interference ratio in (2.38). One has

PST R 2S (x Ta f
S N I R  =

2 olt R v cx 

PaTR% \xTa \2
(B.l)

2 a TU A U To
=  PsT R 2s lxr U A - U l u Ta | 2

2 a TU A lA 5 U Ta
PaTÎ s \xTU A ^ \ 2 |A lu Ta l2

2 | A l l J T a | 2  ( }

PsTR?q rp ,
=  R » x  (B '4 )

where (B.l) results from eigendecomposition [135] of R v and R v is a positive definite 

matrix. Matrix U is an orthogonal matrix which contains the eigenvectors corre­

sponding to different eigenvalues of R v in columns. Matrix A is a diagonal matrix 

with the eigenvalues as elements. Eq. (B.3) is written by Cauchy-Schwartz inequality 

for matrices [135]. The equality in (B.3) holds when

A 2 U t q: =  A 2 U t x

RyOL = x .  (B.5)

Thus, (B.4) is maximum when a  is the solution to eq. (B.5).
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Now, we present the inverse Fourier transform of \H (u )\2 and \H(u>)\A for the SRC 

and BTD pulses with 100% excess bandwidth (/? =  1). For SRC and BTD pulses with 

/? =  1 the inverse Fourier transforms of \H ( f )\2 are obtained by substituting /3 =  1 

in (2.12) and (2.14), respectively. For the SRC pulse-shaping, | i f ( / ) | 4  is written as

m f ) \ *  = Y ^  + 2cos(7rr/) + icos(27rr/)). - ^ < / < ^  (B. 6 )

and the inverse Fourier transform is given by

f  s in (^ )

For the BTD pulse-shaping,

T 2 exp (—4Tln [2] / )  0 < /  < £

T 2 -  2T2exp (2Tln[2](/ -  £)) +  

T 2 e x p (4 T ln [2 ]( /-± ))  ^  <  /  <  £

and

h4 (t) -  T 2
sin (%jr) -  s in ( ^ ) ‘

7Xt
+

rj-\ 2 

rp 2

'T in[2] [2 -  co s(y ) +  2cos(^r)] +  7rtsin (%jr) 
(2Tln[2] ) 2  +  n2t2 

Tln[2][2cos (^d) -  cos (|r)] +  7rt[2 sin ( ^ )  -  sin ( ^ )  
(Tln[2] ) 2  -f txH2

(B.7)

(B.8 )

(B.9)
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Appendix C

In this appendix, we derive the exact solution q(t), to the integral equation in (2.49), 

given by

gT(t) = q(t) +  P [  4>(t- u)q(u)du (C .l)
J o

where

f  1 -  M, if \t\ < T  
<Kt) = < . (C.2 )

I 0 , Otherwise

To solve the integral equation, we use the method proposed in [142] for triangular

kernels. Substituting (C.2 ) in (C.l)

gr{t) = q ( t ) + P ^  ( l  -  J  +  Tjd ?(u )du+ P ^ ( l  +  |  -  ^ )  ?(u)da, 0 < t < T.

(C.3)

On the open interval 0 < t < T, differentiating (C.3), with respect to t  [76], gives

g'T(t) =  q'(t) -  ^  J  q(u)du + ^  £  q{u)du 0 < t < T, (C.4)

and differentiating (C.4) again on the open interval 0 < t < T , gives

2 P
g£(t) = q"(t) -  —  q(t) 0 < t < T. (C.5)

In the open interval 0 < t < T, g'^(t) = 0. Thus, eq. (C.5) becomes

2 P
?"(*) -  jrQ (t)  = 0. (C.6 )

2 0 2
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This is a homogeneous differential equation of order 2. Then, the solution is in the 

form of [137]
/ 2 p , /  op

q(t) = C 1e V -T t + C2e -V T - t 0 < t < T ,  (C.7)

with the boundary conditions at t = 0 and t — T.  Now, at the boundary conditions,

by substituting (C.7) in (C.3), a pair of simultaneous equations in C\ and C2 are 

obtained as

tty C\ +  a2C2 = iC2V T (C.8 )

biCi + b2C2 = K 2V T , (C.9)

where

K  = \ / f .  ( ° -10)

ay = K 2T eKT + P [ l +  eKT(K T  — 1 )], (C .ll)

a2 =  K 2T eKT + P[1 — e~KT{K T  +  1 )], (C.12)

h  = K 2T  + P[eKT — 1 — K T \, (C.13)

b2 = K 2T  +  P[e~KT — 1 +  KT]. (C.14)

Now, from (C.8 ) and (C.9), the constants C\ and C2 can be written as

(ia\b2 — bya2)
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Appendix D

Derivation of E[\Ê ] and E[\Ê ]

In this appendix, we derive Ef'!'*] and E [M  for the SIGA method. The quantity ^ k 

is given by

+00

f *  =  P kX ^T 'N  £  g \ iT c -  Tt ) 

=
\ _ C P _ ,  CP cos (2 ?rTfc) 

2  2

Then the mean of ^  is written as

fi.T+Vfi 1 /"1/T'/  i w ) r d f

The second moment of tp*. is written as 

E[tfJ] =  Pfc2 T 4 A 2 E [* 4]E 1  -  ^  cos (2?rTfc)
2 2

3PjT^N2 T(m +  2) / f T  
8 T(m) \ m y 2

2 , e e 2

(D.l)

(D.2)

(D.3)

(D.4)
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Derivation of { A J E i, and {Ex k ,Tk [ { Y  -  Y ) n ] } 4n= 1

The expression Y  — Y  is written as

Y  — Y  = B  — C (D.5)

where

and

Then,

K

B  = J ^ P t X ^ N
k- 1

QT2NQ  __ X C
K

E ft
k=l

(D.6 )

(D.7)

E [ ( y - ? ) ]  =  0 , (D.8 a)

E [ ( y - y ) 2] =  E [B2] - C 2, (D.8 b)

E[(y -  Y )3} = E[B3] -  3CE[B2] + 3C2E[B] -  C3, (D.8 c)

E[(y -  y ) 4] =  E[B4] -  ACE[B3] +  6C2E[£2] -  AC3E[B] +  C \  (D.8 d)

r ( m + 2  - ( ^ ) 2 and E[cos2' (9k)] = and the fact that R k, 9kUsing E[R£] -  - r(m) 

and Tfc are iid RVs, E[B] = C, and

K

E[B2] =  - £
k= 1

3PkT(m  +  2)TACN 2 / H '  

\ m /8 r ( m )

E
k^j,

k (k - i ) / 2  terms

i - c  P+-8m 2 +

PkPjQ2T 2N 2
(D.9a)
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K

E[B3] =  Y 1
k= 1

5P|r(m + 3)Tc6iV3 /£V  
\ m16r(m )

E 9Pt P f r ( m  +  2)T?NHl  / f i

k+h 
k {k - i) terms

E

16r(m ) \

3 P k P jP iQ ^ N 3

m .

8

1 - 0 3  +

16

3(Cyg) 2

8

+

+

k^j^l, 
K ( K —i ) ( K —2) / 6  terms

(D.9b)

E[B
t =  's~\ 35P^r(m  +  4)Tc8 iV4  / n  
J ^  128 T(m) \ m /

k= 1

4  f l -  2£j8 +  +  3 5 ^ 4

128
+

v  5Pt»Pjr(m + 3)7?w4n / n V
^  8 r(m ) V m /

A'(ir-i) terms
~ 3Q3 9(Q 3)2 5(C/3)31 f _

2  8  16 J [
27 P ^P fT 2(m + 2)T*Na /  ft V

+

E
k^j,

k {k - i ) / 2  terms
m .

1 - 0  + 3(C /?)S

E

32 T2 (m)

gPfcPj-ifr(m +  2) t * n asi2 /  ft \ 2

+

k^j^l, 
k ( k - i ) ( k - 2) /2  terms

8 T(m)

3 (C £ )2 l 2

E
8

3 P k P j P i P n ^ N 4

+

k^j^l^n, 
K ( K —i ) ( K —2)(K—3)/2A terms

The f ( Y )  in (3.39) is given by

0 (D.9c)

f ( Y )  = Q i p0r 20n 2t ?
Y (D.10)

Using the Leibniz rule [76], the second derivative of f ( Y )  wrt to Y  is given by

= P < - _  3 V p , R qN T c i
f  { ’ 4 V a f y J  4 v ^ ? i  ' ( '
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Then averaging the (D .ll) over the Nakagami PDF, Ax is written as

Ao —
p ~2n 3t ? r  ( a ) ’ 3 ^ P 0N T CT ( ^ )  ( § ) '

4v/2 ^ Y ir (m ) m  , PqN 2T?
n ~r  2 y

2m+Z

4 \ / 2 ^ y f  r(m ) m . PoN̂ T? 
Cl ^  2 Y

2m 4 -l
2

(D.12)

The third derivative f ® ( Y )  is

/ ( 3 )(y ) -  po2RoN5Tc „-p°r°n2t? 5 p |Pq7V3 Pc3  ^ - p0r%n *t?

8  v ^ y i

15P02i?0iVTc -Po^N2 Tr2 
e 2y

d v ^ y
+

8 \ / 2 H;Y\ 

Then A3 is obtained as

p[ n* r=r (2at5) (g)

(D-13)

As —

5P05 N 3 Tc3 r ( ^ | t 3 )  ( f ) 7

]
2m 4-5  

28 V 2n Y r  r(m )

15P0l iVTcr ( ^ )  (%) 

8 x ^ y i r ( m )

4 ^ y f r ( m ) m PpV2r 2 
f2 2Y

2 m + 3
2

+

m  , P0N 2T 2
n _1" 2 V

2 m + l (D.14)

The fourth derivative of / ( y )  is

/ (4 ) (F )  =  p h i ^ n

i 6 \ / 2 ? y T
3 

>2 
0  Jt0 J

2 y 2 1 P n2j?n-/V5T 5 -P o^iv2r 2
0 •*«<) 

i 6 \ / 2 ¥ y T

JQ -fl0 J

IU_
2V +

16%/2^yT

Then A4  is given by

P ^ T J  T (SaU) (g)

105Po5flJJV37? mPZRoNTce 2 y ------------------ n— e 2y

A4 —
1 6 \ /2 ^ y ^ r ( m ) m  , PqN 2T 2

n ‘r 2 Y

io5P 02 Â 3 r r3 r ( ^ )  ( f ) ?

le V ^ F y ^ rC m ) m _i PpN2T2
ci 2 y

2m 4-7
2

2m 4-3
2

16x/2^yf

2 ip 02 iv 5 r c5 r ( ^ )  ( g ) 7 

1 6 ^ ? ^  r(m ) [ f  +  

iQ5P02iv r c r ( ^ )  ( f ) 71 

i 6 v ^ F y t r ( m )  +

(D.15)

2m. 4-5 
2

+

2m  4-1 *

(D.16)
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