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Abstract

The explosive growth in telecommunications traffic in recent years has hastened the
emergence of optical communications networks. As the volume and complexity of network
traffic increases, efficient, flexible, and cost-effective methods of routing and distributing optical
signals are being sought. One method for meeting these requirements is through the use of
integrated optics technology, which enables the realization of miniaturized optical components
and circuitry on a planar substrate surface.

In this work the integrated optic multiple-arm or generalized Mach-Zehnder
interferometer (GMZI) using multimode interference (MMI) couplers is studied. Through an
investigation into the principles governing the operation of this device, a mathematical theory
describing both its idealized and observed properties is developed. This theory predicts the
operation of the GMZI as a variable-ratio optical power splitter, which in specific instances
functions as an optical switch. Both the power splitting and switching functions of the GMZI are
useful for efficient optical signal distribution, routing, and protection switching applications in
emerging optical communications networks.

The variable-ratio optical power splitting function allows an input optical signal to be
distributed in a controlled, dynamic manner to a number of output channels. This provides an
efficient and flexible means of broadcasting an optical signal to multiple users. The method of
operating this novel device is described and its strengths and limitations are assessed.

A consideration of the optical switch function reveals that various levels of symmetry are
present in the operation of the GMZI. This symmetry is used to develop new designs for 1 x NV
optical switches with reduced operational requirements. Further consideration of the multiple-
input switch properties leads to new designs for non-blocking N x N optical switches that possess

the benefits of compactness and a simple design and fabrication procedure. The switches enable
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optical signal routing and network protection and reconfiguration switching to be realized with
compact components exhibiting low power consumption levels. The operation and performance
issues of these switches are examined in detail.

To demonstrate the feasibility of the manufacture and operation of the GMZI and the
validity of the theory upon which it is based, a number of integrated optical waveguide
components including MMI couplers and GMZI devices have been realized. The devices were
fabricated in a high refractive index contrast silicon oxynitride (SiON) based planar waveguide
system, utilizing the thermo-optic effect for active operation.

The measured device performance is reported, and demonstrations of efficient thermo-
optic operation, | x N switching in 2 x 2 and 4 x 4 GMZI devices, and variable-ratio power
splitting and multi-port switching in a 4 x 4 GMZI device have been achieved. The observed
device characteristics validate the tenets of the mathematical theory developed in this work, and
demonstrate the feasibility of using the GMZI to perform the complex optical functions required

for state-of-the-art optical communications networks.
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Chapter 1

Introduction

At the dawn of a new millennium, the trend towards an increasingly information-based
society is firmly entrenched. Remarkable technological achievements have in recent years
brought about unparalleled progress in the communication of information. As developments
continue, an associated rise in the thirst for information is demanding an examination of new
distribution mechanisms. This chapter defines the context of the present work within the broad

field of communication, and discusses its role in facilitating the efficient dissemination of
information.

1.1 Optical communications

In modern society there is an ever-increasing demand for the acquisition, processing, and
sharing of information concerning the world and its future course. Major technological
revolutions in the communication of knowledge have fueled this demand, and have continued to
accelerate at an astounding pace in recent years.

The motivation for the rapid developments in the field of communications technology can
be traced back to significant advances in the electronic processing of information signals
achieved in the past few decades. Miniaturization and mass production of electronic circuits had
for the first time provided the means for handling large quantities of data in a compact and cost-
efficient manner. The ensuing advent of widespread voice, facsimile, video, computer, and
internet services created an appetite for data communication that pushed beyond the capacity
limits of the information transmission media in use, the copper wire pair and coaxial cable.

Fortunately, a parallel set of developments in the field of optics emerged to provide a
solution to this capacity problem, by combining the tremendous information capacity inherent in
optical signals with a new transmission medium, the optical fiber. The first major development
began with experiments by Kao in 1966 (1], demonstrating that high-speed information could be
sent down a narrow filament (fiber) of glass, confined by total internal reflection. At about the
same time, in a seemingly unrelated series of events, the semiconductor diode laser was invented
[2]. Remarkable progress made in both optical signal generation and transmission, such as the
development of powerful, low-cost laser diodes and high-speed modulation techniques, and a
reduction in optical fiber transmission losses by orders of magnitude, ushered in the era of
modern optical communications.

The first generation of optical communication systems appeared in the 1970’s and relied
on light-emitting diode sources operating at visible wavelengths near 800 nm, transmitted through
multimode optical fibers. These systems were capable of transmitting data at rates of about 100
Mbit/s over a single fiber span of about 10 km. For comparison, a standard telephone
conversation requires a 64 kbit/s data rate, so a 100 Mbit/s signal can carry approximately 1500
simultaneous telephone calls. A switch to a transmission wavelength of 1300 nm in the early
1980°s characterized the second generation of optical communication systems. At this
wavelength, optical fibers exhibit lower signal attenuation and a zero dispersion. The elimination
of modal dispersion effects by the use of single-mode fiber combined with the development of
semiconductor laser sources and detectors operating at this wavelength enabled data rates of
about 400 Mbit/s to be sent over a 40 km fiber link. The third generation of optical
communication systems emerged in the mid-1980’s to exploit the minimum attenuation regime of
optical fiber occurring at a 1550 nm wavelength. Since this wavelength corresponds to a nonzero
dispersion, special dispersion-compensated fibers and/or monochromatic laser sources were
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utilized to realize single-mode optical fiber transmission rates up to the Gbit/s level over an
optical fiber link length measured in the hundreds of kilometers.

Modern optical communications systems build upon the results achieved in the third
telecommunication window around 1550 nm. The most notable advancements have been the
introduction of rare-earth doped optical fiber amplifiers providing optical signal gain in the
1550 nm region, and the introduction of wavelength division multiplexing (WDM). The latter
technology expands the capacity of a system by simply transmitting several information-carrying
signals — each corresponding to a distinct optical wavelength — simultaneously through a single
optical fiber. This has the dramatic effect of allowing every installed optical fiber cable to carry
10 or 100 times the traffic it was originally designed for, by using densely multiplexed
wavelength channels and connecting each fiber to multiple-wavelength sources and receivers.
These and other recent technologies have combined to expand the transmission rate and fiber link
distance such that present state-of-the-art systems have successfully achieved transmission rates
of hundreds of Gbit/s or a few Tbit/s over fiber link lengths in the hundreds and even thousands
of km [3], [4].

1.2 Optical networks

The tremendous achievements in optical data transmission have resulted in a massive
global deployment of optical fiber transmission lines, spanning a total distance that must now be
measured in the hundreds of millions of kilometers.

Up until very recently, the story of the progress made in point-to-point optical fiber
transmission has sufficed to capture all the interesting developments in modern optical
communications. The dominant challenge was to build fiber links to support the growing amount
of data traffic that needed to be transmitted.

In the last decade, however, an interesting evolution has been occurring in the world of
optical communications. The major technology issues are now shifting from those of optical
links to that of active control over optical signal paths through various information distribution
topologies, as shown schematically in Fig. 1.1. This interest has been triggered by the explosive
growth in high-data-rate multimedia traffic over the past few years. Increasing user demands for
high-performance connections and an expanding number of users have initiated the development
of *fiber-to-the-home’ or ‘fiber-to-the-office’ hub systems and ‘local area’ or ‘metropolitan area’

network systems.
v 2
—
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Figure 1.1 Three basic information distribution topologies, link, hub, and network.
The link topology in Fig. 1.1 represents the simplest use of optical technology in a

communication system. The nodes transmit and receive optical signals and perform all other
functions electronically. In a hub design, information is distributed to multiple nodes from a
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single transmitter. Optical technologies are now being deployed to realize such hubs, and a good
example of this is the hub-type passive optical network emerging for the distribution of cable
television services. In these systems, fiber is used as the transmission medium, however, some
optical functions such as passive signal distribution and wavelength multiplexing are beginning to
permeate into the nodes. Similarly, in the full network structure shown in Fig. 1.1, optical
technologies are not only providing the links between the nodes, but within the nodes they are
beginning to be utilized for signal processing functions (e.g., channel add/drop) and also to
provide some switching capability.

The hub and network topologies in Fig. 1.1 need not be mutually exclusive and can be
combined; both topologies will hereafter be referenced by the term ‘optical network’.

As optical networks develop, an increasing need for such vital functions as signal
distribution, switching, protection, and reconfiguration is evident, due to the volume and
complexity of network traffic and the high cost of lost high-throughput links. In the first
generation of optical networks, these functions have been implemented electronically, with
optical fiber simply replacing the old copper lines as a transmission medium. It is rapidly
becoming apparent, however, that the information throughput of the network is limited by
bottlenecks at the network nodes, where the electronic functions are performed.

The second generation of optical networks is currently under active development, and
aims to achieve optically transparent paths through a network by removing the electrical
components and exploiting the unique properties of optics. Active node functions in these
networks can be performed by means of micro-optic components where light leaves the fiber and
is manipulated through the use of elements such as lenses or mirrors while the beam is unguided,
or by means of novel, integrated optical devices.

Unguided propagation technologies, however, suffer drawbacks such as optical coupling,
reflection, and scattering losses as a beam passes through discrete components, sensitivity to
environmental fluctuations, scalability to larger capacities, and an increasing cost and complexity
of manufacture.

1.3 Integrated optics

To perform the required optical network node functions, an alternative technology has
been sought. The technology should be capable of synthesizing components such as beam
splitters/combiners for branching/combining optical signals, optical routers and switches for
changing optical paths, wavelength multi/demultiplexers for combining/separating multiple
wavelength channels, and channel add/drop elements for increased network flexibility.
Furthermore, the components should meet practical requirements such as signal format and rate
independence, low optical losses, polarization insensitivity, low-power active operation, small
size, cost-effective manufacture, and reliability issues.

Recently, the technology of integrated optics is attracting much interest as a candidate to
meet these demanding requirements. [ntegrated optical devices are superior to many of their
micro-optic or fiber-optic counterparts in terms of size, freedom of design, ease of coupling
between components, mass-production possibilities, device stability, and compatibility with
integrated transceivers and electronic control circuitry [5].

The concept of integrated optics was first proposed by S. E. Miller in a landmark paper in
1969 [6]. The idea was that using well-established processes from the integrated electronics
industry, planar lightwave circuits containing passive and active guided-wave optical components
could be fabricated. Such circuits would contain many complex and diverse optical devices on a
single wafer, linked together by transparent light conduits.

An analogy between integrated electronics and integrated optics is often drawn, and the
significant gains and widescale deployment achieved in integrated circuit technology are
expected to one day be paralleled in the realm of integrated optics. So far, integrated optics has
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fallen somewhat short of these expectations, mainly due to difficulties in obtaining ultra-low
losses, an immature fabrication technology, and the costs associated with fiber-to-chip
connections and packaging [7]. Furthermore, the miniaturization of electronics cannot be
similarly achieved in the optical realm, since optical circuitry requires component sizes of the
order of the wavelength of light used, which are much larger than electronic dimensions.

Significant research addressing these areas continues and many gains have been made,
leading to the widespread introduction of the first integrated optical components into the
marketplace in the last two to three years. Research in the field of integrated optics continues to
expand, exploiting the unique functions accessible through the use of planar optical guided-wave,
or ‘waveguide’ components.

It is the goal of this work to continue to expand the sphere of knowledge and applicability
of integrated optics by proposing new integrated optical components for emerging optical
networks and demonstrating the feasibility of their manufacture and use. As the components
dealt with in this work are based upon the principles of integrated optical couplers, a brief
introduction to this area is appropriate.

1.4 Integrated optical couplers

A key component from which passive and active integrated optical waveguide devices
can be constructed is the waveguide coupler, which performs the basic yet important function of
controllably distributing optical power among waveguides. The directional coupler is perhaps the
simplest example and is realized by bringing two single-mode waveguide channels in close
proximity along a certain interaction length L, as shown in Fig. 1.2 [8]. As the input light from
one waveguide propagates through the interaction region, the optical power is gradually
transferred, or coupled into the other waveguide. By using a specific value of L determined by
the strength of the interaction between the guides, a desired power transfer ratio can be achieved,
such as 0 % power transfer to waveguide 2 (bar state), 100 % power transfer to waveguide 2
(cross state), or S0 % power transfer (a 3 dB coupler state).

Input
signal
\ waveguide 1
,/"\‘

.

L ~

N Output

signals
Figure 1.2 The integrated optical directional coupler.
The power transfer ratio is strongly dependent upon the physical and optical properties of
the waveguides, the wavelength of the light, the gap between the waveguides, and the interaction

length L. To fabricate a directional coupler, very accurate control of several of these design
parameters is needed, which may be difficult to achieve in practice [9]. Also if a signal is to be
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split into many signals or if many signals are to be combined, a number of directional couplers
must be cascaded, resulting in large, lossy, and complex devices [10].

An alternate method of optical power transfer has gained widespread popularity in recent
years and utilizes the self-imaging effect in multimode waveguides [11]. [n this approach, the
parallel single-mode waveguides and the gap separating them along the distance L are replaced by
a wider multimode waveguide as shown in Fig. 1.3. The single-mode waveguides are spaced so
that coupling between them is negligible, thereby confining the interaction between the
waveguides to the multimode region. The input field from a single-mode waveguide propagates
as a linear combination of the allowed modes in the multimode region. The multiple modes have
different propagation constants and therefore move out of phase as they propagate along the
multimode region. This causes the modes to interfere destructively, but at certain propagation
distances a mode-beating phenomenon occurs, where the modes constructively interfere to
partially or fully reconstruct the original input field. The result is that at certain propagation
lengths in the multimode region, single or multiple self-images of the input field are formed. The
device, by virtue of the interference between the muitiple modes, is called a multimode
interference coupler, or simply, an MMI coupler [11].

Input
signal

\/"\' Muitimode
waveguide At////“—\\
W\\ T~
~ N

N > Output
\C’j signals

~

Figure 1.3 A schematic of the multimode interference coupler. Joining the waveguides in the
interaction region forms a wider region within which a self-imaging phenomenon occurs.

Depending on the length of the multimode region, the two-port MMI coupler shown in
Fig. 1.3 can function in the bar, cross, or 3 dB states, as in the case of the directional coupler.
The advantages of the MMI coupler over the integrated directional coupler, however, are
numerous: it is more compact, simpler to design, more fabrication tolerant, less polarization and
wavelength sensitive, it can accommodate a large number of input/output waveguides in a small
area, and it has favourable power and phase transfer properties [12].

Of particular importance in optical network applications are the scaleable nature of the
MMI coupler and the phases of the self-images in the 3 dB (equal power splitting) state. In this
state, the two input/two output device in Fig. 1.3 is termed a 2 x 2 MMI coupler, and can be
generalized in a straightforward manner to an N x N MMI coupler.

1.5 Applications

The use of two N x N MMI couplers in a serial configuration forms the basis of a device
called the multiple-arm or generalized Mach-Zehnder interferometer (GMZI). This device was
first proposed by Ulrich [13], and is useful because it represents a simple and compact method of
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realizing an integrated optical | x N switch that can be controlled by applying, for instance,
electrical signals to optical waveguides.

In the present work the GMZI structure is investigated in detail, and mathematical models
are developed to predict its behaviour both in theory and in practice. This has led to the
development of efficient integrated optical switches and power splitters with functions expected
to find various uses in the emerging generation of optical networks. Three possible applications
of these devices are shown in Fig. 1.4.

‘ )
i Through traffic ;
% / \ i
| . . I S,
K ‘
i X 2 switch Primary fiber Nb): ‘Vm |
- ———— Inon-blocking———
!—/ Combiner —— Receiver T———] switch : !
. Protection fiber / / ] _\.\‘ N
| t “j‘ |
; i i 1 a

| ; y
Add Local traffic Drop

(a) (®)

[User
—y « BN

' User
{User ; ;
- — e
[User Unused
e capacity

(c)

Figure 1.4 Optical network applications of the devices investigated in this work, indicating (a)
optical protection switching, (b) optical cross-connect switching, and (c) dynamic variable optical
power distribution.

In Fig. 1.4(a), 1 x N switches are useful in a protection scenario when a primary optical
fiber link is severed. An optical cross-connect is an N x N non-blocking optical switch, and
allows a traffic stream to be modified at a network node as pictured in Fig. 1.4(b). Such switches
can also be composed of smaller switch units such as 1 x ¥ switches [14]. The N x N switch is
set in a state such that desired data stream(s) are added and dropped at a given node. Finally, a
new device developed in this work allows the functionality pictured in Fig. 1.4 (c). In this
scenario, an optical signal is distributed to various end users located at different distances from a
transmitter. The optical power allocation to each user is based on a number of factors such as
distance, user demand for services, and the presence of severed or unused links, and can be re-
allocated as desired.
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1.6 Overview of this work

Much of this work is devoted to the study of the integrated optical GMZI configuration
using N x N MMI couplers. As a logical starting point for the discussion, the fundamental
principles of the integrated optical devices used in this work are presented in Chapter 2.

This forms a solid theoretical foundation for a mathematical description of the general
properties of the GMZI, which is presented in Chapter 3. This has led to the interpretation of the
device as a generalized or variable-ratio power splitter, the theoretical characteristics of which are
discussed in detail. In a specific case of variable-ratio power splitting, the GMZI functions as the
previously known optical switch. The switching properties of the GMZI are investigated in
Chapter 4, and lead to several new designs for | x N and N x N switches.

Demonstration of the validity of the theory governing the devices and the practicality of
their implementation is achieved through the design, realization, and performance measurement
of the integrated optical GMZI. The design of a set of prototype integrated optical devices is
described in Chapter 5. Much of this work was performed at the University of Alberta and the
Telecommunications Research Laboratories, in Edmonton, Alberta.

Chapter 6 discusses the fabrication of the integrated devices which was performed during
a period as a visiting scientist at the MESA Research Institute, University of Twente, in The
Netherlands. Some initial device characterization has been performed as a student intern at JDS
Uniphase Inc., in Nepean, Ontario.

The performance of the fabricated devices has been characterized during a second period
as a visiting scientist at the University of Twente, using the facilities of the Lightwave Devices
Group. The measurement results are presented in Chapter 7.

Finally, a general summary, future prospects for this work, and concluding remarks are
given in Chapter 8.
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Chapter 2

Theoretical foundations

This chapter provides a description of the fundamental physical principles upon which
the integrated optical components in this work are based. The intent is not to reproduce a
rigorous and detailed mathematical description of the underlying theory developed by others; for
this the interested reader may refer to the references cited herein. The emphasis of this chapter
will instead be to give the necessary mathematical and physical arguments to form an intuitive
picture of light propagation in optical waveguides, the phenomenon of multimode interference,
and the generalized Mach-Zehnder interferometer structure. This will serve to provide a proper
Jfoundation for an understanding of the concepts described in subsequent chapters.

2.1 Introduction

We begin the discussion by considering the propagation of light in a medium. Since light
is a form of electromagnetic radiation, Maxwell’s equations are the logical starting point in the
analysis. In integrated optics, light is typically guided in media with structural dimensions of the
order of the wavelength of light used. An application of Maxwell’s equations leads to the result
that light becomes quantized into a set of allowed spatially-invariant distributions, or modes,
which can propagate through a light-guiding structure. The simplest such structure is the
dielectric slab waveguide. An understanding of the slab waveguide permits the analysis of more
complicated waveguide structures, as well as providing insights into the self-imaging
phenomenon exhibited by multimode interference (MMI) couplers. The properties of the MMI
coupler in turn enable a description of the operation of the generalized Mach-Zehnder
interferometer (GMZI) configuration, which is at the heart of this work. We therefore turn our
attention first to the slab waveguide.

2.2 The slab waveguide

A three-layer asymmetric (n, # n3, in general) dielectric slab waveguide is shown
schematically in Fig. 2.1. It consists of a core layer (n.) with a higher refractive index than that of
the surrounding cladding layers (n, , n;). Light propagates in the + = direction and in the plane of
na, confined by total internal reflection at the core-cladding interfaces. For the analysis of this
structure, the x = 0 origin is chosen at the n, — n; interface and it is assumed without loss of
generality that n; > n;.

x=W

n,>n,
g T

n,>n,

> n

nn, n,

Figure 2.1 The asymmetric three-layer dielectric slab waveguide
with the refractive index profile shown on the right.
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Since light can be described as an electromagnetic wave, it is composed of complex-
valued electric and magnetic fields of the form f (x, y, z, ) which vary in the three spatial
coordinates (f;, f,, f-) and with time . In linear, homogeneous, isotropic media, these fields
satisfy the electromagnetic wave equation [15]

n* o f 21
¢t ar’ @
where 7 is the refractive index of the medium and c is the speed of light in free space. The light
in the slab can be described by fields of the form

flx,y,2,t) = F(x)- e’ & (22)

where J= V=1, o is the optical frequency, B is the propagation constant, and F(x) represents the
(real-valued) field amplitude distribution, or mode. Note that y-independence of the field is
assumed due to the invariance of the slab in the y direction. Substitution of (2.2) into (2.1) yields
the wave equation in each slab layer

Vif=

d’F 2 @

Fd-(lcon, -B)F=0 (2.3)
where ko (= 2 /A) is the free space wavenumber, 4 is the free space optical wavelength, and »; is
the refractive index of the /-th layer. The set of solutions F(x) to the wave equation (2.3) are the
modes of the slab waveguide. For the slab shown in Fig. 2.1, the propagation constants of the
guided modes will lie in the range

kony < B < kyn, 2.4)
so from (2.3) it is evident that the modes will be sinusoidal in the core layer and exponential in
the cladding layers. Radiation (unguided) modes also exist as solutions to (2.3); however, these
are strongly attenuated in the = direction and are therefore omitted from the analysis.

The electric (f = E) and magnetic (f= A) field components which contribute to the guided

modes must now be determined. Substituting (2.2) into the two Maxwell curl equations yields
relations between the six spatial components of £ and A :

H =- B E, (2.5a)
Oy -
H =- J (£+J[3E,) (2.5b)
' oy \ dx
dE
H="L2 (2.5¢)
T ooy dx
E = B —H, (2.5d)
wgn- -
E,=—7 ,(diuﬁﬁ,) (2.5¢)
T wgynt \ dx
dH
E.=- J ——2 (2.5¢)
wg,n”  dx

where u, and g are the free space permeability and permittivity, respectively. Note that
(2.53, ¢, e) relate the set of field components {£,, &, A} while (2.5b, d, f) relate an independent
set of field components {H,, E., E;}. These sets are designated transverse electric or TE, and
transverse magnetic or TM, polarizations, respectively, since the electric or magnetic fields are
orthogonal to the plane of propagation (x-z plane in Fig. 2.1).
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The solutions F(x) of (2.3) can therefore be represented simply by E,(x) for the TE case
and Hy(x) for the TM case. The solutions are found by solving (2.3) subject to the boundary
conditions from electromagnetic theory, which require tangential components of F to be
continuous across a dielectric discontinuity. From Fig. 2.1 this implies for TE fields that £, and
H. must be continuous, and for TM fields that A, and E. must be continuous. From (2.5c, f) this
is equivalent to

dFV .
F, and G,T continuous (2.6)
’ X

across dielectric boundaries, where o; = | for TE and a; = I/n/’ for TM. For the slab in Fig. 2.1
the wave equation (2.3) can then be written as

d°F N
upper cladding (x> W) : ~ 2 —¢°F, =0 (2.7a)
o )
d? ,
core(0<x< W): 2 +h*F, =0 (2.7b)
dx- ’
d*F,
lower cladding (x £ 0) : = —-p F, =0 (2.7¢)
o .
Comparing (2.3) and (2.7), the mode parameters g, 4, and p are defined as
q* =B* —ken; (2.8a)
h* =kin; - B* (2.8b)
p’=B*—ksn; (2.8¢)

where (2.4) has been utilized to ensure that 4, ¢, and p are real.
The solutions to (2.7) are the bound waveguide modes, written as

upper cladding (x = W) : F(x) = 41e¥ (2.9a)
core(0<x<W): F(x) = cos(hx) + 41 sin(hx) (2.9b)
lower cladding (x < 0) : F(x)=¢&" (2.9¢)
where the constants 4, and A» are found by applying the boundary conditions (2.6) to the fields in
2.9):
4, =3P (2.10a)
Y
A= e""’[cos(hW) + 4, sin(hW)] (2.10b)

Applying the boundary conditions (2.6) to the x = ¥ boundary in (2.9) results in the following
dispersion relation
o.hlo;p+0
T L) @.11)
(O'zh) —0,05pq

which is a transcendental equation for B, since ¢, A, and p are functions of § in (2.8). This can be
solved using numerical or graphical methods. Since the tangent function is periodic, a number of
solutions may exist, each value of 8 corresponding to a bound mode of the slab waveguide. The
order of the mode is denoted by v=0, 1, 2, ..., and the parameters B, , q., A, and p, determine
the field F, of the v-th mode in (2.9). As we shall see later, it is also useful to characterize each
mode in terms of an effective refractive index n., defined as
_B 2.12
neﬁ' RY /(0 (2. 1 ...)

The number of guided modes is limited by the relation (2.4), and increases as the core width #
increases, as the wavelength decreases, and as the core-cladding refractive index difference
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(contrast) increases [16]. From (2.4) and (2.12) it is apparent that the effective refractive indices
of guided modes fall between the core and cladding values.

The mode fields for a symmetric (n, = n;) multiple-mode (or multimode) slab waveguide
are shown in Fig. 2.2. The v-th order mode field has v nulls and v +! extrema. Note that the
fields are not confined strictly to the core layer, since the exponential tails penetrate into the
surrounding cladding layers. The penetration depth (1/g,) increases with increasing order v,
however the modes can be assumed to be confined within an effective width #,. The effective
width is wider than the actual width W, and is approximated by the effective width of the
fundamental (v = 0) mode [17]

s az-12
w=w+ 20 (n3 -n3) (2.13)
T o,

and approaches the actual width # as the refractive index contrast increases.

T e | | L‘ \ y
\ // { / ) j/) (\
v T )
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/ N
j/ . //) \\\ : (\ \l \\)
: oy 1 i ; 7 7
v=0 1 2 3 4 5

Figure 2.2 Mode field patterns F,(x) for the first six bound modes of the symmetric slab
waveguide. The modes are assumed to be confined within an effective width #..

The three-layer asymmetric slab waveguide illustrates the concept of guided modes of
propagation, however, strictly speaking, it is an idealization. The layers are y-z planes, infinite in
extent, and the lower and upper boundaries of the cladding layers extend to + . We now
consider removing these restrictions in order to gain an understanding of the behavior of real
waveguides. In practice, the core and cladding layers are thin films of material deposited on a
substrate, usually a wafer. The lower cladding layer has a finite thickness, since it is bounded
from below by a substrate material. The upper cladding also has a finite thickness, and is usually
bounded from above by air. Finally, the slab waveguide is in general a poor conduit for light,
since the light is confined only in the x direction and can propagate freely in the y-z plane.
Practical waveguides consist of channels to guide light by means of two-dimensional
confinement, analogous to the manner in which electrons are guided by the metal strip lines of
integrated electronic circuitry. [n this section we discuss the modifications to the basic slab
theory necessary to describe an air cladding and semiconductor substrate, and in the following
section we discuss the channel waveguide.

2.2.1 Air cladding

To include the effect of a top air cladding layer, the asymmetric slab waveguide theory
must be extended to four layers. This is done in a straightforward manner, with sets of four
equations replacing (2.7) - (2.9). The fields are sinusoidal in the core and exponential in the
cladding and air regions. Applying the boundary conditions to the fields yields three systems of
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two equations, which can be reduced to a single system of two equations through back
substitution [16]. The resulting dispersion relation can be solved for the B, and hence the
effective indices of the modes. In general, as the thickness of the top cladding layer increases, the
air cladding has a diminishing effect on the waveguide mode.

2.2.2 Substrate effects

Integrated optical devices are fabricated on various substrate materials, and in a number
of cases the refractive index of the substrate is higher than the indices of the core/cladding films.
Common examples are AlGaAs films on GaAs substrates and doped SiO- and SiO,N, films on Si
substrates. For waveguiding to occur, the core layer must have a refractive index higher than that
of the surrounding layers. The presence of a high index substrate may result in the leakage of
light from the waveguide core into the substrate, attenuating the field as it propagates. A
sufficiently thick lower cladding, however, can serve as an effective isolation layer and prevent
undesired substrate attenuation.

To determine the required minimum thickness of the isolation layer, the treatment of the
slab waveguide is first extended to a four-layer system, where the fourth layer is the substrate.
The high index substrate changes p for the waveguide mode from its value in the three-layer slab,
and using a perturbation approach [16] this change can be accurately estimated. In this approach,
the propagation constant is separated into two components, the (real) propagation constant f3, for
the three-layer structure, plus a small change 63,

B=po+ 3P (2.14)
where 68 is complex. This form for f is substituted into the dispersion relation of the four-layer
structure, and keeping terms to first order in 3B, an expression for 6B can be derived. The real
part of 8B contributes to a change in the effective index, and the imaginary part contributes to an
attenuation as the mode propagates in the = direction, as can be seen from (2.2). The minimum
thickness for the isolation layer is the thickness for which the attenuation of the guided modes is
negligible, i.e.. less than the expected material attenuation in the core/cladding layers.

2.3 Channel waveguides - the effective index method

To efficiently guide light in integrated optics, it is necessary to use channel waveguides
which confine light in the two directions (x and y) orthogonal to the propagation direction. Light
can then be directed on a planar surface by simply defining the path of the waveguide channel.
Two-dimensional field confinement is achieved through the use of any of a number of possible
waveguide geometries, such as ridge, rib, buried channel, and strip loaded [16], which are
realized through a combination of planar (slab) waveguide technology and lithographic
techniques.

The solution of Maxwell’s equations for the two-dimensional field profile in channel
waveguides, however, does not have a simple, closed form solution. Numerical discretization
schemes are generally used to solve for the modes; however, a simpler and more physically
intuitive technique known as the effective index method (EIM) can also be used [18] - [20].
Values of ngz, calculated using the EIM are applicable for weakly and strongly confining channel
structures [21] and are reasonably accurate if they are not too close to the cladding indices, i.e.,
for well-guided modes.

To implement the EIM, it is necessary to recognize that the modes of the channel
waveguide are no longer strictly TE or TM. The modes are hybrid, which means that the field
components can no longer be grouped into two independent sets, so in general six field
components are needed to describe each mode. A simplifying assumption, however, can be
made. For core widths greater than their thicknesses, certain field components dominate such that
the modes are similar to TE and TM. These are referred to as quasi-TE and quasi-TM modes. In
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the following analysis, these modes will be referenced to the direction of the dominant
component of the electric field (E, for TE and E, for TM), and we will continue to use the terms
TE and TM, recognizing, however, that the modes are hybrid.

Consider a channel waveguide as shown in Fig. 2.3a, and the TM polarization. The EIM is
implemented in two steps. In the first step, the ridge is divided into three slab regions. The
asymmetric slab analysis is then used to find the effective index of the TM mode for the slab in
the channel region, n.;, and the slab in the cladding region, n.;.. These effective indices are then
considered to form a slab in the horizontal direction as shown in Fig. 2.3b, with a core layer
thickness equal to the channel width #. In the second step, a symmetric slab analysis is
performed on the structure in Fig. 2.3b, using the effective indices n.4, n.;, and a TE polarization,
since the dominant field component E, is in a direction parallel to the slab interfaces. The result is
a single effective refractive index n, for the channel waveguide structure for each mode. The
analysis for TE polarized light follows in an analogous manner.

w n oW
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Figure 2.3 The effective index method, shown here for a TM polarization. In the first step (a)
the waveguide is divided into three slab regions with TM effective indices n., and n,;, which in
the second step (b) form a slab in the horizontal direction, which must be analyzed for a TE
polarization, to arrive at a single TM effective index n, for each mode of the entire channel
waveguide.

2.4 Modal propagation analysis

In a channel waveguide that supports only a single mode, the light propagates, by
definition, without variation of the spatial mode field. This property is also true of each of the
modes of the slab waveguide; however, at any point along the slab, the total field is a
superposition of the individual mode fields, taking into account the phases of the modes, which in
general differ. Interference therefore occurs between the modes, and results in a spatially-varying
total field in the multimode waveguide. We now describe this interference quantitatively, as it
forms the basis of self-imaging in MMI couplers.

For light to be guided by the slab waveguide, it is not necessary for the light to have the
distribution of one of the modes. The mode fields F.(x) form an orthogonal set of solutions to the
wave equation (2.3), and normalizing these fields,

2 ()= e D) (2.15)
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an orthonormal set of mode functions 13‘, (x) is obtained. An arbitrary input field T{(x, z;)

launched into the slab waveguide at the point z = z, can be written as a superposition of these
mode functions,

m-|
T(x,2,) = Za,ﬁ,(x) (2.16)

v=0
where m is the number of guided modes and a, is the complex amplitude coefficient of the v-th
mode, given by

a, = I E*(x) T(x,2,) dx @I

and F"v (x) is the complex conjugate of [3'\, (x). From (2.16), it is seen that the optical power is

divided among the modes. In multimode waveguides, the number of guided modes is finite.
Therefore, depending on the form of T(x, z,), some of the power at the input may not be coupled
to a guided mode. Power not coupled to propagation modes is radiated at the transition into the
multimode region. Usually, however, the radiated power is negligible and it is therefore ignored
in the following analysis.

Since the different modes travel with different propagation constants B, , the input field
T(x , zo) changes its transverse distribution as it travels through the waveguide in the z direction.
The field at any longitudinal point = can be expressed as

m—1

T(x,2)= Zav ﬁ’v (x) e P+ (2.18)
val

where time dependence is implicit. This method of input field decomposition into a superposition
of guided modes and the subsequent propagation of these modes is referred to as modal
propagation analysis (MPA). Alternatively, various numerical beam propagation methods (BPM)
can be used to accurately simulate light propagation through waveguide structures, but these
methods do not provide physical insights into the propagation mechanisms. While MPA is a
simpler and more physical approach, it is applicable only where the refractive indices or
geometry in the x-y plane do not change significantly with z. Since the MMI coupler is
essentially a rectangular multimode waveguide region with a spatially-invariant structure, MPA is
well-suited to the analysis of the MMI coupler and serves as an excellent tool for the explanation
of its behavior.

2.5 The N x N multimode interference coupler

An N x N multimode interference (MMI) coupler consists of a multimode waveguide
with N single-mode waveguides at both the input and output planes, shown in Fig. 2.4. It
operates upon the principle of self-imaging, defined as “a property of multimode waveguides by
which an input field profile is reproduced in single or multiple images at periodic intervals along
the propagation direction of the guide™ [22].
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Multimode
Interference

Figure 2.4 Layout of the N x N MMI coupler in a raised-channel (rib) waveguide geometry. The
case N =4 is shown.

The N x N MMI coupler is actually part of a much wider class of MMI couplers which
include 1 x N and 2 x N MMI couplers [22], self-imaging based on different types of interference
[11], couplers with a non-rectangular shape [23], [24], and couplers capable of non-uniform
power splitting [23], {25]. In this work we restrict our attention to the N x ;N MMI coupler due to
its ease of incorporation into a generalized Mach-Zehnder interferometer (GMZI) structure and
favourable imaging properties, as will be described in the following chapter. It should be noted,
however, that many of the concepts dealt with in this work can be adapted to allow the use of
other types of MMI couplers.

To clarify the origins of self-imaging, the following physical interpretation can be
offered. Consider an optical field at one of the inputs of the multimode waveguide shown in Fig.
2.4. It was shown in the previous section that this input field is expressed in the multimode
waveguide as a sum of weighted mode field amplitudes, each with an associated phase factor §,z.
At the beginning of the multimode region, the modes are ‘in phase’ since their addition results in
a representation of the input field. As the modes propagate, they move ‘out of phase’ by virtue
of their differing propagation constants, and the sum of the modes at a point = > =, in general no
longer results in a faithful representation of the input. The mode phases, however, are periodic
and at certain distances will ‘beat’, meaning that the accumulated phase dispersion between the
modes will equal an integer multiple of 7. At these distances some or all of the modes will again
come together ‘in phase’, with their addition resulting in a reconstruction of the input field in the
form of single or multiple self-images.

To exploit the self-imaging principle, the distances at which mode beating occurs must be
determined. This will depend upon the relationship between the propagation constants of the
various modes, so we first turn our attention to determining expressions for the B, This, in turn,
will enable a mathematical description of the self-imaging principle and some simple formulae
for designing MMI couplers. Again, the emphasis of the discussion will be to highlight the
physical phenomena rather than to provide rigorous derivations of the results.

Rearranging (2.8b), we find

By =kong, —h (2.19)
where n., is the equivalent refractive index of the channel waveguide region calculated in the first
step of the EIM, and replaces 7. which is valid only for the infinite slab waveguide. In the slab
waveguide analysis, it was shown that the A, are obtained by solving (2.11) either graphically or
numerically for the B, , followed by substitution into (2.8b). To obtain analytic expressions that
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will greatly simplify our analysis, we consider a ‘strongly guiding’ approximation, wherein the
mode fields in the multimode region are confined to the channel layer with negligible penetration
into the cladding layers. This is achieved in practice by using deeply etched rib waveguides to
provide a high refractive index contrast, thereby confining the mode field within the bounds of
the rib. An integer number of lobes are then present within the effective width i, of the channel
(refer to Fig. 2.2), and the mode fields are well described by functions of the form

.| m(v+])
F,(x)=sinf ———x 2.20
(x) [ W, ] (2.20)
where the approximation sign reflects the strongly guiding approximation used. Comparing
(2.20) to (2.9b), the parameter h, can be written as
h,=n(v+1)/W, (2.21)

Substituting (2.21) into (2.19) and using the paraxial approximation k. << ksnz,, the binomial
expansion can be used to express S, as
A(v + l)2

4nch ;Ve:
indicating that the spacing of the propagation constants increases quadratically as the mode
number increases. Self-imaging depends upon the length at which all the modes beat, which will
be governed by the two modes which require the longest propagation length in order to beat.
These are the modes with the most closely spaced propagation constants, which in view of (2.22)
are the fundamental and first order modes. A characteristic beat length L. for a multimode
waveguide can therefore be defined as [11]

ﬁv = konch -

T ~ 4nch PV;

T = -
Bo-B 34
where (2.22) has been used to arrive at the second expression.
The field at a distance = along the multimode region given can now be expressed in terms

of this beat length by first factoring out a constant phase factor ¢~ from (2.18) and substitution
of (2.22) and (2.23) to arrive at

L (2.23)

m-1 J{xv(vd)::[
T(x,2)= Zav F,(x)e ik

v=0

(2.24)

At distances = = L,y where

M
Lyy= N 3L, (2.25)

with M and V positive integers with no common divisor, the argument of the phase term in (2.24)
becomes an integer multiple of m. It can be shown that in these cases the field in the multimode
region will be of the form [12]

N-1

T(x, Ly y) = %Z T (x-x,) e’ (2.26)
b=0

where T.(x) describes the field profile at the input of the multimode region, C is a complex
normalization constant, and x, and @, describe the positions and phases, respectively, of V self-
images at the output of the MMI coupler. The self-images are positioned with a constant spacing
between them. The parameter M describes a multiple of the imaging length that also resuits in N
self-images, since the self-imaging phenomenon is periodic. Usually the shortest devices are
obtained when M= 1.
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The form of (2.26) is derived by noting that an arbitrary input field 7(x,0) can be
represented by a Fourier sine series, provided that the input field and the functions (2.20) are
extended antisymmetrically by a distance W, in the -x direction to form a virtual MMI section
with a periodicity of 2/,. [t can be verified from Fig.2.2 that this results in antisymmetric mode
fields. The input field is unchanged in the real MMI section, however, it is denoted by T.(x) to
reflect the inclusion of the antisymmetric extension to the virtual MMI section.

The ability of the MMI coupler to form high-resolution self-images of the input field is
related to the Fourier series representation of the input field in the multimode region. As the
number of terms in the Fourier series increases, the self-image fields are reconstructed more
accurately. The resolution of the self-images therefore improves as the number of modes in the
multimode region increases. Another way of stating this is that since the self-images are formed
from a linear combination of the guided mode fields, the narrowest image attainable in a
multimode waveguide is roughly given by the lobe width of the highest supported mode (i.e., the
spatial half-period, seen in Fig. 2.2) [22].

From (2.26), it is seen that the field at a distance L,y in the multimode region is a sum of
N fields T..(x), each identical to the input field and spatially shifted by a different amount. The
result is V self-images with locations corresponding to the positions of the output single mode
waveguides in Fig. 2.4. The geometric layout of the N x ¥ MMI coupler is shown in Fig. 2.5, and
utilizes a free design parameter a that can take on any value in the range 0 <a < W,/ N [12]. For
simplicity, the value of @ = W, /2N is usually chosen and results in equally spaced input and
output waveguides (ports).

It is also noted in (2.26) that each self-image has an associated phase ¢,, which in general
differs for each image. These phases have been derived by Bachmann er al., [26], and can be
expressed more conveniently as [27]

9, =9 - (-1 +%[i +j=it=j (= l)”"“’(zy-i-p%)] (2.28)

where ¢, is a constant phase given by
3L'" - 9_“ + 3_2‘[

=Py w2
and / and j represent the input and output port number, respectively, for the MMI coupler as
shown in Fig. 2.5. ¢; is interpreted as the phase of the image at output port j with respect to the
phase of the input at port i. [t will be seen in the next section that the differing phases of the seif-
images constitute an important property of the MMI coupler when it is used to form Mach-
Zehnder type structures.

MMI couplers have experimentally been shown to function as efficient splitters and
combiners of optical beams, while possessing a host of advantageous characteristics, such as low
excess losses and low crosstalk [11], [28], accurate splitting ratios [16],[29], small device sizes
[30], and good fabrication tolerances [31]. Furthermore, it has been shown that these features can
be maintained independent of polarization, and for operation over a broad range of wavelengths
and temperatures [28], [31].

(2.29)
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Figure 2.5 Geometry of the ¥V x N MMI coupler, showing the positions and numbering of the
input and output single mode access waveguides.

2.6 The N x N generalized Mach-Zehnder interferometer

To see how the phase properties of the N x ¥ MMI coupler can be useful, consider as an
example the operation of the 4 x 4 MMI coupler shown in Fig. 2.6a.

Phase Negated

‘Input distribution phases Output
i for port | for port 1 k
— —_ 0 0 — —

1 > > 1
X >: dxd 2 -3 K I::.‘> ,
Z MM T , >3 Mo
3 .4 -z 3
\ — Coupler - 2 T 3 S — Coupler — .
e | —- 0 0 | -

() (b)

Figure 2.6 A 4 x 4 MMI coupler acting as (a) a | x 4 splitter, and (b) a combiner.

An optical field entering the MMI coupler from input port i = | (arbitrarily chosen)
results in four self-image fields at the outputs with relative phases as shown, calculated using
(2.28). Note that each input port imparts its own characteristic relative phase distribution to the
self-images, and that the distribution differs in general for different input ports.

The MMI coupler acts as a passive uniform power splitter, but it is interesting to note that
it also works in reverse, performing a combining operation. If the propagation of the self-image
fields is retraced as the self-images propagate back through the coupler region, they will interfere
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to re-establish the original input field. This principle of reciprocity applies generally to the
propagation of light through an isotropic optical medium [8].

Now in order to route the input field back to the same port, instead of reversing the
direction of the fields, which is a difficult function to achieve in integrated optics, consider the
use of a second, identical MMI coupler, as shown in Fig. 2.6b. If an input of the first MMI
coupler is to be routed to the same output port number of the second MMI coupler, the sign of the
phases of the self-images must be reversed before they enter the second coupler. Reversing the
sign results ensures the cancellation of the accumulated phase dispersion among the modes as
they travel back through the multimode region, so that they reconstruct the original input field.

Similarly, to route a general input port i of the first MMI coupler to an output port £ of
the second MMI coupler, one need only adjust the phase distribution at the outputs of the first
MMI coupler such that it is the negative of the phase distribution for port £. Through active
adjustment of the phases, an input can be switched to any output port, thereby forming a | x ¥
switch. For example, if input | in Fig. 2.6a is to be routed to output 3 of the second MMI coupler
in Fig. 2.6b, the phase distribution entering the second MMI coupler should be adjusted to be the
negative of the phase distribution for port 3.

By connecting the output ports of the first coupler with the input ports of the second,
waveguide arms j are formed and can be utilized as a region in which to actively shift the phases
of the self-images. The result is the structure shown in Fig. 2.7, which is the multiple-arm, or
generalized Mach-Zehnder interferometer configuration (GMZI). The structure is useful because
it yields a simple and compact method of realizing an integrated optical | x N switch, which can
be controlled by applying, for instance, electrical signals in the arms to achieve the required phase

shifts.
Inputs Arms Outputs
‘ Phase k
l g Shifters
[ 1
1 — NXxN l_I—t—-‘ NXN l_l
. | ] . I
2 — MMI Splitter - MMI Combiner 2
’ J | 2 ‘
i ‘ —
N = [y 1 —
- L -— - Lan -—

Figure 2.7 The generalized Mach-Zehnder interferometer (GMZI) structure.

Using this structure, 2 x 2 switches [32], a 1 x 4 switch [33], and a 1 x 10 switch [34]
have all been realized. A full theoretical description of the GMZI, however, has not been put
forth, so a principal aim of the present work is to analyze the GMZI structure in detail. The
analysis begins in the following chapter with the development of a mathematical model with
which to characterize GMZI structures. This model provides a fundamental insight into the
nature of the GMZI, namely that it possesses much more general power splitting properties than
previously thought. An understanding of these properties then enables the design of novel
integrated optical routing and switching devices.
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Chapter 3

Theory of variable-ratio power splitting

In this chapter transfer matrix techniques are used to gain a deeper understanding of the
self-imaging properties in the generalized Mach-Zehnder interferometer (GMZI). In the analysis,
expressions are derived and indicate that the GMZI is a generalized N-way power splitter. A
method enabling this mode of operation is developed and results in a new integrated optic device
based on the GMZI: the variable-ratio power splitter. The practical feasibility of realizing this
device is assessed by modeling its operation in the presence of parameter variations and non-
ideal effects stemming from technological issues. This is accomplished through the introduction
of madifications into the basic transfer matrix theory to provide a model for the non-ideal GMZI.
Portions of this chapter have been reported in Photonics Technology Letters [35]; a paper to
appear in the Journal of Lightwave Technology [36]; and in a U.S. Patent Application [37].

3.1 Introduction

The operation of the GMZI is based primarily upon the phases of the self-images
produced by the MMI coupler. Since the MMI coupler is capable of reproducing a field from any
of the N inputs at all the NV outputs, the phases of the self-images formed by an N x ¥ coupler can
be described by an N x V matrix of relative phases. This matrix is used to form a transfer matrix
for the coupler that describes how it operates on an arbitrary input field.

The transfer matrix approach has in the past been applied to microwave directional
couplers [38], [39], and has subsequently been used for integrated optical two-port directional
couplers [40], [41]. Jenkins et al. [34] described the MMI coupler using a transfer matrix, but
only gave the matrix for V=4, and its use was limited to the determination of the phase shifts
necessary for the switching function.

In this work, a simple and intuitive form for the transfer matrix of the Nx N MMI
coupler is developed. This matrix is then used to develop the transfer matrix for the GMZI. The
GMZI transfer matrix enables the design of variable-ratio N-way active or passive power splitters.
We therefore begin our discussion by describing the transfer matrix approach.

3.2 Transfer matrix of the N x N MMI coupler

Consider the N x N MMI coupler shown in Fig. 3.1. The coupler length given by (2.25)
can be expressed as

P an , W>*M
Lyy=—3L, =—tht
MN N T }JV

where the approximation from (2.23) has been used for the beat length L.

3.1
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Figure 3.1 The N x N MMI coupler.

The phase associated with imaging an input i to an output j in an MMI coupler was given
in (2.28). It contains two contributions — an absolute phase term and a relative phase term. In the
present analysis only the relative phases at the coupler outputs are important, so the absolute term
may be dropped without loss of generality to yield the relative phases which are again labeled o;;:

0; = _g(-l)"*’*'v +Z’-;7[i+j-i2 - +(—l)i+j+‘v(21]'—i—j+-%)J (32)

where the first subscript indicates the input port number and the second subscript indicates the
output port number, corresponding to the numbering shown in Fig. 3.1. The symmetry relation
@ = @;; can be found from (3.2), by simply interchanging i/ and j. Note that the ¢@; are not unique
for a given V, since integer multiples of 27 can be added to any of them.

The ¢; form a matrix®, with i/ representing the row number, and j representing the
column number. By the symmetry relation, ® is a symmetric matrix:

O =" (3.3)

where the superscript 7 indicates the transpose operation.

The transfer matrix for the MMI coupler is directly related to @, and is given by:

M

oo =(+) 7 (e2)" (3.4)

where J=\/_——l . Since ® is symmetric, it follows that the transfer matrix is symmetric and
unitary [42], i.e.,

§5=8" and S'S=85'=/ (3.5)
where * denotes the adjoint (complex conjugate matrix transpose) operation and / is the identity
matrix of order N. The conditions in (3.5) are general properties of a transfer matrix S.

The output field distribution emerging from the MMI coupler is given by the following

matrix equation
I_E;""-l 5;"]
E* Er
} | = Senpter| - (3.6)

our in
Ey Ey
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where E"is the complex optical field amplitude at input port i and E?*is the optical field at
output port ;. The optical field intensity, which is the measurable quantity, is directly
proportional to|E |2 .

3.3 The GMZI transfer matrix

3.3.1 Basic structure and operation of the GMZI

The basic layout of the N x N GMZI has been shown in Fig. 2.6. The structure consists
of three components: an N x N MMI splitter, an active phase shifting region with NV phase
shifters, and an N x N MMI combiner. The MMI splitter forms N self-images of the input, which
appear at the output ports, resulting in an equal distribution of the power to all arms of the phase
shifting region.

The function of the active phase shifting elements is to modify the phases of the self-
images such that a specific distribution of relative phases is obtained at the inputs to the MMI
combiner. The active phase shifters are indicated by shaded regions on the internal arms, and can
be operated by applying a driving signal (voltage, current, etc.) to shift the phases of the light in
the arms by virtue of any of a number of effects, such as the electro-optic or the thermo-optic
effect [43].

The MMI combiner performs the function of combining V inputs with equal intensities
and different phases to form a specific power distribution at the outputs. The positions and
intensities of the final output images depend upon the relative phases at the input to the MMI
combiner. Therefore light from an input port / can be distributed in a controlled way to the output
ports k simply by adjusting the phase shifters to achieve the required phase distribution at the
combiner inputs.

3.3.2 The GMZI transfer matrix

The splitter is represented by a matrix Syyivr given by (3.4) with elements s; and the
combiner is represented an identical matriX S.omsine- With elements s . The active phase shifts are
applied independently and simply shift the phase @; in a given arm j by an amount Ag;. The
action of the phase shifters can therefore be described by a diagonal N x ¥ transfer matrix [38]

e™ 0 0 0
0 e 0 0
Sin = . 3.7
1o 0 .0
0 0 0 e™

and the optical fields at the output ports of the GMZI are given by

Ex] [EF
Ex| _|EY

S |=T] - (3.8)
EV ] EY |

where T is the total transfer matrix of the GMZI, given by
T =S combiner *Sshife * S:pliner (3.9)
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3.4 Variable-ratio power splitting

The GMZI transfer matrix can be used to derive two important results. The first is that
analytic expressions for the output field intensities in terms of the applied phase shifts can be
derived by expanding (3.9). Secondly, the matrix equation (3.8) can be solved to yield the phase
shifts Ag; required to achieve a given output intensity distribution. This is the principle behind
the operation of the variable-ratio power splitter.

Specification of the output intensity distribution is useful in such applications as the tap
function, where only a small portion of the light is extracted from a channel for monitoring
purposes [25], in ring lasers where the splitting ratio of the coupler dictates the operation of the
laser [44], or in WDM devices where the spectral response can be improved through non-uniform
power splitting [27].

Variable-ratio power splitting also has interesting potential applications in emerging
optical networks as shown in Fig. 1.4(c), where the nodes must optimally allocate and distribute
signal power to numerous paths based on span length and/or changing demand. Such an
application is envisioned in metropolitan optical networks which will deliver a mix of broadband
data services in a fiber-to-the-X infrastructure, where X may represent a region of a city, a
neighborhood, a street (curb) or a home. In this scheme, a central transmission station may
initially allocate signal power to various substations in an optimum manner, based on their
distance and the number of customers demanding services at any given time. Alternatively, these
allocations can be determined at the substation level or can be shared between both levels.
Flexibility in setting the power ratio and the ability to quickly modify this ratio are paramount,
and the variable-ratio splitter can satisfy both requirements.

Passive, N-way power splitters using MMI couplers have been realized (25]; however,
only a few fixed ratios are possible with these devices. Variable-ratio power splitting has been
achieved in passive two-port devices using angled MMI couplers [45] or the ‘butterfly’ MMI
geometry [23], however these devices have not been developed for a general ¥ and in many cases
the ratios cannot be set arbitrarily. The GMZI structure overcomes these difficulties, in that it
provides passive or active variable-ratio power splitting for general N.

The procedure for determining the optimum phase shifts needed to operate the variable-
ratio power splitter is now given.

3.4.1 Output intensity expressions

The elements of the transfer matrix T, denoted by #; , are found by substituting (3.4) and
(3.7) into (3.9):

A
l Jo,+30,+0,
ty :—&-Ze (0, +9, ~04) (3.10)

j=l
where M =1 has been used in (3.4). Note the symmetry relation r; = #;, With a single input beam
of optical intensity /, into port i, the intensity at an output port & is given by

1 =l 1, G.11)
Substituting (3.10) into (3.11) and expanding the complex exponential term yields

I, JT e 2
I =% [Zcos((p,.j +AQ; +(p,.,t).| +|-Zsm((pij +AQ; +0,) ] (3.12)
N A 1 L I

Expanding the squared terms and simplifying the resulting expression yields
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1,

=2k {N+2|:§ Zv" cos[(q;,.,, ~0,)+(a0, - 20,)+(0 —(qu)]:” (3.13)

p=l g=p+l

where p and ¢ refer to the internal arms j. Analytic expressions for the intensities at the various

outputs in terms of the applied phase shifts Ag; can be derived from (3.13). To illustrate this
result, analytic expressions are explicitly developed for two specific cases.
First consider the 2 x 2 GMZI. Substituting N =2 into (3.13) yields

I
n =Io{2+2°°5[(‘9u —91.)+(80, - A0, ) +(py, -(pl‘)]} (3-14)

L ={To{2+2c°s[((pn “‘Plz)+(A‘pl _A‘pz)"’(‘Pl: —(P::)]} (315

where an input into port i = | has been (arbitrarily) chosen. The relative phase matrix is given by

(3.2)withN=2
0o X
o= 2 (3.16)
- 0
2
where a global phase shift has been used for convenience. Substituting (3.16) into (3.14) and
(3.15) yields
. A —A b
=1, sm'(—(o‘ > (p_) (3.17)
and
b} "‘A 5
=1, cos'(u). (3.18)

The intensity expressions in (3.17) and (3.18) are the standard result for the two-arm Mach-
Zehnder interferometer (see, for example [8]). As expected, the classical Mach-Zehnder
interferometer is equivalent to a GMZI with V= 2.

The same analysis can be used to determine the analytic intensity functions for arbitrary
N. As N increases, however, the number of active phase shifting elements and the number of
terms in (3.13) also increase, resulting in output intensities which are complicated functions of
multiple variables. For instance, the intensities at the outputs of the 3 x 3 GMZI are given by

l V3 ! V3
[{”” =70{3+2 COSy, —5COSY > +=57siny, =75 CosY3 +75i"'/3}}

I V3 1 3
1o -2 3+2 —-—cosy, ——siny -—cosya—ﬁsin}' +Cosy (3.19)
2 T 2700 2 TR TR g P .

-

o{, e B SRy }}
A ==—93+2 =5 cos7, +Tsmy, +C0sy =5 cosy; —5Tsiny;
where y1 =A@, - A@., 2 =A0, - A0:. 13 =A@, - A@;, and an input into port i = | has again been
arbitrarily chosen.

While the output power distribution for any given input and set of phase shifts can be
found using this analysis, the determination of the phase shifts needed to achieve a specified
power splitting ratio becomes exceedingly difficult beyond the simplest (¥ = 2) case. For larger
N, the phase shifts needed to achieve a desired output power distribution must be determined
numerically. To address this issue a numerical approach is now introduced.
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3.4.2 Numerical Analysis and Optimization Algorithm
In the variable-ratio power splitter with a single input into port /, the goal is to arbitrarily
specify the intensities at the outputs. The problem is to solve the vector analogue of (3.11):

] [
2 out

’Zf I, = I (3.20)
Jeul’ ] L

where |t & |2 is obtained from (3.13). Equation (3.20) is a system of N nonlinear equations with N

unknowns: the phase shifts Ag; .
Equation (3.20) can be arranged to define a new vector Y:

Jeul” I
. 2 [;)ul
o L T A (3.21)
lral™] LIV
so that the problem can be recast as
Y(x)=0 (3.22)
where the required phase shifts are given by
Ag,
A
X= ?2 (3.23)
Apy

and the vector notation is used for convenience.

The nonlinear system (3.22) has been solved numerically using an iterative procedure.
The numerical algorithm is described here only in general terms; the details of the
implementation are given in [46], [47]. An initial guess x, is made, after which the following
occurs at each iteration: first, the partial derivatives of Y(x,) are calculated by a finite difference
approximation, using a systematic perturbation of each of the elements of x,. The partial
derivatives are then used in the Levenberg-Marquardt set of linear equations, to establish a
direction in which to search for decreasing values of the function Y. A step is then taken in this
direction, and the iterate is updated.

A limitation of this numerical method is that an iterate of x may sometimes settle into a
local rather than a global minimum. To overcome this, the initial guess xo is perturbed
significantly and the analysis is repeated. Confidence in the numerical solution is gained when it
is consistently obtained from a variety of initial guesses.

Although the number of iterations required to achieve a solution depends upon the initial
guess, the desired output intensities, and the value of N, a solution is generally found in under
LOON iterations.

It must be noted, however, that for some intensity distributions where N>2, a real
solution to the nonlinear system may not exist. This effect occurs for a class of degenerate
distributions, where one output intensity is near zero, and the others are not intensity extrema
(i.e., 0% or 100%). In these cases, the closest real solution is found, which in general results in a
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small deviation of the output intensities from the specified distribution. This effect arises from
the interdependence of the nonlinear equations. When an extremum in intensity emerges from
one port, (3.13) dictates that intensity extrema must also emerge from all other ports.

Once the required phase shifts x are determined numerically, they are optimized by
offsetting the phases by a constant amount and shifting individual phases by multiples of 2.
This allows the GMZI to be operated with a driving signal consuming the least possible power.

Once the optimum phase shifts x,, are found, the GMZI can be implemented in a
reconfigurable mode, where active phase shifters are used, or it can be implemented in a passive
mode, where the phase shifts are achieved by varying the internal arm lengths. The intended
application of the GMZI will dictate whether it should be implemented in an active or a passive
mode.

As an example of the N-way power splitting function, consider a GMZI with N =7. With
a single input beam into port i =2 (arbitrarily chosen), we wish to achieve the following
(arbitrarily chosen) output intensity distribution:

10.06 |
0.02
041
I =015 |1, (3.24)
0.15
001
20

where the numbering of the outputs is from top to bottom, as in Fig. 2.7. Substituting (3.24) into
(3.21) and solving for the optimum phase shifts yields:

[-0.24] [0.0603]
-0.54 0.0172
0.66 0.4093

X =| 1.26 | radians 17 =|0.1506 |, (3.25)
-0.85 0.1494
1.52 0.0138
| -1.52] | 0.1994

In this example, the maximum phase shift magnitude needed in any single arm is .52
radians = 87.1°. The optimization routine ensures that the maximum phase shift magnitude
needed to achieve any intensity distribution in any N-port GMZI is always < r.

3.5 Tolerance analysis

In practice, 2 number of parameter variations and non-ideal effects will limit the
performance of the variable-ratio power splitter. Specifically, the response of the GMZI to the
effects of deviations in the applied phase shifts and non-ideal performance of the MMI couplers
needs to be determined. The sensitivity of the response to these effects will dictate the design,
fabrication, and operational steps needed to realize devices with acceptable performance levels.
The effect of inaccuracies in the applied phase shifts is determined first, using the model
described in the previous section. The effect of MMI coupler parameters is addressed next, by
introducing a number of modifications to the transfer matrix theory to arrive at a model for the
non-ideal GMZI.
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3.5.1 Phase shift deviations

The phase shifts in (3.25) result in an intensity distribution with a maximum deviation of
0.38% from the distribution specified in (3.24). To achieve this result, the phase shifts must be
applied to a precision of at least +0.01 radians, which yields a tolerable phase error of
#0.01 x 180/ =0.57 °. As the precision of the applied phase shifts diminishes, the output
intensities deviate further from the specified distribution; however, the deviation remains small
for even a relatively large change in the applied phase shifts. In this example, it is found that if
only a +0.1 radian (+5.7°) precision in the phase shifts can be maintained, the intensity
distribution will deviate by only 0.62% from the ideal values. In general, the accuracy of
solutions varies with the chosen intensity distribution and the value of V.

This result is strictly only applicable for a single wavelength, because as multiple
wavelengths travel through a fixed-length region of modified refractive index, the phases of the
different wavelengths are shifted by different amounts. This additional phase shift deviation is
proportional to the change in wavelength. For example, over an 80 nm wavelength range
(bandwidth) from 1510 nm to 1590 nm, the maximum phase shift deviation is 2.6 % from the
phase shift applied at 1550 nm. The effect is also relative, so as the phase shift in an arm
approaches zero, it will be less wavelength sensitive. In the above example, it is found that over
the entire 80 nm bandwidth the wavelength effect degrades the intensity distribution in (3.24) by
a maximum of 0.74 % using an accuracy of 0.01 radians, and by a maximum of 1.63 % using an
accuracy of +0.1 radians.

Although an arbitrary bandwidth has been used in the above example, it must be noted
that the bandwidth of real devices cannot be arbitrarily specified. The actual bandwidth of the
GMZI is limited by the finite bandwidth of the N x N MMI coupler and is a result of both
material parameters and device design [31].

3.5.2 Theory of the non-ideal GMZI

Since the GMZI relies upon the interference of modes and interactions among self-
images, its ultimate performance depends upon the accuracy of the amplitudes and phases of
multiple beams within the device. This places strict requirements on the performance of the
constituent MMI couplers. In practice, errors in the phases of the self-images and imbalance in
the power splitting ratio are both present and can significantly degrade the performance and
complicate the active control of devices based on the GMZI [33], [34], [48]. Furthermore,
imperfect waveguide fabrication is known to cause additional phase errors {34], [49]. Since the
arms of the GMZI are often relatively long to accommodate efficient phase shifting, the
cumulative effects of these errors can be significant. While the MMI coupler performance is also
a function of the degree to which the theoretical relations in Chapter 2 are satisfied, the analysis
here is mainly concerned with sources of non-ideality in addition to these fundamental limits.

While an analysis of the non-ideal nature of the GMZI is important for determining the
performance limits of the variable-ratio power splitter, the results derived actually have a much
wider applicability. This is because the number and complexity of applications using the GMZI
continues to expand. In addition to switches [26], [34], the GMZI is used in a number of
theoretical constructions such as multi-frequency lasers [50], flat-response wavelength
(de)multiplexers [51], and wavelength-selective switches [52].

In this section, a model for the non-ideal GMZI is developed by incorporating non-ideal
parameters into the transfer matrix approach described in Sections 3.2 and 3.3. The model is then
used to investigate the tolerances and scalability of the variable-ratio power splitter.
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3.5.2.1 Modified GMZI transfer matrix

Deviations in the phases of the self-images and imbalance in the power splitting ratio are
the principal sources of non-ideal behaviour in MMI couplers. These phenomena modify the
transfer matrix (3.4) for the N x N MMI coupler S,z such that the element s; can be described
by

- o, +5
5; =aze (¢ 5%,)

(3.26)
where aj is the (real) field amplitude transfer coefficient from input i to output j, 8¢ is the phase
deviation of the image at output port j for an input into port i, and the tilde (~) is used to
distinguish the parameters of the non-ideal device theory from the idealized theory. In a lossless
device, the optical power at the output ports is conserved, i.e.,

N
Yai=1 (3.27)

j=l
The imbalance in an output port (measured in dB units) is given by

a,
Imbalance = 20-log,, [—'—] (3.28)
a..
Yrer
where ., is a reference output port.
The effect of phase errors due to imperfect waveguide fabrication can be incorporated

into the theory by introducing a phase error ¢; in each arm. The matrix S,uy from (3.7) is then
modified to give

e/(.w.'éw 0 0 0
- J(-\w:'!).o:)
S i = 0 ¢ .0 0 (3.29)
' 0 0 . 0
0 0 0 elievrien)

The total transfer matrix T of the non-ideal GMZI is then given by

T = § combiner * §:hifl : §Jplincr (3 3 0)

3.5.2.2 Output intensity expressions

The elements of the transfer matrix T are denoted by t,, and are found by substituting
(3.26) and (3.29) into (3.30) to yield

h
~ 2 : (9, +0, +Ap, +09, +9 4 +59;
f,-/; - a'_ja;ke (‘P., y ' 1790 " } (3‘3 l)

Jj=1
where the primed notation is used to distinguish the parameters of the MMI combiner from that of
the splitter. In general the amplitude transfer coefficients will differ and phase deviations will
vary from coupler to coupler and arm to arm. With a single input beam of optical intensity /; into
port i, the intensity at an output port & is given by
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NoL N
I =ln| IO-IO[Za;a"]+21‘, Z Zakpap,a,qaq, co ((p,p Pq )+

j=1 p=l q=p+i (3.32)
(69s — 804, )+ (80, - 80, ) +(80, ~80,) + (05 ~0u ) + (80} - 50, )]

where p and q refer to the internal arms j.

Analytic expressions for the intensities at the various outputs in terms of the applied
phase shifts, amplitude transfer coefficients, and phase deviations can be derived from (3.32). If
these parameters are known, (3.32) contains N equations (one for each desired output power) and
N unknowns (the applied phase shifts), and can be solved numerically to determine the phase
shifts necessary to operate the GMZI as a generalized power splitter.

In practice, however, these parameters are not known, resulting in (2V* + 4V) unknowns
in (3.32). Determination of these parameters is exceedingly difficult unless the GMZI is
physically separated into its splitter, arm, and combiner regions, which is impractical. The result
is that the response of the GMZI to various applied phase shifts has not been predictable [34],
[48], so optimization schemes or iterative methods are needed for the GMZI to be useful in
optical switching or power splitting applications. Furthermore, the presence of imbalance and
phase deviations in the MMI couplers and GMZI arms indicate that the self-images do not appear
exactly at the output waveguide positions and therefore result in higher excess losses.

Improvement of waveguide fabrication technology can in principle solve these problems.
For example, it is known that small variations in the width of MMI couplers can result in
imbalance and phase deviations among the output images [31]. Furthermore, imperfect
waveguide fabrication can result in local variations in the waveguide width and core/cladding
refractive indices, thereby introducing additional phase errors [49]. Since the arms of the GMZI
consist of long, narrow, single-mode waveguides, the phase errors manifest themselves
principally in the GMZI arms.

3.5.2.3 Non-ideal GMZI characteristic response

To gauge the performance of an active device, it is important to first determine its linear
or characteristic response. In the case of a 2 x 2 GMZI, the response is measured by monitoring
the output intensity from both ports while gradually increasing the applied power to a single
phase shifter. This method can be extended to the N x N GMZI by choosing an arbitrary input
port and setting all but one phase shifter equal to zero. The intensity at the V output ports can
then be plotted as a function of the single phase shift. In this manner, a ‘cross section’ of the
response of a non-ideal GMZI is obtained, and can be compared to that of an ideal one. The
deviation between the two responses qualitatively indicates the degree to which phase deviations
and imbalance are present in a device.

As an example, consider the N = 4 GMZI, input port i =2 (arbitrarily chosen), and
operation of the phase shifter on arm j = 4 (arbitrarily chosen). The response of the ideal GMZI
given by (3.13) is plotted in Fig. 3.2 for a single period of Ag,. Note that this result is for perfect
or ideal MMI couplers with no imbalance or phase deviation.

The model (3.32) is now used to determine the role imbalance and phase deviations in the
MMI coupiers play in determining the GMZI perfurmance. To understand the origins of these
non-idealities, consider (3.1), which indicates that the correct coupler length is proportional to the
square of the width. For example, using typical values in (3.1), it is found that a deviation of
#0.1 ym in the width of an MMI coupler typically results in an optimum imaging length deviation
of 8L = £ 3-5 um. The correct coupler length is therefore a sensitive function of the coupler
width. Since the resolution of the lithographic techniques used to fabricate the MMI couplers is
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finite, slight variations in the length of the MMI couplers typically occur [31]. The result is that
the couplers are often longer or shorter than the optimum length for self-imaging. As a result, the
self-images will be blurry and out of focus or will not form in the correct lateral positions.

Intensity (%)

0 9% 180 270 360
Applied phase shift on arm 4 (degrees)

Figure 3.2 Response of an ideal 4 x 4 GMZI to a single phase shift applied to arm 4.

To determine the effect of MMI coupler length deviations on the imbalance and phase
deviation among the self-images, a modal propagation analysis (MPA) simulation of a 4 x 4 MMI
coupler was performed, using a waveguide design which will be discussed in detail in Chapter 5.
The MPA result is given in Fig. 3.3 and shows the maximum imbalance and phase deviation
among the self-images for various MMI coupler lengths, using output port 2 as a reference
(arbitrarily chosen). A given level of imbalance and phase deviation can be compactly expressed
as an equivalent coupler length deviation, 6L.

Imbalance (dB)
Phase deviation (degrees)

254 259 264 269 274

MMI Coupler Design Length (microns)

Figure 3.3 MPA simulation of a 4 x 4 MMI coupler showing the imbalance and phase deviation
among the self-images for various coupler lengths.
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It must also be kept in mind that the optimum MMI coupler imaging length (i.e.,
8L =0 um) still represents a departure from ideality, since the strongly guiding approximation
results in only approximately ideal sine-like modes in the coupler, as seen from (2.20). Therefore
any practical coupler will have some imbalance and phase deviation even at the optimum imaging
length.

Worst-case values of imbalance and phase deviation for the three values of 6L shown in
Fig. 3.3 are found from performing muiltiple MPA simulations where each output port has been
chosen as a reference. The values are then used as bounds within which values for a, a’, 8¢, and
O¢' are randomly chosen. These parameters are then introduced into (3.32), ensuring that the

maximum imbalance and phase deviation are always present in at least one output port. The ideal
curve for an arbitrarily chosen output port (k = 2) of the GMZI from Fig. 3.2 is then modified as
shown in Fig. 3.4. Imbalance and phase deviations in the MMI couplers result in a shift in the
phase of the ideal response curve, and changes in both the offset level and the amplitude.

80
10 — Ideal couplers
—8— O&L=0pm
60
- —— OL=+5um
X 50 g —¢ SL=+10pm
> |
o; 40
=
S
E 30
20
10
0- + + t

0 90 180 270 360
Applied phase shift on arm 4 (degrees)

Figure 3.4 Calculated deviation of the ideal response of port 2 from Fig. 3.2 for various
equivalent length deviations in the MMI couplers.

The model is now used to determine the effects of phase errors in the arms of the GMZI.

Introducing random phase errors with various upper limits into (3.32) modifies the ideal curve for
output port 2 from Fig. 3.2 in the manner shown in Fig. 3.5.
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Intensity (%)

0 90 180 270 360
Applied phase shift on arm 4 (degrees)

Figure 3.5 Calculated deviation of the ideal response of port 2 from Fig. 3.2 for various phase
errors in the GMZI arms distributed randomly between 0° and various upper bounds as indicated.

It is seen from Fig. 3.5 that phase errors in the arms of the GMZI significantly alter the
phase, amplitude and offset level of the ideai response. These errors are approximated by random
values because material and waveguide parameters will vary locally from point to point in a given
waveguide and arm to arm in a given device. If the magnitude of these random errors is limited
to small fluctuations as shown in Fig. 3.5, the device response agrees reasonably well with the

theory. In practice, the phase shifts applied to the arms can include a bias component to
compensate for the phase errors in the arms.

3.5.3 Variable-ratio power splitter tolerances

In this section the variable-ratio power splitting response of the non-ideal GMZI is
investigated by including the combined effects of non-idealities in the MMI couplers and the
arms. The model given by (3.32) is used as in the characteristic response analysis of the previous
section, but with one important difference: the N applied phase shifts are, in general, all nonzero.
The sensitivity of the power splitting to various non-idealities is gauged by choosing an arbitrary
set of phase shifts, and determining the resulting deviations in the output intensity ratios. This is
best illustrated through the use of examples.

Consider variable-ratio power splitting with N = 4, using an arbitrarily chosen power

splitting state of
0.10
030

I =\ 140 fo (3.33)
020

The required theoretical phase shifts are given by the solution (3.23) to the ideal system
of nonlinear equations given by (3.13). The solution and various values for non-idealities are
both used in (3.32) to calculate the resulting splitting ratio. Table 3.1 lists the deviations of this
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ratio from the desired ratio given in (3.33). Various levels of imbalance and phase deviation in
the MMI couplers have been introduced as equivalent deviations 6L in the imaging length, given
by the simulated results in Fig. 3.3. All values in the table were calculated using a random
fluctuation of £ 3 % of the value of the phase shift. This allows for the combined effects of a
finite precision with which the phase shifts can be applied, phase shift deviations due to
wavelength variations, and fluctuations in the power applied to the phase shifters.

4 x 4 MMI coupler deviation Arm Deviation in variable-ratio power
(Fig. 3.2 - worst case from all reference phase splitting state above (+) and
ports) error below (-) desired value
(degrees) (% of total output intensity)
Equivalent SL | Imbalance Phase Port Port Port Port
(dB) Deviation k=1 k=2 k=3 k=4
(degrees)
Ideal coupler 0 0 0 -0.04 | -037[+071 | -0.30
6L =0 um 0.4 1.5 0 -011 | +1.17 |+ 054 ]| - 1.60
5 + 007 ] - 1.10 | + 349 | - 2.46
SL=%5um 1.0 3.5 0 -038 | + 134 | - 3.17 | - 4.13
5 - 280 | +457 | + 1.53 | - 3.29
6L =+ 10 um 2.0 9.0 0 - 133 | +4.10 | + 8.13 | -10.91
5 -307 | +608 |+ 879 |-11.80

Table 3.1 Simulated tolerances of V = 4 variable-ratio power splitter for power splitting ratio
(3.33), including a + 3 % fluctuation in the applied phase shifts. The ‘arm phase error’ refers to
an upper limit for the uncompensated phase error in the GMZI arms.

It is seen in Table 3.1 that a degradation in the power splitting ratio occurs as the imaging
in the MMI couplers worsens. [n this case, an acceptable level of deviation in the power splitting
ratio is achieved if 6L for the 4 x4 MMI couplers is kept below £ 5 um. As the level of
uncompensated phase errors in the GMZI arms increases from 0° to 5°, the effect on the deviation
in the power splitting ratio is small when the MMI couplers are close to ideal; however, as the
MMI coupler imaging degrades, the effects of errors in the arms become more significant. For
the operation of the power splitter it is therefore of prime importance to ensure that the MMI
couplers perform well.

To investigate the tolerance behaviour in larger devices, a similar analysis is performed
for N =35 up to N = 10 using an equal power splitting state in every case, i.e.,

I
= W° (3.34)
where k = 1, 2, ... , N. The results are shown in Table 3.2. To simulate scaling effects in real
devices, a maximum MMI coupler imbalance of + 1.0 dB and phase deviation of * 3.5° are used
for N =5,6,7 and maximum imbalances and phase deviations of + 2.0 dB and + 9°, respectively,
are used for N = 8,9,10. Imbalance values such as these have been measured in MMI couplers
with large V [22], [29]. Table 3.2 also includes the phase shift fluctuations used in Table 3.1.
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N Deviation in equal power splitting state (% of total output intensity)
Above (+) and below (-) desired value
Output Port £
1 2 3 4 N 6 7 8 9 10

5 {-0531-236}-216]+3.26| +1.80
- 017 |- 222 |-140 | +252 | +1.27
6 [ +0.12 [+099 |- 131 [ +3.19]+0.72 | - 3.71
+0.58 { +230]|-195]{+045[+0.24 |- 1.62
207 | +2351- 111 1-098 [ - 2.12| +2.34 | +1.58
095 | +292 | -035]-1241- 177 - 100 +2.39
8 | -2.14 [+115[-215|+215]-060}{-097]-195]|+452
2.06 | +1.60 | - 280 | +1.84 | - 0.70 | - 1.00 | +0.63 | +2.49
9 | -210|-315{-062]-1.15]+1.61 | +1.83 |- 0.19 | +1.29 [ +2.47
-0.13 |-281]|+126|-280}+203}|+021 ) +0.14 ] +095 | +1.15
10| -2741-005(-1.38 3.66 | - 165 |-1751+024(+0.19 | +5.74 | +5.05
-245 | +1.87 |- 284 |-494|-0.03|-230]+0.71 | +0.25 | +6.47 | +3.26

~J
[}

Table 3.2 Simulated tolerances of variable-ratio power splitter for N =5 up to N = 10 for power
splitting ratio (3.34), including a + 3 % fluctuation in the applied phase shifts. The imbalance and
phase deviation for V=35, 6, 7 are + 1.0 dB and + 3.5° and for N=8, 9, 10 they are + 2.0 dB and
+9°, respectively. The first and second lines for each value of V represent upper limits of 0° and
+ 5° for the uncompensated phase error in the GMZI arms.

Deviations in the power splitting ratio seen in Table 3.2 increase slowly with increasing
N. Maintaining a certain level of imbalance and phase deviations, however, becomes more
difficult as V increases. This is because the tolerable length deviation SL required for a given
level of imbalance and phase deviation in the MMI coupler shrinks as V increases. This effect is
partially taken into account in the analysis by using larger imbalance and phase deviations for
N=28,9,10 than for N = 5,6,7. It is also seen in Table 3.2 that partially uncompensated phase
errors in the GMZI arms have only a small effect upon the power splitting ratio N, sometimes
even improving the ratio due to partial compensation of the inaccuracies in the applied phase
shifts.

The results of the tolerance analysis performed in this section indicate that the variable-
ratio power splitter can be operated even if the GMZI is non-ideal. Furthermore, the power
splitting ratio remains stable and tolerant to parameter fluctuations even for moderate values of V.

One effect not considered in the preceding analysis, however, is that of a reduction in the
range of available power splitting ratios as the MMI coupler imaging degrades. This effect is
most easily understood by considering the special cases where the GMZI is operated as a switch.
In this mode of operation, all the light emerges from a single output and there is ideally no light at
the other outputs. In practice, however, the MMI coupler image plane does not perfectly coincide
with the output ports (waveguides) and furthermore, the self-images have a limited resolution due
to the finite number of modes available for self-imaging [53]. This results in some of the light
emerging from unwanted ports, which is called crosstalk. The result is that a limited range of
intensity values can emerge from a given port. Thus as the crosstalk increases, the range of
available power splitting ratios decreases. The relation between crosstalk in the GMZI and
various non-idealities is examined as part of the analysis in the next chapter, which deals with the
special case of switching using the GMZI structure.
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Chapter 4

Theory of Generalized Mach-Zehnder Interferometer
Switching

Switching is a special case of the general power splitting capability of the GMZI. In this
chapter the switching properties of the N x N GMZI are analyzed in detail. When multiple inputs
and outputs are used, a number of novel switching and routing functions are possible. These
Sfunctions enable the efficient routing and reconfiguration of optical paths within a network.
Portions of this chapter have been reported in a paper to appear in the Journal of Lightwave
Technology [36]; a paper submitted to the Journal of Lightwave Technology [54]; and two U. S.
Patent Applications [55], [56].

4.1 Introduction

The transfer matrix approach described in the previous chapter is extended in this chapter
to describe the switching capabilities of the GMZI. The GMZI operates as a |1 x N switch when
certain sets of phase shifts are applied to the arms. These phase shifts can be derived from the
transfer matrix theory and indicate that in principle simple digital switch control is possible for
small values of V.

When multiple inputs are used, the GMZI provides a limited multi-port switching
function that enables the design of larger 1 x N switches with relaxed control requirements. The
multi-port switching can also be used to realize non-blocking switches comprised of stages of
cascaded GMZI units. The simulated loss and crosstalk in these switches in the presence of non-
ideal MMI coupler imaging highlights the practical challenges of realizing GMZI-based switches.

4.2 Idealized 1 x N GMZI switching

Consider the case where, for a given input port i the desired output distribution of the
GMZI is set to a switch state, i.e.,
1:"'={’° o K=k (4.1)

0 , k=k

The output light emerges from port k and the switch state is denoted compactly as (i, & ).
Substituting (4.1) into (3.21) and numerically solving the resulting system (3.22) using the
idealized equations (3.13) results in a set of switching phase shifts. These can be optimized in the
manner described in Section 3.4.2 to yield a set of phase shifts x,,. Repeating this process for all
switch states & e{l, 2,.,N } , the resulting N sets of switching phase shifts x,, form the

columns of a matrix, called the ideal switching matrix X. For a given input port i, the desired
output port is selected by the column £, and the element in row j gives the phase shift that must be
applied to arm j in order to route (cross-connect) the light from input port i to output port k.
Using a different input port amounts to interchanging the columns of the matrix X.
For example, the following ideal switching matrix is found for the 3 x 3 GMZI when
i=1:
1 01
X=—|1 10 (4.2)
11
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demonstrating that the 1 x 3 GMZI switch can be operated with phase shifts controlled by digital
logic, as shown in Fig. 4.1. The phase shifters in Fig. 4.1 are designed so that the application of a
voltage with a logic level ‘1’ imparts a phase shift of magnitude 27/3 to the light travelling in the
waveguide, while a logic level ‘0’ imparts no phase shift. The matrix (4.2) is reproduced in the
table in Fig. 4.1. The control word AB is applied to the logic circuitry and induces the
appropriate phase shifts to route the light to the desired output port. In this case the circuitry uses
a single exclusive-OR logic gate. If a center-fed 1| x 3 MMI coupler employing symmetric
interference [22] is used as the splitter, X and the resulting control circuitry are further simplified,
though this is not true for a general value of V.

Required
3x3oMmzr M| 1[0 |1
phascshifts  ap | 1 | 1 | 0
‘?‘ -
, [nput Output (X :_31) APS 0 . 0
— |
| — > Resulting3x3 | ) 1y1(12)[(1.3)

[72)

! M-MI GMZI state
—_J Control word AB 01 10 ]

Figure 4.1 Digital control of a 1 x 3 GMZI switch using a control word AB to apply phase shifts
from the ideal switching matrix (4.2).

Binary control is unique to the N=3 GMZI switch. Generally, as N increases, X
increases in complexity. For example, the ideal switching matrix for the ¥ =5 GMZI switch is

given by
[0 1 2 0 2]
02120
X=4?n 22001 (4.3)
20210
[t 0 0 2 2]

As V increases, the number of distinct phase shift (logic) levels increases, while the
maximum phase shift magnitude approaches 2z. A summary of the results obtained for switches
with values of V up to 10 is shown in Fig. 4.2.

[t should be emphasized that these results are idealizations, and assume that the non-ideal
effects in a fabricated GMZI can be overcome. Even slight fabrication imperfections have been
shown in the previous chapter to result in a non-ideal device response. While the GMZI can still
be used as a variable-ratio power splitter in these cases, the switching requirements need to be
investigated. This is done in the following section.
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Control levels
Maximum phase shift (x )

Figure 4.2 Variation in the number of distinct phase shift control levels and the maximum phase
shift required for idealized 1 x N GMZI switch operation with the number of ports V.

4.3 Tolerances for GMZI switching

The performance of a 1 x N switch is gauged by two critical parameters: crosstalk and
excess loss, defined by

max{ 174}
crosstalk =10-log,, —_— (4.4)
k -
¥ \
Z o
excess loss =10-log,, "='[ (4.5)
0

where the max{ } function selects the element with the maximum value. A perfect switch has an
infinitely low crosstalk (— « dB) and a 0 dB excess loss. The crosstalk in the non-ideal GMZI is
investigated in this section by using the model (3.32), while the excess losses will be investigated
in Section 4.7 using the MPA technique.

To determine the crosstalk in the presence of various non-idealities, a technique similar to
the analysis of the power splitter is used, but replacing (3.33) by an arbitrarily chosen switch
state. In this case, K =4 in (4.1) and i = 2 are arbitrarily chosen. The crosstalk as a function of
various MMI coupler deviations and fluctuations in the applied phase shifts are shown in
Table 4.1, assuming the phase errors in the GMZI arms are fully compensated. Degradation in
the imaging of the MMI couplers is seen to significantly increase crosstalk in the switch, in the
same manner as it increased the error in the ratio from the variable-ratio power splitter in
Chapter 3.

The trend in Table 4.1 suggests that good imaging in the MMI couplers is paramount to
achieve low crosstalk levels. As the imaging approaches that of the ideal coupler, the sensitivity
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of the crosstalk to the precision of the phase shifting increases, indicating that simultaneous
betterment of both parameters is needed to obtain very low crosstalk levels.

MMI coupler Phase Shift Typical
deviation Fluctuation Crosstalk (dB)
(Equivalent 8L) (%)
0 -
Ideal coupler 1 -44.8
2 - 38.6
0 - 30.0
6L =0 um 1 - 28.7
2 -27.0
0 -229
SL=%5um 1 -22.4
2 -22.2
0 -14.1
oL =% 10 um 1 -13.9
2 -13.8

Table 4.1 Simulated tolerances of the crosstalk in a I x 4 GMZI switch assuming fully
compensated phase errors in the arms.

A similar tolerance analysis has been performed for | x NV GMZI switches up to .V = 10,
using a range of MMI coupler performances and phase shift fluctuations and again assuming
compensation of the phase errors in the GMZI arms. The results are shown in Fig. 4.3.

Crosstalk (dB)

[deal couplers

4 5 6 7 8 9 10

Figure 4.3 Crosstalk in | x N GMZI switches as a function of & for various MMI coupier
imbalances, phase deviations, and fluctuations in the applied phase shifts. The dashed, solid, and
circled lines are for applied phase shift fluctuations of 0 %, £ 2 %, and + 4 %, respectively.
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Since idealized switching demands that the phase shifts are exact values, additional fluctuations
due to variations in the parameters of fabricated phase shifters (such as electrical resistance) are
present. For this reason, an extra + 2 % (a technologically feasible variation) is included to arrive
at the + 4 % fluctuation in Fig. 4.3.

In Fig. 4.3 three levels of MMI coupler performance are shown. If a certain level of
performance can be maintained as N increases (usually requiring tightened fabrication
tolerances), the level of crosstalk remains relatively constant. With perfect imaging in the MMI
couplers (no imbalance or phase deviation) low crosstalk values are possible, but even slight
inaccuracies in the applied phase shifts can degrade the crosstalk significantly. For example, a
+2 % fluctuation in the applied phase shifts increases the crosstalk from —o0dB (with no
fluctuation) to about — 40 dB.

For a maximum imbalance of + 1.0 dB and phase deviation of + 5°, the crosstalk is
limited to about -28 dB, while increasing these values to + 2.0 dB and + 10° degrades the
crosstalk to about —20 dB. Again as in Table 4.1, the sensitivity of the crosstalk to the accuracy
of the applied phase shifts increases as the imaging in the MMI couplers improves.

It must be kept in mind that Fig. 4.3 shows typical results. Since the imbalance, phase
deviation, and phase shift fluctuations are applied in a random manner, the exact position of a
data point will vary slightly from simulation to simulation. The general trend from a large
number of simulations indicates that the crosstalk improves slightly (< 5 dB) as VN increases from
4 to 10. The reason for this is that the power in unwanted output ports is distributed among an
increasing number of ports, thereby lowering the maximum crosstalk level. This effect is not
seen for the ideal coupler since imbalance and phase deviations (the principle sources of the
crosstalk) are not present in this case.

The requirements for idealized switching are more stringent than for variable-ratio power
splitting. Practical switches provide crosstalk levels in the ~20 to —30 dB range, and can only be
improved with very accurate device fabrication and control methods. To exploit the simplicity of
the idealized phase shifts for switching, it is thus imperative that the device response be as close
as possible to the ideal response.

4.4 Multi-port blocking switches

When light is introduced into multiple input ports, the GMZI provides a limited N x N
switching capability. This can be intuitively understood by considering the symmetric nature of
the (ideal) GMZI. The GMZI structure shown in Fig. 2.7 is the same when viewed upside-down
or from the front or behind the page. Physically, this means that input ports and output ports can
be interchanged simply by launching light into the different ends of the device, and a port i can be
considered to be port (N + | — i), depending upon the direction from which the GMZI is viewed.
Mathematically, this can be seen from (3.10); the transfer matrix for the GMZI is unchanged
when i is replaced by k or when i and & are replaced by (V+ 1 —i)and (N + | ~ k).

This leads to the conclusion that if the state (i , k) is achieved by applying a certain set of
phase shifts, then the same set of phase shifts result in the state (k, §). If i# k&, the switch is
capable of supporting multiple simultaneous states (cross-connects). In this section the cross-
connects available in the GMZI are derived from the GMZI transfer matrix. It is shown that the
same phase shifts and cross-connects which govern this switch also apply to a wavelength
division multiplexing (WDM) version of the switch, enabling both wavelength multiplexing and
sorting functions to be performed with a single device.
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4.4.1 Cross-connect pattern of the N x N GMZI

When the N x N GMZI is used as a | x N switch, a single input can be cross-connected to
any output using a set of optimum phase shifts given by the columns of the matrix .X. In the case
of multiple inputs, each column of X corresponds to a cross-connection of all input and output
ports of the ¥ x N GMZI in pairs. A different set of cross-connects is associated with each
column of X, so an Nx N GMZI has V distinct cross-connect sets. To determine these sets,
consider the expression (3.13) for the intensities at the outputs of the GMZI, derived from the
GMZI transfer matrix. A cross-connect (i, k) occurs when the argument of the cosine is an
integer multiple of 2x, i.e.,

((p,.p —(p,.q)+(A<pp —Agoq) +((ppk -(pq,‘) =2mn (4.6)
where m is an integer. It is easily verified that when (4.6) is substituted into (3.13), [}“= /.

Considering the phase shift in arm p = 1 as a reference and setting A, = 0 as a reference without
affecting the generality of the analysis, (4.6) becomes

AP, =0; +@y —(0 + 0y ) - 2mn (4.7)

where Ag, are the phase shifts needed to cross-connect input i to output £. Since all input ports
and output ports are cross-connected in pairs, the phase shift A, must also connect an input i’ to
an output k', where i’ k' € {1,2,.., NV }. Without loss of generality, we may choose i’ = 1,

which yields
AQ, =@y + Py = (‘qu T Q@ ) -2mn (4.8)
Equating (4.7) and (4.8) and substituting for ¢ using (3.2), after some manipulation we obtain:
[(- 1) (20 - 1)+ (- 1) (2K - 1) = (=1) 2k - 1) + l] mod(4N)=0  (49)

To find the output port k£’ to which input port | is cross-connected, we define a useful function y
as follows:

v, =(-1) Qi-1)+(-1)" 2k -1)+1 (4.10)
We note from (4.10) the symmetry relation, i.e., the cross-connect set for (i, k) and (, /) are the

same. Note also that y;; always lies in the range 4N < y;; < 4N. From (4.9) and (4.10) an
analytic expression for k'’ is obtained:

k,=|1’12|j_1 for |y,.|<2N
(4.11)
k'=i-|gi*—ﬁ for 2N <|y,,| <4N

The complete set of cross-connects for the N x N GMZI switch can be determined by substituting
any (i, k) pair into (4.10), and using (4.11) to determine the output port k' to which input port 1
(i") is cross-connected. As an example, Table 4.2 shows the set of cross-connects possibie in the
5 x 5 GMZI switch.
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Table 4.2 The set of cross-connects in the 5 x 5§ GMZI switch. A cross-connect of an input i to
an output £ is given by the pair (i , k), and each column represents the simultaneous cross-
connects in the switch when V inputs are used. The states in each column are achieved by

applying the phase shifts in the corresponding column of (4.3) to the GMZI arms.

4.4.2 Tunable N x N MMI Phasar Multiplexer

The N x N GMZI shown in Fig. 2.7 has arms with equal lengths. Allowing the arm
lengths to differ results in relative phase delays among the self-images that are proportional to the
arm length differences. In this case the optical power at each input to the combiner is distributed
to all outputs k, where the relatively delayed optical fields interfere. If the arm lengths are chosen
so that constructive interference occurs for different wavelengths at different outputs of the
combiner, then the device is capable of passively multiplexing or de-multiplexing N wavelengths.
The set of arms with differing lengths are referred to as a phased array, or phasar [57], and the
entire device is called an MMI-phasar multiplexer [27]. The concept of this device is shown in

Fig. 4.4.
Agp,
Multiplexed i k wsaiz‘ll;:tge::ls
wavelengths
Mz dy — =l'_—":fv
v y—

NxN NxN
MMI Splitter MMTI Combiner

Figure 4.4 General layout of a tunable N x ¥ MMI phasar multiplexer. The arms have different
lengths, chosen to achieve wavelength separation at the outputs. The phase shifting regions are
used to change the output wavelength assignment.

The phase shifting elements which allow the operation of the N x N GMZI switch now
enable the MMI phasar multiplexer to operate in an active, or tunable mode [58]. Once the arm
lengths are chosen such that a multiplexed signal at an input is passively demultiplexed, different
wavelengths can be made to emerge at an output &k by adjusting the phase shifters to achieve the
switching states of the GMZI switch. Each column of X therefore corresponds to a different
wavelength pattern at the MMI phasar multiplexer outputs. The individual wavelength channels
are denoted by A,, where b is an integer in the range 1 < b < N, and the wavelength increases with
the subscript; that is, A5~ - 4, = AA.
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As an example, consider the tunable 5 x 5 MMI phasar multiplexer. The phase shifts
required to achieve the switch states of the 1 x 5 GMZI switch are given by the columns of the
ideal switching matrix X in (4.3). Now instead of switching the signal, in the MMI phasar device
these switch states result in a different ordering of the demultiplexed wavelength channels at the
output ports, for a fixed input. The resulting wavelength channel positions can be found using
(4.11) and have been given in Table 4.2, however the interpretation of the columns must be made
clear. For a fixed input, each column in Table 4.2 corresponds to a different wavelength. For
example using the design described in [27] when i = 1, column | of Table 4.2 corresponds to the
wavelength A;. Then (1,1) indicates A; is sent to port 1 when the switch state corresponds to
(1.1). The next state (2,3) means that A, is sent to port 3 when the switch state corresponds to
(1,2), the next state (3,2) will send A to port 2 when the switch state corresponds to (1,3), etc.
The resulting wavelength routing table is derived in this manner, and given as Table 4.3.

Output I x § GMZI switch state
k (1,1) (1,2) (1,3) (1,4) (1,5)
1 Aa As As A; Ay
2 As A; Az A Ay
3 As As Ay As As
4 A3 A As A A
5 A Ay A3 A2 As

Table 4.3 Wavelength routing table for the tunable 5 x 5 MMI phasar multiplexer for i = 1.
Each switch state of the | x 5 GMZI is denoted by a column, and corresponds to a re-ordering of
the wavelength positions at the output ports.

4.5 Phase shifting requirements in the GMZI

Returning for 2 moment to Fig. 4.2, note that as N increases, the number of distinct phase
shift levels required for switching also increases. Beyond the simplest cases (i.e., N> 4), the
control circuitry for the switches becomes increasingly complex. When N is large, the added
control requirements result in switches that are physically larger, require more power to operate,
and are less economical to produce.

A method to improve the control requirements of the | x N GMZI switch is therefore
sought. To find this, the origins of the switching phase shifts given by X need to be investigated
more closely. The patterns in (4.2) and (4.3) are not random, and since the GMZI has been
shown to have multiple symmetries, it may be postulated that the switching phase shifts also
contain symmetries. These could be used to relax the control requirements of the switch.

Symmetry in the GMZI is investigated by first considering the operation of the passive
device. This yields insights that explain the active operation of the switch, thereby allowing
improved designs for active GMZI-based switches to be developed.

4.5.1 Passive GMZI

Consider the & x ¥ GMZI shown in Fig. 2.7, in the passive case where the phase shifters
are not operated. The M-th N-fold imaging length of each MMI coupler given by (2.25) is
repeated here for convenience:
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M
Lyy= N 3L, (4.12)

where L is the beat length of the coupler given by (2.23), and M and N are any two positive
integers without a common divisor. The shortest coupler length is obtained when M = 1.

Since all arms in the GMZI have equal lengths, no relative phase shift is imparted to the
light in the arms of the passive device. The presence of the arms may therefore be disregarded
entirely, resulting in the merging of the two MMI couplers into a single MMI coupler with a
length equal to twice the original coupler length:

M M M

L =—3L +—3L =—6L 4.13
(e1%744 N 4 N E4 N x ( )
Rearranging (4.13), two alternate expressions for the GMZI length can be found,
Loy = —12\73[,“ for N odd, (4.14)
where M = | has been used in (4.13), and
Loy = —A{-—3Lz = £3LK for NV even, (4.15)
) (N/2) K
where
N=2K, K=123.., (4.16)

and M and K are any two positive integers without a common divisor. Comparing (4.12) and
(4.14) it is clear that when N is odd, the passive GMZI acts like a single MMI splitter with M =2
and N output images. By contrast, upon comparison of (4.12) and (4.15) for N even, the passive
GMZI functions as a single MMI splitter with a reduced number (X) of output images.

In both cases, there are N output ports. For N odd, the action of the passive GMZI is
trivial: the N output images emerge from the N output ports, since (4.14) is identical to (4.12) if
M=2 is used in (4.12). Since this does not yield any new information, our analysis will be
restricted to the case of N even. When N is even, there are N output ports and only K images.
The output ports from which the light emerges will depend upon both the input port and the value
of K. Two cases must therefore be considered: K even and K odd.

A. K even

Since the passive GMZI behaves as an MMI coupler with K output ports, the geometry of
an MMI coupler with an even number of output ports is analyzed. This geometry has been
described by Bachmann et al. [12], and is shown in Fig. 4.5.

The spacing of the output images by intervals of length 2/, /V in the N x N coupler are in
the N x K coupler described by intervals of length:

W, _4H, @i
K N
where (4.16) has been used, and W, is the effective width of the coupler, defined by (2.13). The
corresponding geometry for the NV x K coupler is shown in Fig. 4.6.
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Figure 4.5 Geometry of the N x N MMI coupler illustrating the input and output port positions
for the case where Vis even.

In the N x N coupler of Fig. 4.5, the first input port (i =1) is located a distance a (a free
design parameter) from the top edge of the coupler. The corresponding output images are located
the same distance a inside both edges of every interval of length 2W,/N. The result is V self-
images at the outputs.

Inputs NxK MMI Coupler Outputs
i e [y = %—" - kl kz
X _"a a__ k.. .
1 ZW;/.V' aé e T ZFVe/;V T b 1 } 2'?;/.’V‘ a
~ AN X3 EE 2
- -4 . A 2W, /K
3 =1 1 g = 3
4 C— 4 (2W,N-a
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4} a
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6 x| | 6
-4 _.X... 2W,/K
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¢ = 2 .
=1} e fame

Figure 4.6 Geometry of the NV x K MMI coupler illustrating the input and output port positions
for the case where K is even.

In the N x K coupler, the same relation holds; however, the interval lengths are given by
(4.17). Observing Fig. 4.6, the result is that for an input into port i = 1, K self-images emerge
from the set of output ports:
k={14,5.89,12,13,..} (4.18)
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which are located a distance a inside both edges of every interval of length given by (4.17).

Similarly, for an input into port i = 2 located a distance 2, /N - a from the top edge of
the coupler in Fig. 4.5, the output images are located the same distance inside both edges of every
interval of length 2#, /N, again corresponding to N self-images at the outputs.

In the N x K coupler of Fig. 4.6, however, input port i = 2 corresponds to the set of output
ports:

k= {2,3,6,7,10,11,14, ...} (4.19)
which represents the complement of the set of ports given by &;.

Continuing in the same manner, it is confirmed that for the ¥ x N coupler, light from
each input port forms self-images at all N outputs. In the N x K coupler, however, light from an
input port in the set k; forms K output images in the set k;, and light from an input port in the set
k, forms K output images in the set k». This can be written more compactly as:

iefk,} > k={k
iefk,} -k ={k,}

This indicates that when K is even, the passive GMZI functions as two superimposed
K x K MMI couplers, each with input and output ports in the same set. This is shown

schematically in Fig. 4.7. The validity of (4.20) is confirmed using both MPA and transfer matrix
techniques.

(4.20)

KxK KxK
MMI Coupler2 ~ MMI Coupler 1

\’skx

S =
;. 13
el 4

R L“J6
R 17
|E= s

Figure 4.7 When K is even, the passive N x N GMZI functions as two superimposed K x K MMI
couplers with input and output ports in the same port set.

B. K odd

Now let us consider the casc where K is odd. The geometry of an ¥ x N MMI coupler
with an odd number of output ports is shown in Fig. 4.8. The spacing of the N output images are
described by intervals of length 2, /N, except for the first interval which has a length ¥, /N.
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Figure 4.8 Geometry of the N x N MMI coupler illustrating the input and output port positions
for the case where V is odd.

For the corresponding N x K coupler shown in Fig. 4.9, the spacing of the K images are
described by intervals of length given by (4.17), except for the first interval, which has a length:

w2
_‘z_;_;-/"_ (4.21)
K N

Similar to the case of K even, the positions of the input and output images are again
described by the free parameter a. In this case, however, the presence of an interval with a length

Nx K MMI Coupler
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Figure 4.9 Geometry of the N x K MMI coupler illustrating the input and output port positions
for the case where K is odd.
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given by (4.21) results in light from inputs in the set &; forming K output images in the set k,, and
light from inputs in the set &, forming K output images in the set ;, or

P el > k={k:}

ielk,}—>k={k]}
indicating that when K is odd, the passive GMZI functions as two superimposed K x K MMI
couplers, each with input and output ports in different sets. This is shown in Fig. 4.10, and is

verified using both MPA and transfer matrix methods.

MMI Coupler 2 MMI Coupler 1

(4.22)

10 ™ ‘ EE 11
4 T EEDM4

6 —FF - . |3 6
3L hi:- S : ,;‘:IS

Figure 4.10 When K is odd, the passive N x N GMZI functions as two superimposed K x K MMI
couplers with input and output ports in different port sets.

Realizing that the passive GMZI functions as two smaller MMI couplers occupying the
same physical region now permits an intuitive understanding of the active device behavior.

4.5.2 Active GMZI

The active GMZI has been shown to function as a 1 x N switch by applying N sets
(columns of the matrix X) of N phase shifts (rows of X) to the arms. As V increases, the number
of distinct phase shift levels needed increases; however, a simplification of the phase shifts is
possible. When N is even, the phase shift sets can be divided into two groups of K sets each. Let
us call one group *‘simple” and the other “complex”. The sets in the simple group possess one or
more of the following properties:

1) The phase shifts in each set in the group are symmetric in pairs about a central bisection of
the N phase shifts, resulting in only K independent phase shifts (i.e., the two outermost phase
shifts (on arms I, N) are equal, and so on, until the two innermost).

2) The resulting K sets of K independent phase shifts are themselves anti-symmetric in pairs,
(i.e., phase shift I from one set in a pair is equal to phase shift K from the other, etc).

3) The phase shifts in the group have the smallest maximum phase shift of any of the N sets.

4) The group has the smallest number of distinct phase shift values of any of the N sets.
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Specifically, for K even, the simple group possesses at least the first two properties, and
for K odd, the simple group possesses all four properties. By contrast, the complex group
possesses properties opposite to those stated above: they are in general neither symmetric nor
anti-symmetric, nor do they necessarily have the smallest maximum phase shift or the smallest
number of distinct values of any of the sets. These properties are best illustrated through the use
of examples, which will be given in the following section.

Since each set of phase shifts cross-connects an input i to an output &, the simple and
complex groups correspond to groups of simple and complex output ports. These can be
interpreted as the output ports which can be accessed using simple phase shifts and complex
phase shifts, respectively. The simple and complex port numbers can be compared to the analysis
of the passive GMZI to arrive at the following design rule:

Cross-connecting light from any of the inputs of a given K x K coupler in a
GMZI to any of the outputs of the same K x K coupler can be accomplished using
simple phase shifts, while cross-connecting light from any of the inputs of a given
K x K coupler to any of the outputs of a different K x K coupler requires complex
phase shifts.

This rule is a simple, yet powerful tool which can be used to dramatically improve the control
requirements of 1 x ¥ GMZI switches. This is described in the following section.

4.6 Improved 1 x N Switch

4.6.1 Theory and Design

The above design rule states that the simple and complex outputs correspond to either of
the sets k; or k». Then for a single input and when VN is even, the N x N active GMZI can be
operated as a | x K switch, using only simple phase shifts. If, however, the restriction of a single
input can be removed - allowing the capability of switching between inputs from different sets -
then the alternate K outputs can also be accessed. The result is a | x N switch that can be
operated using only the K sets of simple phase shifts. This is the principle of the improved | x ¥
switch.,

[n practice, the restriction of a single input is removed by utilizing a 1 x 2 switch to
connect a single input to any two GMZI inputs from different sets, corresponding to the set
numbering given by (4.18) and (4.19). Any desired output is then accessed with simple phase
shifts, by operating the 1 x 2 switch such that the input port of the GMZI corresponds to the same
K x K coupler as the output port. This structure is shown schematically in Fig. 4.11.
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1 X 2 switch NxN GMZI k. k,

Single 1
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Figure 4.11 Improved | x ¥ switch design. The case where K is odd is shown. Ports with a
similar shading belong to the same K x K MMI coupler. By switching a single input between
GMZI inputs from different port sets, the input can be cross-connected to any output port using
only simple phase shifts.

The improved | x N switch has a number of advantages over the standard 1 x ¥ GMZI
switch. Regardless of the value of K, the simple sets of phase shifts are symmetric, as stated in
property 1, above. This means that the phase shifters or their controllers can be physically
connected in pairs, so that only K rather than N independent phase shifters are needed (an
additional phase shifter is needed to operate the 1 x 2 switch if it is an integrated switch).

From property 2, the anti-symmetric nature of the K sets of K phase shifts results in a
further relation between the phase shifts. It will be seen that this relation can be used to further
simplify the switch control logic. Furthermore, when K is odd or in certain cases when K is even,
from properties 3 and 4, the phase shift magnitudes are minimized, and the number of distinct
phase shift values is smaller than in the standard switch.

These concepts are illustrated by means of two examples.

4.6.2 Examples of Improved 1 x N switch operation

4.6.2.1 Improved 1 x 4 Switch

The smallest improved 1 x N switch occurs when N = 4. Following the procedure
described in Section 4.2, the ideal switching matrix for an input into port i = 1 is found:

0 -1 -11

[ -1 1 0
x== (4.23)

201 1 -1 0

6 1 11

In this case K is even. Using (4.20) and the design rule above, i belongs to the set &y, so
the simple group corresponds to the outputs &, or columns | and 4 in (4.23). It is easily verified
that these sets satisfy at least the first two properties stated above. The phase shifts in columns 1
and 4 are mirrored in a horizontal line drawn between rows 2 and 3. The resulting two
independent phase shifts in columns | and 4 (given in bold) are anti-symmetric with respect to
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each other. Since X is even, properties 3 and 4 are in general not satisfied, however, in this case
both properties are satisfied.

The simple phase shifts can cross-connect the input i/ = 1 to either output 1 or 4. From
(4.20), however, the remaining output ports 2 and 3 can be accessed simply by changing the input
to a member of the set k». For simplicity, we choose the input i = 2. Using the analytic result for
the cross-connects given in (4.11), it can be shown that the same set of phase shifts corresponding
to column 1 in (4.23), or the cross-connect pair (i, k) = (1,1) aiso yield the cross-connect pair
(2,3). Similarly, column 4 in (4.23) corresponds to the cross-connect pairs (1,4) and (2,2).

All four states of the 1 x 4 switch are therefore accessible if a 1 x 2 switch is used to
switch between the input ports | and 2. The operation of this improved | x 4 switch is shown in
Fig. 4.12. As a consequence of the symmetry properties, the 4 x 4 GMZI can be controlled using
only a single set of two phase shifts. [f this set is represented by a logic level ‘0’ or "1, then
control of the 4 x 4 GMZI portion of the switch is possible using a single binary bit. An
additional binary bit is used to control the 1 x 2 switch, so the improved 1 x 4 switch shown in
Fig. 4.12 can be controlled with a single 2-bit binary word.

Required AP | 0 1

Required 1x2 4x4 GMZI AP | 1 0
APl 0 1 - N

GMZI phase phase J§hltts AP 1 0

_shift (X 1) X 3 AP 0 1

Resulting 1 x2 (1.2) (LD
tes CROSSIBAR.

Resulting4 x4 [(1.1)[(1.4)
GMZI states  |(2.3)](2.2)

i trol bit A
Binary control bi 0 ! Binary control bit B | 0 1
Controli
A B Word
Input Output  AB
—> w5 2x2 I 10
: e = |
| : MMI MMI ' 2 0l
3 00
4 11

Figure 4.12 Operation of the improved | x 4 switch. The 4 x 4 GMZI is controlled using a
single binary bit B. An additional bit A is required to control the 1 x 2 switch. A cross-connect
to any output is therefore possible by applying a two-bit control word AB to the device. The
derivation of the control logic is given in tabular form.

4.6.2.2 Improved 1 x 6 Switch

In this case K is odd, so from (4.22) or Fig. 4.10 it can be concluded that with an input
into port / = 1, cross-connects to outputs k = 2,3,6 are possible using simple phase shifts. Using
(4.11) it is found that these same phase shifts will cross-connect input port i = 2 to the outputs
k=1,4,5. Since K is odd, all four properties of the simple group above apply. From property 1,
only haif of the phase shifts in the three simpie scis from the matrix .X are required,
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1 -1 -1 3 3 1]
2 -1 1 2 0 -1

yoEl 2 L -1 02 - 424)
3(-1 1 -1 -3 -1 -1
-1 -1 1 -1 -3 -1
-2 -1 -1 0 0 1

which are given in bold. The first and third columns in bold satisfy property 2, namely, they are
anti-symmetric with respect to each other. The simple phase shifts in (4.24) also satisfy
properties 3 and 4, namely, the maximum phase shift magnitude (7 /3) is the smallest maximum
of the six sets, and the phase shifts have the minimum number of distinct values (two) of any of
the six sets.

Simplified digital control is possible, since two binary bits are needed to control the 6 x 6
GMZI when the phase shifters are connected with their mirror opposites. Again only a single bit
is needed to control the 1 x 2 switch, so the improved | x 6 switch can be controlled with a single
3-bit binary word. A diagram of this switch is given in Fig. 4.13. Note that a value of 7/3 has
been added to the phase shifts in bold in (4.24) to convert them to logic levels ‘0’ and °I’.

Larger improved | x N switches are designed in a similar manner, and generally require
control circuitry with a complexity characteristic of a 1 x K switch.

Required | 0 0 1
6x6 GMZI AR
phaseshifts AP, | 0 1 0

() snfr]ofo

Resulting6x6 | (1,2)[(1.3)] (1.6)
GMZI states 21]@2.5)] 24

Binary control BC | 10 | 00 ] 01

Control
| Output  Word
3 ABC:
: 1 010,
j 2 110,
: 3 100

4 001 !
5 oooé
6

totl

Figure 4.13 Operation of an improved 1 x 6 switch using a three-bit control word ABC.

4.7 N x N non-blocking switching

The N cross-connect states of the N x N GMZI given by (4.11) provide a limited multi-
port switching function which was shown in the previous section to be useful in the development
of improved | x N switches. The distinct cross-connect configurations are limited, however, to
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only ¥ possible permutations of the inputs to be achieved at the outputs. An example of these
permutations for the case of N=35 was given in Table 4.2. Such switches, with limited sets of
cross-connect permutations, are commonly referred to as blocking switches. To understand this
term, consider the situation in the switch where some input and output ports are cross-connected
(occupied) and others are free. Free input ports cannot be cross-connected at will to free output
ports, because their paths are set by the phase shifts currently being applied to the arms. Some
cross-connects are therefore blocked, owing to the limited number of permutations available.

In a non-blocking switch architecture, however, the entire set of N! permutations of cross-
connects are possible and thus any two free ports can be cross-connected while preserving the
cross-connect pattern of the occupied ports. Non-blocking switches are therefore of prime
importance in network applications, where the maximum flexibility in cross-connect possibilities
is desired [14].

Dilated versions of non-blocking switches have been proposed, in which a number of
independently controlled 1 x N GMZI switches are used [33]. This design, however, requires 4V
MMI couplers, 2N* phase shifters, and numerous waveguide bends and crossings, resulting in a
large switch with complicated design and control requirements.

It has been shown in the previous section that using a smaller (1 x 2) switch in
conjunction with the N x N GMZI greatly increases the flexibility of the 1 x ¥ switch. In a
similar manner, it is shown in this section that smaller GMZIs can be used in conjunction with
larger GMZIs to achieve NV x N non-blocking operation in a simple and compact structure. Using
this idea, two designs for the non-blocking switch are proposed: a cascaded design and a balanced
design.

The tradeoff for the simplified non-blocking designs mentioned in this section is that the
switches are only rearrangably non-blocking, meaning that any free pair of ports can be cross-
connected only by momentarily disrupting the existing cross-connects. This arises because the
multiple cross-connects in the N x N GMZI depend upon the state of a single phase shifter.
Although numerous phase shifters are used in the dilated switch mentioned above, each phase
shifter is associated with only one cross-connect. The result is that the dilated switch is strictly
non-blocking (free ports can be cross-connected without disrupting existing cross-connects).
Strictly non-blocking switching may not be required, however, in certain network restoration and
re-configuration applications where momentary disruptions may be tolerated. Furthermore, it has
recently been shown {59] that blocking GMZI switches can be used as the building blocks of
larger strictly non-blocking switch architectures.

4.7.1 Cascaded Design

The simplest GMZI is the 2 x 2 version, which is strictly non-blocking since a free input
and output port can be connected without disrupting an existing cross-connect, and the full set of
two permutations (bar and cross states) are attainable.

To create a 3 x 3 non-blocking switch, the six permutations listed on the left-hand side of
Table 4.4 are required. The three columns list the output ports to which inputs 1, 2, and 3 are
cross-connected, respectively. The 3 x 3 GMZI is capable of only three distinct output
permutations, listed on the right-hand side of Table 4.4. We only require the further capability of
switching the two latter outputs of the GMZI (second and third columns on the right-hand side)
from ascending to descending order, and vice-versa, to obtain the entire set of six permutations.
Fortunately, this is exactly the function provided by a 2 x 2 GMZI.
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Output Permutations 3 x 3 GMZI States
1 2 3
1 3 2 1 3 2
21 3 2 1 3
2 31
31 2
3 2 1 3 2 1

Table 4.4 Design of a 3 x 3 non-blocking switch. The left-hand side lists the cross-connect
permutations needed, and the right-hand side lists the permutations available from a 3 x 3 GMZI.
The three columns list the output ports to which inputs 1, 2, and 3 are cross-connected,
respectively.

The 3 x 3 non-blocking switch can therefore be realized using a 3 x 3 GMZI with two
adjacent output ports fed into a 2 x 2 GMZI. Control can be achieved using simple digital logic,
as in the 1 x N switches. For instance, the 3 x 3 non-blocking switch can be controlled using a
three-bit binary word.

To create larger non-blocking switches, the same approach as above can be extended.
For instance, a 4 x 4 non-blocking switch is realized by cascading a 4 x 4 GMZI, a 3 x 3 GMZI,
and a 2 x 2 GMZI. In general, N — | cascaded GMZIs are required to realize an N x N non-
blocking switch, as shown in Fig. 4.14. Operation of the cascaded switch is straightforward. The
first V x N GMZI is set such that the port to appear at the N-th position of the desired permutation
appears at the N-th output of the first GMZI. Next, the port to appear at the (N-1)-th position is
cross-connected to the (NV-1)-th output port of the second GMZI, and so forth.

Inputs VXV N-1 X N-1 4x4  3x3 2x2 Outputs
| GMZI GMZI GMZI GMZI GMZI
5 — — 2

’||I

- N-1
N

N-1
N

Figure 4.14 General layout of the N x N cascaded non-blocking switch. The switch is composed
of smaller GMZIs arranged in descending order.

The cascaded design is efficient since the number of possible switch states is equal to the
number of possible output permutations, which ensures that there is no redundancy in the design.
This enables the smailest number of MMI couplers, phase shifters, and waveguide crossings to be
used to achieve the N! permutations. Specifically, 2V - 2 MMI couplers, (N * + N ~4)/2 phase
shifters, and no waveguide bends or crossings are needed.

A disadvantage of the cascaded design is that the paths traversed by the optical signals
are not identical. The signal at the N-th output has traversed two MMI couplers, while the signal
at the (V - 1)-th output has traversed four MMI couplers, and so forth, while the signal at the first
output has traversed all (2V — 2) MMI couplers. Since each MMI coupler has a finite excess loss,
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the signal at the N-th output will be the strongest, while the signal at the first output will be the
weakest.

Because this power imbalance can severely limit the usefulness of the switch, an
alternative design is proposed.

4.7.2 Balanced Design

To balance N x N non-blocking switches requires removal of the restriction that smaller
GMZIs are placed at only the output ports of the largest (N x N) GMZI. By utilizing smaller
switches at both the inputs and the outputs of the N x N GMZI, the permutations necessary for
non-blocking operation can be achieved while maintaining a symmetric, balanced design.

To illustrate this concept, consider the 4 x 4 switch shown in Fig. 4.15. The switch is
balanced, since each path from an input to an output traverses two 4 x 4 couplers and four 2 x 2

couplers.
4x4 4x4
Imputs 2 x 2 MMIs MMI MMI 2x2MMis  Outputs
1 — — 1
2 — — 2
3 ] 3
4 — — HE=H — 4

Figure 4.15 The 4 x 4 balanced non-blocking switch. The shaded regions indicate phase
shifters. Three active 2 x 2 GMZIs and a central 4 x 4 GMZI allow 4-2° = 32 output permutations
to be achieved, with redundancy. The location of the passive 2 x 2 GMZI is chosen arbitrarily.

Non-blocking operation is possible since the two 2 x 2 switches at the outputs extend the
four permutations of the 4 x 4 GMZI to 16 permutations and an additional 2 x 2 switch at the
input provides another factor of two, for a total of 32 permutations, which is greater than the 24
permutations required. [n this case, three 2 x 2 switches are needed for non-blocking operation,
however, four 2 x 2 switches are needed to maintain balance in the switch. The fourth switch is
therefore passive. From symmetry considerations, the location of the passive 2 x 2 switch can be
chosen arbitrarily among any of the four peripheral positions.

In this switch both balanced and non-blocking operation are achieved, but at the expense
of increased complexity of control. In the 4 x 4 balanced switch, the 32 possible permutations are
not unique, so there are numerous ways to achieve the 24 permutations of the 4 x 4 switch.
Determination of the GMZI states required to achieve a given permutation is no longer trivial.

To determine how the balanced switch can be operated, it is necessary to first understand
why it is capable of non-blocking operation. Consider in Fig. 4.15 the imaginary horizontal line
(dashed line) that bisects the switch. This line bisects the 4 x 4 GMZI but does not cross any of
the other components. The cross-connect states for the 4 x 4 GMZI found from (4.11) are given
in Table 4.5, where the bisection of the 4 x 4 GMZI is again represented by a dashed line.
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4 x 4 GMZI Switch 23)_ 2D 249 _ @22

State (columns) 32) G4 G0 33
44 (4,3) 42) 4,1
Number of Crossovers { 0 2 1

Table 4.5 The cross-connect states (i, k) for the 4 x 4 GMZI, where each state corresponds to a
single column. The set of all possible crossovers of the inputs i/ from one side of the bisection
line (dashed line) to the outputs & on the other side is obtained within the four GMZI states.

For non-blocking operation, the switch must be capable of cross-connecting every
possible number of inputs from the top half of the switch to the bottom half, and vice-versa. This
is because the 4 x 4 GMZI is the only region in the switch where inputs into the top half of the
switch can be cross-connected to the bottom half, and vice-versa. The 2 x 2 switches are
confined to the top or bottom half of the device, and therefore cannot perform this “crossover”
function. In this example, the GMZI must be capable of 0,1, and 2 crossovers of inputs from the
top half to outputs in the bottom half, and vice-versa. From the last row in Table 4.5 it is seen
that the four states of the GMZI provide this full set of crossovers. This property of the GMZI
results in the non-blocking operation of the balanced switch.

To operate the switch in Fig. 4.15, the required number of crossovers is determined and
the 4 x 4 GMZI is set to the corresponding state in Table 4.5. The 2 x 2 GMZIs are then set in
either the bar or cross state to achieve the desired permutation. In this manner an operation tabie
for the 4 x 4 switch is derived. This is shown in Table 4.6.

Now returning our attention for a moment to the bottomn row of Table 4.5, it is seen that
another design is possible. Note that one of the four GMZI states is redundant, in that it results in
the same number of crossovers as another state. We may therefore choose either of these states,
and operate the 4 x 4 GMZI with only three states. The efficiency of this approach, however, is
obtained at the expense of operating the peripheral switches. Because we no longer have the
flexibility of all four possible 4 x 4 GMZI states, all four 2 x 2 GMZIs must now be capable ¢f
active operation.

Design of larger balanced non-blocking switches follows in a similar manner. A
bisection line is first drawn through the N x N GMZI. The cross-connect capability of the GMZI
ensures that every possible number of crossovers is achievable within the V states. The N x N
balanced non-blocking switch is then formed by simply connecting the ports on both sides of the
bisection line to M/2 x N/2 non-blocking switches.
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Output Port Permutation 2 x 2 GMZI States
Port Port Port Port | 4 x4 GMZI State | Lower Left | Top Right | Lower Right

1 2 3 4

1 2 3 4 (1,2) CROSS BAR BAR
1 2 4 3 (1,2) BAR BAR BAR
1 3 2 4 (1,4) CROSS CROSS CROSS
1 3 4 2 (1,4) BAR CROSS CROSS
1 4 2 3 (1,4) CROSS CROSS BAR
1 4 3 2 (1,4) BAR CROSS BAR
2 1 3 4 (1,2 BAR CROSS CROSS
2 1 4 3 (1,2) CROSS CROSS CROSS
2 3 1 4 (1,4) CROSS BAR CROSS
2 3 4 1 (1,4) BAR BAR CROSS
2 4 1 3 (1,4) CROSS BAR BAR
2 4 3 1 (1,.4) BAR BAR BAR
3 1 2 4 (L1 BAR BAR BAR
3 l 4 2 (L1 CROSS BAR BAR
3 2 1 4 (LD BAR CROSS BAR
3 2 4 1 L CROSS CROSS BAR
3 4 1 2 (1,3) CROSS CROSS CROSS
3 4 2 1 (1,3) BAR CROSS CROSS
4 1 2 3 (L1 BAR BAR CROSS
4 l 3 2 (Ln CROSS BAR CROSS
4 2 | 3 (LY BAR CROSS CROSS
4 2 3 | (L) CROSS CROSS CROSS
4 3 1 2 (1,3) CROSS CROSS BAR
4 3 2 1 (1,3) CROSS BAR BAR

Table 4.6 Operation table for the 4 x 4 balanced non-blocking switch in Fig. 4.15. The4 x 4
GMZI state corresponds to the relevant column in Table 4.5, and is abbreviated by the first pair
(i, k).

As an example of the balanced switch configuration for larger N, consider the 8 x 8
GMZI with the set of cross-connects given in Table 4.7. The ports are bisected as indicated by
the dashed line, and the number of crossovers for each cross-connect state are counted. Since the
ports are divided into groups of four, balanced 4 x 4 non-blocking switches can be connected to
both sides of the 8 x 8 GMZI to obtain the necessary permutations for the 8 x 8 balanced non-
blocking switch. The device is shown schematically in Fig. 4.16.
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State (columns) G4 66 G2 68 G G153 B

Number of Crossovers 1 0 2 1 3 2 4 3

Table 4.7 The cross-connect states (i , k) for the 8 x 8 GMZI, where each state corresponds to a
single column. The set of all possible crossovers of the inputs i from one side of the bisection
line (dashed line) to the outputs & on the other side is obtained within the eight GMZI states.

Larger switches are more complicated to operate than in the 4 x 4 case; however a simple
algorithm can be written to determine the individual GMZI states needed to achieve a desired
output permutation. The algorithm must first determine which of the N x N GMZI states yields
the number of crossovers indicated by the desired output permutation. Once this state is
determined, operation tables for the smaller non-blocking switches can be used to arrive at the
desired permutation. As mentioned previously, the permutations are not unique, and it may be
possible to operate a number of the smaller component GMZIs in a passive mode.

Inputs Outputs
1

4
5
6
7 cki blocking
8 switch

Figure 4.16 A balanced 8 x 8 non-blocking switch. Since the 8 x 8 GMZI is capable of every
possible number of crossovers of the imaginary bisection line (dashed line), non-blocking
operation is ensured by connecting the ports on either side of this line by smaller balanced non-
blocking switches.

By considering the multi-port cross-connect capabilities of the N x N GMZI, it has been
shown in this section that using combinations of larger and smaller GMZIs can result in non-
blocking operation. Two different designs for non-blocking switches have been presented. In
general, the cascaded approach yields switches which are simple to design and operate, but at the
expense of having unbalanced losses. The balanced approach equalizes the switch losses, but at
the expense of complex operation.
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The concepts discussed in this section are generally applicable, independent of a
particular waveguide or material technology and device design. In real devices, however, these
factors will play a critical role in determining the ultimate performance of the non-blocking
switches. [t has been shown in Section 4.3 that non-idealities can severely limit the crosstalk
attainable in a GMZI switch. It is therefore expected that when multiple GMZIs are used, the
tolerances to parameter fluctuations are even more stringent. This is investigated further in the
following section.

4.7.3 Tolerance analysis of a balanced non-blocking switch

To realize GMZI switches with good crosstalk performance and low optical losses, it is
essential that the constituent MMI couplers impart accurate power splitting ratios and phases to
the self-images. In this section the effects of MMI coupler imbalance and phase deviations are
quantified, enabling a tolerance analysis of a 4 x 4 balanced non-blocking switch to be made.

The balanced 4 x 4 non-blocking switch shown in Fig. 4.15 is comprised of 2 x 2 and
4 x 4 GMZIs, each with a characteristic loss and crosstalk which is a function of the imbalance
and phase deviation present in the MMI couplers. These effects arise from imperfect imaging in
the coupler, which can occur when the fabricated length of the coupler differs from the designed
value. It was shown in Chapter 3 that the length of an MMI coupler is proportional to the square
of its width, so it is therefore critical to control the coupler width during the fabrication process
(3.

The performance of 2 x 2 and 4 x 4 GMZIs for various deviations of the MMI coupler
length has been simulated using MPA. While the analytic expression (3.32) can be used to find
the crosstalk, the MPA approach has been chosen since it can also be used to determine excess
losses. The details of the waveguide design used in the analysis will be given in the next chapter.
The resulting worst-case channel loss and crosstalk values are given in Table 4.8, along with
values for the 4 x 4 non-blocking switch, calculated by noting that each path through the switch
traverses two 2 x 2 GMZIs and a 4 x 4 GMZI.

MMI Coupler 2 x 2 GMZI 4 x 4 GMZI 4 x 4 balanced non-
Length blocking switch
Deviation Channel | Crosstalk | Channel | Crosstalk Channel | Crosstalk
Loss (dB) (dB) Loss (dB) (dB) Loss (dB) (dB)
oL =0 um 0.90 -26.8 -2.19 -22.0 3.99 -19.8
OL=%5 um 0.96 -23.9 -2.22 -19.3 4.14 -17.0
oL =+10 um 1.04 -174 -2.43 -13.3 4.51 -10.8

Table 4.8 Tolerance analysis for the component GMZIs and the aggregate 4 x 4 balanced non-
blocking switch in Fig. 4.15, calculated using the MPA technique.

With the waveguide design chosen, the non-blocking switch is limited to a loss of 4 dB
and a crosstalk level of —20 dB, even with optimum coupler lengths. This is the result of a small
imbalance and phase deviation present even at the optimum coupler length, due to the finite
number of modes available for imaging in the muitimode region. When the imaging in the
couplers degrades, the loss and crosstalk both increase. The situation becomes worse for larger
switches, because the region of acceptable MMI coupler length deviation for a given excess loss
and crosstalk shrinks as N increases, placing stricter requirements on the fabrication technology
[31]. To realize non-blocking switches with good performance, it is therefore imperative that
MMI couplers with precise imaging and low excess losses are used.
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Chapter 5
Device Design

The theory of self-imaging in multimode waveguides and variable-ratio power splitting
and switching in the GMZI have been presented in previous chapters. To verify this theory and
demonstrate the practical feasibility of achieving the predicted device functions, a number of
prototype devices have been designed. This chapter describes the device design and modeling
performed at the Telecommunications Research Laboratories in Edmonton, Alberta, which
culminated in the development of a photomask from which the devices can be fabricated.
Portions of this chapter have been reported in Photonics Technology Letters [35]; and in a paper
presented at the International Conference on the Applications of Photonic Technology
(ICAPT °98), in Ottawa, Canada [60].

5.1 Introduction

To verify the theoretical results developed in the earlier chapters, it is necessary for the
GMZI to be designed and fabricated. Perhaps the most important determinant of the performance
of an integrated optical device, and a necessary prerequisite for its design, is the choice of
material system from which it is to be fabricated. From the growing number of technology
possibilities in which to realize integrated optical devices, a silica-based waveguide system has
been chosen, for reasons which will be discussed in this chapter.

A strongly guiding rib waveguide design has been used, and a number of structures such
as single mode waveguides, 2 x 2 and 4 x 4 MMI couplers, and 2 x 2 and 4 x 4 GMZIs have been
designed. The design requirements of these devices, the motivation for various choices and
tradeoffs, the final design parameters chosen, and simulations of the device performance are
described in this chapter. This work serves the basis for the development of a photomask, which
is used to specify the device designs during the fabrication process. The fabrication of the
integrated devices is the subject of the next chapter.

5.2 Choice of technology

Since the idea of integrated optics was first proposed in 1969 [6], extensive research has
been performed on a variety of optical materials such as semiconductors, lithium niobate, silica-
based glasses, and polymers, and to date much discussion exists over which system is the most
suitable for integrated optical switching components. Each material system has its own
advantages and drawbacks.

Semiconductors typically have a high refractive index, allowing ultra-compact devices to
be made. Large-scale single-wafer integration of semiconductor switches with sources, detectors,
and optical amplifiers is also possible. Furthermore, through the carrier-induced electro-optic
effect, very fast active operation is achieved using a relatively low electrical power [61]. The
drawbacks of semiconductor devices include high coupling losses to optical fiber, high material
absorption losses, an expensive and complex material processing technology, and problems with
reproducibility, long-term stability, and reliability [10].

Lithium niobate (LiNbQ;) exhibits lower iosses than semiconductors, has very good
electro-optic properties resulting in low power switching, has a very fast dynamic response, and
exhibits useful nonlinear properties [8]; however the materials and processes involved make
device fabrication difficult, the device size tends to be large, device stability and reliability are
low, and coupling losses to optical fiber are still relatively high [10].

Silica-based waveguide technology is a promising alternative for integrated optical
devices. Silica (Si0O-.) is widely available, relatively inexpensive, has a very low transmission
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loss, low fiber coupling loss, low polarization sensitivity, a simple and flexible fabrication
technology, and a high stability and reproducibility [9], [10], [22]. Drawbacks of silica-based
materials are larger device sizes compared with semiconductors, and active devices which are
operated using the thermo-optic effect, which is weak in silica-based materials and results in
relatively low-speed and high-power switching [5].

Polymer-based waveguide technology has been gaining considerable interest in recent
years, due to the ease of fabrication (polymer layers can be spin-coated), lower power active
switching compared with silica, and good coupling to standard single mode fibers [62]. The
drawbacks are the high material losses in polymers compared with silica-based glasses, a large
thermal expansion coefficient, and the unproven long-term stability and reliability of these
materials.

In the present work, a very high switching speed is not required, because the
reconfiguration function for optical networks will generally occur on a time scale of milliseconds
[62]. Instead, achieving low-loss, low-power, polarization-insensitive operation for the given
technology are more important, so the integrated optical devices will be fabricated in a silica-
based system. Furthermore the device processing technology is well-developed and understood,
and devices can be fabricated in a relatively straightforward manner [63].

5.3 Waveguide Design

5.3.1 Design requirements

Integrated optical switches and power splitters to be used within an optical fiber network
must satisfy rigorous loss, polarization, power, and functional requirements. To meet each of
these demands a number of choices and tradeoffs must be made, resulting in an optimum
waveguide design for a given application. Each of these requirements will be discussed.

Since planar optical waveguide propagation losses typically exceed the losses in an
optical fiber by a factor of 10* or greater, it is imperative that integrated devices are kept small.
Recall from Chapter 2 that waveguides with a large core-cladding refractive index contrast
support a larger number of modes for a given width. Small single mode and multimode
waveguides can therefore be produced if the refractive index contrast is large. Furthermore, it
will be shown that integrated optical devices typically require waveguide bends; a high index
contrast allows compact, low-loss bends to be designed.

Integrated optical devices such as power splitters and switches are typically connected to
optical fibers at both the input and output. The input light from a fiber typically has an unknown
state of polarization, so an integrated device must operate independent of polarization to
minimize polarization-dependent loss and response characteristics. Effects such as waveguide
geometry, core and cladding refractive indices, and intrinsic material properties determine the
degree of polarization dependence in a waveguide. These parameters must therefore be
optimized in the waveguide design.

Active integrated components should be operable using low power levels, to minimize
the cost of operation and the total power dissipation on a wafer, and to reduce the overall size of a
packaged device. The choice of a silica-based technology rules out the possibility of active
control through the electro-optic or magneto-optic effects, because the strength of these effects is
very low in silica-based materials [43]. The thermo-optic effect in silica, however, is moderate,
so this is the method chosen for active device operation in this work. The thermo-optic effect
uses heat to change the optical properties of a waveguide, so a good waveguide design must
direct heat flow and confine it to desired locations in order to maximize speed while minimizing
power consumption levels.

Since the devices to be realized are based upon multimode interference effects, a
waveguide design which results in good imaging behavior in MMI couplers must be used in order
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to minimize excess losses and phase deviations. Recall from Chapter 2 that the resolution of self-
images in the MMI coupler increases as the number of modes in the coupler increases. This
indicates that a high refractive index contrast should be used to maximize the number of modes
available for imaging. Furthermore, it has been shown in Chapters 3 and 4 that in order to
fabricate devices with acceptable performance levels, it is essential that the theoretical relations
for the MMI coupler imaging length and the phases of the images are satisfied. Since these
relations have been derived based upon the approximation of sinusoidal field distributions given
by (2.20), it is essential that this approximation is accurate. A large refractive index contrast is
therefore required to ensure that the strongly-guiding approximation is valid in the multimode
region.

The requirements described above are numerous and sometimes conflicting. For
example, a metal heater is typically used for thermo-optic devices and must be located
sufficiently far from the optical field to prevent interaction with the optical field which will lead
to attenuation of the light by the metal. If the heater is far from the optical field, however, the
waveguide heating is inefficient and the heat can potentially spread to unwanted regions. This
conflict will be addressed in Section 5.3.4.

Another example is the design of polarization-independent MMI-based devices. Devices
such as the GMZI rely upon self-imaging in MMI couplers and propagation in single-mode
waveguide arms. If a polarization-independent single-mode waveguide is designed, then the
MMI couplers will be polarization dependent since their geometry differs from that of the single-
mode waveguide. Conversely, if polarization-independent MMI couplers are designed, the
single-mode waveguides will exhibit polarization-dependent behavior. To resolve this issue
while maintaining a simple waveguide design, a tradeoff must be made. In this work, a
polarization-independent single-mode waveguide design is chosen because the polarization
dependence in MMI couplers is typically low [9], and the light in the devices propagates for only
a short distance in the couplers (hundreds of um), while the propagation distance in single-mode
waveguides is much longer (mm to cm). Moreover, in a waveguide with a high refractive index
contrast, the light is strongly confined within the core region, allowing adjacent single-mode
waveguides to be located in close proximity with negligible coupling between them. This results
in MMI couplers which can be designed with closely-spaced input and output waveguides, thus
minimizing the width and length of the couplers and in so doing improving their polarization
behavior.

As a final example illustrating conflicting design requirements, consider all the benefits
of smal: devices with a high refractive index contrast described above. In contrast to this, an
optical fiber has a low refractive index contrast and dimensions that are typically larger than those
of planar single-mode waveguides. Since low-loss fiber-to-chip coupling requires matching the
size and shape of the mode in a single-mode optical fiber to the waveguide mode, large mode-
mismatch losses will occur at fiber-waveguide interfaces. To overcome this problem a number of
methods are available, such as increasing the waveguide mode size through adiabatic waveguide
tapers in one or two dimensions [64], [65], using complex configurations of partially segmented
waveguides [66], or using special fibers with reduced mode sizes [67]. In this work, the latter
approach is chosen for its simplicity; however, in principle, other methods can be applied to the
designs developed here.

5.3.2 Choice of material system

To achieve the confinement and waveguiding of light, regions of differing refractive
indices are needed. Control over the refractive index in SiO is typically achieved by doping with
a small amount of phosphorus, germanium, or titanium; however, the refractive index contrast
attainable by these methods is typically very low [5], [68], [69]. As a result, silica-based devices
tend to have a relatively large size and exhibit weak optical confinement.
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In recent years, silicon oxynitride (SiON) has received considerable interest as a
promising material for use in silica-based waveguide applications (see, for example, [63],
[70]-[72]). The method of plasma-enhanced chemical vapor deposition (PECVD) offers an easy
way of depositing core layers of SiON, by nitrogen/silicon doping of silica at low temperatures.
Furthermore, the material exhibits favourable optical properties such as tuneability of the
refractive index in the range between 1.45 (SiO-) and 2.0 (Si3N.), and low absorption losses for
visible and near infrared wavelengths.

Unfortunately as a result of the PECVD growth process, SiO, and SiON layers contain
hydrogen, which causes absorption of optical wavelengths around 1500nm, near the
telecommunication wavelength region of interest [63], [70], [72], [73]. A common method to
reduce the loss is by performing a high-temperature (>1100 °C) annealing step to drive off excess
hydrogen in the layers, thereby resulting in very low propagation losses around the 1550nm
wavelength region [70], [73], [74]. The drawback of this method, however, is that the layer
thicknesses and refractive indices change upon annealing, and the changes themselves differ with
the refractive indices used [75]. The compensation of these effects for a particular waveguide
structure is largely a material processing task.

Since it is more important in this work to demonstrate the functional operation of devices
than to achieve the lowest possible losses, the layers to be used in the fabrication were not
annealed. This decision allows the device functionality to be emphasized. The applicability of
the low losses attained by others [75], [76] to the present devices was instead demonstrated by
measuring an annealed SiON layer with the same characteristics as the core layer used in the
devices.

5.3.3 Waveguide structure — optical properties

In this work a novel waveguide structure has been chosen to exploit the advantages of
PECVD SiO./ SiON technology. A cross-section of this structure is shown in Fig. 5.1.

Figure 5.1 Cross-section of the rib waveguide design used in this work. The chromium layer is
used for thermo-optic phase shifting in the arms of GMZI devices.

The waveguide consists of a core layer of SiON surrounded by upper and lower cladding
regions of SiO,. The structure is a strongly guiding rib waveguide, with a very high lateral index
contrast due to the lateral air interfaces and a high transverse index contrast (An = 0.101) between
the core and cladding regions. The core (n. = 1.561) and cladding (n, = 1.46) refractive indices
are designed for a 1550nm wavelength and are chosen so as to maximize the index contrast while
maintaining single-mode waveguide dimensions large enough to facilitate fiber coupling. The rib
height is 4.5 um, and a 6 um SiO, buffer layer separates the core from the underlying silicon
substrate. This buffer layer thickness results in a substrate attenuation on the order of 10 dB/cm,
calculated using the method described in Section 2.2.2.
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The rib is formed by a deep etch through the core and into the lower cladding region.
This serves a number of useful purposes. First, the lateral air-film interfaces result in a very high
refractive index contrast. In muitimode waveguides, this yields a good approximation to (2.20)
and therefore a better MMI coupler performance. Secondly, etching through the waveguide core
reduces the sensitivity of the waveguide performance to fluctuations in the etch depth arising
during fabrication. An etch depth of 0.5um into the lower cladding has been chosen so that a
complete etch through the core is assured. Finally, the deep etch results in favourable thermal
properties, which will be discussed in detail in the following section.

The effective indices for the TE and TM modes of the single mode waveguide can be
calculated using the EIM described in Section 2.3. However, this method requires a separation of
the rib waveguide into three slab regions as shown in Fig. 2.3. Note that in Fig. 5.1 the regions
adjacent to the rib do not constitute slabs, so the total effective index n, for this structure cannot
be calculated using the EIM. Since the MPA and the resulting MMI coupler design equations
require a value for n., a modified-EIM approach is utilized [77]. In this approach, the total
effective index n, for the modes of the waveguide are first calculated by an accurate method. The
vector finite element mode solver FWave [78] has been chosen for this. Next, the second step of
the EIM is performed using n, = | and a value of n. that results in a total n, (for a single-mode
waveguide) or L, (for a multimode waveguide) that matches the value calculated by the mode
solver. The use of the unity index is justified since the regions adjacent to the core in Fig. 5.1 are
substantially air.

The TE and TM single mode field profiles and effective indices calculated using FWave
are shown in Fig. 5.2, for a single-mode waveguide width of 2.7 um.

nre= 1.4877489 Neru = 1.4877239

Figure 5.2 Single-mode field profiles for TE and TM modes for the waveguide structure in
Fig. 5.1. The contours represent field amplitude values in steps of 10%, while the outermost
contour represents a 1% field amplitude. The figure is to scale.

The waveguide width has been chosen to ensure single-mode, polarization-independent
propagation in the waveguide. The polarization dependence of a waveguide is typically
characterized by its birefringence, which is the difference between the TE and TM effective
refractive indices, i.e.,

Pore-tv =PetE —Rerv (5.1
Note that in Fig. 5.2 the effective indices for the TE and TM modes are nearly identical, resulting
in a birefringence of 2.5 x 10”°. This low value has been obtained by calculating the effective TE
and TM indices for various waveguide widths using FWave, and noting that at a width of 2.7 ym
the values nearly overlap. Typically, symmetric waveguide structures consisting of a square
waveguide core surrounded by a uniform cladding region are used to ensure polarization-
independent propagation [5], [67], [69]. While these “buried-core” waveguides achieve
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polarization independence through symmetry in their geometry, the design in Fig. 5.1 uses a
combination of geometry, etching, and refractive index contrast to achieve the same effect.
Furthermore, as will be discussed in the following section, the present geometry has more
favourable thermal properties than the buried-core structure.

The upper SiO- cladding layer thickness in Fig. 5.1 is 3 um. This value has been chosen
for two reasons. First, the relatively thick top cladding serves to balance the thick lower cladding,
maintaining symmetry in the waveguide. The result is that the mode fields shown in Fig. 5.2 are
nearly circular in the rib, which will result in lower coupling losses between the waveguide mode
and the circular mode field of an optical fiber. Secondly, the thick top cladding serves to
effectively isolate the waveguide mode from the chromium metal region used for active thermo-
optic device control. This will be discussed further in the following section.

5.3.4 Waveguide structure — thermal properties

In the GMZI devices described in Chapters 3 and 4, the intensity in an output port is a
function of the phase shifts applied to the light in the waveguide arms. In silica-based
waveguides, this phase shifting is most efficiently achieved by the thermo-optic effect, wherein
the phase of a mode in a waveguide arm is controlled by means of a temperature change in that
arm.

SiO, and SiON are thermo-optic materials, which means that the refractive index is a
function of the temperature of the material. The strength of this dependence is gauged by the
magnitude of the thermo-optic coefficient a, which measures the change in refractive index in a
material for a unit temperature change,

dn
as=— (5.2
T )
A change in refractive index, following the discussion in Chapter 2, modifies the effective index
of the mode in the waveguide. From (2.12), it is seen that this results in a modified propagation
constant AB. Since the phase ¢ = Bz in (2.2), the resulting phase shift is given by

Ap=L,-AB+B-AL, (5.3)

where L, is the propagation length in the region of modified temperature. The phase shift in (5.3)
contains two terms: the first is a change in propagation constant due to the thermo-optic effect,
and the second is a change in the physical length of the waveguide due to thermal expansion.
Since the thermal expansion coefficient for silica is very low for moderate temperature increases
[5], the second term in (5.3) may be ignored, while the first term may be expanded to yield
2
Ap= 2ral, AT (5.4)
A

where A is the wavelength and AT is the temperature increase in the waveguide. Using the
generally accepted value of & = 1 x 10 ° C" for SiO- and SiON [5], [71], [79], and a 4 = 1550
nm in (5.4), a phase shift of r is expected for temperature increases of AT = 38.8 °C and 25.8 °C
in heater lengths of L, =2 mm and L, = 3 mm, respectively.

In Fig. 5.1 a 200 nm thick chromium layer is situated on top of the rib to serve as a
thermo-optic heating element in the waveguide arms of the GMZI. The ends of the heater are
connected to electrodes and a voltage is supplied to induce an electrical current to flow through
the chromium. The heater is thus a resistor that dissipates heat by an amount proportional to the
square of the current flowing through it, or by an amount linearly proportional to the electrical
power applied.

Since the effective index of the waveguide mode must be altered to induce a phase shift,
the temperature in the region where the mode is guided must be increased. From Fig. 5.2, this
corresponds to the waveguide core region and the immediately adjacent cladding regions. This
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suggests that the most efficient heat transfer (and hence the lowest required operating power) can
be achieved by locating the heater as close as possible to the waveguide mode. Metals, however,
have complex refractive indices with an imaginary part contributing to the attenuation of light.
The metal heater is thus an optical absorber or attenuator, and must be located a safe distance
from the waveguide mode to ensure low-loss phase shifting [43].

For this reason, a relatively thick upper cladding (or buffer layer) has been used in the
design shown in Fig. 5.1. A thickness of 3 um has been determined based upon an analysis of an
asymmetric three-layer slab waveguide with a fourth metal cladding layer covering the structure.
The analysis is exactly the same as the four-layer slab described in Section 2.2.1, if the refractive
index of the air layer is replaced with the complex refractive index n,, of a metal given by

P=(n, -Jn,) =¢,=¢ +Js, (5.5)

where J=+~1, ¢ is the dielectric constant, & , & <0 , and the subscripts r and im denote the
real and imaginary parts, respectively. A rigorous analysis of the slab structure is presented
elsewhere (43]; only the results will be discussed.

The presence of the metal layer affects TM modes to a significantly greater degree than
TE modes due to the continuity of tangential field components at an interface. The analysis is
therefore restricted to TM modes. The result of the analysis is that the propagation loss of the
fundamental TM mode is a maximum at a certain buffer layer thickness §,. This thickness is
approximated by

Iy

- A -1 [n,z} n; —¢,
8, = ———=——tanh™|| —| [=——F% (5.6)
g 2n\n; —n} [ [l 2 ‘"f]

where 7, and n, are the core and upper cladding indices, respectively, as defined in Fig. 2.1. At
thickness values below §, , the fundamental TM mode is transformed into a surface plasma mode.

In a single-mode waveguide, it is found that the propagation loss in the slab can be
reduced to a value well below 0.1 dB/cm if an upper cladding layer thicker than 10 x §, is used
[43]. Using the complex dielectric constant for chromium ¢, = -41 -J 42, the layer indices
n; = 1.46 and n, = 1.561, and A = 1550 nm in (5.6), a value of §, = 0.206 um is found. The buffer
layer should therefore be thicker than 2.06 um. For safety, a value of 3 um has therefore been
chosen.

Silicon has been chosen as a substrate material primarily because high-purity,
inexpensive wafers are widely available. An added benefit is that it can be considered as a
perfect heat sink, since the thermal conductivity of silicon is much higher than that of SiO./SiON
[80]. This means that any heat applied to the waveguides will be quickly drawn to the substrate,
resulting in a potentially fast device response. Unfortunately, this also means that a greater
applied power is needed to achieve a given temperature increase in a waveguide, resulting in
high-power operation.

This tradeoff between low-power and fast operation is typical of silica-based thermo-
optic devices [80], [81]. Complicated techniques such as etching grooves alongside buried-core
waveguides or under-etching the silicon region below a waveguide have been used to improve the
time-power product of the thermo-optic effect, with limited success [80]-[82].

The waveguide in Fig. 5.1 is designed to minimize the time-power product, which can be
considered as a figure of merit for thermo-optic devices. The thickness of the lower cladding
plays an important role in this respect. In general, a thick lower cladding increases the heat
capacitance in the SiO./SiON layers resulting in low-power but siow operation, while a thin
lower cladding results in fast but high-power operation. It is thus believed that the choice of an
optimum lower cladding thickness in combination with the waveguide geometry presented can
enable a low time-power product to be achieved.
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An added benefit of the present design is that the deeply-etched rib virtually eliminates
the polarization dependence of the thermo-optic effect. Though silica is an isotropic material (it
possesses directionally-independent properties), anisotropic stress-optical effects occur in the
material when it is non-uniformly heated [43], [82]. It has been found that etching stress-
releasing grooves alongside buried-core waveguides improves their polarization behavior when
heated [80]. In contrast, the structure shown in Fig. 5.1 has intrinsically low stresses since the
core and cladding regions are directly exposed to air and are therefore free to expand.
Furthermore, the thermal isolation of adjacent rib waveguides is high, since the thermal
conductivity of air is very low [83]. This ensures that heat is directed down towards the substrate
heat sink and does not move laterally toward an adjacent waveguide.

The thermal behavior of the waveguide design has been simulated using the software
PDEase [84] to solve the two-dimensional heat equation in the rib waveguide using the finite
element method. Source code has been written to specify the waveguide geometry, boundary
conditions, and material parameters such as thermal conductivity and heat transfer coefficients for
Si, Si0s, SiON, and air. Simulations have been performed to determine the required heater power
to induce a given temperature increase in the waveguide core, for various buffer layer thicknesses
and waveguide separation distances.

Based on the simulations, an optimum lower cladding thickness of 6 um has been
calculated. The results of the simulation for the optimum structure are shown in Fig. 5.3.
Fig. 5.3(a) shows the heat flow through the rib region and Fig. 5.3(b) shows the resulting AT
distribution. The temperature increase in the waveguide is found to be proportional to the applied
heater power. From (5.4), the phase shift is thus proportional to the applied power. A
temperature increase of AT =45 °C in the core region is seen for an applied power of 100 mW in
a 2 mm long heater, or for an applied power of S0 mW in a 3 mm long heater. Based on the
calculation from (5.4), this temperature increase is sufficient to induce a 7 phase shift in the light
travelling through the waveguide.
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Figurc 5.3 Thermal simulation results for an optimized waveguide structure with an applied
heater power of 100 mW, showing (a) the heat flow, and (b) the AT distribution in the single-
mode rib waveguide. The figures are to scale.
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The heat flow diagram in Fig. 5.3(a) indicates that most of the heat is confined to the rib
region and is quickly drawn down to the silicon substrate which has a high thermal conductivity
and acts as a heat sink. Since adjacent ribs are separated by air, the lateral heat dissipation is
small and therefore large temperature gradients can be maintained over small lateral distances.

The temperature distribution in the rib waveguide in Fig. 5.3(b) indicates that the ambient
temperature is maintained at a lateral distance of < 10 um from the rib. This absence of lateral
heat conduction allows adjacent rib waveguides to be placed in close proximity, with a negligible
temperature increase in an unheated waveguide. This allows for the design of compact active
devices.

S.4 MMI coupler design

5.4.1 MMI coupler dimensions

The optimum imaging length of an MMI coupler must satisfy the relation given in (2.25).
The coupler length is a function of the beat length of the two lowest order modes in the
multimode region, which from (2.23) depends upon the propagation constants and hence the
effective indices for these modes. The effective indices in turn, depend upon the waveguide
geometry, and in particular the physical width #. Since the width of a multimode waveguide is
larger than the width for polarization-independent propagation shown in Fig. 5.2, polarization
dependence among the TE and TM modes arises in the multimode region. This results in slightly
different beat lengths and thus different imaging lengths for the two polarizations.

To minimize the polarization dependence, the coupler width must be kept as small as
possible. The coupler should, however, be wide enough to accommodate the N input and output
single-mode (access) waveguides as shown in Fig. 2.5, with a negligible power coupling between
them. The choice of a suitable coupler width is therefore critical. The following design
procedure has been used to determine the optimum coupler width.

First, FWave has been used to find the effective indices of the two lowest order TE and
TM modes of the MMI coupler, for various physical widths #. These are then used to find the
beat length of the coupler for both polarizations, using (2.12) and (2.23). To minimize the
polarization-dependent coupler imaging length requires the difference between these beat lengths,
ALz,

AL, =|L, e = Ly 1 (5.7

to be minimized. Allowing a width to support at least NV single-mode waveguides, optimum
coupler widths of W = 8.0 um and W = 16.0 um have been found for N = 2 and N = 4,
respectively. This results in minimized beat length differences of AL,=5.44 um (¥ =2) and
AL, = 11.04 um (N =4). For short coupler lengths a value of M = | is chosen, so from (2.25), the
polarization-dependent coupler imaging length variations are ALyy = 8.16 um (¥V=2) and
ALyy =8.28 um (N =4). These values represent the result of the tradeoff between polarization
independence in the single-mode waveguides and in the MMI couplers discussed earlier.

Next, the effective width W, is calculated from (2.13) for both TE and TM polarizations,
and an average value is found. The waveguide positions are then calculated according to Fig. 2.5,
using a free parameter value of a = W, /2N so the waveguides are spaced as far apart as possible.
This results in an access waveguide spacing of 1.45 ym (¥ =2) and 1.36 um (N = 4).

Finally, as mentioned earlier, the separation between adjacent access waveguides must be
large enough to ensure negligible power coupling between the waveguides. To verify this,
FWave is used to find the two lowest order TE and TM effective indices of a system of two
adjacent single-mode waveguides with the structure shown in Fig. 5.1, separated by a gap (in air)
of 1.36 um, as a worst case. The coupling length (or beat length), where the optical power in one
waveguide is completely transferred to the other waveguide, is found for both polarizations using
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