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Abstract
Failure Independent Path-Protecting (FIPP) p-Cycles is a recently proposed

protection architecture for transport networks that extends the properties of mesh-like

efficiency and ring-like speed of span-protecting p-cycles to path protection. FIPP p-

cycles provide shared end-to-end protection to working paths and exhibit properties

of pre-connection, end-node activation and failure independence. In this thesis we

advance the state of the art in FIPP p-cycle networking. We first introduce two new

methods for FIPP p-cycle network design: FIPP column generation (CG) and FIPP

iterative heuristic (IH). This is followed by the introduction of a new method for joint

capacity placement design called FIPP disjoint route set (DRS) joint capacity place-

ment (JCP) which is followed by an in-depth investigation on the effects of jointness

in FIPP p-cycle designs. Next we introduce a series of comparative case studies involv-

ing several pre-connected network survivability architectures in the context of trans-

parent optical networking. These studies include topics of single, dual and node

failure restorability, minimum wavelength assignment and transparent reach analysis.

The final contribution of this thesis is the investigation of the capital expenditure

associated with the implementation of FIPP p-cycle designs using optical transport

networking equipment as described in the NOBEL cost model. A new method called

FIPP maximize unit path straddlers (MUPS) is introduced as part of this final study

in order to utilize the property of same wavelength protection. This new approach is

motivated by opportunities for cost reduction discovered in the initial costing exercise

of the NOBEL cost model investigation.
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Chapter 1: Introduction
1.1 Introduction

The Internet is undoubtedly one of humanity’s most important and complex

systems and this importance will only grow as more Internet services and applications

are developed. Connecting over a billion users and prevalent in nearly every sphere of

human activity, it is built and fundamentally dependant on the underlying backbone

transport network. In addition to Internet traffic, this network also services cellular

phones, banking machines, leased lines, etc. This network handles a tremendous

amount of data. Technologies such as dense wavelength division multiplexing

(DWDM) allow for transmission of multiple terabits per second of traffic in a single

fiber. Like any other man-made system, the transport network is susceptible to failure

and as more is demanded of it, and as more mission critical services are deployed, the

more crucial it becomes to protect this network and the traffic on it.

The physical medium that allows for the backbone network to handle the

large amount of data that it does is the fiber optic cable. This medium is very fragile

and despite the vast amount of resources spent on maintenance and preventive mea-

sures, cable cuts are the most common reason for transport network outages. The rea-

sons for these failures range from natural causes to human error and sometimes even

sabotage. Cables placed underground are vulnerable to dig ups and rodent damage, as

well as landslides and floods. Aerial cables are subject to vehicle damage by snagging

or by accidents involving telephone poles. They are also vulnerable to fires, tree falls,

contact with power lines and ice. Undersea cables are vulnerable to being tangled in

fishing nets, anchors dragging across the ocean floor, currents and tides rubbing the

cable on sharp rocks on the ocean floor as well as seismic activity. According to a study

done by the Federal Communications Commission (FCC) in 2002, it is estimated

that for a 1000 miles of cable, a long haul network experiences 3 cuts annually,

whereas metropolitan networks experience as many as 13 [1]. This means that a typi-
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cal longhaul network with 30,000 miles of fiber can expect an interruption from a

severed cable every 4 days or so and a network containing 100,000 miles of cable will

experience an interruption more than once a day. Severed optical cable is not the only

cause of transport network outages. Network equipment, support and power systems

are also susceptible to failure. These systems, however are housed in protected and

maintained facilities with redundant network equipment, backup power supplies and

are staffed by technicians who are able to address problems quickly when they arise.

To the end-user the majority of these failures are virtually invisible. Enough

spare resources are provisioned so that affected traffic is quickly re-routed through the

network ensuring that connectivity is maintained while the repairs are underway.

Despite best efforts, major outages still occur and are quickly picked up by the media,

often as front page news. The most notorious event in recent history happened in

February 2008, when four undersea cables failed in the Mediterranean region over a

course of a week due to cables being severed by anchor dragging and disruption due to

power failure. The events resulted in massive outages in Egypt, the Middle East and

India [2][3][4]. Another recent example happened in the same region in December

2008, when three cables were almost instantaneously severed by seismic activity [5].

In November 2003, the TAT-14 ring system linking Europe and the United States suf-

fered a major disruption when a fault occurred in an undersea portion of the cable

between France and the Netherlands, causing disruption of service in the UK. This

system was vulnerable at this time because part of the system near the US coast already

suffered a fault earlier in the month and was not yet repaired [6]. In the United States

in recent years, heavy rains, leading to a washout between Palm Springs, California

and Phoenix, Arizona, caused two cables to be cut resulting in service disruption for

thousands of customers [7]. Another example happened in southern Colorado where

the heat from a controlled burn melted underground fiber optic cable, causing a 9

hour outage in the region [8].
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The extra capacity required to guarantee that the network can be reliably

restored after failure without the end-user noticing is not an unlimited resource. Lay-

ing tens of thousands of kilometers of cable is capital intensive as is the equipment

necessary to support 10Gbits/s (OC-192) line rates commonly deployed in modern

transport networks. Because of this, it is in the interest of the network operators to

deploy network protection that is efficient and cost effective. To date, several different

network protection architectures have been introduced, each providing unique advan-

tages such as speed of recovery, capacity/cost efficiency, operational simplicity, ease of

implementation and others. One particularly new protection architecture, and one

that is the focus of this thesis, is called failure independent path-protecting (FIPP) p-

cycles, introduced below.

1.2 Failure Independent Path-Protecting p-Cycles

Recently, a new architecture was introduced called failure independent path-

protecting (FIPP) p-cycles ([38], [39], [40]). It extends the concept of span-protecting

p-cycles to end-to-end path protection. Being an architecture that utilizes cyclical pro-

tection structures, similarly to ring systems and p-cycles, it allows for pre-connection

of protection paths. This means that these paths may be established and in a fully

ready and tested state before the onset of failure. This is a desirable property in trans-

port networks and is related to the speed at which the architecture can recover traffic

affected by network disruptions. The property of pre-connection is especially impor-

tant in optical networks where it is unrealistic to expect the quality of the protection

path to be high if it has to be assembled and cross-connected in real time, immediately

after failure. The reason for this is because, in optical transparent networks, the signal

cannot be regenerated as it travels from its origin to its destination. Instead, the signal

must be cross-connected optically end-to-end and the integrity of the entire path (as

opposed to inter-repeater path sections) must be designed for. This architecture allows

for capacity efficiencies that are in the range achieved by shared backup path protec-
3



tion (SBPP); a state of the art path-oriented network protection architecture that does

not utilize pre-connection. Lastly FIPP p-cycles allow for simple, end-node activated,

failure independent restoration actions making it a unique architecture on which there

has been relatively little research done, compared to span-protecting p-cycles and

SBPP. Because of the properties mentioned above FIPP p-cycles is a strong contender

for implementation on optical transport networks.

1.3 Thesis Outline and Highlights

This thesis advances the state of the art of the FIPP p-cycle concept, contribut-

ing significantly to the FIPP related body of literature. The body chapters of this the-

sis are organized into three main sections. Chapter 2 and Chapter 3 introduce the

background concepts relevant to transport networking and also introduce the FIPP p-

cycle concept in detail. Chapter 4 and Chapter 5 focus on new methods developed for

generating FIPP p-cycle solutions. Chapter 6 and Chapter 7 outline the FIPP p-cycle

studies done as part of the collaboration project between TRLabs (Edmonton,

Alberta, Canada) and Nokia Siemens Networks (Munich, Germany). This collabora-

tion project, referred to as HAVANA (which stands for High AVAilability Network

Architectures), was a commissioned study that focused on four main pre-connected

architectures: FIPP p-cycles, pre-cross-connected trails (PXTs), demand-wise shared

protection (DSP) and span-protecting p-cycles. This project spanned 3 years (Novem-

ber 2005 - November 2008) and the main focus of the project was to perform investi-

gations on the pre-connected architectures in the context of transparent optical

networking under specific network equipment constraints.

Chapter 2 introduces the relevant background topics setting the stage for the

rest of the thesis. The field of transport networking, including the equipment and the

technologies used, is introduced in detail. The concept of network failure and surviv-

ability is examined in closer detail and the chapter includes a thorough summary of

the state of the art transport network survivability architectures. This chapter presents
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a review of graph theory, optimization and related mathematical algorithms relevant

to survivable transport network design.

Chapter 3 introduces the FIPP p-cycle concept in detail, including a thorough

discussion on the types of different working route/cycle relationships and how a set of

working routes sharing a cycle for protection relate to one another and to the cycle. It

also contains a thorough literature review of the FIPP p-cycle concept.

Chapter 4 introduces two new methods for FIPP p-cycle design: namely FIPP

column generation (CG) and FIPP iterative heuristic (IH). The prior is a new method

that utilizes the column generation technique for solving linear program (LP) prob-

lems. Because of how the individual cycle/route set structures are generated, this

method allows for non-joint working paths to be protected by the same cycle. This

allows FIPP CG to generate solutions that have the highest capacity efficiency relative

to all other known FIPP methods. FIPP IH is a fast method that iteratively generates

custom working route sets to be protected by the cycles found in the network such

that the specified credit score is maximized. Additionally, Chapter 4 reviews the FIPP

disjoint route set (DRS) method, which is used extensively in this thesis. The solu-

tions generated by the three methods are presented and contrasted against one another

with FIPP CG yielding the most capacity efficient solutions and FIPP IH yielding

solutions that are comparable to the DRS method.

Chapter 5 proposes an extension to the FIPP DRS method that allows for

multiple distinct shortest working routes per demand relation to be considered where

as the original method only considered the shortest working route. The new method,

called FIPP DRS joint capacity placement (JCP) is demonstrated to have considerable

savings relative to the original spare capacity placement (SCP) method (in the order of

13%). JCP solutions are also shown to be within 4% of optimal span-protecting p-

cycle solutions. Additionally, a threshold effect is observed, where the JCP method is

shown to yield the most significant gains when using only two distinct shortest route
5



options per demand relation. Additional shortest route options are shown not to pro-

vide significant additional improvements.

Chapter 6 contains a series of FIPP p-cycle studies performed in the first two

years of the HAVANA project. This chapter starts with an initial exercise in which

minimum capacity single span failure restorable designs are generated for every archi-

tecture under study. The goal of this exercise is twofold: The first is to enable an initial

comparison between the architectures under study and the second is to establish a

base set of solutions that can be used in further investigations. The first study involv-

ing these solutions is an investigation into how the different initial single failure

restorable designs perform when affected by dual span failure scenarios. This study

yields two potential dual-failure restorability strategies available to FIPP p-cycles. The

next study deals with minimum wavelength assignment under specific equipment

constraints. These constraints set the maximum number of wavelengths available at

40, far above the actual minimum number of wavelengths required by the minimum

capacity solutions FIPP p-cycles, which is 23. Under the equipment assumptions

made, lower cost equipment is available for designs requiring a total of 20 wavelengths

or less and the latter part of the wavelength assignment section is dedicated to meeting

this goal. It is reached by generating new minimum capacity solutions using the FIPP

DRS JCP method, which was introduced in Chapter 5.

The third study in Chapter 6 introduces further network equipment con-

straints that set a 2000 km limit on the transmission distance of any working or pro-

tection path that must be adhered to before the design can be implemented. This

study starts by first evaluating how well the initial minimum capacity and maximum

20 wavelength solutions adhere to the transmission reach limit. It turns out that the

reach limit is exceeded by 45.4% of the protection paths in the initial FIPP solution

and by 57.7% of the protection paths in the 20 wavelength solution. This study con-

tinues by generating a new minimum capacity design where all the paths are as short

or shorter than 2000 km; a goal that is reached at the price of a 22% increase in spare
6



capacity relative to the initial minimum capacity solutions. Nodal failure is the subject

of the final study in this chapter. A first step in this study involves evaluating how the

initial minimum capacity solutions perform in light of node failures and two strategies

are proposed for coping with them. This is followed by an introduction of a revised

FIPP DRS method that is capable of generating 100% node failure FIPP p-cycle

designs. It is found that the solutions generated by this method provide 100% node

failure restorability at the cost of a 13.2% increase in spare capacity relative to the ini-

tial minimum capacity single span failure restorable designs.

Chapter 7 contains the set of studies performed in the third and final year of

the HAVANA project. The main goal of this chapter is to investigate how the archi-

tectures under study may be implemented in a real optical transport network and how

the different architectures compare with one another in terms of capital expenditure

needed. The chapter starts out by introducing the NOBEL cost model, which out-

lines the relative equipment costs. This cost model is based on the NOBEL project in

Europe that was aimed at determining the relative costs of transport network equip-

ment. Specifically, this model specifies the cost of equipment used in opaque and

transparent optical networking, making it very useful for the HAVANA project. The

NOBEL cost model imposes a new set of maximum transmission distances, the upper

limit of which is 3000 km. First new minimum capacity solutions are generated to

adhere to this reach limit, and the NOBEL model is applied to these solutions. It is

found that FIPP p-cycle solution implementations are very costly, relative to the other

architectures. A closer look reveals that minimum capacity solution implementations

do not utilize same wavelength protection very well, the use of which is highly cost

effective under the NOBEL cost model. In light of this, a new method that maximizes

the number of same wavelength protection relationships is introduced. This method,

called the FIPP maximum unit path straddlers (MUPS) method, is then used to gen-

erate FIPP p-cycle solutions that show a significant reduction in cost, relative to the

3000 km limited initial minimum capacity solutions (in the order of 23%).
7



Chapter 8 concludes the thesis, summarizing its results and contributions and

providing closing remarks.
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Chapter 2: Background
2.1 Introduction

This chapter provides a general overview of transport networking and the nec-

essary background to supplement the ideas presented in this thesis. Basic network-

modeling concepts are introduced first. This is followed by a closer look at the net-

work equipment and then by an introduction of network technologies relevant to this

thesis. Next, the concept of survivability and related terminology is introduced, which

is followed by a comprehensive introduction to the different types of protection and

recovery schemes that have been invented for transport networking. Lastly this is fol-

lowed by a section on relevant mathematical concepts including linear programming

and algorithms used in this thesis. Closer examinations of the topics covered in this

chapter can be found in Chapter 1 to Chapter 3 of [9].

2.2 The Transport Network

A transport network, also known as a backbone network, is primarily respon-

sible for efficient, fast and reliable point-to-point data transmission. Residing just

above the physical equipment layer, it is a resource for services such as the Internet,

leased lines, cellular phones, bank machines, and 911 calls. The data from these ser-

vices is multiplexed together and routed over an infrastructure of logical point-to-

point multi-channel transmission systems to common destinations using high data

rate signals. A real world analogy of the role that a transport network plays can be

found at the post office. Sent letters and parcels are not delivered individually from

the sender’s doorstep to the recipient’s mailbox. Instead, all the letters from the

sender’s neighborhood are collected into mailboxes, which are then taken to the local

post office depot and then to the processing plant where the letters and parcels are

sorted according to common destination. They are delivered to processing plants close

to their destinations in bulk by airplane, truck or train much in the same way that a
9



transport network delivers aggregations of traffic to their respective common destina-

tions. Once at the destination processing plants, the letters are then sorted and sent to

local post office depots. They are then sorted again and placed in neighborhood letter

boxes from where they are delivered to their final destinations by postal workers. Ulti-

mately, a transport network is not concerned with details such as the exact origins or

destinations of the services it carries. Its function is to efficiently fill the high data rate

containers and to deliver these reliably to a common destination hub where the ser-

vices using the transport network are demultiplexed and sent to their final destina-

tions.

2.3 Transport Network Hierarchy

A transport network can be partitioned conceptually into a three level hierar-

chy based on geographic, political and/or administrative boundaries as shown in

Figure 2.1. The three levels are the local area network (LAN), the metropolitan area

network (MAN) and the long-haul network (LHN). The LAN is typically character-

ized by a wide variety of access mechanisms and protocols. A brief list of services that

access the transport network through the LAN include cell phones, corporate wide

area networks (WANs) as well as residential customers using Digital Subscriber Line

(DSL), cable or dial-up. The data from these services is aggregated at the local switch-

ing offices/hubs and is routed onto the larger MAN. The MAN is a network com-

posed of several regional central offices and hubs connected together. The span

distances in such networks are generally less than 50km and the cost of such networks

is dominated by the cost of nodal equipment. It is possible for several MANs to exist

in the same city and they interface with one another at access points called points of

presence (POPs). Data originating at one MAN and destined for another is exchanged

at these points. Data destined for other cities is aggregated and routed onto a LHN

which connect several metropolitan networks on a national/international level.

Because of the long distances between nodes in a network (reaching 1000s of kilome-
10



ters), the main cost of the network comes from cable costs and installation as well as

the cost of repeaters, regenerators and amplifiers. LHNs also interface with one

another at points of presence (POPs), and it is not uncommon for data to traverse sev-

eral networks owned by separate entities before arriving at its destination. In line with

the post office example from before, the LAN analogous to the post offices and the

postal workers. The MAN is analogous to the set of depots in a single region and the

LHN is analogous to the set of processing plants.

FIGURE 2.1. The local, metropolitan and long-haul partitions of 
the transport network.

2.4 The Network Model

A transport network, at the top-most level, can be modeled as a collection of

nodes and spans. A node in a network graph represents access points to the network.

Nodal equipment such as optical add/drop multiplexers (OADMs) and optical cross-

connects (OXCs) are housed at these points, which act as origin and destination

points for transport network traffic. A span represents a direct connection between

Long-Haul
Network

Metropolitan
Network

Local Access
Network
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equipment at two different nodes. In transport networking a span generally represents

lengths of fiber optic cable connecting nodal equipment. A terms span and node are

the transport networking equivalent to an edge and vertex from graph theory, respec-

tively.

A link, or channel, describes a basic unit of capacity between nodes sharing a

span. What this actually corresponds to depends on the context and can be an optical

carrier (OC-n) signal in the synchronous optical networking (SONET) context, a

wavelength on a span in a wavelength division multiplexing (WDM) context or a

light path (meaning a single wavelength used for a path end-to-end), for example. A

single span can contain one or more links or channels. In the context of this work, an

individual link is considered to be bidirectional meaning that an allocated unit of

capacity allows for transmission from node A to node B and vice versa, given that the

node A and B are neighbour nodes connected by a span containing the link. A route is

defined as a concatenation of spans that geographically connect two nodes. A path

describes a logically cross-connected sequence of individual links going over those

spans. Since the links making up the path are bidirectional, the end-to-end path is

considered to be bidirectional as well.

The collection of spans and nodes, as well as the ways in which they relate to

one another make up what is referred to as a network topology. The ways in which

nodes and spans connect to one other can be described using an adjacency matrix. In

a transport network, a span can connect to exactly two different nodes. Two nodes

connected by a span are referred to as adjacent nodes and the span connecting two

adjacent nodes is adjacent to those nodes. A single node may have one or more adja-

cent spans. The number of spans adjacent to a node is referred to as the nodal degree.

The sum of all the nodal degrees divided by the number of nodes in the network

results in what is called the average nodal degree. This metric is useful for classifying

the general connectivity of a network. Typical transport networks have an average

nodal degree between 2.5 and 5. For example, the two main networks used in this the-
12



sis, the Germany [10] and COST239 European networks [11] (used as a regional rep-

resentative transport network planning models) are illustrated in Figure 2.2 and have

nodal degrees of 3.1 and 4.7 respectively.

FIGURE 2.2. Examples of transport networks under study: (a) 
Germany network [10], (b) COST239 [11].

The network topologies used to model transport networks take on the shape

of simple graphs as defined in the field of graph theory. The parallels to node and span

in the subject of graph theory are vertex and edge, respectively and these terms are

used interchangeably. A simple graph, by definition, does not contain any self-loops

or parallel edges. A self-loop is an edge that starts and ends at the same vertex. Parallel

edges refer to two or more non-self-looping edges that share vertices. Network topolo-

gies used in survivable transport networking have the graph connectivity property of

bi-connection. Such network graphs, illustrated by Figure 2.3c, will not have any stub

nodes nor articulation points. A stub node is a node that has a nodal degree of 1. Stub

nodes are undesirable since a failure affecting the only span connecting the stub node

to the network will isolate it completely, rendering service recovery impossible. An

articulation point (also called a bridge/cut node) is a node that, if removed, dissects

the network completely into two disconnected parts. A graph that contains at least

one stub node is called a connected graph as illustrated by Figure 2.3a. A network that

(a) (b)
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does not have any stub nodes but does have articulation points is called two-con-

nected, illustrated by Figure 2.3b. A two-connected graph is undesirable because a

node failure at the articulation point makes it impossible to recover any of the affected

connections. Another way of looking at bi-connectivity is that a bi-connected network

graph cannot be disconnected into two parts by removing any one node or span. In

practice, virtually all survivable fiber based transmission systems are bi-connected.

FIGURE 2.3. Examples of graphs that are (a) connected, (b) two-
connected and (c) bi-connected.

2.5 Virtual Logical Networks

The physical backbone network exists as a combination transmission devices

such as OXCs, OADMs and support equipment such as amplifiers, regenerators and

equalizers connected together by fiber optic cable. This physical fiber transmission

system can be cross-connected to create a number of logical transport configurations.

Cross-connection refers to the interconnection of point-to-point channels in the

physical graph. The patterns created by cross-connecting point-to-point channels are

referred to as virtual topologies. On any given transport network it is possible to have

as many unique virtual topologies as there are ways to cross-connect the individual

transmission channels.

(a) (b) (c)
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The underlying physical network is rarely seen directly by the services using it.

Instead, the services see virtual logical abstractions/topologies which are perceived as

dedicated networks to the services using them. These logical networks, presented as

logical arrangements of carrier signals over fiber optic links, remove the unnecessary

details from the view of the users. From the perspective of the services, the transport

network is transparent. Meaning that the services may use any rate or type of payload

and not encounter any synchronization problems so long as the transport network has

an established connection between points A and B. Being able to logically reconfigure

the network allows network operators to adapt the network to the services using it on

a relatively short time scale. In contrast, physically altering a network is a time and

capital intensive task. Because of this the physical network is altered and upgraded

based on future demand forecasts; when it becomes apparent that the physical net-

work will be unable to support the forecast future logical configurations.

The services utilizing the transport network are not restricted to being serviced

by the underlying physical layer directly. The services themselves can be seen as layers

in the underlying transport network and can stack on top of one another with the

lower service topologies in the stack acting as transport networks for the higher ones.

Each layer has a set of important standardized functions that can, for example, allow

ethernet traffic to be applied to a laser for optical transmission over long distances

using the underlying transport network; a task that Ethernet traffic is not by itself

suitable for. Figure 2.4 shows a small number of possible service layer stacking

arrangements. For example, it is possible for packet data from the internet protocol

(IP) [12] layer to be serviced by the asynchronous transfer mode (ATM) [13] layer,

which is serviced by the SONET [14] layer, which, in turn is serviced by the Dense

Wavelength Division Multiplexing (DWDM) [15] layer, which is then serviced by the

underlaying physical layer. It is also possible to have the IP layer serviced by the Gen-

eralized Multi-Protocol Label Switching (GMPLS) [16] layer which is then serviced

by the DWDM and the physical layer. The amount of stacking that occurs in a net-
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work is typically dependant on the needs of the applications that require service as

well as the hardware implemented in the network. Furthermore, as network technol-

ogy evolves, layer stacking is useful for preserving legacy standards that may be cost

prohibitive to upgrade. The details relating to the service layers shown in Figure 2.4

are out of the scope of this thesis but can be found in [9].

FIGURE 2.4. Possible service layer stacking in modern transport 
networks.

2.6 Demand

Demand refers to the aggregated capacity and routing requirements imposed

on the network by the upper level service layer traffic flows. There is a distinction

between traffic and demand: traffic refers to measures of data flow intensity (tied to a

specific type of communication such as voice, video, etc.) where as demand refers to

quantum of transmission capacity required to support the aggregated traffic flows.

Demand is the measure of how many containers are required to be available between a

pair of nodes so that all the required data is delivered to its destination and in the con-

text of this thesis, is assumed to be bidirectional. Demand may take on standard trans-

mission units such as light paths, OC-n or digital signal (DS-n) signals, for example.

In this thesis, one unit of demand corresponds to a request for a unit lightpath

between the demand’s end-nodes. The network is assumed to be using DWDM tech-
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nology meaning that the links on a span correspond to wavelengths to be used for

transmission and each unit lightpath reserves a single wavelength on every span it

crosses. Multiple demands between the same node-pairs are referred to as a demand

bungle. Demand quantities between nodes, are organized into what is called a

demand matrix, which gives the total demand requested of a given network. This

matrix is then used to perform working capacity routing, which influences spare

capacity placement, as will be seen later on.

2.7 Network Equipment

Up to this point, the transport network has been presented in terms of nodes

and spans, which are abstractions for a variety of components that are key in the oper-

ation of the network. Recall that the node represents an central office (CO) building,

complete with the electrical and line terminating systems contained within it whereas

the span represents the fiber and the span equipment connecting the nodal devices.

While detailed examinations of many of the transport network devices are out of the

scope of this thesis, this section introduces some key components with the intent of

giving the reader a brief introduction to what goes on ‘under the hood’ in the trans-

port network. Additional information may be found in [9] and [17].

2.7.1 ADM/OADM

An add/drop multiplexer (ADM) is a device that is used at the nodes of the

network. It has two optical interfaces that can accept and transmit line rate signals as

shown using a simplified illustration in Figure 2.5.
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FIGURE 2.5. Add/drop multiplexer (ADM).

Internally, these devices are capable of demultiplexing individual incoming

lightwave channels and electronically detecting payloads such as SONET/SDH

frames carried on these wavelengths. Demultiplexing refers to the process of separat-

ing the individual wavelengths from the signal incoming from the fiber into the

device. Conversely, multiplexing refers to the process of taking several different wave-

lengths and converting them into a single signal so that it can be sent out on an outgo-

ing fiber. The payloads arriving at the ADM can then be either dropped at the node or

electronically passed through to an appropriate outbound port. New payloads can also

be added electronically. The newly added and pass-through payloads are modulated

onto appropriate optical carriers which are then multiplexed together and transmitted.

The optical version of an ADM is called an optical add/drop multiplexer

(OADM). Where the signals in an ADM undergo optical-electronic-optical (o-e-o)

operations described, signals in an OADM remain in the optical (o-o-o) domain. The

payloads added and dropped by an OADM are the individual wavelengths and these

payloads may also be optically passed-through the device. A more specialized version

of an OADM is a reconfigurable optical add/drop multiplexer (ROADM) which is a

device that can also be remotely reconfigured where as regular OADMs do not have

this functionality.

2.7.2 OXC
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An optical cross-connect (OXC) is a line-terminating device designed to cross-

connect incoming and outgoing channels. All the signals going into an OXC are han-

dled simultaneously, and for this reason are referred to as non-blocking space switches.

The general OXC architecture is illustrated in Figure 2.6.

FIGURE 2.6. Optical cross connect (OXC).

Main components of an OXC include input and output fiber ports, multi-

plexer/demultiplexer units to separate and combine carrier wavelengths and at the

heart of the device, a cross-connecting switch fabric also called the switch core. Mod-

ern commercial OXCs are realized using electronic switch cores interfaced by tran-

sponders that convert incoming optical signals to the electronic domain and convert

outgoing electronic signals to the optical domain. Implementation of this type archi-

tecture is capital intensive as well as costly in terms of space and power, especially con-

sidering that OXCs are designed to interface with hundreds of optical fibers. The

conversion to the electrical domain is a limiting factor in the amount of traffic an

OXC can handle and while the conversion to the electrical domain does provide some

benefits in terms of regeneration and network operation, it may not be desirable at

every node. There is ongoing research into developing commercial devices that have

the capability to optically cross-connect signals at the wavelength level. These devices
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can either be completely optical or partially optical, giving rise to transparent/translu-

cent networks as discussed below.

Networks built using OXCs that electronically cross-connect signals and

ADMs are referred to as opaque or virtual wavelength path (VWP) networks. These

networks, while costly, allow for regeneration and wavelength conversion as well as for

failure isolation functions and network administration. Networks built using all-opti-

cal OXCs and OADMs are called transparent networks or wavelength path (WP) net-

works. These networks optically connect end-to-end channels between nodes. This

has several benefits including lower cost and power relative to opaque networks as well

as independence of the network to the payloads applied to the lightpath channel con-

necting the end-nodes. This property of payload transparency is highly desirable

because it reduces the number of encapsulation layers needed in a transport network

by allowing the services to communicate using their native protocols. Protocols such

as digital wrapper (DW) and generalized framing protocol (GFP) have been devel-

oped to support payload transparency in opaque networks.

Since at this time, commercial technology for all-optical regeneration and

wavelength conversion does not exist, transparent transport networks lack this func-

tionality. Not allowing for regeneration at intermediate nodes may limit the transmis-

sion length between end-nodes and without wavelength conversion a network is

susceptible to the routing and wavelength assignment (RWA) problem and may

encounter related wavelength blocking issues. Briefly, the RWA problem refers to the

difficulty associated with finding lowest cost working routing between end-nodes

under the constraint that the optical paths must use a single wavelength, end-to-end.

Wavelength blocking refers to the case where enough capacity exists between end-

nodes, but the lightpath request cannot be satisfied because all the potential paths vio-

late the single wavelength path constraint. The compromise between opaque and

transparent works is a translucent network, otherwise known as a partially virtual

wavelength path (PVWP) network. These networks are realized using a combination
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of all-optical and strategically placed electronic core OXCs or by using PVWP OXCs

at every node; optical devices that allow for electronic regeneration and wavelength

conversion for a subset of wavelength paths.

2.7.3 Optical Amplifiers and Regenerators

Nodal equipment such as OXCs and OADMs are rarely connected just by

fiber cable for distances longer than 60km. At this distance and higher, attenuation

and other affects degrade the signal past levels acceptable for reliable transmission.

The optical amplifier (OA) allows for transmission beyond this limit by boosting the

complete band of lightwave channels optically, without individually processing each

individual carrier. The OA is an analog amplifier and, similar to electronic amplifiers,

boosts the useful signal to overcome attenuation and insertion losses, but also boosts

the noise and propagates errors in the signal. Furthermore, the OAs themselves are not

noiseless nor perfectly linear. At distances of about 550km the above factors accumu-

late to the point where optical amplification is not enough to significantly increase the

transmission distance.

Regenerators are used to increase the transmission distance beyond what is

possible using optical amplifiers only. These devices demodulate the individual signal

from their optical carrier and convert it to the electrical domain. The signals are

inspected to determine their state and then new 0/1 symbols are generated and modu-

lated back onto the optical carrier wavelength. This process is referred to as 3R regen-

eration: re-timing, regeneration and retransmission. Compared to optical

amplification, regeneration is very costly because it involves o-e-o conversion and

high-speed electrical processing of each individual channel. Regeneration can also per-

formed at intermediate nodes along the route of a path by OXCs and OADMs. Stand

alone regenerators are only used in long haul transmission routes and are significant

contributors to cost of these facilities.
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2.8 Transmission Technology

A typical span in a network graph represents a collection of point-to-point

transmissions systems between two nodes. This is typically a set of cables routed

together, containing optical fibers used to connect nodal equipment at adjacent nodes

together. This section introduces two of the most significant transmission technolo-

gies used in modern transport networks: SONET and DWDM. Together, these tech-

nologies allow for multiple Tbits/s of data to be carried on a single fiber.

2.8.1 SONET/SDH

The synchronous optical network (SONET) standard ([14],[18],[19]) is the

most widely used optical-based transport networking standard in the world today. It

emerged in 1987 in response to growing disparity between propriety equipment and

transmission standards used by competing telecommunications companies. This new

standard ensured the compatibility of the networks and equipment of competing

companies. It defined the functional models for all elements of the transport network

such as standard data rates, framing, acceptable bit error rates (BER), line cards as well

as digital/optical cross-connects and multiplexers. It allowed for the body of knowl-

edge on transport networking accumulated up to that point to be implemented. It

allowed byte oriented synchronization that allowed for direct access to digital signal-0

(DS-0) signals without multiple demultiplexing. The overheads introduced into the

network transport signals under SONET allowed for higher degree of robustness as

well as made the network more amenable to survivability.

Briefly, the DS-0 is a tributary level data frame corresponding to a single digi-

tal capacity channel that originated with the first digital carrier system: the T-1 carrier

system. These DS-0 signals were interleaved in sets of 24, 8 bits at a time to make the

DS-1 signal, which was used on each physical T-1 carrier system line. Under the DS-1

protocol, transmission rates of 1.544 Mbits/s were on each carrier line were achieved.
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As newer technology made faster digital transmission rates possible, further digital sig-

nal multiplexing was used to get more out of those transmission rates. A DS-2 signal

was created by multiplexing 4 DS-1 signals together and 7 DS-2 signals can then be

multiplexed to make a DS-3 signal and so on. Under DS-2 and DS-3 transmission

rates of 6.312 Mbits/s and 44.736 Mbits/s were achieved, respectively. This multiplex-

ing hierarchy is referred to plesiochronous digital hierarchy (PDH) and was widely

used on twisted pair, microwave as well as first generation optical fiber systems. Under

PDH, in order to access or drop individual tributary DS-0 signals from a DS-3, for

example, the DS-3 must first be demultiplexed into DS-2s, then into DS-1s and only

then can the DS-0 be accessed. The reverse is true if a DS-0 needs to be added to a

DS-3. A very similar system was developed in Europe, except instead of using DS-n

signals, the European PDH used European-n (E-n) signals. Table 2.1 shows the data

rates for the North American and European PDHs. 

TABLE 2.1. Data rates for American and European Plesiochronous 
Digital Hierarchies.

The SONET standard uses the synchronous transport signal 1 (STS-1) signal

as the base standard. Each STS-1 frame is organized into a 90 column by 9 row byte

structure and has a frame rate is 8000 frames/second. At 810 bytes per frame, the total

STS-1 bit rate is 51.840 Mbits/s. The first 3 columns of each frame is allocated to the

transport overhead which is used for monitoring, protection switching, fault section-

alization, signal framing, line identification, performance monitoring as well as voice

and data channels used for maintenance and provisioning. The latter 87 columns

Signal Level Data Rate (Mbits/s) Signal Level Data Rate (Mbits/s)

DS-0 0.064 E-0 0.064

DS-1 1.544 E-1 2.048

DS-2 6.312 E-2 8.5448

DS-3 44.736 E-3 34.368

DS-4 274.176 E-4 139.264

DS-5 400.352 E-5 565.148
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make up the synchronous payload envelope (SPE), the first column of which contains

path specific functions such as end-to-end performance monitoring and path identifi-

cation. The latter 86 columns of the SPE contain payload signals.

An STS-1 SPE can carry a single DS-3 signal. The SPE can also be divided

into virtual tributary (VT) groups. These groups are designed to hold sets of virtual

tributary signals and come in varying sizes. They are intended to provide backwards

compatibility to lower rate signals, such as DS1 and DS2. Higher order STS signals

are created by byte interleaving or concatenating STS-1 signals, resulting in STS-n or

STS-nc signals respectively. The standard multiples used are STS-3, STS-12, STS-48

and STS-192 as well as STS-768. These digital signals are converted into correspond-

ing OC-n signals used by SONET optical equipment. The OC signals correspond to

the STS data rates after electrical to optical conversion. For example, an STS-24 signal

is converted to an OC-24 signal for transmission.

The international version of SONET is called the synchronous digital hierar-

chy (SDH) [20], which is similar in functionality to SONET, but adheres to Euro-

pean standard digital rates. The SDH standardizes multiples of the OC-3 SONET

signal and these levels are defined as Synchronous Transport Modules (STM).

Table 2.2 shows the standard SONET and SDH data rates.

TABLE 2.2. Standard SONET/SDH data rates.

2.8.2 WDM/DWDM/CWDM

SONET Signal Level Optical Signal
SDH 

Equivalent
Data Rate 
(Mbits/s)

STS-1 OC-1 - 51.84

STS-3 OC-3 STM-1 155.25

STS-12 OC-12 STM-4 622.08

STS-48 OC-48 STM-16 2488.32

STS-192 OC-192 STM-64 9953.28

STS-768 OC-768 STM-256 39813.12
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Wavelength division multiplexing (WDM) [15] is an optical transmission

technology used to send several different carrier wavelengths down the same fiber

simultaneously. The carrier signal operating frequencies fall into 1310nm and

1550nm ranges. These regions are used because in these ranges the fiber attenuates the

signal the least. Coarse wavelength division multiplexing (CWDM) is a version of this

technology that establishes 2 to 4 wavelength channels on a single fiber and is used to

increase the total capacity in the network without installing additional fiber. Dense

wavelength division multiplexing (DWDM) allows for hundreds of closely spaced car-

rier wavelengths to be sent simultaneously over a single fiber. The DWDM C-band

defines a grid of 80 wavelengths starting at 1528.77nm that are spaced 50 GHz apart.

These wavelengths are precisely spaced and their frequency stability and power levels

are closely monitored in order to minimize interference.

2.9 Network Survivability

As discussed briefly in Chapter 1, modern transport networks are complicated

systems, the individual components of which are subject to failure. These failures have

an effect on the overall performance of the transport network, but the effect is gener-

ally not noticed by the users of the network because of the survivability measures in

place. Network survivability, referring to the ability of the network remain continu-

ously operational despite individual component failures, is the driving idea in the field

of network planning.

There are two main areas where survivability can be built into the network.

The first is at the nodal equipment level residing in the protected CO buildings.

Redundant power feeds, supplies and converters, redundant high speed optical line

cards, detectors, lasers, as well as backup computer systems and memory: all this con-

tained in secure locations with regular maintenance. All of these factors contribute to

a high operational level availability at the nodes of the network. Availability refers to

the probability that a system will be found in operational condition at an arbitrary
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time. This is not to be confused with reliability which is the probability that a system

remains operational for the duration of its mission. The previously mentioned equip-

ment and maintenance deals with failures occurring within the system itself and a

large portion of the network cost comes from these facilities.

Survivability is also vital at the interconnections between the nodes. The fiber

optic cable connecting nodal equipment is particularly vulnerable as much of it is sus-

pended above ground, buried shallowly, or simply resting on river or lake beds. The

reason that every meter of cable is not deep below ground is because it is too cost pro-

hibitive to do so. While some protection is provided by strong sheath materials sur-

rounding the optic fibers, cable cuts are unavoidable and are the most common type

of failure in a transport network. What to do in the event of such failures and how to

best prepare for when they do happen are questions that the field of network planning

attempts to find answers to. As will be seen in the following subsections there exist

several techniques for protecting the network from optical fiber cuts. These vary in

speed of recovery, complexity, ease of implementation, and capacity/cost efficiency.

Often there is no “best” technique to use and many factors must be considered.

2.9.1 Protection and Restoration

The most basic concept of survivability in transport networking follows that

for any working path to survive a single failure, an alternate path dedicated to that

demand that is not affected by the failure must be found in the network. The surviv-

ability schemes covered in Section 2.10 and Section 2.11 all share this goal. Based on

how these schemes are implemented they can be placed on a scale between protection

and restoration which categorizes how these schemes react to failure. Pure protection

schemes are ones where the spare capacity is fully connected into protection structures

and every backup path is known in advance, tested and can be accessed as soon as a

failure occurs. The system is in a ready state and minimal signaling is required

between nodes in order for the network to recover from failure. Pure restoration
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schemes, by contrast, are ones where the spare capacity is not connected before failure

and backup paths are found in real-time when a failure occurs. Restoration schemes

tend to be slower than protection schemes because of the time required for restoration

schemes to determine the replacement paths for affected working paths or path seg-

ments. Network-wide signalling is required for failure notification and to ensure that

spare capacity is correctly cross-connected. Schemes where the backup paths and

cross-connection tables are known in advance but where spare capacity remains un-

connected until failure are referred to as pre-planned restoration schemes. The surviv-

ability architectures that act at the physical layer, described in Section 2.10, are cate-

gorized as protection schemes where as the architectures that act at the logical layer,

described in Section 2.11 can be either pure or pre-planned restoration or protection.

2.9.2 Redundancy

There are two important metrics that are examined when designing a trans-

port network: the total cost and redundancy. Total cost allows different designs to be

compared to one another and can represent overall installation, operation and/or

maintenance costs. It takes into account both the resources required to route the

working demands as well as the costs associated with the mechanism implemented for

network survivability. In this thesis the total cost will generally represent the total

equipment cost of the network. Another related metric used in this thesis is total

capacity. Total capacity is essentially the sum of working and spare capacities used and

represents the total number of capacity channels needed on every span to implement

the design. Redundancy is the measure of how elegant or lean a particular design is. It

basically answers the question of what is the additional cost required, relative to the

cost of routing all working demands without protection, to reach a desired level of

survivability. The desired level of survivability can be, for example, 100% protection

against single span, node or dual span failures.
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Redundancy can be calculated based on either cost or capacity. Cost redun-

dancy can be calculated using equation (2.1) where  is the set of all spans in the net-

work,  and  represent the working and spare capacity quantities and  represents

the cost of capacity on each span  or the geographic distance of that span. For this

reason cost redundancy can also be referred to as geographical redundancy. Capacity,

or logical redundancy can be calculated using equation (2.1) by setting every  coef-

ficient to 1. In this case redundancy is simply the pure ratio of working to spare capac-

ity without taking any distance or equipment costs into account. The type of

redundancy used to evaluate a network design is based on whether the total cost or

total capacity was minimized as part of the design process.

(2.1)

Strictly speaking, equation (2.1) should only be used when the working capac-

ity uses shortest or fewest hops routing. This is generally the case where the network

design was obtained using a spare capacity placement (SCP) method. In SCP, the

working capacity is routed based on lowest cost or fewest hops independently of spare

capacity. In the case when working capacity is not lowest cost or fewest hops routed,

standard redundancy (equation (2.2)) is used. This case arises in joint capacity place-

ment (JCP) designs where the working routing is not restricted to being lowest cost or

fewest hops and working and spare capacity placement is determined simultaneously.

Equation (2.2) reuses the variables and coefficients introduced in equation (2.1). A

new variable  represents the working capacity used in the minimum cost or

fewest hops working routing where as  represents the actual working capacity used.

The first term in the numerator of equation (2.2) represents the total cost of the net-

work while the second term in the numerator as well as the denominator represent the

working capacity cost that would be required if lowest cost working routing was used.
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Basically this equation gives the ratio between the spare capacity in addition to the

overhead working capacity cost to the minimum working capacity cost possible. It

states that any overhead working capacity cost that is used over that of the shortest

working routing should be counted together with the spare capacity and placed in the

numerator. At first glance, it would appear that deviating from lowest cost routing

would actually increase the total cost of the network and adding overhead working

capacity to the spare capacity would increase redundancy; the two metrics that net-

work designers try to minimize. However, in JCP designs, deviating from lowest cost

working routing allows for significant reductions in spare capacity cost. So much so

that despite the slight working capacity cost increase, the reduction in spare capacity

cost (relative to the minimum cost SCP design) is significant enough that the total

cost of the network is decreased. Note that if standard redundancy is applied to an

SCP design, equation (2.2) can be reduced to equation (2.1).

(2.2)

2.10 Survivability at the Physical Layer

The following sections introduce survivability techniques used in transport

networking which can be categorized into two types: physical and logical. At the phys-

ical level, the transmission network is not aware or concerned with the service-specific

routing that the upper level traffic takes. What the network sees at this level are the

aggregations of data and traffic flows going from node to node. The survivability tech-

niques at the physical level operate by essentially rerouting the affected traffic from a

failed to a backup fiber. These survivability techniques are generally categorized as

protection, and cannot be easily reconfigured. Once installed and tested, these systems

are discrete simple structures in the transport network, providing pre-connected, end-
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node activated replacement fiber routes for failed spans. Physical level survivability

schemes do not require network-wide signaling at the time of failure and exhibit very

fast recovery times.

2.10.1 Automatic Protection Switching

Automatic Protection Switching (APS) is a general name for the most basic

and historically prevalent network survivability technique. The fastest and most

straight forward version of this technique is called 1+1 APS [21]. It involves sending

the same signal from the origin node to the destination node over two different chan-

nels routed over the same spans using head-end bridging at the transmitter end. These

two channels are designated as working and protection channels and it is up to the

receiver to detect the failure of the working path and to switch over to the backup in a

process called tail-end transfer. If the two channels are over physically diverse routes,

the arrangement is referred to as 1+1 APS DP, where DP stands for diverse protection.

In this arrangement protection from a single failure on a fiber is guaranteed. APS 1+1

is the fastest architecture available because the only action required for restoration is

for the receiver to switch over to the backup channel. This action takes place without

having to notify the transmitter and in an optical transmission network the receiver

makes the switch as soon as a loss of light is detected. The downside of 1+1 APS is the

high cost that comes with implementing this survivability scheme. This is the only

network protection technique that does not allow for any sharing of the backup paths.

Virtually every component of the network has to be doubled, and implementing 1+1

APS is essentially like building two near identical networks, one on top of the other.

1:1 APS is an arrangement where there instead of sending the same signal

down two different channels, during regular operation the signal is only sent down the

working channel. The backup channel is reserved in case of a failure and can either be

idle or containing low priority traffic that can be pre-empted in case of a failure. This

technique is slower than 1+1 APS because the receiver must signal the transmitter
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when a failure occurs to establish the head-end bridge so that recovery may take place.

The benefit of this technique is that it does not lock the backup path in a dedicated

arrangement and frees up this capacity for other uses such as maintenance as well as

low priority traffic.

1:N APS is an extension of 1:1 APS where N>1 and the standby backup chan-

nel is shared among N working channels for protection. When a failure occurs, the

receiver checks to see if the backup channel is in use, and if it is not, a signal is sent to

the transmitter to establish the head-end bridge of the failed channel into the backup

channel. APS can further be extended to k:N APS (k>1, N>1) where k protection

channels are allocated to protect N working channels. This method is the slowest APS

method since additional logic must be employed to manage resources during failures.

Generally speaking, 1:N APS and k:N APS are used to protect the network against

internal failures and do not protect against single fiber cuts. The working and protec-

tion channels are routed together and protection is provided against line card or other

internal failures that would affect only one channel and not the whole fiber optic

cable. 1+1 APS and 1:1 APS arrangements are used for fast recovery of external fail-

ures, such as fiber cuts, as long as the working and standby protection channels are

diversely routed.

2.10.2 Self-Healing Rings

After APS, self-healing rings are the next simplest survivability architecture.

Rings are cyclical structures where spare and working capacity is equally provisioned

on every span the ring crosses. Unlike APS 1+1 DP where the entire path is protected

end-to-end by a single structure, it is possible for a single working path to be segment-

wise protected by several rings. In this case, each of these rings would only responsible

for protecting the portion of the working path that crosses it and can do so at very

high speeds. One of the biggest advantages of rings over APS is the use of ADMs as

nodal devices instead of fiber being physically patched through at the nodes. This
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allows network operators to add or drop channels and essentially reconfigure the ring

as needed as long as the capacity of the ring is not exceeded.

The two main types of rings are Unidirectional Path Switched Rings (UPSR)

[22] and Bidirectional Line Switched Rings (BLSR) [23]. A UPSR is a structure that

requires only 2 fibers and is illustrated in Figure 2.7 in both a working and a failed

state. In the working state, a bidirectional demand is routed between nodes A and D

on opposite segments of the ring in a counter-clockwise direction on working fiber.

Protection fiber is shown going in the clockwise direction. Just like in APS 1+1, the

working signal is sent down the protection fiber simultaneously. In the event of a fail-

ure, the receivers at the nodes used to access the ring (A and D in this example) per-

form a tail-end transfer to select the backup signal, re-establishing the failed

connection. One notable property of UPSRs is that any demand routed through the

ring must traverse every span of the ring. This means that the total (working and pro-

tection) capacity of the ring must equal to the sum of all the demands protected by the

ring. UPSRs are widely deployed using the SONET framework. The WDM-based

equivalent of UPSRs are Optical Path Protection Rings (OPPRs) [24].

FIGURE 2.7. Illustration of UPSR operation (a) before failure and 
(b) after failure.
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Where a UPSR is similar to several 1+1 APS systems over the same spans, a

BLSR is a cyclical structure that can be viewed as overlaid 1:N APS systems where the

protection capacity is shared among multiple different working sections. Figure 2.8

illustrates a 4-fiber BLSR in a working and failed state. In a 4-fiber BLSR, there are

two sets of fibers; one set of dedicated working fibers and one set of dedicated protec-

tion fibers. The sets of working and protection fibers allow for bidirectional transmis-

sion on any span of the ring. This allows for a demand to be routed between two

nodes of a BLSR using only a segment of the ring (typically the shortest) as opposed

to being forced to use the entire ring as was the case for UPSRs. An example of this is

illustrated in Figure 2.8a, where the demand shown is routed between node A and D

using spans A-E and E-D. The rest of the spans (A-B, B-C, C-D) remain unused and

can be used to route other demands. All the demands protected by a BLSR share the

spare capacity on it. Because of this, BLSRs only need as much capacity as the largest

total of the demand flow crossing any span of the ring. In the event of a failure

(Figure 2.8b), the nodes adjacent to the failed span loop-back the entire working traf-

fic into the protection fibers. Overhead signaling is required to ensure that the appro-

priate nodes perform the switching action. The 2-fiber variant of the BLSR works

exactly like the 4-fiber version except that in the 2-fiber case, the channels on each

fiber are split into the working and spare categories instead of using whole fibers for

each, as was the case in 4-fiber BLSRs. The WDM-based equivalent of BLSRs are

Optical Shared Protection Rings (OSPR) [25].
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FIGURE 2.8. Illustration of BLSR operation (a) before failure and 
(b) after failure.

The main benefits of ring systems is that they have very fast restoration times.

The protection path is known well in advance of failure and restoration action only

involves the nodes adjacent to the failed span. Ring systems are simple, very easy to

operate and can be implemented using low cost ADM equipment. One of the main

down-sides, however, is that ring systems have very poor capacity efficiency. UPSR

networks have very high capacity requirements as any demand routed on a ring uses

the entire ring for transmission and the UPSR does not allow for any protection

capacity sharing. BLSRs are slightly more efficient than UPSRs because they allow dif-

ferent demands routed on the same ring to share protection capacity. However, this
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amendable to manual redesigns and adding rings to a network as demand grows often

results in inefficient designs. Despite these shortcomings, rings (and APS systems) are

commonly deployed as they were the most widely standardized and commercially

available survivability solutions in the 1990s.

2.11 Survivability at the Logical Layer

Logical layer survivability techniques view the individual channels between

adjacent nodes as generic capacity that can be used for demand routing and protecting

these demands against failure. Working capacity can be arranged into shortest/least

hops routes. This is in contrast to ring systems, for example, where working routing is

forced to follow the spans crossed by the ring. Spare capacity can be unorganized and

can exist as a pool of capacity to be used when failure occurs, as is the case in restora-

tion-logical-layer survivability techniques. Or it can organized into identifiable pro-

tection structures such as trails, cycles or trees, which can be either pre-connected or

not, as is the case for protection and pre-planned restoration survivability techniques,

respectively. The following sections introduce the various logical survivability tech-

niques that have been introduced for transport networking. The goal of these sections

is to acquaint the reader with the basic concepts related to each particular architecture.

More detailed discussions on these architectures my be found in [9] as well as the ref-

erences provided.

2.11.1 Span Restoration

Span restoration (SR) [26] is a survivable mesh networking technique where

only the nodes adjacent to the failure are responsible for restoring the demands

affected by it. This is a variant of mesh networking where restoration is localized and

is also referred to as link protection or line restoration. Mesh networking refers to

architectures where spare capacity can be arbitrarily arranged into backup paths, uti-

lizing the mesh-like physical topology of the network. Prior to failure, the spare capac-
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ity is unused or is used to carry low priority traffic that can be pre-empted in case of

failure. When the a span failure occurs, the adjacent nodes use spare capacity to

restore the connectivity between the two nodes for all the affected demands. This

technique works by providing logical detours in the form of replacement paths con-

necting the nodes adjacent to the failed span. An example of this is illustrated by

Figure 2.9 where a failure of a span affecting three units of working capacity is

restored using three replacement paths (dark arrowed lines) originating and terminat-

ing at the nodes adjacent to the failure. These paths are effectively spliced into the

working path and replace the failed channel. The main design objective for SR is to

ensure that for any single span failure, there is enough spare capacity in the network to

re-connect the affected working capacity. The efficiency of this method comes from

replacement paths from different span failures sharing spare capacity.

FIGURE 2.9. Span restoration example showing three replacement 
paths used to restore three units of working capacity affected by 

failure.

2.11.2 Path Restoration

Path restoration (PR) [27], [28] is a mesh survivability technique that is simi-

lar to SR in operation and concept. Both use replacement paths built out of shared

spare capacity in case of a failure and the paths are established only after a failure

occurs. The main difference between SR and PR is that in SR the replacement paths

are established connecting the adjacent nodes of the failed span in contrast to PR
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where the replacement paths originate and terminate at the affected demand’s end-

nodes. PR is a variant of mesh networking where the restoration is end-to-end. The

actual restoration paths used to restore a particular demand can vary based on where

in the network the failure occurs. When a single span failure affects a working path

crossing several spans, the unaffected working capacity channels of the failed working

path are referred to as stubs. These stubs can be added to the pool of spare capacity in

an action called “stub release” and can then be used in addition to spare capacity to

generate replacement paths for failed demands. PR with stub release has important

theoretical significance because it represents the most efficient survivability technique

and can be used as a lower efficiency bound for all other architectures. It is possible to

achieve an even lower efficiency bound than PR with stub release by reorganizing both

working and spare capacity after a failure. This type of technique is not used because

of the implications of doing so from the point of view of network reliability and avail-

ability. In general, any protection architecture that forces working paths unaffected by

failure to be terminated and re-routed for the sake of lower capacity use is viewed as

not acceptable in transport networking where the aim is to shield working paths from

failure as much as possible.

An example of PR in an event of a single failure scenario is illustrated in

Figure 2.10. Two operational working paths are shown using light arrowed lines in

Figure 2.10(a). Figure 2.10(b) illustrates single span failure recovery action taken

when PR without stub release is used. The replacement paths taken to recover the

failed demands are shown using dark arrowed lines. Note that the replacement paths

do not have to be disjoint from the working paths (except for the span affected by the

failure) if doing so reduces the total capacity of the design. Figure 2.10(c) illustrates

single span failure recovery when PR with stub release is used. In the case shown, two

units of working capacity are reused. This results in two fewer units of spare capacity

required to protect the same amount of working capacity, relative to PR without stub

release.
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FIGURE 2.10. Path restoration single failure example: (a) Two 
working paths prior to failure. (b) PR without stub release. (c) PR 

with stub release.

2.11.3 Shared Backup Path Protection

Shared backup path protection (SBPP) [29] is a pre-planned protection archi-

tecture that combines aspects of PR and 1:1 APS DP. Under SBPP every working path

is provided with a single end-to-end protection path that is disjoint from it (much like

1:1 APS DP). This allows for the same protection path to be used regardless of which

span crossed by the working path is affected by failure. This property of SBPP is

referred to as failure independence while it can be said that PR is a failure dependant

architecture. Similarly to PR, under SBPP the spare capacity is shared among protec-

tion paths used in different failure scenarios. Another way of looking at it is that sets

of span disjoint working paths may have their backup paths share spare capacity. This

is because no two disjoint working paths will ever be affected by the same span failure

and will therefore never contend for spare capacity when only single span failures are

considered. This concept can further be extended to protect against node failures by

making sure that the working paths are mutually span and node disjoint.

The concept of SBPP illustrated in Figure 2.11. Two disjoint working paths,

represented by solid arrowed lines, as well as unconnected spare capacity, represented

by the long dashed lines are shown in Figure 2.11(a). Two failure scenarios affecting

(a) (b) (c)
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each working path are shown in Figure 2.11(b) and Figure 2.11(c). The respective

backup path used to restore each working path is shown as well, represented by solid

dark arrowed lines. Note that because the two working paths were disjoint, their

backup paths were allowed to share capacity on two spans.

FIGURE 2.11. SBPP example. (a) Two working paths and 
unconnected spare capacity. (b,c) Two single span failure scenarios 

and the respective backup paths used.

2.11.4 Demand-Wise Shared Protection

Demand-wise shared protection (DSP) [30], [31] is a recently developed path

protecting architecture where the spare capacity is shared between different paths of

individual demand bundles. Under DSP, the working and protection paths of each

demand bundle are routed in integral amounts over spatially diverse routes.

Figure 2.12 illustrates an example of a DSP 3-way split arrangement where three

diverse routes are used to realize a demand request of 7 units. The solid arrowed lines

represent the working routes carrying 3 and 4 working paths respectively. The dashed

arrowed line represents a protection route carrying 4 protection paths. The number of

protection paths provisioned must equal the number of working paths that can be

affected by a single failure at the same time. If either of the two working routes fail,

the working paths on these routes can be recovered using the protection paths pro-

vided. Some of the desirable properties of DSP include the fact that, similarly to APS,

(a) (b) (c)
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only the end-nodes are responsible for switching actions when a failure occurs. DSP

can be equal to or better than 1+1 APS in terms of capacity use, can theoretically

approach redundancies of optimal SBPP solutions [31] and can be implemented using

simple networking equipment.

FIGURE 2.12. DSP 3-way split example for a 7 unit demand 
bundle.

DSP can be efficient in very specific situations where three or more mutually

disjoint routes of approximately the same length exist between a pair of nodes and

where there exists a large enough demand requirement to utilize all of the available

routes. This ideal situation is very rarely realized in DSP designs. Often, the third or

higher order routes are far too long to yield significant cost savings relative to using

just a 2-way split arrangement. Note that in the example illustrated in Figure 2.12, a

total of 21 units of working capacity are protected using 20 units of spare capacity. In

contrast, in an APS equivalent 2-way split arrangement (where only the shortest two

routes are used: one for working and the other for protection paths) uses a total of 21

units of working capacity and 21 units of spare capacity. In all, an upgrade from a 2-

way to a 3-way split only saves only one unit of capacity. This corresponds to only a

2.4% improvement, relative to APS. Because of this effect, in addition to the fact that

spare capacity is not shared between different demand bundles, general network DSP

solutions are only slightly better than APS in terms of capacity [32].

2.11.5 Pre-Cross-Connected Trails

4
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Pre-cross-connected trails (PXTs) [33], [34] is a path protecting pre-connected

architecture where spare capacity is organized into non-cyclical degree 2 (except for

the end-nodes) structures called trails. These trails do not contain any branch points

and are allowed to cross the same nodes and spans several times in the general case, if

it is optimal to do so. PXTs that do not cross the same span more than once are

referred to as simple PXTs. A working path is eligible for end-to-end protection by a

PXT if the PXT crosses its end-nodes and the protection path provided by the PXT

and the working path are mutually disjoint. Spare capacity on a single PXT can be

shared between working paths that cannot be simultaneously affected by a single fail-

ure. Another way of saying this is that sets of mutually disjoint working paths are eli-

gible to be protected by the same PXT. It is possible for two non-disjoint working

paths to be protected by the same PXT but only if the protection paths provided to

the working paths by the PXT are mutually disjoint.

Note that PXTs are similar to SBPP in the respect that every working path is

assigned a single protection path that is activated regardless of where the failure affects

the working path. However, under PXTs the spare capacity is organized into trails that

are pre-connected and can be tested before failure occurs, where as in SBPP the spare

capacity remains unconnected and is only cross-connected after failure. An example

PXT configuration is shown in Figure 2.13 where a set of 3 working paths (solid

arrowed lines) is protected by a single PXT (dashed arrowed line). In the case of a fail-

ure, the end-nodes of the affected working path initiate a switching action that breaks

into the PXT, restoring the failed path.
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FIGURE 2.13. Example of a single PXT protecting 3 working paths.

2.11.6 p-Cycles

p-Cycles (also referred to as span-protecting p-cycles) [35], [36], [37] are cycli-

cal, degree 2, pre-connected structures that provide protection for channels on spans

whose adjacent nodes are crossed by the cycle. An example of a unit capacity p-cycle in

a pre-failure state is illustrated by the connected dark line in Figure 2.14(a). They offer

restoration speeds comparable to that of ring networks while also providing mesh-like

efficiency. The high speeds associated with p-cycles come from the fact that the spare

capacity is pre-connected and that every restoration action is pre-planned so that the

only actions required after a failure is that of failure identification and accessing the p-

cycle. p-Cycles offer protection against two types of failures: on-cycle and straddling.

On-cycle failure protection is provided to the working channels on spans

crossed by the cycle. In an event of an on-cycle span failure, the end-nodes of the span

perform a restoration action that re-routes the failed working channels into the surviv-

ing segment of the cycle. This is illustrated in Figure 2.14(b) where the arrowed solid

line represents the replacement path taken to restore the unit channel on the failed

span. This operation is very similar to the way that BLSRs provide protection against

span failure. Also similarly to rings, every span crossed by the cycle can be protected in

this way. So far, only taking into account on-cycle failures, this cycle is 100% redun-

dant: there are 10 units of working capacity protected by 10 units of spare capacity.
42



Straddler failure protection is provided to spans that are not crossed by the

cycle but whose adjacent nodes are. Failures affecting straddler spans do not affect the

cycle itself. This allows the cycle to be split into two segments originating and termi-

nating at the nodes adjacent to the failure. These two segments provide two replace-

ment paths that can be used to restore two units of affected working capacity on the

failed span. Figure 2.14(c) shows an example of a straddling span failure where the

cycle is broken into at the end-nodes of the failed span, providing two replacement

paths, represented by the arrowed lines. Straddler protection is the key to the high

mesh-like efficiency provided by p-cycles. The cycle in Figure 2.14(a) has 5 straddling

spans and can protect 10 units of working capacity on this spans. This is in addition

to the 10 units of on-cycle working capacity already protected from the example

above, when straddlers were not considered. In total this cycle can protect 20 units of

working capacity using only 10 units of spare capacity which equates to 50% redun-

dancy. This efficiency is comparable to that of SBPP, path restoration and span resto-

ration and is significantly more efficient than what is possible using ring and APS

systems. p-Cycles have another major advantage over rings. In addition to high effi-

ciency, under p-cycles working capacity can be routed using the shortest/fewest hops

routing. This is in contrast to working paths being restricted to follow the spans

crossed by rings in BLSR and UPSR systems.

FIGURE 2.14. Example of (a) a p-cycle and the action taken after (b) 
an on-cycle and (c) straddling span failure.

(a) (b) (c)
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2.11.7 FIPP p-Cycles

Failure independent path protecting (FIPP) p-cycles [38], [39], [40] are an

extension of span-protecting p-cycles to path protection. Similarly to span-protecting

p-cycles, FIPP p-cycles are cyclical, degree 2 structures that are capable of offering on-

cycle and straddler protection. The main difference between the two is that where

span-protecting p-cycles only protect individual spans, FIPP p-cycles protect entire

paths working paths, end-to-end, as long as the end-nodes of the working paths cross

the same nodes as the cycle. FIPP p-cycles are the main focus of this thesis and for this

reason, the details regarding this architecture, including a thorough literature review,

are deferred to Chapter 3.

2.11.8 GPP p-Cycles

Generalized path protecting (GPP) p-cycles [41] are a recently proposed mem-

ber of the path protecting p-cycle family. Essentially GPP p-cycles are operationally

similar to FIPP p-cycles except that under GPP the failure independence constraint is

lifted. This means that working paths protected under GPP can be protected using

different configurations depending on where the working path is affected by failure.

This is in contrast to FIPP p-cycles, where each working path can only be protected

using a single configuration to ensure that the same switching action takes place

regardless of the location of the failure. Because of how closely related this architecture

is to FIPP, further details regarding GPP p-cycles are deferred to Chapter 3.

2.11.9 Flow p-Cycles

Flow p-Cycles [42], [43] are an extension of the span-protecting p-cycle con-

cept with the main difference being that they protect path segments instead of indi-

vidual spans. The path segments protected by flow p-cycles may be of any size, be it a

single span, the entire working path or just a segment of it. For a path segment to be
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eligible for protection, its end-nodes must fall on the nodes crossed by the cycle. Sim-

ilarly to span-protecting p-cycles, flow p-cycles allow for on-cycle and straddler failure

protection. Any working path segment protected by a cycle that is span disjoint from

the cycle is eligible for straddler failure protection. Any segment that crosses on at least

one span also crossed by the cycle is eligible for on-cycle protection. The general rule

is that a cycle may protect a set of path segments if the path segments are mutually dis-

joint from one another and cannot fail simultaneously. If the path segments are not

mutually disjoint they can still be protected by the cycle if their replacement paths are.

In other words, if two segments do fail simultaneously (because they were not mutu-

ally disjoint), they can be protected by the same cycle if they do not contend for the

same spare capacity on that cycle.

Flow p-cycles provide the most general solution out of all p-cycle architectures.

Both FIPP p-cycle and span-protecting p-cycle solutions can be flow p-cycle solutions.

FIPP and span-protecting p-cycles fall on opposite sides of the span to path protection

spectrum. Flow p-cycles are able to cover the middle ground as well as the extremes if

it is optimal to do so. Flow p-cycles significantly extend the ability of span-protecting

p-cycles to protect against node failures. This was previously not possible with span-

protecting p-cycles because node failures affect not only the working path but also the

cycle access point required for the restoration action to take place.

2.12 Optimization and Linear Programming

The following sections cover the details regarding how efficient transport net-

work designs can be obtained. Significant attention is given to linear programming

(LP), which is the main method used for obtaining network designs in this thesis. It

lends itself gracefully for use in transmission networking problems, where the relevant

elements in the network as well their interrelations can be efficiently described by

modeling these as a linear program (LP). Before proceeding to introduce LPs in detail,

the following section provides a brief overview of relevant set theory concepts.
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2.12.1 Set Theory and Notation

The set is one of the most fundamental concepts in mathematics [44]. It is an

unordered, non-repeating collection of objects (called elements) that are related to one

another by the inclusion in the set. A set itself can also be an object and is completely

defined by the elements contained within. Using common notation, a set S, contain-

ing elements a, b and c can be written as . The order in which the ele-

ments are written when defining a set does not matter, meaning that the above is

equivalent to  or , for example. It is also possible to have

a set that contains no elements at all, referred to as a null set. Using common notation

a null or empty set is defined as , as well as . The cardinality of a set

is defined as the number of elements contained within the set, as in  and

. The character  is used to describe whether a particular element is in a

particular set or not. For example  states that element a belongs to set S. Con-

versely,  is used to describe when an element does not belong to a set as in 

which states that element d does not belong to set S. To refer to all the elements of a

set, without explicitly naming all the elements, the universal quantifier , also

meaning “for all” or “for each”, is used. For example,  can be read as ‘for each

element x in set S’. The existential qualifier  is used to indicate a test to see if a

specified object is a member of a given set and is usually read as “if exists” and 

means “such that”. For example, these qualifiers can be used in an expression such as

 which can be read as follows: For all x within set S such that

there exists an element y within set T where x is less than or equal to y.

If two sets  and  contain exactly the same elements then they are said to be

equal. This can be represented in a statement such . If set  is made up com-

pletely of the elements from set  it is said to be a subset of . Using mathematical

notation, this is the same as writing  or  where  is referred to as

S a b c, ,{ }=

S b c a, ,{ }= S b a c, ,{ }=

P { }= P ∅=

S 3=

P 0= ∈

a S∈

∉ d S∉

∀

x S∈∀

∃

x S∈∀ y T x y≤,∈∃〈 | 〉

S T

S T= S′

S S

S′ S⊆ S S′⊇ ⊆
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inclusion. Conversely, it can also be said that  is a superset of . Under inclusion it

is permissible for set  to be made up of every element , in other words inclusion is

not violated if . A subset  is a proper subset if it is made up of elements from

its superset , but . Using mathematical notation this can be written as 

or  where  is referred to as strict inclusion.

A union of two sets  and  is defined as the set of

all elements that appear in either (or both) sets, and can be written as

. The intersection of two sets is defined as the set of all elements

that appear in both sets. Using the previous sets as an example, this can be written as

. The difference between two sets is defined as the set of elements

from belonging to the set being subtracted from that do not appear in the set that is

being subtracted. In this case the order in which the sets appear in the expression mat-

ters and this can be written as  or as . A symmetric differ-

ence between two sets is defined as the set of elements that appear in either set, but

not in both. This can be written as .

2.12.2 Linear and Integer Linear Programing

The LP techniques and terminology extensively used in this thesis are bor-

rowed from the field of Operations Research (OR) which is a field dedicated to the

use of mathematical modeling and algorithms to arrive at optimal or near optimal

solutions to complex problems. This thesis, however, focuses on the application of

these techniques to practical engineering problems in transport networking, not on

the techniques themselves. This section is intended to provide a basic, user level

understanding of OR methods and terminology to aid the reader in understanding

the models presented in this thesis. Detailed information about the techniques and

mathematical algorithms for solving LPs can be found in the following references:

S S′

S′ S

S S′= S′

S S S≠ ′ S′ S⊂

S S′⊃ ⊂

S a b c, ,{ }= T b c d, ,{ }=

S T∪ a b c d, , ,{ }=

S T∩ b c,{ }=

S T– a{ }= T S– d{ }=

S TΔ a d,{ }=
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[45], [46], [47]. Additionally, a detailed survey of OR methods relevant to network

design can also be found in [9].

Optimization, or mathematical programming, is the study of problems in

which the main goal is to minimize or maximize a mathematical equation (also

referred to as the objective function) that relates several decision variables, subject to

variable constraint equations (referred to as constraints). Note that in this context, the

term programming does not relate to the current common use of the word: the pro-

gramming of a computer. Instead, here the term programming, relates to the concept

of scheduling or planning. The problems encountered throughout this thesis can be

categorized as combinatorial optimization problems. In these types of problems the

set of feasible solutions (solutions that satisfy all of the problem’s constraints) is dis-

crete or can be reduced to a discrete one. These problems involve selecting combina-

tions of smaller discrete elements to form solutions and the number of feasible

solutions increases rapidly with problem size. It is relatively easy to find a feasible solu-

tions for combinatorial problems but it is very difficult to find provably optimal ones.

Linear programming is a type of mathematical programming where the objec-

tive function and the variable constraint functions are all linear and the decision vari-

ables may take on continuous non-negative real values. Note that linear programming

relates to the process of solving a linear program, which is an instance of a linear pro-

gramming problem. Both linear programs and programming are abbreviated using LP.

Integer linear programming (ILP) and mixed integer programming (MIP) are sub-

types of linear programming where the decision variables may only take on integer

values or where some, but not all, decision variables may take on integer values respec-

tively. An additional designation that may be added to either integer or mixed integer

programs is the “1/0” prefix. Adding this prefix when referring to an ILP or a MIP

problem means that at least one of the integer variables in the problem may only take

on binary  values. Variables constrained in this way typically represent no/yes

decision outcomes. In this thesis, the distinction between ILP and MIP is not very

0 1,{ }
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important as they are treated equally when the problems are solved. For this reason,

for the rest of the thesis, both types will be referred to as ILPs.

2.12.3 Formulation of an LP/ILP model

Each LP/ILP formulation has the following main components: the data set,

the variables of the problem, the constraint and variable bound functions and lastly

the objective function. These individual components will be explained using a classi-

cal combinatorial optimization problem called the 1/0 knapsack problem [48]. The

knapsack problem is actually an ILP problem, but we will use it as an example for

both LPs and ILPs as their formulations are nearly identical. The only difference

between the two formulations is that the variables are constrained to be integers in one

and not the other.

 Consider a problem of a person who must pack for a hike. Assume that she

has several unique packages of varying utility and weight. The problem is to deter-

mine which items the hiker should pack so that the carrying capacity for the hiker is

not exceeded while the total utility of all the items packed is maximized. The data set

in this problem comprises of the individual items and their properties, such as the

pack’s size and the weights and utility values for the items. The data set can be split

into two separate parts: sets and parameters. A set is a collection of elements that is to

be considered in the optimization and parameters are input data that is known in

advance. The parameters may be constants (such as the maximum weight that can be

carried by the hiker) or properties of the objects in the sets (such as weight or utility).

In this example, the data set is defined as follows:

Sets:

The set of items that the hiker may pack in her bag.

Parameters:

I
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This parameter corresponds to the utility of item . .

This parameter corresponds to the weight of item . .

This parameter corresponds to the carrying capacity of the hiker.

The variables are the unknowns of the problem. In this example, the variables

will be yes/no decisions that have to be made by the hiker for each item, defined as

follows:

Variables:

Equal to 1 if item  is to be packed, and is equal to 0 otherwise.

The objective function is a function of the decision variables that represents

the main goal of the problem. In this case, it represents the total utility of all the items

included in the pack, which is what this problem attempts to maximize is given by

(2.3).

Objective Function:

Maximize: (2.3)

The constraint and bound functions assert relationships between variables that

must be adhered to. In the case of this example, it is important that we impose a limit

on the weight carried by the hiker or the solver, in an attempt to maximize the objec-

tive function, will select every single item to be packed which is undesirable. The con-

straint functions asserting that the maximum carrying capacity of the hiker may not

ui i i I∈

wi i i I∈

W

xi i

ui xi⋅
i I∈
∑
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be exceeded is given by (2.4). In order to make sure that the solver only selects values

of 1 or 0 for the decision variables, the variable bound function is given by (2.5).

Constraints:

(2.4)

(2.5)

For example, consider a problem above in which the hiker has an inventory of

four items where , corresponding to the weight of each item in

kilograms, and , corresponding to the number of days the hiker

may travel if she packs item . Suppose that she wishes that the weight of the pack did

not exceed 45 kg. If she attempts to pack her backpack by picking the items with the

most utility first, she will end up with a solution where , which will

allow her to travel for 22 days carrying a pack weighing 40 kg. The optimal solution

to this problem, which can be obtained using the ILP methods introduced below, is

, corresponding to a travel time of 27 days and a pack weighing 45

kg. Note that in this case, due to the small problem size, it is fairly easy to find the

optimal solution simply by enumerating all possible packing arrangements. This

would not be practical for larger sizes of the problem, considering that the number of

possible item arrangements grows exponentially (in the order of ) as more variables

 are added. 

2.12.4 Solving LP and ILP Problems

LP problems are most often solved to optimality using a simple and efficient

method called the simplex method [49]. The simplex method, examined in closer

wi xi W≤⋅
i I∈
∑

xi 0 1,{ }∈

wi 10 30 15 20, , ,{ }=

ui 12 10 9 6, , ,{ }=

i

xi 1 1 0 0, , ,{ }=

xi 1 0 1 1, , ,{ }=

2n

n
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detail below, involves a series of sequential matrix operations on a representation of

the LP problem in standard matrix form. ILP problems (such as the knapsack prob-

lem, above) are typically more difficult to solve than LPs and cannot be directly solved

using the simplex method. The reason for this is because it is not possible to represent

discrete integer values in the simplex method. Typically, solving an ILP starts by solv-

ing an LP relaxation of the ILP problem, which is a formulation of the ILP where the

integrality constraints on variables are relaxed. The solution to the relaxation provides

an upper or lower bound on the objective value of the ILP, based on whether it is a

maximization or a minimization problem, respectively. If the solution obtained at this

stage is an integer solution then the process terminates and the solution can be said to

be an optimal integer solution.

If not, the most common approach is to use the branch-and-bound (B&B)

method, originally proposed in 1960 [50]. This method works by solving a sequence

of LPs obtained by relaxing integrality constraints of the problem and adding new

constraints to separate the feasible region into sub-regions to be used in subsequent

iterations of the algorithm. Typically the implementation of the B&B method is

viewed as a tree search and the number of new constraints added increases as the algo-

rithm progresses. Other approaches for solving ILPs such as the Gomory cuts/cutting

plane method [51] or the hybrid branch and cut method [52] use essentially the same

idea: that of iteratively adding constraints to the LP relaxation of the problem and re-

solving it until all the required variables are integer. They mainly differ by the types of

constraints, also referred to as cuts, that are used at each iteration.

Regardless of the method used, it proceeds until all the necessary variables are

integer, or until a specific exit criteria, such as reaching a solution within the MIP-

GAP, is met. The MIPGAP is the allowed difference between the objective value of

the fully relaxed LP lower (minimization) or upper (maximization) bound solution

and the best currently found integer solution. This difference can be defined in abso-

lute units or as a percentage. Thus, for example, if an ILP problem with the MIPGAP
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set at 1% terminates, the integer solution found is provably within 1% of the true

optimal solution. Due to their combinatorial nature, the solution space of the ILP

problems addressed in this thesis are very large and may contain many near-optimal

solutions. Searching this space to prove that the current integer solution is indeed the

optimal one may take a very long time as every possible alternative may have to be

examined. In network design engineering problems, it is perfectly acceptable for a

solution to be within 1% of the optimal. In fact, for network design problems, even

solutions obtained that are within 50% MIPGAP are generally better than ones

obtained using heuristic methods and can be obtained much faster, considering the

time needed to develop and implement a good quality heuristic method.

It is possible to solve LP and ILP problems by hand using the methods men-

tioned above for problems with just a few variables and constraints. This approach

would not be practical for the size of the problems in this thesis which contain tens of

thousands of variables and constraints. Because of this, highly specialized and efficient

third party packages that implement the above methods are used to generate optimal

solutions. AMPL [53] (an acronym for ‘a mathematical programming language’) is a

commercial software package and modeling language that can be used to describe

mathematical programs in the format outlined in Section 2.12.3, above. The AMPL

software, using the problem formulation as well as the required data sets, prepares the

problem so that it can be passed to CPLEX. CPLEX [54] (named after the simplex

method and the C programming language) is a sophisticated commercial software

package designed to solve mathematical programming problems. It is then used to

find the optimal or near optimal solution to the defined problem.

2.12.5 The Simplex Method

The simplex method (developed in 1947 by George Danzig) [49] is a very

common and efficient iterative method of solving LP problems. The aim of this sec-

tion is to acquaint the reader with how the method works as well as relevant terminol-
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ogy and to aid in the understanding of the column generation method, introduced

below. This section will provide a small example to illustrate how the simplex method

works. For detailed discussion, including proofs and variations of the simplex method,

the reader is deferred to [45], [55].

Consider the LP problem below, in standard form, where the objective func-

tion is given by (2.6) and the constraints of the problem are given by (2.7). The

bounds (2.8) ensure that the variables do not take on negative values. 

Minimize: (2.6)

Subject to: (2.7)

(2.8)

The simplex method cannot be applied directly to the LP above because it

contains inequality constraints. A preliminary step of the method consists of introduc-

ing so-called slack variables (called surplus variables for minimization problems) to the

constraints. The slack variables are added one per inequality constraint and represent

the difference between the left and right hand sides of the constraint equations. These

slack variables are also added to the objective function, but their coefficients are set to

0, representing that they do not affect the objective value. Equations (2.9), (2.10) and

(2.11) illustrate the resulting formulation of the LP, in what is referred to as aug-

mented form.

Minimize: (2.9)

Subject to: (2.10)

(2.11)

z 5x1 3x2+=

2x1 1x2+ 10≤

3x1 2x2+ 16≤

x1 x2 0≥,

z 5x1 3x2 0s1 0s2+ + +=

2x1 1x2 1s1 0s2+ + + 10=

3x1 2x2 0s1 1s2+ + + 16=

x1 x2 s1 s2, , 0≥,
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As a final step in initiating the simplex method, it is common to place the

coefficients of the LP problem in the augmented form into a tableau. The resulting

tableau is shown in (2.12) where the first two constraints are represented by the first

two rows of the matrix and the objective function (with the sign reversed) is repre-

sented by the last row.

(2.12)

Each column in the tableau above, with the exception of the last one, corre-

sponds to the specified variable. The last column, labeled as the right hand side

(RHS), represents the values of the variables currently in the basis as well as the cur-

rent objective value, , which is found in the bottom most element of the RHS

column. The basis represents a set of variables (called basic variables) that make up a

solution for the LP problem. Variables that are not in the basis are referred to as non-

basic variables and their values are set to 0. The basis may correspond to a feasible or

an infeasible solution, depending on whether the values of the basic variables adhere

to the constraints of the LP or not, respectively. It may also correspond to an

unbounded solution if any of the variables affecting the optimal value are uncon-

strained. If any of the basic variables have a value of 0, then the corresponding basic

solution is said to be degenerate. For our purposes of illustration, we will only deal

with feasible basic non-degenerate solutions in this example.

In (2.12), the basic variables are  and  and their values are 10 and 16,

respectively. The basic variables can be identified by examining the tableau for col-

umns where a single element is set to 1 and the rest are set to 0. The row containing

the non-zero element can be used to determine the value of the corresponding basic

variable, simply by looking in the RHS column of that row. The non-basic variables

x1 x2 s1 s2 RHS

2 1 1 0 10
3 2 0 1 16
5– 3– 0 0 0

z–( )

s1 s2
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are  and  and their values are 0, as is the case for any variable not in the basis.

The objective value corresponding to this solution is .

The last row of the tableau has a very important role in the context of the sim-

plex method. The elements of this row, excluding the element in the RHS column,

correspond to the sensitivity of the objective value to a unit increase in this element’s

column variable. These elements are referred to as reduced costs of the variable in

question.

The grand strategy of the simplex method is that of successive improvements.

Having found an initial basic feasible solution, the simplex method searches for other

feasible solutions with the main goal being the improvement of the objective value.

This is done by, first identifying if there are any non-basic variables that can improve

the objective value and picking the variable that is most efficient at doing so to enter

the basis. The column corresponding to this variable is referred to as the pivot col-

umn. Effectively, the value of this variable is increased, while keeping the values of the

other non-basic variables at 0, until some non-negativity constraint of one of the cur-

rently basic variables restricts the entering variable from being increased further. The

variable that imposes this bound on the entering variable is picked to exit the basis.

The next step of the simplex method entails modifying the tableau to account for the

new basic and non-basic variables. This is done by applying a series of elementary

operations to the tableau such that the columns corresponding to the basic variables

contain a single element set at 1 and the rest of the elements in the column set at 0.

This process is repeated until no more variables can be found to enter the basis. At this

point, the current solution corresponds to the optimal one and the process terminates.

Applying the above process to our example, we first need to select a variable to

enter the basis. For this we can select  since it has the highest negative reduced cost

of -5 units so increasing  will have the biggest effect on the objective value. The

x1 x2

z– 0=

x1

x1
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variable providing the most stringent upper bound on  is . This is determined by

identifying which row has the smallest positive ratio  where  is the value of the

current basic variable as read off the RHS column and  is the value of the row coeffi-

cient of the column corresponding to the variable entering the basis. In our example

 meaning that the first row must be selected as the so-called pivot row, corre-

sponding to  leaving the basis. The updated tableau, after elementary row opera-

tions are used account for the changes in the basis, is shown in (2.13). 

(2.13)

Note that now  and  are basic variables with values of 5 and 1 respec-

tively. The objective value of this solution is , but this is not yet optimal,

judging by the fact that there remains one more column (corresponding to ) where

the reduced cost can still contribute to improving the objective value. With  enter-

ing the basis, we need to select a variable to exit the basis. The smallest  ratio

belongs to the second row, meaning that  must leave the basis. The updated final

tableau after the pivot step is shown in (2.14).
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(2.14)

In the final tableau,  and  are the basic variables, and their values are 4

and 2, respectively. There are no more columns with a reduced cost that can improve

the objective value, meaning that the solution is indeed optimal and the objective

value is .

The above was a very simple green field example of the simplex method. In

practice, there may be several hurdles that may need to be overcome in order to arrive

at a solution. For example, it may not be a trivial task to arrive at a feasible solution to

be used as a starting point for the simplex algorithm. Also, during execution the algo-

rithm may not be able to find a variable to enter the basis or one or more basic vari-

ables may have values of 0, corresponding to a solution that is degenerate. Both of the

above may lead to cycling and prevent the simplex method from finding an optimal

solution or terminating. 

Additionally, it is worth mentioning that there exists another very popular ver-

sion of the simplex method called the revised simplex method. Essentially, it acknowl-

edges that at any iteration of the simplex method the major players are the variables

entering and exiting the basis, as well as the basis itself. In the revised simplex method,

it is no longer necessary to perform the intensely computational task of updating all

the columns in the tableau at the end of every iteration. Instead the algorithm main-

tains a matrix containing the columns of the basic variables, the inverse to which must

be found on every iteration in order for the algorithm to proceed forward. Despite

this, typically an iteration of the revised simplex takes less time than that of the sim-

plex method and for this reason, the revised simplex method is more commonly found

in computer programs for solving LP problems. Further discussion of the revised sim-

x1 x2 s1 s2 RHS

1 0 2 1– 4
0 1 3– 2 2
0 0 1 1 26–

x1 x2

z– 26=
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plex methods as well as methods for identifying and overcoming the pitfalls men-

tioned above are out of the scope of this thesis. The reader is referred to [45], [55] for

further discussion on these topics.

2.12.6 Duality

An interesting property of linear programming is that every maximization

problem in standard form (referred to as the primal) gives rise to a minimization LP

problem called the dual problem. Consider a primal LP problem with  variables and

 constraints in standard form presented using (2.15), (2.16) and (2.17). The dual of

this LP problem, presented using (2.18), (2.19) and (2.20) has  variables (referred

to as dual variables ) and  constraints. Note that the direction of optimization is

reversed, the objective function variable coefficients  and the right hand side con-

straint values  of the primal switch positions in the dual. The constraint coefficient

matrix is effectively transposed in the dual problem. The two LP problems are, in fact,

duals of one another and are related in an interesting way: a feasible solution in one

yields a bound on the optimal value in the other. Furthermore their objective values

coincide at optimality.

Maximize: (2.15)

Subject to: (2.16)

(2.17)

Minimize: (2.18)
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Subject to: (2.19)

(2.20)

The property of duality in LP problems has some important uses. It can allow

us to check whether a solution arrived at by solving the primal problem is indeed opti-

mal. If it isn’t, the corresponding dual solution will be infeasible. This property works

in the reverse direction as well: a sub-optimal solution in the dual corresponds to an

infeasible solution in the primal. Visually, the two problems can be seen as approach-

ing the same optimal solution from different directions. The primal is concerned with

searching the feasible solution space (which takes the shape of a convex polytope),

moving from one feasible solution to the next, while improving the objective value.

The dual approaches the same solution from a region of infeasibility (from the per-

spective of the primal) and the two coincide at optimality. What is particularly inter-

esting is that the dual solution can be extracted from the final tableau of the primal

problem, which is a consequence of what is called the complimentary slackness theo-

rem. This means that the benefits that come from knowing the dual solution can be

gained without even solving the dual problem.

Duality also allows a problem that would be difficult to solve in the primal to

be easily solved in the dual under certain criteria. An example of this is a situation

where the primal problem has many more constraints than variables. Using the sim-

plex method, many rows (each corresponding to a constraint) would have to be

updated at every iteration making solving the primal computationally intensive. In

the corresponding dual problem, there would be many more variables than con-

straints, which is a favourable situation for the simplex method, meaning that the dual

problem can be solved much faster than the primal and would yield the same optimal

solution.

ai j, yi cj≥⋅

j 1=
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∑ j 1 2 … n, , ,=( )
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Another interesting property of duality is found in the meaning of the dual

variables. For example consider the primal problem (in standard form (2.15), (2.16)

and (2.17)) of maximizing the profit of a furniture firm. Suppose the primal variables

 represent the quantity of an item of furniture to be built (chairs, tables) and the

coefficients  represent the profit that can be made per item. Each constraint  repre-

sents a resource such as wood or capital. The value of  corresponds to the total

amount of resource  available and the coefficients  represent the amount of

resource  consumed in the production of making an item . Consider that the dual

of the problem is given by (2.18), (2.19) and (2.20). The units of the primal objective

function (2.15) are in dollars, and the same can be said about the dual objective func-

tion (2.18) since they seek the same optimal value. We know that coefficients  in

(2.18) are in units of resource . For the units to work out correctly,  must be in

units of dollars per resource. The same logic applies if the units on the left hand side

and the right hand side of (2.19) are to match. Effectively, variables  measure the

unit worth of each resource. By examining  we can determine how the objective

value would be affected by relaxing the constraint represented by the dual variable by

one unit. For example, suppose that the furniture company consumes a certain

amount of wood per week. And suppose that the value of the dual variable (also

referred to as a shadow price) corresponding to the value per unit of wood is $10. It

can be inferred that should the management decide to order more wood, they should

make sure not to pay more that $10 per unit or the action will not be a profitable one.

It should be noted that this kind of analysis is most accurate for small changes in the

resource, and that its conclusions may fail when the changes are large. Despite this,

this type of analysis is highly valuable in business applications.

2.12.7 Column Generation
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One particular concept related to the simplex method, relevant to Chapter 4,

is the concept of column generation. The size of the LP problem that can be solved

using the simplex method is ultimately limited by the computational resources avail-

able, such as computer memory. The column generation approach offers a method for

solving LPs with a large number of variables and a relatively small constraint set with-

out having to generate and update a large number of columns or having to find an

inverse to a very large matrix (a step required in the revised simplex method). It pro-

vides a way for the LP to be broken down into two sub-problems: the master problem

and the pricing problem. The master problem is the original formulation with only a

subset of the variables considered. The pricing problem is a new problem created to

generate new variables (corresponding to columns) with the aim of identifying the

most useful columns to be added to master problem.

In the simplex method, the criteria for a column to enter the basis is that it

must have a negative reduced cost. It is possible to calculate the reduced cost  of a

non-basic column    of the tableau form of the LP using equation (2.21). In this

equation  is the coefficient corresponding to the column  in the objective function,

 is the row matrix containing the objective function coefficients of the basic vari-

ables.  is the inverse of the constraint coefficient matrix containing the columns of

the basic variables and  is the constraint coefficient column .

(2.21)

 In the simplex method, this reduced cost is readily available and can be calcu-

lated for any non-basic column easily. In the tableau form the reduced costs were

implicitly calculated by the row operations used to update the matrix of the LP in

Section 2.12.5. As was mentioned before, it is possible to obtain the dual variables

from the final tableau of the primal problem. This can be done by using

rj
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 where  is the vector corresponding to the dual variables. Combin-

ing this with (2.21) we get:

(2.22)

The way that column generation works is that the master problem is first

solved and the dual variables corresponding to it are calculated. The dual variables are

passed to the pricing problem to solve for the column  while minimizing the

reduced cost, given by (2.22). If a solution to the pricing problem with a negative

reduced cost exists, then this column is added to the master problem where it can

enter the basis. The master problem is re-solved, new dual variables are generated and

the process proceeds to the next iteration. If the pricing problem cannot find any solu-

tions with a negative reduced cost, then the solution found by the primal problem is

said to be optimal.

The column generation approach can be understood in an intuitive way if the

problem can be formulated in a way where a single column represents a pattern or a

combination of smaller parts and the goal of the master problem is to find a combina-

tion of the patterns such that some criteria is met. A very good example of this is the

cutting-stock problem. In this problem the goal is to cut a number of same length

raws into a set of pieces of pre-determined sizes such that waste produced by the pro-

cess is minimized. In this problem it is possible to express each of the different ways of

cutting a single raw as a column in the LP. The goal of master problem is to try to find

which of these cutting patterns should be used and in what quantity. When dual vari-

ables are extracted from the master problem, they effectively represent the value cer-

tain resources have to the master problem. The pricing problem will take these into

consideration and come up with a solution that utilizes this information while also

adhering to the constraints imposed by the original problem (that the length of the

raw may not be exceeded, for example). Effectively, the pricing problem to the cutting

yT cB
T B 1–⋅= yT

rj cj yT Aj⋅–=

Aj
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stock problem, takes on the form of the knapsack problem from Section 2.12.4,

where the dual variables correspond to the item utilities and cut lengths correspond to

item weights.

2.13 Algorithms

The ILP formulations in this thesis often require that a data set containing

working routing as well as a set of eligible cycles is provided to the solver in addition

to the ILP model. Doing so relieves the solver of having to generate this data as part of

the optimization process, typically greatly reducing the complexity of the problem.

This section outlines the main graph search algorithms used to generate these data

sets.

2.13.1 Dijkstra's Algorithm

Dijkstra’s algorithm [56] is commonly used to find the shortest (lowest cost)

path between a select vertex (source node) and all other vertices (nodes) in a network

graph. In its original form, it is best suitable for network problems where the edges

(spans) are assigned non-negative weights (costs, lengths). It works by giving each

node a label that is updated during the run of the algorithm and can be either perma-

nent or temporary. The labels contain two pieces of information: the total cost of the

path from the source node and the name of the previous node crossed by the path

from the source node to the label’s node. These labels, which are blank initially, are

updated during the run time of the algorithm. The source node always contains the

distance 0 in its label. The algorithm works by picking a current node (which is ini-

tially the source node) and making its label permanent. It then examines all the adja-

cent nodes with temporary labels and updates them if they are blank or if the total

distance recorded by the temporary label is greater than the path taken to it from the

source node through the current node. When all the adjacent nodes with temporary

labels have been examined (and updated if need be), the algorithm picks the node
64



with the label containing the shortest distance as the next current node. The algorithm

repeats until there are no more nodes with temporary labels. When the algorithm

completes, every node’s label contains the total cost of the shortest path to the source

node as well as the previous node crossed by the path. Starting at any node, it is possi-

ble to immediately know the cost of the path from that node to the source node and

by following the node labels back to the source node, the actual path taken can be

extracted.

A very basic example of how Dijkstra’s algorithm works is shown in

Figure 2.15. In this example, node A is selected to be the source node. Initially, its

label is set to [0,-] and is made permanent (labeled red) while all the other node labels

remain temporary (labeled blue). At the end of the first iteration, as illustrated by

Figure 2.15a, the labels for node B and C have been updated and now contain the dis-

tance of the shortest path en route to them from the source node that has been found

so far. Their labels also contain the previous node that path crossed, which is A for

both nodes. The shortest of the two paths leads to B, so for the next iteration it

becomes the current node and its label is made permanent. The second iteration ends

after all the temporary nodes adjacent to B have been examined as illustrated by

Figure 2.15b. The obvious choice for the next current node is C. Its label is made per-

manent and all of the adjacent nodes to it with temporary labels are examined. Note

that in this iteration, node D’s label was updated from [6,B] to [5,C] indicating that a

new shorter path was found when C became the current node. Since after node D’s

label is set to permanent there are no more nodes with temporary labels, the algorithm

terminates.
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FIGURE 2.15. Dijkstra’s algorithm Example.

The basic version of Dijkstra’s algorithm only works on network graphs with

non-negative edges. Given negatively weighted edges, it fails to find the shortest path

because nodes end up being labeled as permanent before the shortest path to them can

be found. The variation on Dijkstra’s algorithm proposed in [57] makes sure that all

nodes adjacent to the current node are scanned, not just the ones with the temporary

label. Any node labeled permanent that gets updated in this step gets labeled tempo-

rary so that it may be considered to be the next current node and the nodes adjacent

to it get an opportunity to be updated as well. It is also possible to speed up Dijkstra’s

algorithm as proposed in [57] by using the breadth-first search (BFS) Dijkstra’s algo-

rithm. It is best suited to finding the shortest path between the source node and a sin-

gle destination node. It works by scanning from every node that was updated in the

previous iteration. It effectively does in parallel what regular Dijkstra’s algorithm does

sequentially. As soon as the destination node receives a label, every other node whose

label has a higher value than the label at the destination node is discarded. This means

that the size of the graph is dramatically reduced as soon as the destination node is

first reached and the shortest path to the destination node is found shortly after as the

algorithm terminates.

2.13.2 Cycle Generation - Depth First Search
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Many methods for p-cycle design require that the set of cycles eligible for use

in the design is provided as input to the problem. This section describes a cycle find-

ing algorithm that uses the depth first search approach and is able to find every cycle

in a given network graph [58], [59]. The algorithm works by first selecting a root

node  and then selecting an adjacent node  and marking it so that it cannot be

selected again by the algorithm. An unmarked node adjacent to  is selected and

marked  and so on to node . This process stops when one of three things hap-

pen: a) the root node  is reached ( ), b) all of the nodes adjacent to node

 are marked, or c) the specified limit on cycle size is exceeded. Encountering the

root node  means that a cycle has been found. Once any of the three conditions hap-

pen, the algorithm retracts to the previous node and proceeds to the next unlabeled

node if one is available to search for more cycles. In the process of backing up, the

node being backed up from remains marked in the case b) so that further searching is

prohibited in this direction. However, in cases a) and c) the node being backed up

from is unmarked (along with all the nodes that node blocked by being marked) so

that searching may continue and alternate cycles that are within the specified cycle size

can be found. This whole process continues until the algorithm backs up all the way

back to the root node . At this point, every cycle crossing the span  has been

found. This span is removed from the network graph and a new node adjacent to  is

selected and labeled as  and the depth first search starts again. When only one span

adjacent to  remains, it and the root node are removed from the network graph and

a new root node is selected. The whole process terminates when there is only one node

left in the network graph.

2.14 Summary
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In this chapter we introduced basic concepts of transport networking. We also

introduced the concept of optical networking as well as relevant equipment and tech-

nologies. The topic of network survivability was extensively covered, including a thor-

ough summary of the survivability techniques most covered in literature. In this

chapter concepts of optimization, graph and set theory as well as routing algorithms

relevant to this thesis were presented. The following chapter introduces the concept of

network survivability using FIPP p-cycles which is the main theme of this thesis.
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Chapter 3: FIPP p-Cycles
3.1 Introduction

The following chapter introduces the FIPP p-cycle concept, which is the main

focus of this thesis. Here FIPP p-cycles are introduced in thorough detail with specific

attention paid to the concept of pre-connection and its importance in optical trans-

port networking. The different types of cycle to working path relationships are intro-

duced. This is followed by a breakdown of the configuration types possible under the

FIPP p-cycle architecture. The chapter concludes with a thorough literature review of

the subject.

3.2 Background

Failure-independent path-protecting (FIPP) p-cycles is a recently introduced

network architecture that extends the concept of span-protecting p-cycles to the pro-

tection of end-to-end paths. Span-protecting p-cycles is a well known network archi-

tecture that has properties desirable in transport networking such as high capacity

efficiency and fast restoration times. The fast restoration times are due to the fact that,

similar to ring systems, p-cycles are cyclical and pre-connected structures, where the

restoration action as well as the replacement paths provided by each cycle are known

prior to failure. Because of this, the actual switching actions are completely pre-

planned and are no more complex than that of ring systems. The high efficiency of p-

cycles comes from their ability to protect straddling spans. These are spans that are

not crossed by the cycle, but on which the cycle is able to provide protection for two

channels of working capacity. The quote “ring-like speed with mesh-like capacity”

[35] is often used to describe p-cycles in literature and the main reason as to why this

architecture is so widely and extensively researched.
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FIPP p-cycles retain the fast restoration times and high capacity efficiency of

p-cycles but protect entire end-to-end paths instead of individual spans. Where span-

protecting p-cycles provided replacement paths for channels on failed spans, FIPP p-

cycles provide entire end-to-end protection paths for working paths. Only the end-

nodes of the working path are responsible for failure detection and the switching

actions required for failure recovery. This makes FIPP p-cycles as fast as span-protect-

ing p-cycles, and much faster than a pre-planned, but not pre-connected path-protect-

ing architecture such as SBPP. The location of the actual failure is not important in

order for the restoration action to take place; only the knowledge that the failure has

occurred is required. Straddler protection is also inherited by FIPP p-cycles, but where

span-protecting p-cycles protected two channels on a straddling span, it is possible to

protect up to two working paths on a route straddling a FIPP p-cycle. This contrib-

utes to the high capacity efficiency of this architecture as it allows a large number of

working paths to share a single FIPP p-cycle for protection.

One very important property of the FIPP p-cycle architecture is the fact that it

allows for entire protection paths to be pre-cross-connected. This property of pre-con-

nection of protection paths is uniquely important to and especially desirable in trans-

parent optical networks [33], [39] where pre-connection means that the protection

paths may be pre-engineered, tested and in an operational, stable state prior to failure.

This is important because using modern commercial optical and switching network

technology it is not realistic to expect that an arbitrary set of optical or wavelength

channels on a multi-hop protection path can be concatenated in real-time and with

acceptably low bit error rate (BER). This is considering that there are dozens of

impairments such as polarization, dispersion, amplifier gain transients, intermodula-

tion, power levels, noise and nonlinearities that must be carefully engineered before an

optical path of sufficient transmission quality in a DWDM environment can be estab-

lished [60].
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3.3 Working Path/Cycle Relationships

A typical FIPP p-cycle network design contains several cycles, with each cycle

protecting a set of working paths. Each cycle and a working path set protected by this

cycle is referred to as a configuration. In literature, the term configuration can also

mean a cycle and a route set (as opposed to path set). In general, the two can be used

interchangeably, because when the term route set is used, a path set is implied. In the

context of FIPP p-cycles, the route set naming convention is short hand used to indi-

cate a specific type of path set. The differences between the two are easier explained in

the context of different basic cycle/working route relationships possible in FIPP p-

cycles, which are introduced below.

3.3.1 On-Cycle Relationship

An “on-cycle” relationship is said to occur between a working path and a FIPP

p-cycle when the path and the p-cycle assigned to protect it have one or more spans in

common. When a working path shares all of its spans with the cycle, then it is said to

be in a fully on-cycle relationship. A partially on-cycle relationship occurs if some of

the spans on the working path are not shared by the cycle. An on-cycle working path

can be protected by a cycle passing through the end-nodes of that path. Operationally,

a FIPP p-cycle treats both types of on-cycle relationship the same; the backup path is

provided on the side of the cycle that does not cross any of the same spans as the

working path. An on-cycle working path can also be referred to as an on-cycle work-

ing route and the two terms are interchangeable. To illustrate, Figure 3.1a shows a

partially on-cycle working path being protected by a FIPP p-cycle, and Figure 3.1b

shows the protection path after the failure where the dashed arrowed curve represents

the failed working path and the light arrowed curve represents the enabled restoration

path.
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FIGURE 3.1. a) On-cycle protection relationship and b) the 
restoration action taken after the working path fails.

3.3.2 Straddling Relationship

A working path is said to be in a straddling relationship with a cycle when the

two are mutually span disjoint and where the cycle passes through the end-nodes of

the path. A unit straddling working path protected by a cycle has two eligible protec-

tion paths: the end-nodes of the working path effectively split the cycle into two path

segments that can be used to restore the working path if it fails. Two identical strad-

dling paths can be protected by the same cycle simultaneously using the two path seg-

ments provided by the cycle. In FIPP literature, these two paths as a unit are

commonly referred to as a straddling route. It can be said that the cycle is able to pro-

vide two protection paths to any straddling route and thus is able to protect up to two

working paths on it, per unit of p-cycle capacity. If the working route in this relation-

ship fails, then its end-nodes simply break into both sides of the cycle and thus divert

the traffic along intact protection paths on that cycle. This relationship is illustrated in

Figure 3.2a which shows a single straddling route protected by a unit cycle. The two

protection paths that are provided by the cycle and enabled after a failure are shown in

Figure 3.2b.

(a) (b)
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FIGURE 3.2. a) Straddling protection relationship and b) 
restoration paths for a straddling route.

Note that the term ‘straddling route’ is intended to be used in the same way

that the term ‘straddling span’ is used in the context of span-protecting p-cycles. Strad-

dling span does not imply that the cycle protects the span in its entirety, but only that

at most two working channels are protected by the cycle on this span. Straddling route

is a lot easier to say than ‘two identically routed paths protected by the same cycle’ and

this nomenclature is used throughout this thesis.

3.3.3 z-Case

The z-case, illustrated in Figure 3.3, is a special case of the partially on-cycle

relationship. Here the working path and the cycle cross the same spans in such a way

that both of the potential protection paths provided by the cycle are non-disjoint from

the working path. This means that any time a working path fails, one of the two eligi-

ble protection paths provided by the cycle may fail as well. Essentially, where a work-

ing path is protected by a cycle in a z-case relationship, it must have access to both

possible protection paths provided by the cycle, and exactly which path will be taken

is only known after a failure occurs. The assumption in literature is that the nodal

equipment is capable of handling this situation. Of the two eligible protection paths,

one is selected as the primary and is switched to any time it and the working path it

(a) (b)
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protects do not fail simultaneously. In the case that they do, the secondary protection

path is enabled instead. The mechanism for detecting whether the primary protection

path has failed or not is exactly the same as the mechanism used to detect a working

path failure. In transparent optical networks, the end-nodes can react to whenever a

loss of light occurs on a particular channel be it working or protection, indicating path

failure. The only time z-cases become problematic is under a constraint where every

working path is required to have a single protection path that is switched to regardless

of where the working path is affected by failure: a condition that z-cases violate. Ulti-

mately this means that if the hardware cannot support the z-case relationship, any

design that allows these relationships to exist will not be 100% single failure restor-

able.

FIGURE 3.3. z-Case. FIPP p-cycle and working path are shown as a 
connected thick line and an arrowed line, respectively.

3.4 Configurations

As mentioned before, each FIPP configuration contains a unit cycle as well as

a set of working paths whose protection paths are provided using the spare capacity

reserved for the cycle. In general, for a working path to be eligible for protection by a

cycle, the end-nodes of the working path must be crossed by the cycle. For a FIPP

design to be 100% single span failure restorable, A: the working paths protected by a
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same cycle must be mutually span disjoint from one another or B: if the working

paths are not disjoint, their protection paths provided by the cycle must be. Working

paths that are mutually span disjoint cannot be affected by the same single span failure

and thus cannot compete for spare capacity provided by the p-cycle. However, if two

working paths are not mutually span disjoint and can fail simultaneously (such as in

the case of straddling routes), their protection paths must be mutually span disjoint

because a unit cycle cannot simultaneously support two enabled protection paths

crossing the same span. It is worth noting that, in literature, configurations that con-

tain configurations that adhere to criteria A only are referred to as Type-1 configura-

tions while those that allow for both A and B are referred to as Type-2.

The above criteria is general and defines exactly the relationships that working

paths must have to one another and the cycle protecting them. It applies to path pro-

tection using p-cycles in general, of which FIPP is actually a sub-class. As will be seen

later in this thesis, this criteria is too general in terms of practical implementation of

FIPP p-cycles. Because of this, (and the need for practical methods for FIPP p-cycle

design) the concept of a disjoint route set (DRS) was introduced. This concept is

based on the observation that a set of mutually span disjoint routes can share a p-cycle

as long as the cycle crosses all the end-nodes of the working routes in the set. The type

of protection relationship provided for each route by the cycle (on-cycle or straddler)

is based entirely on whether the cycle is span disjoint with the route or not. The spe-

cific consequences and benefits that come from using DRSs to build configurations

are discussed below.

3.5 Path-Protecting p-Cycle Classes

Depending on the assumptions made about the transport network equipment,

path protection p-cycle designs can fall into several categories. These are based on the

types of working path/cycle relationships allowed in the final design and are intro-

duced below, from the most specific to the most general. While the differences
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between the categories provided below are subtle, they are provided to facilitate com-

parison between different design methods, as well as to explore the types of configura-

tions encountered in this thesis.

3.5.1 Pure FIPP

This class of path-protecting p-cycles is one where all configurations contain a

cycle and a set of protected mutually span-disjoint routes that are referred collectively

to as a DRS. No working path is allowed to be in a z-case relationship with any cycle

protecting it. An example of a pure FIPP configuration is illustrated in Figure 3.4.

Any single failure will only affect at most one route per configuration (be it on-cycle

or straddler) and the protection path provided by the cycle is unique for every work-

ing path. The protection path used to recover from failure is the same regardless of

where the working path is affected. This category is fully failure independent and is

useful under the assumption that nodal equipment is only capable of simple switching

actions. This category of FIPP p-cycles is used extensively in Chapter 6 and

Chapter 7.

FIGURE 3.4. An example of a pure FIPP p-cycle configuration.

3.5.2 FIPP with z-Cases
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This category is practically identical to the Pure FIPP class as it only allows for

configurations to protect DRSs. The main difference between the two is that working

routes are allowed to be in a z-case relationship with cycles protecting them. Allowing

z-cases introduces a small amount of failure dependence to this class of FIPP p-cycles.

As will be seen in Chapter 6, the difference between FIPP p-cycles with and without z-

cases is very small in terms of capacity use (<10%), and z-cases are not very common.

This category of FIPP p-cycles is encountered in Chapter 4, Chapter 5 and Chapter 6

of this thesis and is the most widely encountered FIPP category in literature.

3.5.3 Non-DRS FIPP

In this category of path-protecting p-cycles, configurations are not restricted

to containing only mutually span disjoint routes. Routes in configurations may be

non-disjoint as long the protection paths used to recover these routes are. The term

DRS now only applies in special cases where route sets happen to be mutually disjoint

and in general the term path protected set (PPS) is used instead. As an example, two

different configurations where non-disjoint paths are present are illustrated in

Figure 3.5. Figure 3.5a shows two non-disjoint paths in a configuration that is 100%

single failure restorable. Their restoration actions are illustrated by Figure 3.5b where

both working paths are restored using mutually span disjoint protection paths.

Figure 3.5c, shows a configuration where two working paths are non-disjoint, but

cannot be protected if they both fail simultaneously because their protection paths are

mutually non-disjoint and compete for spare capacity on the cycle as shown in

Figure 3.5d. This category of FIPP p-cycles is encountered in Chapter 4.
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FIGURE 3.5. Non-disjoint working paths sharing the same cycle for 
protection. a) Valid case: pre-failure state. b) Both working paths are 
restored. c) Invalid case: pre-failure state. d) Only one path restored 
because the protection paths provided by the cycle are non-disjoint.

3.5.4 Generalized Path-Protecting p-Cycles

The last category is the most general type of path-protecting p-cycle. Under

generalized path-protecting (GPP) p-cycles, working paths can be protected using

multiple protection paths as part of different configurations depending on where the

working paths are affected by failure. For example consider Figure 3.6a where three

unit paths P1, P2 and P3 are shown. In order to protect these paths using any of the

three categories provided above, three cycles would have to be placed. If any of the

paths are placed together in the same configuration, the design would not be 100%

single failure restorable because the working paths are non-disjoint and the same can

be said for their protection paths. However, in this category it is possible to protect the

same path set using only two cycles. The reason for this is because this category allows

for a single working path to be protected using different cycles. Consider the scenario

?!

?!

(a)

(d)

(b)

(c)
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where P1 is protected using cycle C1 as in Figure 3.6b, P2 is protected using C2 as in

Figure 3.6c and P3 is left unassigned, shown in Figure 3.6d. If span A fails, P1 and P3

are affected. P1 is simply restored using C1 because they are in the same configura-

tion, and P3 can be restored using C2. However, if span B fails then P2 and P3 are

affected. P2 can be restored using C2, while C1 remains the only choice for P3 to be

restored. P3 can be restored using either cycle, and the cycle that is actually used is

dependant on where the network is affected by failure.

FIGURE 3.6. Path-protecting p-cycle example. a) Path set to be 
protected. b,c) Two cycles C1 and C2 assigned to protect the first two 

paths P1 and P2 respectively. c) P3 cannot be assigned a cycle for 
protection prior to failure.

This category is the most flexible in terms of the ways that working paths are

allowed to relate to one another and the cycles protecting them and yields the lowest

bound on capacity in the class of path-protecting p-cycles. It is failure dependant and

the knowledge of the exact location of failure is required for the correct restoration

action to take place. GPP p-cycles are included here for completeness and to give the

(a)

(d)(b) (c)

C2C1

P3

P1

P2

A

B
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reader a perspective on the relationships possible between working paths and cycles in

a path-protecting p-cycle architecture. It is also intended to illustrate that FIPP p-

cycles, whatever the flavor, are simply a special case of GPP p-cycles.

3.6 Prior Literature

The original work outlining the FIPP p-cycle concept is found in [38] and this

work is expanded on in thorough detail in [39]. Additionally, [39] also introduces an

ILP model called FIPP spare capacity placement (SCP) for generating FIPP p-cycle

designs. Using a pre-generated cycle set and least cost working routing, the method

attempts to optimally find a set of cycles to protect a set of demand relations against

single span failures. The ILP model proposed in [39], however, is too difficult to solve

even for medium sized networks, and a more practical method (called the FIPP DRS

method) is introduced in [40]. This method focuses on pre-generating DRSs from a

set of lowest cost working routes, enumerating eligible cycles to protect them and then

using an ILP model to optimally decide which DRSs protected by which cycles should

make up the final FIPP design. Given that this method is used extensively throughout

this thesis, it is fully introduced in Chapter 4.

The FIPP DRS method is extended in [61] to joint capacity placement (JCP)

where the DRSs are generated from a working route set which contains several routing

options for each demand. This method, referred to as FIPP DRS JCP, is the main sub-

ject of Chapter 5.

Given that the problem of solving FIPP p-cycles grows very quickly with big-

ger networks, the OR technique of column generation (CG) is considered for FIPP

design in [62]. This method allows the solver, starting with an initial set of configura-

tions, to only generate new configurations when needed and only if adding them to

the solution space results in a reduction of the design’s overall cost. This technique,

called FIPP CG, is presented in detail in Chapter 4. Additionally, a basic iterative heu-
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ristic (IH) method referred to as FIPP IH is also introduced in [62] for comparison

purposes as well as to generate the initial set of configurations for the FIPP CG

method. It is also presented in Chapter 4. FIPP IH generates a single configuration

per iteration by examining the cycles in the network and generating a DRS for each

one using an ILP such that a credit score is maximized. The configuration with the

highest score is selected to become part of the solution and the algorithm repeats until

all the demands are protected.

The FIPP IH method is extended to joint capacity planning in [63] where the

FIPP iterative joint design (IJD) method is proposed. Instead of using an ILP to gen-

erate DRSs for cycles, the FIPP IJD method utilizes two algorithms called difficult

share first (DFS) and full protection (FP). DFS is a simple algorithm that generates

DRSs by selecting first the working routes that are the longest and whose end-nodes

have the highest capacity requests. The FP algorithm attempts to give a fairer repre-

sentation to every demand by making sure that every eligible demand is protected as a

part of a DRS at least once.

In [41] the genetic algorithm (GA) methodology is applied in order to gener-

ate optimal or near optimal GPP p-cycle solutions for larger network sizes. It is possi-

ble to extract FIPP p-cycle solutions from the GPP solutions using additional cycles

whenever the constraint of failure independence is violated. The method works by

using the proposed GPP p-cycle ILP as a fitness function and applying the GA steps

of encoding, evaluation, selection and cross-over and finally mutation to the GPP

design problem.

FIPP p-cycles were included in a set of transport networking case studies

involving dual-failure analysis, minimum wavelength assignment, reach limit analysis

under specific network equipment constraints, node failure analysis and cost optimi-

zation. These studies were done as part of the High AVAilability Network Architec-

tures (HAVANA) project and mainly focused on investigation of pre-connected
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network survivability architectures in the context of optical transparent networking.

The results obtained from these studies can be found in [64], [65], [66] and [67].

These studies are covered in thorough detail in Chapter 6 and Chapter 7 of this thesis.

3.7 Summary

The FIPP p-cycle concept was introduced in this chapter. In summary, it is a

path-protecting survivable networking architecture that has the following important

properties:

• It is highly capacity efficient, reaching capacity efficiencies of shared-

mesh schemes. A cycle is able to provide up to two protection paths

for any demand that it protects as a straddler and is able to provide a

single protection path for on-cycle demands.

• The protection paths are known well in advance and no cross-connec-

tion is required in real-time to form protection paths after the onset of

failure. The paths are in a pre-connected, tested and ready state before

failure happens.

• Only the end-nodes are responsible for failure recovery and the resto-

ration actions taken to restore demands are typically fully failure loca-

tion independent.

• The number of protection structures in a typical design is relatively

small, easily visualized and exhibit low operational complexity.
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Chapter 4: Column Generation FIPP p-Cycle Design
4.1 Introduction

The main contribution of the following chapter is the formulation of a col-

umn generation (CG) method for FIPP p-cycle network design. This method is capa-

ble of generating optimal or near optimal solutions for network sizes where high

quality solutions are difficult to obtain using other state of the art FIPP design meth-

ods. It does so by splitting the problem into a master and a pricing problem and solv-

ing these iteratively until an optimal solution is reached. This method also considers a

more general configuration type than what has been considered in literature thus far.

The above properties allow the CG method to generate highly efficient capacity solu-

tions which exhibit a reduction in spare capacity usage of up to 36% relative to the

solutions obtained using the most prevalent method in literature: the DRS method.

This chapter also introduces a new iterative heuristic (IH) method for generating

FIPP p-cycle designs. Although it was initially meant to only provide starting feasible

solutions for the CG method, the results show that it is comparable in spare capacity

to the solutions obtained using the DRS method. 

In this chapter, the concept of column generation is introduced first. This is

followed by the formulations of the CG and IH methods. The DRS method is also

introduced in this chapter for completeness. This is followed by the description of the

experimental setup and is concluded by the results and a short summary. This chapter

is based on research done as part of a collaboration between the author and Dr.

Wayne. D. Grover from TRLabs, University of Alberta and Dr. Brigitte Jaumard from

Concordia University and Caroline Rocha from Universite de Montreal. The methods

and the results found in this chapter were published in [62].

4.2 Motivation for Column Generation
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The FIPP p-cycle concept is still fairly new and up to this point only a handful

of methods for generating FIPP p-cycle designs have been developed. The original

work on FIPP p-cycles introduced an ILP model [39], but this model proved to be

difficult to solve. Other strategies, such as the DRS method [40] as well as the IH

method (both covered in close detail later in this chapter) have mainly focused on the

task generating FIPP p-cycle designs for practically sized networks, where the original

ILP formulation failed to yield solutions. The same can be said about the joint capac-

ity placement methods in [61] and [63]. One of the ongoing challenges in FIPP p-

cycle design is the development of methods that are able to generate optimal or near

optimal solutions in networks of practical size.

In practice, where the goal may be to generate good quality designs under a

stipulated time limit, access to optimal solutions may not be essential. Academically,

especially considering how little research has been done on FIPP p-cycles to date, opti-

mal solutions may provide useful insights into the properties of highly efficient FIPP

p-cycle designs. Furthermore, optimal solutions would allow us to explore the theoret-

ical limits of capacity efficiency in FIPP p-cycle networks and would allow us to better

compare this architecture to other closely related architectures such as SBPP. The

insights gained can then be used to approach the design of heuristic methods; the

quality of which may be graded by the efficiency of the solutions generated by these

heuristics with respect to optimal FIPP p-cycle solutions. With this in mind, the CG

approach is a promising strategy to improve the solution quality of FIPP p-cycle net-

work design, while still achieving this in a reasonable amount of time. To this end, in

this chapter we present a CG based method for generating FIPP p-cycle designs and

contrast the results obtained against common FIPP p-cycle methods. Note that the

emphasis in this chapter is not on achieving a speed-up in runtimes, but to achieve

optimal or near optimal solutions while keeping the run-time needed for generating

these solutions on par with previously proposed methods.
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4.3 FIPP p-Cycle Models

Three different models are presented in this chapter: the main new method

called FIPP CG that makes use of column generation, an iterative heuristic method

called FIPP IH and the FIPP DRS method, which is used extensively in this thesis. All

three are SCP methods, meaning that the demands are routed using lowest cost rout-

ing and the spare capacity structures are generated afterward. Both FIPP DRS and

FIPP IH methods are constrained to using DRSs as part of their configurations and

this was done in order to reduce the complexity of the problem. The new CG method

(because of how the problem is formulated) lifts this constraint and allows for non-

disjoint working paths to be protected by the same cycle. Furthermore, where both

FIPP DRS and FIPP IH methods allow for z-case cycle/working path relationships to

occur (refer to Section 3.3.3 for more details regarding the z-case), the formulation of

the FIPP CG method does not.

The models provided in this section share some set and parameter definitions.

In order to avoid multiple declarations, these sets and parameters are presented below.

Sets:

Set containing the spans of the network.

Set of demand relations.

Set of p-cycles.

Parameters:

This parameter contains the number of unit demands for demand 

relation . .

S

D

P

dr

r r D∈
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This parameter corresponds to the cost per unit of channel capacity on 

span . .

Equal to 1 if cycle  crosses span  and is 0 otherwise. .

Equal to 1 if demand  crosses span  and is 0 otherwise. 

.

Equal to 1 if demand  is in an on-cycle relationship with cycle , 

equal to 2 if demand  is in a straddling relationship with cycle , and 

is equal to 0 otherwise. .

4.4 FIPP p-Cycle Column Generation Method

Column generation techniques [45] can be employed to solve linear programs

with a very large number of variables and where the constraints can be expressed

implicitly. They allow for the decomposition of the initial linear problem into two dis-

tinct parts: the master problem and the pricing problem. The master problem corre-

sponds to a linear program with explicit constraints (such as variable bounds) and

implicit constraints (such as constraints governing how the variables interrelate)

expressed in the properties of the coefficients of the constraint matrix. The pricing

problem is defined by the optimization of the reduced cost subject to the set of

implicit constraints. The aim of the pricing problem is to help identify the most useful

columns of the master problem.

Column generation is closely related to the simplex method and, like the sim-

plex method, it is an iterative procedure. Where the simplex method selects a new col-

umn with a negative reduced cost to enter the basis, column generation uses the

pricing problem to generate said column in an effort to improve the value of the

ci

i i S∈

πp i, p i p P i S∈,∈

πr i, r i

r D i S∈,∈

xp r, r p

r p

p P r D∈,∈
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objective function of the master problem. Any column found by the pricing problem

with a negative reduced cost entails an improvement in the objective value of the mas-

ter problem, otherwise, if no such column is found, it can be concluded that the cur-

rent solution is indeed optimal. Column generation can be combined with branch-

and-bound techniques for solving ILPs with a large number of variables [68]. Branch-

ing rules have to be devised properly in order to prevent a large number of sub-prob-

lems from forming in the search tree associated with the branch-and-bound. This can

be done by either branching on the variables of the master problem using cuts, or by

branching on the variables of the pricing problem using classical branching schemes.

4.4.1 FIPP p-Cycle Column Generation ILP

The following subsection introduces the FIPP p-cycle column generation

(CG) model. In the master problem presented below, each variable corresponds to a

configuration. Recall that a configuration refers to unit cycle and a set of demands

relations protected by it. Under column generation, configurations are not precom-

puted but iteratively generated as part of the pricing problem. Their reduced cost is

used in order to identify the configurations that allow for the largest reduction in the

master problem’s objective value.

A column generation always corresponds to a decomposition of the set of con-

straints between the master problem and the pricing problem. In this case, the master

problem (Section 4.4.1.1) includes demand related constraints that link the configu-

rations into a solution. The pricing problem (Section 4.4.1.2) contains the constraints

that are associated with a specific configuration.

4.4.1.1 FIPP CG Master Problem

The FIPP p-cycle column generation master problem is formulated as follows:

Sets:
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Set of all configurations.

Unit set containing the p-cycle generated for configuration . 

.

Parameters:

This parameter corresponds to the cost of configuration . 

.

This parameter corresponds to the number of protection units 

provided by cycle  for demand relation  as part of configuration 

. .

This is a vector representing configuration . , 

.

Variables:

Integer variable corresponding to the number of copies of 

configuration  used in the solution. .

FIPP CG Master:

Minimize: (4.1)

Constraints:

G

Pg g

Pg P⊆ g G∈,

COSTg g

COSTg πp i, ci⋅

i S∈
∑= p Pg g G∈,∈

ag r,

Pg r

g ag r, 0 1 … dr, , ,{ } r D∈ g G∈, ,∈
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(4.2)

The objective function (4.1) minimizes the total spare capacity while con-

straint (4.2) ensures every demand request is satisfied. Note that in order to reduce the

number of configurations, only maximal configurations are considered. A configura-

tion  is maximal if there does not exist another configuration  such that .

The use of maximal configurations allows for instances where some demands may be

over satisfied. However, this only occurs when doing so does not require any addi-

tional cost compared to satisfying the demand exactly.

4.4.1.2 FIPP CG Pricing Problem

By definition, the pricing problem corresponds to the optimization problem

of minimizing the reduced cost (with respect to the linear programing definition) sub-

ject to the constraints that must be satisfied by a given configuration. The constraints

are responsible for defining the configuration cycle, identifying which demand rela-

tions are to be included in the configuration and for prohibiting a span from being

used as a working and a protection span at the same time for the same demand. The

FIPP p-cycle CG pricing problem uses the following formulation as well as additional

notation:

Sets:

Set containing the nodes of the network.

Set of end-nodes  and  for demand relation . 

.

Set of spans adjacent to node . .

ag r, zg dr≥⋅
g G∈
∑ r∀ D∈

g g′ ag′ ag≥

N

Nr er 1, er 2, r

er 1, er 2,,{ } Nr∈ Nr N r D∈,⊆,

Sn n Sn S⊆ n N∈,
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Set of all spans whose end-nodes belong to . .

Set of all spans whose one end-node belong to  and the other does 

not. .

Parameters:

This parameter corresponds to the dual price (shadow price). .

Equal to 1 if demands  and  are non-disjoint and is 0 otherwise. 

Variables:

Equal to 1 if the cycle being generated crosses span  and is 0 

otherwise. . 

Equal to 1 if any protection path for demand  uses span . 

FIPP CG Pricing:

Minimize: (4.3)

Where:

(4.4)

Constraints:

Ψ N′( ) N′ N′ N⊆

Ω N′( ) N′

N′ N⊆
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(4.5)

(4.6)

(4.7)

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

The objective function is given by (4.3) and expanded in (4.4) and corre-

sponds to the reduced cost of a column of the master problem. The expression of the

objective function corresponds to the cost of the cycle less the prices of the protected

demands. The first three constraints ((4.5)(4.6)(4.7)) take care of the construction of

the cycles. Constraints (4.5) and (4.6) ensure that every node either has 0 or 2 adja-

cent spans used by the cycle being formed. Constraint (4.7) prevents sub-cycles from

forming. In other words, this constraint makes sure that only one cycle is formed for

the configuration. This constraint is a variant of the classical sub-cycle elimination

constraint of the Traveling Salesman Problem (TSP), with the difference being that a
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p-cycle does not necessarily include all nodes while a TSP tour must include all nodes

exactly once. A drawback of this formulation is that there is an exponential number of

sub-cycle elimination constraints. However, the pricing problem does not need to be

solved exactly at each iteration and if one is able to design an efficient heuristic to

solve it, the pricing problem may need only be solved exactly once to confirm that the

heuristic has indeed found the optimal solution.

Constraint (4.8) establishes the relationship between the cycle and the protec-

tion paths provided to the demand relations in the configuration. It makes sure that

every protection path crosses the same spans as the cycle. Constraints (4.9),(4.10) and

(4.11) correspond to the definition of the protection paths. These constraints address

the flow between the two end-nodes of a demand relation and ensure that the amount

of flow is equal to the protection amount provided by the cycle under construction.

Constraint (4.9) states that the protection flow exchanged between the end-nodes

must be equal or, in other words, that the protection path must end at both end-nodes

of a demand. At the end-nodes, constraint (4.10) allows at most two protection paths

for each demand relation. At intermediate nodes, constraints (4.10) and (4.11)

together ensure flow conservation. They make sure that the number of incoming/out-

going of flows at these nodes is either 2 or 0, corresponding to whether the intermedi-

ate node is crossed by the protection path or not, respectively. Constraint (4.12)

makes sure that protection paths of non-disjointly routed demands do not cross the

same spans. Constraint (4.13) prevents the same span from being used by the working

route of a demand relation and its protection path simultaneously.

4.5 FIPP p-Cycle Iterative Heuristic Method

The FIPP iterative heuristic (IH) method is a new basic method for generating

FIPP p-cycle designs. It is introduced here as a supplementary method to the FIPP

CG method. The main goal of this method is to generate reasonably efficient FIPP p-

cycle solutions that can be used as input to the CG method, with the overall aim of
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shortening the time required for the CG method to arrive at an optimal solution. It

works by solving a sub-problem, called FIPP IH ILP SubProblem, for every cycle in

the network in order to determine the most efficient working route set that can be

protected by that cycle. Once this is done, the most efficient configuration (i.e., with

the lowest spare capacity cost per protected working route) is recorded as being part of

the solution and the working route set protected as part of this configuration is

removed form the demand set. The FIPP IH ILP SubProblem is re-solved for every

cycle in the network using the new remaining demand set. This process continues

until there are no demands left to protect. Figure 4.1 summarizes the algorithm.

FIGURE 4.1. The FIPP IH algorithm.

4.5.1 FIPP p-Cycle Iterative Heuristic ILP SubProblem

The FIPP IH ILP SubProblem is formulated as follows:

Sets:

Set of non-zero demand relations.

Parameters:

FIPP_SCP_IH {
repeat {

for every cycle p do {
solve FIPP_SCP_IH_ILP_SubProblem;

}
Select the configuration with the highest score;
Record the configuration as part of the solution;
Remove the units demands protected by the configuration 
from the set of remaining unprotected demands;

} while the set of remaining unprotected demands is not empty;
}

FIPP_SCP_IH {
repeat {

for every cycle p do {
solve FIPP_SCP_IH_ILP_SubProblem[p];

}
Select the configuration with the highest score;
Record the configuration as part of the solution;
Remove the units demands protected by the configuration 
from the set of remaining unprotected demands;

} while the set of remaining unprotected demands is not empty;
}

FIPP_IH {
repeat {

for every cycle p do {
solve FIPP_IH_ILP_SubProblem;

}
Select the configuration with the highest score;
Record the configuration as part of the solution;
Remove the units demands protected by the configuration 
from the set of remaining unprotected demands;

} while the set of remaining unprotected demands is not empty;
}

D∗
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This parameter corresponds to the cost of cycle . 

.

Variables:

Equal to 1 if cycle  protects demand  and is 0 otherwise. 

.

FIPP IH ILP SubProblem:

Maximize: (4.14)

Constraints:

(4.15)

The objective function (4.14) maximizes the number of demand units that

the cycle protects while taking the cost of the cycle into consideration. This value rep-

resents the efficiency of the cycle. The resultant objective value is the credit score used

to compare the cycles per iteration. The cycle with the highest credit score is the cycle

that gets added to the solution. Constraint (4.15) ensures that the working routes

sharing the same cycle for protection are mutually span disjoint.

4.6 FIPP p-Cycle DRS method

The FIPP disjoint route set (DRS) method [40] is an extensively used method

in this thesis as well as in literature and is presented here for reference. The results

obtained using this method are contrasted with the results obtained by FIPP CG and
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FIPP IH in the results section (Section 4.9) of this chapter. The FIPP DRS method is

illustrated in Figure 4.2. It works by generating working routes for every demand in

the network and then pooling all these working routes into an eligible route set. A sin-

gle DRS is formed by first picking a seed route for the DRS and then randomly pick-

ing routes from the eligible route set and checking whether they are disjoint from the

routes already in the DRS or not. If the picked route is disjoint from all the routes

already in the DRS, then it is added to the DRS and is ignored otherwise. The eligible

route set is polled until the DRS reaches a specified size, which ranges from one route

to a user specified maximum, controlled by the max DRS size parameter. Allowing for

a variety of DRS sizes allows the solver to assemble a more efficient solution [69]. The

number of DRSs per demand parameter controls how many times a particular route

appears as a seed for a DRS. Particular care is taken to make sure that every demand

appears in a single route DRS in addition to the DRSs generated using the method

above. This is to allow the solver to choose from this set of DRSs when protection is

needed for single highly-sized demands.

Once the DRSs are generated, several cycles, the number of which is specified

by the eligible cycles per DRS parameter, are assigned to every DRS. The cycles selected

are the shortest distinct cycles possible that cross every node that is an end-node to the

routes in the DRS being considered. Making sure that every end-node is crossed guar-

antees that the cycle can protect the DRS. The DRSs and the cycles assigned to pro-

tect them are then passed as parameters to the solver, which selects the least cost

combination of DRSs and cycles.
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FIGURE 4.2. FIPP p-cycle DRS method.

4.6.1 FIPP p-Cycle DRS ILP

The FIPP p-Cycle DRS ILP is formulated as follows:

Sets:

Set containing all eligible DRSs.

Set of all DRSs containing the working route belonging to demand 

relation . .

max DRS size

number of DRSs
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Set of eligible p-cycles that provide protection for DRS . 

.

Variables:

Integer variable corresponding to the total spare capacity placed on 

span . .

Integer variable corresponding to the number of unit capacity copies 

of cycle  used to protect all instances of DRS . 

.

Integer variable corresponding to the total number of unit capacity 

copies of cycle  used. .

FIPP DRS ILP:

Minimize: (4.16)

Constraints:

(4.17)

(4.18)

(4.19)
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The objective function (4.16) minimizes the total cost of spare capacity

needed to protect the demands specified. Constraint (4.17) places enough FIPP p-

cycles to protect the specified demands. Constraint (4.18) calculates the total number

of each cycle needed and constraint (4.19) places enough spare capacity to support the

cycles selected.

4.7 Solving the CG model

Now that the ILP models have been presented, some issues regarding the FIPP

CG method can be addressed. One of the main difficulties with the CG method lies

in solving the pricing problem due to the exponential number of constraints required

to prevent the formation of sub-cycles. However, as mentioned before, the pricing

problem does not need to be solved exactly at each iteration of the CG process as long

as we are able to find a configuration with a negative reduced cost. The pricing prob-

lem can be described as a multi-commodity flow problem with side constraints corre-

sponding to the definition of a cycle on which the flows circulate. Constraints in

constraint set (4.7) that prevent sub-cycles from being considered are very costly as

there are an exponential number of them. In order to overcome this difficulty, they are

introduced only as needed following the principle of the “lazy constraints” feature of

CPLEX 10.0 solver. It means that the pricing problem is solved iteratively, starting

with no (or a very small number of ) sub-cycle constraints. Additional sub-cycles con-

straints are added only as needed until a feasible solution is reached. In order to save

time, the solver parameters were set so that the solver returned the first feasible solu-

tion to the pricing problem that had a negative reduced cost. In practice, we need to

introduce a very small number of sub-cycle constraints and therefore the computing

cost of the iterative process is counter-balanced by the smaller sizes of the pricing

problems that need to be solved. In fact, the pricing problem very rarely needed to be

solved more than twice. Note that no sub-cycle constraints are eliminated after they

have been introduced. Meaning that their number increases as the solver proceeds fur-
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ther down the branch-and-bound search tree. It was found that at each iteration, most

of the time the solution of the first pricing problem was very often feasible and satis-

fied all sub-cycle constraints even if only a small number of them had been explicitly

introduced in the pricing problem.

It turns out that only a limited number of columns were needed to be gener-

ated until the optimality condition of the linear programming relaxation (when no

more columns with negative cost could be found) was reached. For this reason, no

custom branch-and-bound (B&B) method was developed to get an integer solution

for the master problem. Instead the CPLEX 10.0 B&B feature was used to solve the

restricted master problem. While not fully optimal in some cases, the solutions

obtained were close to optimality and quite satisfactory in comparison with those

obtained previous FIPP models, as will be shown in Section 4.9.

4.8 Experimental Setup

The solutions for the FIPP CG, FIPP IH and FIPP DRS design models were

obtained by implementing the prior model in C++ and the latter two models in

AMPL 9.0. The FIPP IH and FIPP DRS models were solved using CPLEX 9.0 MIP

solver and the results obtained are based on complete terminations with a MIPGAP of

0.01. The FIPP CG model was solved using CPLEX 10.0 MIP solver. The models

were run using the COST239 European network [11] containing 11 nodes and 26

spans as well as a 15-node family of networks with spans varying from 16 to 30 [70].

The COST 239 network represents a European fiber optic network topology, while

the 15-node family of networks was designed as part of the research done by our

group (Network Systems) at TRLabs. This family was designed to be characteristic of

real transport networks in a sense that each member of the family is planar or near pla-

nar and exhibits high local nodal connectivity (nodes generally connect to nodes in

their vicinity). Additionally, the nodal degree of any individual node does not exceed

twice the average nodal degree of the network. The 15-node family was designed by
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starting out with a 15-node topology where the average nodal degree was 4.0 and then

successively removing spans one at a time while retaining the property of bi-connec-

tivity and keeping all the nodal positions the same across all members. The overall

goal of this network family was to allow investigations of various transport networking

architectures and metrics (such as dual-failure restorability) with respect to changes in

nodal degree.

The number of demand relations is 55 for the COST239 instance, and 105

for all instances of the 15-node family. The details regarding both of these can be

found in the Appendix (Section 10.1 and Section 10.3). For the FIPP DRS solutions

provided, 30 DRSs were generated per demand in the network. This means that every

demand appeared in at least 30 different DRSs. For every DRS, 3 lowest cost cycles

eligible to protect that DRS were enumerated and added as input to the problem. The

maximum number of working routes per DRS was set to 12. Additionally, to remain

true to the method used in [40], a single route DRS was generated for every demand

to counteract the effects of any strong forcer demands. In other words this was done

to prevent any particularly high demand from forcing the solver to place additional

large cycles where it could instead use a small dedicated cycle to protect that demand.

The FIPP IH solutions were obtained by running the FIPP IH algorithm where all

possible cycles in the network were considered as eligible candidates.

4.9 Results

The FIPP CG method uses the results obtained by the FIPP IH method as

starting feasible solutions. The results for the FIPP CG method are summarized in

Table 4.1. The table reports the final cost of spare capacity as well as the gap against

optimality which is the gap between the optimal solution of the linear relaxation of

the master problem and the best known integer solution. In some cases, where the

method reached a running time limit of 5 hours for solving the linear relaxation, this

gap is only an under-estimation (values followed by -). The total number of unit
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cycles as well as the number of distinct cycles used in the final design (of which there

can be several instances of ) are also provided in Table 4.1. Note that the total # of unit

cycles column also corresponds to the # of unit configurations used in the solution.

The overall number of generated configurations is provided using two columns: The

first column corresponds to the number of generated configurations that had positive

master variables  and the second column corresponds to the number configurations

that had master variables set to null. The column where  essentially refers to the

number of distinct configurations used in the solution (of which there could be sev-

eral instances of ) while the  column corresponds to the total number of con-

figurations that were generated as part of the CG method, but which were not used in

the FIPP CG solution. The second last column contains the number of distinct con-

figurations that contain at least one pair of non-disjoint working paths. According to

the table, approximately half of the used configurations contained non-disjoint work-

ing paths. Finally, the last column contains the overall number of generated cycles (the

number in parenthesis corresponds to the distinct number of cycles in the initial solu-

tion). Recall that the initial set of columns provided to the CG model (in parenthesis

in the last column) is composed of the cycles and configurations deduced from the

best solution of the FIPP IH model. Although using these solutions has no impact on

the solution of the CG model (assuming that no time limit is set), it certainly speeds

up the convergence, allowing the generation of more meaningful values for the dual

variables, hence the generation of better configurations.

zg

zg 0>

zg 0=
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TABLE 4.1. Results obtained by the FIPP CG algorithm.

The results for FIPP DRS and FIPP IH are documented in Table 4.2 and

Table 4.3, respectively. These tables contain the final spare capacity design costs along

with the number of unit cycles as well as the number of distinct cycles used in these

solutions. Furthermore the relative cost difference to the CG solutions is also reported

in the last column of these tables. Note that Table 4.2 only contains the results for the

15m30s network family up to the 23rd span instance. It was at this point that the

solver did not return with a solution within the specified MIPGAP due to the large

increase in the number of constraints because of the large number of parameters used.

One of the weaknesses of the DRS method is that it does not scale very well

with the increase in network size. The more DRS/cycle combinations there are to con-

sider, the harder it becomes to get the DRS method to solve the problem to comple-

tion. It is possible to reduce the number of parameters, but this severely degrades the

quality of the solution that the solver arrives at. The DRS method is capable of reach-

Problem
Instance

Cost of
Spare

Gap
(%)

# Unit
Cycles

# Distinct
Cycles

Overall # of Configs. # of Non-
Disjoint
Configs.

Overall #
of Cycles

COST239 68840 2.5 17 13 15 534 6 286 (20)

15n30s-16s 387958 0.0 185 3 73 169 0 3 (3)

15n30s-17s 286901 0.2 140 6 72 217 18 7 (6)

15n30s-18s 266080 0.2 126 7 60 350 22 11 (10)

15n30s-19s 229854 0.1 108 11 59 338 20 21 (16)

15n30s-20s 217963 0.1 108 13 64 472 22 31 (23)

15n30s-21s 192269 0.4 101 17 63 412 26 50 (27)

15n30s-22s 182550 0.6 101 19 66 411 30 72 (34)

15n30s-23s 177432 0.5 100 27 61 505 32 111 (45)

15n30s-24s 175990 0.6- 100 29 58 636 23 178 (45)

15n30s-25s 157140 0.9- 92 36 56 504 21 196 (43)

15n30s-26s 106526 6.1- 55 39 45 395 18 287 (39)

15n30s-27s 117220 5.5- 61 41 45 399 28 287 (51)

15n30s-28s 114055 4.5- 59 44 46 333 23 303 (44)

15n30s-29s 106449 2.6- 56 33 42 534 28 345 (39)

15n30s-30s 110738 1.0- 62 40 51 473 34 326 (38)

zg 0> zg 0=
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ing the optimal solution, but only if all possible combinations of cycles and DRSs are

given to it as input. This cannot be done for anything larger than the simplest net-

work because of the huge number of DRS/cycles possible even for a medium sized

network. Therefore whenever parameters constraining the number of DRSs and cycles

appearing in the data set are introduced, the DRS method may not yield an optimal

solution. Instead, it is only capable of finding the optimal combination of the DRSs

and cycles given to it as input.

TABLE 4.2. FIPP DRS results.

As an alternative to the FIPP DRS method, the iterative heuristic method was

introduced. It was possible to get solutions for the entire 15n30s network family using

this method as documented in Table 4.3.

Problem
Instance

Cost of
Spare

# of Unit
Cycles

# of Distinct
Cycles

Cost Relative to
FIPP CG (%)

COST239 93345 24 17 36

15n30s-16s 393094 189 3 1

15n30s-17s 305065 146 6 6

15n30s-18s 272661 127 8 2

15n30s-19s 246035 110 12 7

15n30s-20s 239942 113 17 10

15n30s-21s 208501 101 26 8

15n30s-22s 202771 101 40 11

15n30s-
>22s - - - -
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TABLE 4.3. FIPP IH results.

The spare capacity cost of the CG method is lower than both the DRS and the

IH method solutions. Moreover the DRS and the IH methods are relatively close to

each other in cost. The cost improvement when comparing the IH and DRS results to

the FIPP CG solutions is as much as 19% and 11% for the 15n30s and is 37% and

36% for the cost 239 network, respectively. Also it can be seen that the relative differ-

ence to the CG solutions increases as the number of spans is increased from 16 to 30

in the 15n30s family of networks. Taking into account that around half of the config-

urations in the final solution of the CG method take advantage of non-disjoint work-

ing paths, it is unclear at this point whether the improved solutions are due to this

effect or to the global search scheme entitled by the column generation method.

The benefit of the CG method is twofold: it is able to consider a more general

view of the route sets that can be protected while also being able to arrive at nearly

optimal solutions by being able to consider only the configurations that reduce the

Problem
Instance

Cost of
Spare

# of Unit
Cycles

# of Distinct
Cycles

Cost Relative to
FIPP CG (%)

COST239 94095 25 20 37

15n30s-16s 396935 192 3 2

15n30s-17s 310094 152 6 8

15n30s-18s 291047 139 10 9

15n30s-19s 259825 129 16 13

15n30s-20s 246505 124 23 13

15n30s-21s 215708 114 27 12

15n30s-22s 198789 104 34 9

15n30s-23s 199378 106 45 12

15n30s-24s 201207 107 45 14

15n30s-25s 179897 100 43 14

15n30s-26s 115848 60 39 9

15n30s-27s 137887 74 51 18

15n30s-28s 128957 71 44 13

15n30s-29s 126745 73 39 19

15n30s-30s 132294 79 38 19
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objective value of the master problem. The DRS method considers not only a smaller

range of route combinations, but also only a subset of all possible configurations and

is thus not able to achieve the efficiencies of the CG method. Likewise, the IH

method also only considers route combinations that are disjoint from one another and

while it is able to optimally determine the best disjoint route combination for a given

cycle that maximizes the credit score, it is unable to consider the problem as a whole

and thus does not gain any benefit from the interdependencies of the different cycles

and their protected sets.

4.10 Conclusion

In this chapter we introduced and investigated a first column generation (CG)

model for the efficient design of FIPP p-cycles. We compared it successfully against

the FIPP DRS method as well as the new FIPP IH heuristic. While previous FIPP

SCP methods work under the assumption that working paths are mutually disjoint,

this is not the case for the FIPP CG model. The fact that the CG method is capable of

generating near optimal solutions can provide us with insight into what a really good

FIPP solution actually looks like and can thus help with the invention and improve-

ment (in terms of mean run time or solution quality, for example) of heuristic meth-

ods. It was not the goal of this study to focus on the mean running times of the

algorithms used. Despite this, a time limit was imposed on the experiments to ensure

that the solutions were obtained within a reasonable amount of time (5 hours). The

main focus of this study was to obtain solutions of extremely high quality to serve as a

lowest bound on the capacity use. Despite the quality of the solutions presented, there

is still room for improvement of the CG model. In particular it could be sped up if a

heuristic for the pricing problem, that is able to generate configurations with negative

reduced cost, could be found.
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Chapter 5: Joint FIPP p-Cycle Design
5.1 Introduction

The main contribution of this chapter is the extension of a well known FIPP

p-cycle DRS design method [40] from a spare capacity placement (SCP) paradigm,

where protection structure placement is determined based on known working routing

(typically routed using shortest hops or minimum cost), to a joint capacity placement

(JCP) paradigm, where both spare and working capacity are placed simultaneously.

The results obtained using the new FIPP DRS JCP method (which show an improve-

ment over SCP solutions in the order of 13%) are first compared to JCP solutions of

closely related architectures such as span-protecting p-cycles and SBPP. This is fol-

lowed by a series of experiments, the goal of which is the investigation of exactly how

FIPP p-cycle designs are improved by jointness. These investigations allow for a closer

look into where the reduction in cost relative to SCP solutions comes from in FIPP p-

cycle designs and allow for detection of threshold effects and factors limiting further

improvements.

The chapter is organized as follows: First the concept of joint capacity design

is introduced in detail. This is followed by a review of the formulation of the FIPP

DRS JCP method and a detailed description of the experimental setup. Next, a pre-

liminary solution using default parameter values is generated as a starting point. This

is followed by the set of investigations where individual parameters are varied and

their effects observed. The chapter is concluded with a look at a visual representation

of the best JCP solution found and a brief summary. The work presented in this chap-

ter is based on the collaborative work of the author with Dr. Adil Kodian and Dr.

Wayne D. Grover. The publication of the methods presented and results obtained in

this chapter can be found in [61].

5.2 Joint Optimization of Working and Spare Capacity
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A common starting point for the design of transport networks under any

architecture involves methods where the demands are routed along shortest/lowest

cost routes and the spare capacity is placed to protect these routes with the overall goal

of placing as little spare capacity as possible while still guaranteeing 100% restorability

against single span failures. FIPP p-cycles are no exception to this approach, which is

referred to as spare capacity placement (SCP): Both initial publications, namely FIPP

ILP [39] and FIPP DRS [40], present SCP methods. There are, however, reasons to

think that a jointly optimized design may be especially attractive in a network using

FIPP p-cycle protection. Under a joint capacity placement (JCP) design model work-

ing routing, working capacity, spare capacity, and protection structure definitions are

all decided concurrently, with the overall goal of minimizing the total capacity or cost

of the network design. Essentially, under JCP the main inputs to the problem are the

network topology and the demand matrix (specifying which demands relations must

be serviced). This information is passed to the solver, that is then responsible for

determining the working routing for the demand relations as well as the spare capacity

placement required to protect these routes. The solver may generate these routes from

scratch or choose from a set of pre-generated routing alternatives for each demand

relation. In this chapter we define a JCP version of the FIPP p-cycle network design

problem and study the properties of the resulting network designs to understand how

and why joint design differs and improves on SCP solutions. This extension is moti-

vated by the fact that, in general, JCP solutions are lower in total cost than their SCP

counterparts, and because it turns out that for FIPP p-cycle designs obtained using the

existing DRS-based approach, the benefits of jointness can be gained without over-

whelming additional computational effort.

In SCP, working path routing decisions are independent of and precede the

protection design problem. The resulting routings and working capacity accumula-

tions then are inputs to the survivability design process. In contrast, the aim of JCP is

to minimize the total cost of working and spare capacity at the same time. This type of
108



optimization aims to exploit how the choices of working routes can interact synergisti-

cally with the investment in spare capacity and protection structures that are shared

over potential single-failure scenarios. To do this, JCP methods allow the working

paths between node pairs to deviate from the strictly shortest routes (routes otherwise

used in the corresponding SCP problem). This gives the solver the opportunity to

consider working routing alternatives so that the overall effectiveness of spare capacity

in protecting working capacity is maximized.

In other works on span restorable mesh networks [27][28] joint capacity

placement was found to yield reductions up to 28% in total capacity relative to the

non-joint designs. It has also been found in [9][69] that, using joint optimization, it

was possible to achieve an improvement of 25% in span-protecting p-cycle networks.

Inspection has shown, however, that the improved efficiency is typically not associated

with any wild deviations from the shortest path routing. Rather, it arises mainly from

providing the solver with the ability to make choices between nearly equal shortest

working route alternatives where they exist. A finding from [27] is that working routes

chosen in joint design are typically only a few percent longer than the shortest route in

each case. In [9] (p. 314–316), it is explained that jointness typically works more

through load-leveling effects among almost equal shortest routes and is unlikely to

involve significantly longer routes that are somehow highly synergetic with the spare

capacity placement. The above considerations motivate the extension of FIPP p-cycle

network design to JCP, the method for which is introduced in the following section.

5.3 FIPP p-Cycle DRS JCP Method

The overall strategy for the FIPP p-cycle JCP DRS design method that has

been developed here is illustrated in Figure 5.1. For every node pair exchanging non-

zero demand,  first finds  shortest routes between the origin and desti-

nation nodes of that demand. In this regard, setting  reduces the JCP problem

Algorithm1 N

N 1=
109



to the SCP problem in [40]. The complete set of routes produced by this algorithm

for all relations is referred to as the eligible route set.  then creates eligible

DRSs by combining selections of route choices that are disjoint from one another into

sets. This is a modified version of the  algorithm from [40]. The

pseudocode of the algorithm is found in Figure 5.2. Each candidate DRS is generated

by first being seeded with the shortest route of some relation. (Later measures will

ensure that a minimum number of DRSs  include the shortest route of that rela-

tion.) The DRS grows by a process where single routes are randomly picked from the

eligible route set and are added to the DRS only if they meet the disjointness criteria

with respect to the routes already in the DRS. 

The DRSs grow until they reach the maximum number of routes in a DRS,

set by the user, or until the algorithm is terminated using the  function

(explained in detail below). Previous experience with heuristic design methods for p-

cycles, such as Capacitated Iterative Design Algorithm (CIDA) [71], has shown that,

in general, candidate structures (and, here by implication, candidate route set struc-

tures) should not include only the largest most potentially individually efficient candi-

dates. By efficient, we mean cycles that have the relatively high ratios of the number of

protected working paths to cycle cost. The most efficient structures using this metric

tend to be large cycles that protect large DRSs with many straddling relationships.

Rather, in these semi-heuristic ILP approaches, it is beneficial to provide the solver

with a variety of candidate sizes. To have the same effect in enumeration of candidate

DRSs, the  function is used in the algorithm in Figure 5.2. The effect is

that it is increasingly likely to terminate the DRS formation loop as the candidate

DRS gets bigger. The philosophy is that we recognize that, by themselves, the largest

possible assemblies of mutually disjoint routes stand to become individually the most

efficient single FIPP p-cycle structures. Following that logic alone, we would never

stop adding to each DRS formation prematurely in this way, until further route addi-

Algorithm2

GenerateDRS

m

RandomExit

RandomExit
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tions become impossible for each candidate DRS. Instead,  assures that

a variety of DRS sizes (in terms of number of routes included) is represented in the

ILP problem instance that is being developed.

FIGURE 5.1. a) The data set generation flow model for the FIPP 
DRS JCP problem: (1) Eligible shortest routes set per node pair, (2) 

Disjoint route set candidates, (3) Eligible cycles for each DRS 
candidate. b) The data set and the model are combined and passed to 

the solver to yield a solution (outputs).
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FIGURE 5.2. GenerateDRSs pseudocode.

To recap, so far, multiple route choices have been identified for each demand

relation ( ), and a large number of DRS candidates ( ) have

been formed from these routes in a way that ensures every eligible route is present in

at least  DRSs.  takes care of the remaining ingredient needed: the can-

didate p-cycles to be associated with each DRS. It generates a number of eligible cycles

 for each DRS candidate. These are cycles that pass through all the end-nodes of

the corresponding DRS and are organized by length in increasing order (  shortest

eligible cycles). The eligible route set, all the DRS candidates and the set of their cor-

responding eligible FIPP p-cycle candidates are then used to populate an instance of

the FIPP DRS JCP ILP problem. The ILP solver then chooses the best combination

of working routes, DRSs, and FIPP p-cycles using the model in Section 5.3.1.

5.3.1 FIPP p-Cycle DRS JCP ILP

The FIPP p-cycle DRS JCP ILP is formulated as follows:

GenerateDRSs() {
for each non-zero demand r do {

for number of DRSs per demand needed m do {
Add shortest route of demand r to DRS c;

while total number of routes in DRS c is < K, the max. number of routes per DRS {
Randomly select a working route x from the Eligible Route Set;

if x is disjoint from all routes in DRS c {
Add working route x to DRS c;

}
RandomExit();

}
Add DRS c to DRS_Set;

}  
Return DRS_Set;

}
}

Algorithm1 Algorithm2

m Algorithm3

M

M
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Sets:

Set containing the spans of the network.

Set of demand relations.

Set containing all eligible DRSs.

Set of all DRSs containing a working route  belonging to demand 

relation . .

Set of eligible p-cycles.

Set of eligible p-cycles that provide protection for DRS . 

.

Set of all working routes.

Set of eligible working routes belonging to demand relation . 

.

Parameters:

This parameter contains the number of unit demands for relation . 

.

Equal to 1 if the working route  is in an on-cycle relationship with 

cycle , equal to 2 if the working route  is a straddling relationship 

with cycle , and is equal to 0 otherwise. .
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Equal to 1 if cycle  crosses span  and is 0 otherwise. .

Equal to 1 if route , belonging to demand relation , crosses span  

and is 0 otherwise. .

This parameter corresponds to the cost per unit of channel capacity on 

span . .

Variables:

Integer variable corresponding to the total spare capacity placed on 

span . .

Integer variable corresponding to the total working capacity placed on 

span . .

Integer variable corresponding to the number of unit capacity copies 

of cycle  used to protect working paths on route  as part of DRS . 

.

Integer variable corresponding to the number of unit capacity copies 

of cycle  used to protect all instances of DRS . 

.

Integer variable corresponding to the total number of unit capacity 

copies of cycle  used. .
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Integer variable corresponding to the number of working capacity 

units on route  to satisfy the demand relation . 

.

FIPP DRS JCP ILP:

Minimize: (5.1)

Constraints:

(5.2)

(5.3)

(5.4)

(5.5)

(5.6)

(5.7)

The objective function (5.1) minimizes the total cost of spare and working

capacity in the network. Constraint (5.2) ensures that all of the unit demands for

every demand relation is routed along one or more eligible working routes belonging

to that demand relation. Constraint (5.3) makes sure that the working route decisions
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made for every demand are adequately capacitated. Constraint (5.4) places enough

FIPP p-cycles to protect the working routes in the DRSs selected to be part of the

solution. Constraint (5.5) updates the variable that keeps track of exactly which cycles

protect which DRSs and their quantities. Based on the prior, constraint (5.6) calcu-

lates the total number of copies of each cycle. Finally constraint (5.7) makes sure that

enough spare capacity is allocated for the FIPP p-cycles selected.

This model has the property of demand splitting, meaning that the paths car-

rying unit demands belonging to the same demand bundle do not have to be routed

over the same spans. Any combination of eligible routes belonging to a single node

pair may be used as long as the sum of the demand units over these routes satisfies the

demand requirement for that node pair. This model can further be extended to

include capacity modularity and economy of scale effects using the methods outlined

in [72]. Briefly, this refers to allowing the model to select between several transmission

rate modules, such as OC-48 and OC-192, with the knowledge, for example, that

while the latter provides four times as much capacity as the former, it can be installed

for only twice the cost.

5.4 Experimental Setup

The FIPP DRS JCP ILP model was implemented in AMPL 9.0 and solved

using the CPLEX 9.0 MIP solver on a quad-processor Sun V480 SPARC server with

16GB of RAM. All the solutions are based on complete CPLEX terminations with

MIPGAP of 0.01. None of the FIPP p-cycle solutions generated took longer than 1.5

hours to obtain. The test-case network is COST239 from [11]. A total of 15 active

demand relations were used and each of these relations exchanged 4 units of demand.

The active demand relations were selected randomly, representing a possible network

state for this topology. Further details regarding the demand set and the COST239

network can be found in the Appendix (Section 10.1). Span costs are equal to the geo-
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graphic distance between the nodes as provided in the initial published data for this

network [11].

Except where deliberately varied in following results, for every relation

exchanging non-zero demand, 5 eligible shortest working route candidates were gen-

erated. The value of this parameter was set as high as possible while still keeping the

problem to a reasonable size to give the solver a large number of options. Each relation

is represented by its shortest route candidate, which was used as the seed route for the

formation of a total of 10 DRSs. This means that the shortest route on each non-zero

demand relation was guaranteed to appear in at least 10 DRSs. The eligible routes

that were not the shortest were introduced into the DRSs using the method described

in Section 5.3. Also inserted in the set of all DRS candidates was a single DRS for

each demand that contained only its single shortest route. This ultimately ensures fea-

sibility of a solution even if it means falling back to simple 1+1 APS (which single

route DRSs protected by a unit cycle can be converted to) as the solution for a given

demand pair. The intent was, specifically, to enable this possibly if warranted in the

global solution. (For individually very strong ‘forcers’ in a survivable network design

problem in general, a dedicated 1+1 APS treatment can sometimes be the best solu-

tion. The forcer concept is covered in [73].) For each DRS, the default was to provide

5 shortest candidate cycles that pass through the set of end-nodes of the working

routes in the DRS. The maximum number of routes that any one DRS could contain

was also set to 10. These default values were used in every experiment unless stated

otherwise.

The values for the parameters above, excluding the number of eligible working

routes per relation, were set based on a preliminary set of tests designed to identify a

‘sweet spot’ for each parameter where a compromise was met between the efficiencies

of the solutions obtained and the size of the problem. These initial tests varied the

parameters one by one, and the results were studied in order to identify where the
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solutions obtained from subsequent increases in the parameter in question did not sig-

nificantly improve as higher values of the parameter were used.

For comparative reference, corresponding optimal span-protecting p-cycle

JCP solutions were generated using the model in [69]. Those solutions are based on a

full CPLEX termination with a MIPGAP of 0.0001 with all possible cycles and five

eligible routes per relation used as input to the problem. Optimal JCP SBPP solutions

were also obtained using the model in [74]. In the latter solutions, a maximum of 10

eligible disjoint protection paths and 5 eligible routes per relation were used as input

to the problem and all solutions are based of full CPLEX terminations with a MIP-

GAP of 0.0001.

5.5 Results and Discussion

5.5.1 Basic Results

With the parameter values stated above, we were able to generate the basic

results shown in Table 5.1. This table contains the total network costs from solutions

obtained using FIPP DRS JCP method as well as the p-cycle JCP, SBPP JCP (for all

three JCP models, 5 eligible shortest working route options were provided to the

solver) and FIPP DRS (SCP) solutions for comparative reference. It was found that

when the FIPP DRS JCP model was run using exactly 5 shortest eligible working

route options, the solutions generated were very poor (more costly than SCP solu-

tions) because all the DRSs generated contained a mix of up to and including the 5th

shortest working route sizes and these routes were randomly placed into the DRSs

using the algorithm in Section 5.3.

It turned out (as will be shown later) that the DRSs generated used more

working capacity than was necessary and that it was possible to achieve better results

using shorter working route options. Additionally, the longer routes sometimes pre-
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vented the DRSs from being maximally filled, thus resulting in fewer DRSs contain-

ing the maximum number of working routes. This, in turn, gave the solver fewer

options and forced additional cycles to be added to the solution to protect the work-

ing routes that would have otherwise been used as part of more efficiently packed

DRSs, given fewer routing options. In order to make sure that a good representative

FIPP JCP solution was obtained, 5 sets of DRSs (all of them individually adhering to

the parameters set in Section 5.4) were given to the solver.

Of these 5, each set had an increasing number of eligible working route

options so that the first set provided only DRSs using the shortest working routes, the

second provided DRSs using the first and second shortest working route options, the

third using the first, second and third shortest working route options and so on. This

basically insured that the solver would be able to select DRSs containing the 5th

shortest routes only if it is optimal to do so. The value obtained using this set up is

presented in Table 5.1 in the FIPP DRS JCP column.

TABLE 5.1. Initial results for FIPP, p-cycle and SBPP JCP methods 
using 5 eligible working route options per demand. The table also 

contains the results for the FIPP SCP solution.

The initial results (according to Table 5.1) indicate that relative to the SCP

case, the FIPP DRS JCP solution was able to reduce the total cost of the network by

13%. The lower cost of the JCP solution relative to the SCP solution was expected

based on the arguments from Section 5.2. Recall that, similarly to the FIPP DRS SCP

method, the FIPP DRS JCP solution obtained by the solver is simply the combina-

tion of the pre-generated DRSs and cycles that yielded the lowest network cost while

providing 100% single span failure restorability for every non-zero demand relation.

Despite this, the FIPP JCP solution was only 4% more costly than the corresponding

optimal p-cycle solution and just over 1% more costly than the corresponding optimal

FIPP DRS JCP FIPP DRS SCP p-Cycle JCP SBPP JCP

Total Network Cost 65625 74145 62780 64920
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SBPP solution. This means that the FIPP DRS JCP method, despite not necessarily

finding the absolute optimal FIPP p-cycle solution, is capable of generating high qual-

ity network designs that are comparable to solutions obtained for SBPP and span-pro-

tecting p-cycle architectures; both of which are well known for their spare capacity

efficiency.

5.5.2 Varying the Number of Eligible Working Routes per Relation 
with DRS propagation

This section expands the results presented in Section 5.5.1 by analyzing the

total cost of the network as the number of eligible route options is varied. In this

experiment the set of eligible routes per node pair is varied between containing only

the shortest route, and the set of the first five successively shortest routes. In other

words this section is a stage-by-stage breakdown of the experiment in Section 5.5.1.

The single shortest route case represents the non-joint SCP case and, as larger sets of

eligible routes are represented, the extent of the possibilities for joint coordination of

working routes with protection structures is (in principal) continually increased. The

effect of the increase in these possibilities is the central effect to be studied in this sec-

tion.

The experiment was run in five iterations, starting with only the shortest

working route per demand (the SCP case) and ending with five shortest routes per

demand. In addition to the DRSs generated for each iteration, all the DRSs from the

prior iterations were included as input to the solver. For example all DRSs from the

one and two eligible route cases were carried forward to be merged with the set of

DRSs of the third iteration (containing up to and including the 3rd shortest eligible

route) and so on. This was done to ensure that the lowest cost solution found at any

iteration would propagate to the end of the experiment and would only be overwrit-

ten if adding extra working routes to the problem did indeed provide a reduction in

cost, relative to the best solution found thus far. This is the same way that the results
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in Section 5.5.1 were obtained, except that only the end results were presented before,

where as now each individual increase in the number of eligible working routes can be

examined.

FIGURE 5.3. Network cost vs. number of eligible working routes 
per demand with DRS history propagation.

The results found in Figure 5.3 illustrate that as the number of eligible routes

per demand is increased from one to two, there is a significant decrease (13%) in the

total network cost of the p-cycle FIPP design. Beyond two eligible working routes per

demand, there is no significant change in the cost of the FIPP DRS JCP solutions.

This means that the additional working route options organized into DRSs using the

algorithm from Section 5.3 did not provide cost savings relative to the solution

obtained using just two eligible working routes. Optimal JCP p-cycle solutions, also

included in Figure 5.3, exhibit a similar trend. The joint solutions obtained using the

FIPP DRS JCP model were at most only 4% more costly than the optimal p-cycle

solutions. For further comparison, optimal SBPP solutions were also included as

shown by the connected diamonds in Figure 5.3.
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Upon closer examination of Figure 5.3, we can see that in the SCP case, the

first set of data points where only one working route option was provided, SBPP

yielded the least capacity solution. This was closely followed by span-protecting p-

cycles and then FIPP p-cycles. The second set of data points, where both the first and

second shortest routes per demand were allowed as input to the problem, shows that

p-cycles yielded the best solution, followed by FIPP p-cycles and then SBPP. The rea-

son that SBPP performed poorer in this case was because SBPP does not allow for

demand splitting between various alternate working and backup paths for its

demands. Meaning that given several routing alternatives for a particular demand,

SBPP chooses only one for all the demand exchanged by that node pair. This is differ-

ent from span-protecting and FIPP p-cycles, where the solver is allowed to split

demand bundles over several routing alternatives. This property gives the p-cycle

approaches much more flexibility, and explains why joint SBPP may sometimes per-

form poorer compared to joint regular and FIPP p-cycle designs.

An interpretation of this above result can be offered. It is to say that in this

network 3rd shortest routes tend to be so much longer than the shortest routes that it

is unlikely to obtain correspondingly greater savings in spare capacity through their

use when 2nd shortest routes are present. Figure 5.4 illustrates the relative lengths of

the eligible working route options compared to the shortest routes. Many of the 2nd

shortest routes are within 25% of the shortest route, while the 3rd and subsequent

routing options fall into the range of being 50%+ longer. The COST 239 network

used is a fairly high-degree network (4.7). This effect should be even greater in a lower

degree network, leaving us with a welcome and practical guideline that most benefits

of a joint design can be obtained by problem formulation so as to represent only the

shortest and second shortest routes.
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FIGURE 5.4. Lengths of eligible working route options relative to 
the shortest routes. (x, y) refers to the node pair that the route 

connects.

5.5.3 Varying the Type and Number of DRSs per Demand

While the previous experiment does demonstrate the utility of joint design, it

does not actually give very much information about solutions obtained using three or

more eligible working route choices per demand in terms of the number of DRSs

given to the problem and the sets of eligible route options they contain. Using previ-

ous solutions, it is difficult to determine exactly how much jointness contributes to

the initial cost reduction and how much of that improvement is due to the increase in

the number of DRSs per iteration. The following experiment was set up so as to

diminish the effect of increasing the number of DRSs and to demonstrate the effect of

adding additional eligible working routes on overall network cost. Three types of

DRSs were considered, the main difference between them are the types of working

routes they contain. Type 1 DRSs contain only the shortest working routes. Type 2

DRSs contain the first and second working route options. Type 3 DRSs contain the

first, second and third shortest routes. These are the same types of DRSs that were
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generated in the first, second and third iterations of the previous experiment

(Section 5.5.2).

This experiment was split up into three trials. In the first trial, corresponding

to the diamond data points in Figure 5.5, the number of DRSs per demand was varied

from 4 to 40. Recall that “the number of DRSs per demand” refers to the number of

unique DRSs in the DRS set containing at least one eligible route of the demand in

question. All the DRSs in the first trial were of Type 1, which corresponds to the SCP

case where only the shortest working routes per node pair were used (recall that each

DRS represents a combination of working routes that can share protection under the

same cycle). In the second trial, represented by the square data points in Figure 5.5,

the number of Type 1 DRSs was set to 14 and the number of Type 2 DRSs was varied

from 2 to 40. The main idea behind setting the number of Type 1 DRSs to 14 is that

this is the point at which the graph for trial 1 begins to plateau first. Selecting this

point minimizes the impact of additional DRSs on network cost while keeping the

size of the problem as small as possible (for this experiment we are interested in the

impact of additional working routes, not additional DRSs). In the third trial, repre-

sented by the triangle data points in Figure 5.5, the number of Type 1 and 2 DRSs

was set to 14 each, while the number of Type 3 DRSs was varied from 2 to 40. Once

again, the reason that the number of Type 1 and Type 2 DRSs were set to 14 was to

minimize the impact of additional DRSs to the problem while keeping the problem

size as small as possible.
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FIGURE 5.5. Total network cost versus number of DRSs of various 
types.

The results from the first trial (diamond data points) indicate a decrease in

cost as the number of DRSs per demand is increased. From a standpoint of choosing

working routes to share the same protection structure, this is the result of the solver

being able to generate better solutions when given more choices. There is a significant

difference between the data obtained from the first and second trial (square data

points) at the point where the total number of DRSs per demand is 16. There is no

significant change in network cost between using 14 and 16 Type 1 DRSs per demand

as indicated by data from trial 1. However, just adding two Type 2 DRSs to 14 Type 1

DRSs per demand allows for a 7% reduction in total network cost. It can be further

seen that by giving the solver 14 Type 1 DRSs and 14 Type 2 DRSs per demand, as

opposed to using 28 Type 1 DRSs per demand, a 10% reduction of cost is possible.

There is no significant change to network cost when Type 3 DRSs are added to the

mix as indicated by the data from the third trial (triangle data points). This confirms

the data obtained in Figure 5.3 where there was no significant cost reduction between

using two and three working route options per demand.

64000

66000

68000

70000

72000

74000

76000

78000

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70

Total Number of DRSs per Demand Relation

To
ta

l N
et

w
or

k 
C

os
t

1st route DRSs
1st&2nd Route DRSs
1st&2nd&3rd Route DRSs
125



5.5.4 Varying the Eligible Route Set Inclusion Threshold

The previous experiments involved varying the number of working route

options represented per demand. This metric only reflects the route's rank (its place in

a sorted list of a demand's set of route options) and does not reflect the route's actual

geographic length. This means that by simply picking the first n shortest routes per

demand we may be picking candidate working routes that are many times longer than

the shortest route of that demand. Recall that (at least in the case of [27]) it was found

that working routes selected in joint solutions tend to be only a few percent longer

than the shortest route. This means using longer working routes when generating

DRSs may actually have no real chance of helping the quality of the solution. On the

other hand, limiting routes by their rank instead of length may actually exclude bene-

ficial working routes options from being selected at all. This may occur where a partic-

ular node pair has more than n working routes that are just a few percent longer than

the shortest route. Clearly, selecting just n working routes may exclude good route

candidates in this case.

Accordingly, the following experiment uses relative length of the working

routes to the shortest routes as the criteria that determines which working route

options are included in the DRS generation process. The parameter that controls this

is the route inclusion threshold. For example, if the route inclusion threshold is set to

0% then only routes that are no longer than the shortest working routes are used to

generate the DRSs. If the threshold is set to 100% then all working route options that

are up to and including twice the length of the shortest working routes are used to

generate the DRSs.

The experiment was run in three trials. The route inclusion threshold was var-

ied from 0% to 10% in 2% increments per iteration, 0% to 25% in 5% increments

per iteration and 0% to 80% in 20% increments per iteration for the first, second and

third trials, respectively. Again, the DRSs generated in earlier iterations were carried
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forward to the later ones. This is similar to the DRS propagation used in the experi-

ment outlined in Section 5.5.1. Its purpose was to make sure that the least cost solu-

tion found at any iteration would carry forward to the end of the trial.

The three trials are illustrated in Figure 5.6. Correspondingly the number of

working routes per demand that fall under the threshold of each trial is shown in

Table 5.2. The main inference from the results is that the most significant cost reduc-

tion comes from including working routes that are as little as 10% longer than the

shortest working route per demand. At the 10% threshold it was possible to get a

solution that was only 3% worse than the best joint FIPP solution found so far in

Section 5.5.1, where the working routes were not selected by length. This is a signifi-

cant result because, while the experiment in Section 5.5.1 had to consider a total of 30

working routes (15 demands with 2 working route options each) the experiment using

the length threshold only had to consider 19 according to the first trial in Table 5.2.

However, the strictly best solution in Figure 5.6 appears only after the route inclusion

threshold is set to 80% and is only 0.14% worse than the best joint FIPP solution

(which is well within the MIPGAP of 1% and so not significantly different at all). For

this result, according to the third trial in Table 5.2, a total of 87 working route options

had to be considered when using the route inclusion threshold method. This is almost

three times that of the best solution from Section 5.5.1 where, as mentioned before,

only 30 working route options had to be considered to achieve the same result.
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FIGURE 5.6. Network cost vs. eligible route inclusion threshold 
with DRS history propagation. The best joint solution refers to the 

FIPP DRS JCP data point corresponding to 2 eligible routes per 
demand in Figure 5.3.

Note that at the route inclusion threshold of 10% (first trial in Table 5.2),

only four node pairs actually have second alternate working routes, while the rest only

have one. Given to the solver as input, these few alternate routes reduce the cost of the

network by 10%, relative to the SCP solution. As the threshold is increased to 25%

(second trial in Table 5.2), only five demands are left without alternate routes. By the

time the threshold is set to 80% (third trial in Table 5.2), two demands remain with-

out alternate route choices while some demands have as many as ten. This trend,

where some demands gain a large number of alternatives while other demands have no

alternatives at all becomes much more apparent when the threshold is increased past

60%. For example, Table 5.2 shows that there is a still a demand (N1-N2) without

alternative routing even at the 200% threshold (three times the length of the shortest

route), while other demands have tens, some over a hundred alternate routes available.

When the number of eligible routes per demand gets too large, the performance of the

route inclusion threshold method begins to decline. When this occurs, some working

routes will not be represented in any DRSs at all, and there is no guarantee that the
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ones that are represented are strong enough to be considered as alternates to the short-

est route.

TABLE 5.2. Number of working route choices per demand that fall 
under the threshold of the first, second and third trials. The number 
of working route choices per demand for a threshold of 200% is also 

given.

As a further diagnosis to gain insight, Table 5.3 contains the distribution of

working flow in the solutions for each trial of the route inclusion threshold experi-

ment. It shows how the total number of demand units was distributed among the var-

ious routing alternatives for different threshold values. For example, the solutions to

the first trial in Table 5.3 used at most only the first and second working routes, which

is all that was available to them. When the threshold was 0%, all 60 units of demand

were routed over the shortest routes possible. However by the end of the trial where

the threshold was set to 10%, 9 units of demand were deviated to their second short-

est routes leaving 51 units using their shortest route options. The end result of the sec-

ond trial in Table 5.3 deviated 1 unit of demand to its third shortest routing option,

10 units to the second shortest option and, leaving the remaining 49 units routed over

First Trial Second Trial Third Trial # of Working
Routes per Demand

for Threshold
of 200%0% 2% 4% 6% 8% 10%       0% 5% 10% 15% 20% 25%       0% 20% 40% 60% 80%       

N0-N1 1 1 1 1 1 1 1 1 1 2 2 2 1 2 3 5 5 27

N0-N2 1 1 1 1 1 1 1 1 1 1 1 2 1 1 2 3 3 11

N0-N7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 5

N1-N2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

N1-N7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 16

N1-N8 1 1 1 2 2 2 1 2 2 2 2 2 1 2 4 6 8 48

N2-N5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 6 7 61

N2-N9 1 1 1 1 1 2 1 1 2 2 2 3 1 2 8 9 14 76

N3-N7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 25

N3-N8 1 1 1 1 1 1 1 1 1 1 2 2 1 2 4 7 12 100

N4-N7 1 1 2 2 2 2 1 2 2 2 3 3 1 3 3 4 12 123

N5-N6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 11

N6-N7 1 1 1 1 1 1 1 1 1 2 2 2 1 2 2 2 2 4

N6-N8 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2

N7-N10 1 1 2 2 2 2 1 2 2 2 2 2 1 2 6 9 14 176

Total 15 15 17 18 18 19 15 18 19 21 23 25 15 23 41 59 87 686
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the shortest routes. The third trial in Table 5.3 was given as many as nine routing

alternatives for some demands according to the table and used mostly the first three

shortest routes in the solutions up to and including the 60% threshold. The fifth

shortest route was used for 2 demand units at the 80% threshold. This shows that the

solver is actually quite able to select routes for working paths that are much longer

than the shortest paths when it is globally optimal to do so. These are cases where

working capacity may be added as long as there is a corresponding reduction in spare

capacity so that the total cost of the design is improved. In other words the placement

of the longer working routes allowed the solver to select a more efficient arrangement

of spare capacity allowing for a significant reduction in total cost. While the solver

chose some significantly longer working routes in the high threshold limit trials, the

most significant gains were still the result of deviating relatively little from the shortest

working paths.

TABLE 5.3. Working flow distribution for the route inclusion 
threshold for trial 1, 2 and 3. Each column corresponds to an 

iteration where a particular threshold was set. For each iteration, the 
types of working routes used as well as the number of demand units 

routed among them is shown.

Trial 1 0% 2% 4% 6% 8% 10%

Shortest 60 60 58 54 54 51

2nd Shortest 2 6 6 9

3rd Shortest

Trial2 0% 5% 10% 15% 20% 25%

Shortest 60 54 52 51 50 49

2nd Shortest 6 8 9 9 10

3rd Shortest 1 1

Trial 3 0% 20% 40% 60% 80%

Shortest 60 52 48 48 45

2nd Shortest 8 9 9 11

3rd Shortest 3 3 2

5th Shortest 2
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5.5.5 Visual Inspection of Joint FIPP p-cycle Solutions

This section contains illustrations of the actual cycles and the DRSs that make

up the SCP and the best JCP solution from Section 5.5.1. The illustrations were

added in order to provide a validation of the functional correctness of the designs and

also to allow for inspection and comparison of the two solutions. Figure 5.7 and

Figure 5.8 illustrate the SCP and the JCP solutions respectively. In these figures the

cycles are represented by the thick connected lines, while the working paths are repre-

sented by the solid and dashed arrowed lines, corresponding to the first and second

shortest routes respectively.

The SCP solution where only the single shortest working routes per demand

were given to the solver (shown in Figure 5.7) contained a total of 9 distinct cycles. Of

these cycles, 6 protected DRSs which contained 7 working routes or more, while the

remaining 3 cycles protected DRSs that contained only a single route. Recall that

these single route DRSs were added to the problem in order to give the solver the

option of efficiently protecting single demands by avoiding placing large cycles for

these demands' needs only.

FIGURE 5.7. DRS based SCP FIPP p-cycle solution (corresponding 
to the first data point of the FIPP DRS JCP solutions in Figure 5.3).
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The lowest cost joint solution from Section 5.5.1, where the solver was given

the option to select between the first and the fifth shortest routes per node pair, is

illustrated in Figure 5.8. Recall that since the working route options above the 2nd

shortest did not provide any significant cost savings, the lowest cost solution contains

only the first and second shortest routes. Only 5 cycles were used in this solution and

no single route DRSs were protected at all. Of the 60 demand units to be protected,

13 were deviated away from their shortest routes. This allowed the solver to select bet-

ter disjoint route combinations and in turn allowed the solver to select fewer cycles to

completely protect all the demands against single failures. Table 5.4 summarizes the

capacity costs of the two solutions as well as the number of cycles used. The joint solu-

tion allowed for deviation from the shortest working paths and this resulted in higher

working cost, relative to the SCP solution. However, this slight increase in working

cost was offset by the reduction in the number of cycles needed and thus the spare

capacity cost. This, in turn, contributed to a 13% reduction in total network cost.
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FIGURE 5.8. DRS based JCP FIPP p-cycle solution (corresponding 
to the second data point of the FIPP DRS JCP solutions in 

Figure 5.3).

TABLE 5.4. Design costs and the number of cycles used in sample 
SCP and JCP solutions.

In the specific case of FIPP p-cycles, one of the biggest contributors to

improved network cost in joint optimization is the fact that it allows for a single cycle

to protect more than two units of working capacity per demand. This happens

because joint design benefits from topological diversification, where several working

routes for the same demand can share the same protection structure (cycle) because

they cannot be simultaneously affected by a single span failure, provided they are dis-

joint from one another. In other words, SCP solutions limited each instance of a unit

FIPP p-cycle to protecting a maximum of two units of working capacity in the strad-

dling case. Joint solutions allow cycles to protect as many routes between a single node

Cost of Working Cost of Spare Total Cost Number of Cycles

SCP Solution 42820 31325 74145 9

Joint Solution 44840 20855 65695 5
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pair as there are span disjoint working routes between that node pair. The number of

working capacity units that can be protected on those routes correspond to the rela-

tionship the route has with the cycle assigned to protect it. This allows for FIPP p-

cycles to effectively deal with highly loaded demands without having to place many

instances of a single cycle for the benefit of that demand. Furthermore, jointness

allows for the solver to gain benefit from additional straddling relationships that

would otherwise not be possible in SCP. Consider being able to deviate from the

shortest route which is in an on-cycle relationship to a route that is nearly as short, but

is a straddler. The additional unit of working capacity protected by the already placed

cycle comes at nearly no additional cost. Also, if that unit of working capacity

required a dedicated cycle to be placed for it in the SCP case, that cycle could be

removed from the network entirely. This effect, as well as the ability of the solver to

pick more efficient DRS/cycle combinations is why there are no cycles dedicated to

single routes in the joint solution compared to the SCP solution.

5.6 Conclusion

A design algorithm for producing jointly optimized FIPP p-cycle networks

was proposed, implemented, and used to study the benefits and other effects of jointly

coordinating working route choices with FIPP p-cycle placements. The resulting net-

works are, by design, 100% restorable against any single span failure at costs that are

significantly lower than non-joint designs. On the COST 239 test-case network,

results showed a 13% improvement vis-à-vis non-joint designs just from allowing a

choice between the two shortest eligible route candidates. This result was at most only

4% more costly than optimal p-cycle solutions, which is an excellent result given the

fact that the FIPP p-cycle solution employs only fully pre-cross-connected end-to-end

path protection structures. Through experimentation and testing of how the benefits

of jointly optimized design work in the specific case of the FIPP p-cycle architecture,

we also produced a number of related insights on how to simplify instances of the
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joint FIPP design problem. Specifically, we offer the following in summary as guide-

lines and observations in addressing the joint design problem for FIPP p-cycles:

• Significant reduction in network cost, relative to the SCP solution, is

obtainable by admitting consideration of alternative working routes

that are only relatively slightly longer than the strictly shortest routes.

Here admission of working routes within 10% of the length of the

shortest was effective. Additional gains are possible but the number of

additional working routes that need to be considered becomes very

large.

• Quite good solutions seem obtainable by considering only the first

and second shortest eligible working route options under joint optimi-

zation. This means it is not necessary to provide more than two eligi-

ble working routes per demand as input to the solver as, in our

experience, doing so only unnecessarily increases the size of the prob-

lem instance, with little further contribution to solution quality.

• The main benefit of jointness in FIPP p-cycle design comes from the

ability of the individual unit cycles to protect more than a maximum

of two units of capacity per node pair, in contrast to the SCP case.

Additionally, deviation from the shortest working route to slightly

longer working routes allows the solver to capitalize on straddling rela-

tionships that were not available under the corresponding SCP prob-

lem instance.
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Chapter 6: FIPP p-Cycle Architecture Investigations
6.1 Introduction

The following chapter is based on research done as part of a three year

(November 2005 - November 2008) collaboration between TRLabs and Nokia Sie-

mens Networks under the name of High-Availability Network Architectures

(HAVANA). The study, spanning a total of three years, primarily focused on investi-

gations of pre-connected network survivability architectures. The main participants in

this study include the author (FIPP p-cycles), Dr. Aden Grue (PXTs), Brian Forst

(DSP and APS), Diane Onguetou (span-protecting p-Cycles), as well as Dr. Wayne D.

Grover, Dr. Matthieu Clouqueur and Dr. Dominic Schupke. This chapter summa-

rizes the first two years of the study in the context of FIPP p-cycles. For these two

years additional contributions were made by Dr. John Doucette as well as Dr. Adil

Kodian. The overall goal of this body of work was to investigate pre-connected archi-

tectures in the context of transparent optical networking. Select results from this part

of the study were published in [64]. Furthermore the details regarding the approaches

taken to achieve solutions for every pre-connected architecture under study can be

found summarized in [65], [66].

In this chapter, the underlaying theme of pre-connection is introduced first.

This is followed by the generation of the initial minimum cost and capacity single

span failure restorable designs (Section 6.3) which act as the initial stages for subse-

quent analysis of select aspects of optical transport networking. These initial solutions

are generated for every architecture under study and the results are used to get a feel

for how the architectures scale with respect to one another. Once this is done, as part

of the first study these initial designs are subjected to dual-failure scenarios in

Section 6.4. In this section, strategies are developed to help FIPP p-cycle single span

failure designs cope with dual-failures scenarios. Section 6.5 and Section 6.5.2 deal

with minimum wavelength assignment of minimum capacity solutions under specific
137



hardware constraints. New minimum capacity solutions based on the FIPP DRS JCP

method are introduced in Section 6.5.3 in order to meet the maximum number of

wavelengths hardware constraint. Transparent reach analysis follows in Section 6.6

where several of the designs generated thus far are examined from the perspective of

optical networking where fiber attenuation and insertion losses are taken into

account. Node failure analysis of minimum capacity solutions is provided in

Section 6.7 and is followed by a section on 100% single node failure restorable FIPP

p-cycle design in Section 6.8.

6.2 Background

In the context of survivable transport networking, the property of full-pre-

connection carries with it many benefits. Pre-connection, in this context, refers to the

state that the spare capacity is in prior to the onset of failure. Specifically, pre-connec-

tion refers to the organization of spare capacity into complete protection structures

that provide protection paths to the working paths in the network. If these protection

paths are fully pre-connected, it means that they are in guaranteed full working condi-

tion and have been engineered, tuned and tested. If the protection paths are kept in

this state, they can be switched to in the case of a failure without any degradation in

signal quality aside from the time lost due to failure identification and the actual

switching action. This type of pre-connection is especially important in optical net-

working, where routing and restoration of entire lightpaths is considered. The assur-

ance of optical transmission integrity may not be assured if the protection path needs

to be cross-connected and assembled dynamically after failure. A considerable amount

of time would be lost as the adaptive protection mechanisms concatenate spare capac-

ity resources into end-to-end paths. It is unrealistic to expect that this concatenation

would result in high quality, low BER (< ) transmission right away. Fiber attenu-

ation, dispersion as well as amplifier non-linearities and noise would all have to be

10 12–
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precisely calibrated for, before high quality transmission may be achieved. Full pre-

connection allows for these effects to be accounted for before failure.

In the fall of 2005, the Network Systems group at TRLabs, Edmonton was

commissioned by Siemens Optical Networking & Transmission Group to investigate

the aspects of various pre-connected architectures in the context of optical transport

networking. Specifically, the goal was to examine the relative strengths and weaknesses

of each architecture and how these would compare to one another if they were imple-

mented in real optical networks.

6.3 Minimum Capacity Designs

The initial step in this project was to generate minimum capacity and mini-

mum cost 100% single span failure recoverable designs for each architecture. This was

done to make an initial assessment on how these architectures compare to one another

capacity and cost wise as well as to generate basic reference solutions intended for use

in subsequent case studies. In an attempt to provide a common ground for compara-

tive studies, most architectures under study used SCP methods to generate the initial

solutions. This meant that the working routing for all the architectures was intended

to be the same, or at very least close to the same, given that some architectures such as

DSP and FIPP p-cycles had to deviate from this slightly because of architecture spe-

cific peculiarities. In general, it should be noted that all working capacity was routed

with the overall goal of minimizing it.

For the FIPP p-cycle architecture, the FIPP disjoint route set (DRS) method

[40] was used to generate designs for the test network. The DRS method can be

found in detail in Section 4.6. Briefly, the DRS method is an ILP method where a

large number of DRS/cycle configurations are generated and are passed to the solver,

which selects the lowest cost combination of these configurations such that all

demand requests are fully satisfied and the design is 100% single span failure restor-
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able. The DRSs/cycle configurations are generated in two steps: The first step entails

the generation of DRSs, where mutually span disjoint working routes are placed into

route sets (DRSs) and the second step entails the generation of a number of lowest

cost cycles for each DRS, eligible to protect it. It should be noted that, the DRSs are

generated with the goal of fairly providing enough protection options for every

demand relation.

6.3.1 Equipment Capability Assumptions and the z-Case

In the initial stages of this study, the exact details of the equipment costs were

omitted and the main metrics used to compare the different architectures were total

cost and capacity use. However, certain assumptions were made regarding the func-

tionality of the equipment that these architectures may eventually be implemented on.

These assumptions were based on the functionality of modern transport networking

systems, but were also made general enough that the architectures under study could

all be implemented using the same equipment. This made it much easier for compari-

sons to be made between architectures and it allowed each HAVANA project member

to view their tasks in terms of the following question: “How well can your assigned

architecture perform given specific equipment assumptions and the goal at hand?”

In this study, whenever cost is used as a metric, it is assumed that the cost of

the equipment needed to establish transmission on a single span is proportional to the

geographic length of that span. The task of generating minimum cost designs translate

to minimizing the total geographic lengths covered by working paths and protection

structures. This is a very commonly used metric in the area of transmission network-

ing. Whenever capacity was is as a metric, it was assumed that the main contributor to

cost is the nodal transmission equipment and that the cost of equipment is the same

regardless of the length of the spans crossed by working and protection paths. In this

case, the cost of fiber is assumed to be free and the task of minimizing cost translates
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to that of minimizing the total number of hops used in the network, which corre-

sponds to crossing fewer nodes and therefore needing less equipment installed overall.

The main assumption made about equipment functionality is that the equip-

ment is only capable of simple pre-determined switching actions. This means that

every working path is to have single pre-determined protection path that the end-

nodes of the demand relation are to switch over to in case of a failure. For FIPP p-

cycles, this assumption draws attention to a particular type of cycle/working path rela-

tionship: the z-case (Section 3.3.3). Recall that a z-case is a cycle/working path rela-

tionship where both of the possible protection paths provided by the cycle to the

working path are not span disjoint from it. This means that two distinct span failures

affecting the working path can also affect one of the protection paths. Since the pro-

tection paths are mutually span disjoint (and also mutually node disjoint, since simple

cycles are used), the two protection paths can never be simultaneously affected by the

same span failure. In the general case, this type of relationship is not a problem

because whenever one of the protection paths and the working path are affected by

failure, the second protection path remains intact and can be used to recover the failed

working path. Note that this requires the end-nodes to be able to decide between two

different protection paths and to be able to switch over to an appropriate one,

depending on which span was affected by failure. However, since the equipment used

in this study is assumed to be very simple and only capable of performing single pre-

determined switching actions, the z-case becomes a problem when the predetermined

backup path fails along with the working path. Ultimately this means that if the hard-

ware cannot support the z-case relationship, any design that allows these relationships

to exist will not be 100% single-failure restorable.

In order to avoid the z-case, the DRS method used to generate the minimum

cost/capacity solutions was slightly modified. In the modified method, every DRS is

inspected for z-cases before the problem is passed to the solver and the offending paths

are flagged so that the solver does not include these relationships in the final solution.
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This is done by setting the parameter  to 0 wherever there is a z-case between

demand  and cycle . It should be noted that using this type of preemptive z-case

removal may result in solutions where some cycles appear to be slightly longer than

necessary for the DRS they are assigned to protect. This happens when working paths

are uniquely assigned to cycles in the case of overprotection as will be described in

detail in the next subsection.

6.3.2 Overprotection and Actual Protection Assignment

The main output of the DRS method is the set of cycles that is needed to

completely protect the demands against a single failure. The DRS method does not

uniquely assign working paths to cycles, but only ensures that enough cycles are

placed to guarantee 100% single-failure restorability. Because of the way that DRSs

are generated, some working paths may have more protection relationships available

to them than needed. The reason this happens is because sometimes the DRSs

selected for protection by the solver include working paths that can be accounted for

in other DRS/cycle configurations. For example consider two configurations A and B

in which a particular demand relation is in a straddling and an on-cycle relationship,

respectively. If this relation corresponds to a request of 2 units of demand, then it will

be overprotected by A and B if both of the configurations are selected by the solver to

be in the solution, which may happen if doing so does not negatively impact the total

network cost.

In order to generate a visual solution of the problem, to perform dual-failure

analysis, to perform transparent reach analysis, or in order to determine how many z-

cases appear in the solution, every working path needs to be assigned to a specific cycle

for its protection. In the case where there are exactly the required protection relation-

ships available, this assignment is trivial. In the case where there are more protection

relationships than required there may be several possibilities for actual protection

xp r,

r p
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assignment. For the purposes of this study, unless stated otherwise, the bundle of unit

working paths belonging to the same demand relation are thus assigned to cycles they

straddle first, and only after all the straddlers are filled up are the on-cycle relation-

ships considered. z-Cases, if there are any, are considered only after there are no more

straddler or simple on-cycle relationships left.

The actual protection assignment described above may result in some cycles

appearing to be longer than necessary for the DRS that they are protecting. This is

also the case for the procedure that removes z-cases from configurations before they

are passed to the solver. For example, Figure 6.1a shows a four route DRS (arrowed

lines) and a cycle originally assigned to protect that DRS (the connected thick line)

before assignment of protection. The dashed blue line represents a working path that

has more than the required number of protection relationships provided by other

DRS and cycle combinations (not shown). Figure 6.1b shows what may happen if the

overprotected path does not end up being assigned to this particular cycle. The end

result is that the cycle appears to unnecessarily go over spans s8 and s9 where it could

have simply gone over s7 thus saving a unit of capacity.

FIGURE 6.1. A four route DRS (arrowed lines) and the cycle 
originally generated to protect the DRS (solid thick connected line). 
The dashed arrowed line represents the over protected working path. 

(b) A possible outcome of actual protection assignment.
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6.3.3 Common Test Network and Demand Data

The test network used in this study is the Germany Network [10], illustrated

in Figure 6.2. In this figure two views are given: The first is of the network topology

placed over top of a map of Germany with the major cities corresponding to the nodes

of the network and the second is of the network topology where the spans and nodes

are labeled as they will be referred to in the rest of the study. This network contains 17

nodes and 26 spans and has an average nodal degree of 3.06. This network contains a

total of seven degree 2 nodes as well as two main hubs that are of degree 6 (Node 4,

Hannover) and degree 5 (Node 11, Frankfurt).

FIGURE 6.2. Germany test network. (a) City view. (b) Span & Node 
identification view.

The demand pattern used for this study is sparse. A total of 97 demand units

are exchanged overall, with a total of 58 node-pairs exchanging demands out of a pos-

sible 136 node-pairs. A total of 37 node pairs exchange only a single unit of demand
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and the highest volume exchanged between two nodes is 5 units. Specific information

regarding the demand set can be found in the Appendix (Section 10.2.)

6.3.4 Experimental Setup

A total of four sets of experiments were run for the FIPP p-cycle architecture

to generate minimum cost and minimum capacity solutions with and without allow-

ing the z-case. Before the z-case was identified as a potential variant on the design con-

cept, minimum capacity and minimum cost solutions allowing the z-case were

generated using 30 DRSs per demand and 2 eligible cycles assigned to each DRS with

the maximum DRSs size set to 11 routes. When it became apparent that the z-case

had to be removed in order to comply with the nodal equipment assumptions, a sec-

ond set of experiments was run. In these, minimum capacity and minimum cost solu-

tions that did not allow the z-case were generated using 15 DRSs per demand, 4

eligible cycles assigned to each DRS and the maximum DRS size was set to 10 routes.

The main idea behind the new parameters is that it was necessary to give the solver

additional cycle options so that the impact of removing the z-case would not be as

severe. Other parameters were reduced in order to compensate for the increase in

problem size as the additional cycles were added.

Three test trials were run per test set using three different randomization seeds

to generate different DRS problem instances. In minimum capacity designs, the eligi-

ble route set was generated by selecting a single least hop route for every demand. In

the case where several working routes were the same number of hops, one was arbi-

trarily chosen. In the minimum cost designs, the eligible route set was generated by

selecting a single least cost working route for every demand. Multiple demand units

exchanged between two end-nodes were routed over the same spans, as opposed to

being split over several equidistant routes. This criteria holds true for the working

routing of all architectures under study, for comparison purposes. The FIPP DRS p-

cycle model was implemented in AMPL 9.0 and solved using CPLEX 9.0. All experi-
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ments were terminated with a mipgap of 0.01 (i.e., the solution may not be truly opti-

mal, but the objective value is guaranteed to be within 1% of the optimal objective

value). This software and mipgap value is applied to every experiment using an ILP in

this chapter, unless stated otherwise.

For p-cycle, APS, DSP and PXT solutions generated as part of this study, the

following methods and parameters were used. Optimal p-cycle solutions were gener-

ated using the ILP for generating minimum capacity optimal p-cycle solutions found

in [35]. For this ILP, all possible cycles in the network were considered as eligible.

DSP and APS solutions were generated using the DSP minimum capacity ILP

method provided in [31]. APS solutions were generated using the same method by

constraining the method to generate only two disjoint paths between every node-pair

exchanging non-zero demand. PXTs solutions were generated by adapting the DRS

method given in [40], which was originally written for in the context of FIPP p-cycles.

The parameters were set such that every demand appeared in at least 30 DRSs, the

maximum size of any DRS was set to 15 demand relations and 30 candidate trails

were considered for every DRS.

6.3.5 Results

The results corresponding to the minimum capacity and minimum cost test

sets where the z-case was not removed are in Table 6.1 and Table 6.2, respectively.

Recall that capacity redundancy is defined as the spare capacity over the working

capacity of the network. Cost redundancy is similarly defined as the cost of the spare

capacity over the cost of working capacity of the network. The z-cases for both test

sets are enumerated after the solution is returned by the solver. About 5% of all the

demands in the network were found to be protected in a z-case relationship for each of

the minimum capacity trials. This number was at most about 2% in the minimum

cost cases and this difference is mainly attributed to the difference in working routing

between the two test sets.
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TABLE 6.1. FIPP p-cycle single-failure restorable designs: Minimum 
capacity test set trials. z-Case not removed.

TABLE 6.2. FIPP p-cycle single-failure restorable designs: Minimum 
cost test set trials. z-Case not removed.

The results corresponding to the minimum capacity and minimum cost test

sets where the z-case was removed are in Table 6.3 and Table 6.4 respectively. Most of

the z-cases were removable using the method described above; by simply setting the

 parameter to 0 whenever a z-case was detected. However, one demand in the net-

work (between nodes 10 and 15) had to be deviated away from its shortest path as

shown in Figure 6.3. The original shortest routing for this demand is shown using the

dashed arrowed line which crosses nodes 10, 17, 14 and 15. The consequence of the

fact that cycles are not allowed to cross the same node more than once is that any cycle

protecting this demand must cross the span adjacent to nodes 14 and 15 as well as the

span adjacent to nodes 10 and 17. This means that no cycle in the network can pro-

tect this demand without a z-case. In order to avoid this condition, the demand was

re-routed as shown by the solid arrowed line to cross nodes 10, 17, 16 and 15. Work-

ing capacity wise, this did not make any difference because both routes are 3 hops

long. In the minimum cost solutions, the cost of the working capacity increased from

23934 to 23974 when the condition that no z-cases may occur in the network was

imposed.

Trial
Working
Capacity

Spare
Capacity

Capacity
Redundancy

Total #
of Cycles

Total # of
Unique Cycles

# of z-Cases Protected
(out of 97 demands)

1 166 176 106% 15 10 5

2 166 176 106% 15 13 5

3 166 179 108% 15 11 5

Trial
Working

Cost
Spare
Cost

Cost
Redundancy

Total #
of Cycles

Total # of
Unique Cycles

# of z-Cases Protected
(out of 97 demands)

1 23934 22300 93% 16 10 2

2 23934 22162 93% 16 8 1

3 23934 22056 92% 16 7 1

xp r,
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FIGURE 6.3. Modified working routing between nodes 10 and 15. 
The dashed and solid lines represent the old and new route, 

respectively.

The spare capacity and cost of spare capacity in the non-z-case test sets, as

shown in Table 6.3 and Table 6.4, increased compared to the test sets where the z-case

was allowed. This was expected since some working paths could no longer be pro-

tected by the shortest cycles available. This forced the solver to pick longer cycles and

more of them in order to fully protect all the demands in the network.

TABLE 6.3. FIPP p-cycle single-failure restorable designs: Minimum 
capacity test set trials. z-Case removed.

Trial
Working
Capacity

Spare
Capacity

Capacity
Redundancy

Total #
of Cycles

Total # of
Unique Cycles

1 166 190 114% 18 12

2 166 192 116% 18 12

3 166 193 116% 16 13
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TABLE 6.4. FIPP p-cycle single-failure restorable designs: Minimum 
cost test set trials. z-Case removed.

Up to this point both cost and capacity based solutions were presented for

FIPP p-cycles. Since the ultimate goal of the study is to eventually focus on hardware

issues such as line card placement, it makes sense to carry forward only the solutions

that minimize the total number of hops. This is also supported by the fact that it is the

cost of nodal equipment and not span-based cost that is of the most concern in this

study. Furthermore, recall that it is assumed that the nodal equipment for this study is

not capable of supporting the z-case. For these reasons, from this point on only the

results from Table 6.3, corresponding to the minimum capacity non-z-case solutions,

will be carried over to subsequent sections for further analysis.

The minimum cost and capacity results for all architectures under study are

summarized in Table 6.5. The results presented are sorted in ascending order with p-

cycles yielding the lowest cost and capacity solutions and APS having the highest

capacity/cost. Note that the two columns correspond to two different test sets in

which capacity and cost were minimized, respectively. The fact that APS had the high-

est cost of all the architectures was expected because in contrast to all other architec-

tures it does not allow for any sharing of spare capacity. DSP does allow for sharing of

spare capacity, but only provides marginal savings over APS according to the table. For

this test network and demand pattern, DSP is unable to effectively exploit any spitting

involving 3 paths or more. One reason for this is that more than half of the node pairs

(37 out of 58) exchange only a single unit of demand forcing DSP degenerate into

APS in these cases. This also happens because a large number (27 out 58) demands

have degree 2 end-nodes. Lastly, in the cases where 3 or more splitting options are

Trial
Working

Cost
Spare
Cost

Cost
Redundancy

Total #
of Cycles

Total # of
Unique Cycles

1 23974 22772 95% 16 13

2 23974 23017 96% 17 10

3 23974 23377 98% 17 12
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available for a set of end-nodes that are able to utilize it, most of the time the 3rd

shortest path is much longer than the first and second one to the point where adding

it is not cost effective.

By being able to more effectively provide spare capacity sharing, FIPP p-cycle

and PXT solutions have lower costs than both APS and DSP. FIPP solutions are

slightly better than PXTs as expected. The ability of FIPP to protect straddling routes

gives this architecture an upper hand over PXTs by allowing a single protection struc-

ture to protect two units of working paths belonging to a single demand. In contrast,

PXTs only allow for a single working path from any demand bundle to be protected

by a single protection structure, meaning that more protection structures would have

to be placed in the PXT case. Finally the optimal p-cycle ILP method yielded the low-

est cost and capacity solutions.

TABLE 6.5. Total capacities of the architectures under study.

6.4 Dual-Failure Restorability

The main goal of the next section is to consider how well single-failure restor-

able (R1) minimum capacity non-z-case designs from Section 6.3 perform in light of

dual-failures. This was done by simulating dual span failures on every design and

recording the number of failed working paths as well as the number of the paths that

can be restored. Similarly to the previous section, it is assumed that the nodal equip-

ment is simple and is only capable of detecting a failure and performing a single, pre-

defined restoration action. Meaning that the nodal equipment does not have any

Architecture Total Capacity Total Cost

p-Cycles (optimal) 300 44198

FIPP p-Cycles DRS method
(no z-case, best trial) 356 46746

PXTs (DRS method) 375 52849

DSP 445 63617

APS (1:1 and 1+1) 453 65199
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adaptive multi-failure capability: whenever a failure is detected on a working path, the

same restoration response is attempted. After the network restores a single failure, the

working paths affected by a second failure are not restored if any part of their backup

paths are used or have failed.

In the following subsection, the results are presented using two metrics. The

first metric for dual-failure restorability is the ratio of restored working path flows to

affected (damaged) working path flows for all dual-failure scenarios, not counting the

case where the two failures affect the same span. Failure order is not taken into consid-

eration and the affected working path flows counter is incremented if either of the two

failures affect the working path. If both failures affect the working path, the affected

path flows counter is incremented by one. The second metric, intended to give a glo-

bal view of dual-failure restorability, is the ratio of remaining functional flows after the

restoration action takes place to the total number of flows in the network. The latter

metric generally gives a much higher value than the prior because it considers all the

flows in the network, not just the affected ones.

6.4.1 Method

The dual-failure (R2) strategy used in this section works by first determining a

single unique backup path for every working path based on the cycle assigned to pro-

tect that working path. If the working path is on-cycle, the backup path assigned to it

is trivial; it is simply the part of the cycle that is disjoint from the working path. Every

straddling working path has two potential backup paths available to it. If the straddler

is carrying only one unit of demand, this working path is assigned the shorter of the

two available backup paths. If the straddler is carrying two units of demand, both

sides of the cycle are uniquely assigned as backup paths. Once these backup paths are

established, it becomes possible to simulate all dual-failure scenarios and to determine

the dual-failure restorability of the design. The set of all dual-failure scenarios does not

include the case where the same span fails twice.
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Operationally, in case of a single failure, the end-nodes of every affected work-

ing path perform a switching action that diverts the affected connection to its backup

path. Upon a second failure, the end-nodes of the affected working paths only switch

over to a backup path if it is intact and not currently being used to restore another

connection. This strategy does not require any computing at the end-nodes nor does

it require much signaling or synchronization between nodes. The only requirement is

that the nodes are able to detect a loss of light, which acts as a trigger for the restora-

tion mechanism.

There are two possible implementations of this strategy: with and without

spare capacity release. The main focus will be on the strategy where spare capacity

release is not allowed because it follows the assumption that the nodal equipment used

is only capable of the simplest functions. This means that if the second failure affects a

backup path that is being used to restore some working path from a first failure, the

unaffected spare capacity used by the first restoration path is not released back to the

network. If that spare capacity could be released, however, it may be possible to re-use

that capacity to restore other affected working paths that would otherwise see their

backup paths as being busy. The latter scenario is provided for comparison purposes

only as it would not be implementable under the nodal equipment assumption of this

study.

6.4.2 Results

Table 6.6 and Table 6.7 show the results for R2 analysis without spare capacity

release and with spare capacity release respectively. An approximate improvement of

about 2% can be observed in R2 restorability (restored/affected) between the two

cases, which is not high enough to justify the more complex equipment needed for

spare capacity release.
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TABLE 6.6. Minimum capacity non-z-case solution R2 analysis 
without spare capacity stub release.

TABLE 6.7. Minimum capacity non-z-case solution R2 analysis with 
spare capacity stub release.

The results obtained indicate that approximately 50% of all affected demands

will be restored after a second failure. This is a fairly low number considering the fact

that redundancy of the single span failure restorable designs was shown to be over

100% in Section 6.3. The main reason for this can be attributed to the length of the

backup paths used to protect the working paths in the network. The bulk of the

demands are protected as part of large DRSs covered by correspondingly large cycles.

Figure 6.4 illustrates one such large DRS and the cycle protecting it. The arrowed line

segments indicate working paths, while the solid, connected line is the FIPP p-cycle.

Consider what happens when a single failure affects the span between nodes 10 and 5.

The affected on-cycle working path, which is originally only 2 spans long, is restored

using a backup path crossing 13 spans. Note that at this point, not only is the original

restored demand very vulnerable to a second failure, but the entire DRS that the

demand was part of is also left completely unprotected. Basically, after the first failure,

any failure affecting the spans crossed by the cycle shown (except for the span between

nodes 17 and 10) or the spans crossed by any other working path in the DRS (except

for the working path affected by the first failure) will result in un-restored service.

Trial
Demands
Affected

Demands
Restored

R2 Restorability
(Restored/Affected)

R2 Restorability
(Functional/Total)

1 8116 4310 53% 94.0%

2 8116 4149 51% 93.7%

3 8116 3985 49% 93.4%

Trial
Demands
Affected

Demands
Restored

R2 Restorability
(Restored/Affected)

R2 Restorability
(Functional/Total)

1 8116 4484 55% 94.2%

2 8116 4344 54% 94.0%

3 8116 4163 51% 93.7%
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FIGURE 6.4. Sample large configuration from the minimum 
capacity, non-z-case test set.

Dual-failure restorability results for all the architectures under study are sum-

marized in Table 6.8. Note that the results presented in Table 6.8 are in nearly exact

inverse order the minimum capacity results presented in Table 6.5. Where DSP and

APS solutions were the highest in terms of capacity use, they are now the highest in

terms of dual-failure restorability. And where FIPP and p-cycle solutions had the low-

est capacity use, they now also the lowest in terms of dual-failure restorability. The

main effect seen here is that, because there is little or no spare capacity sharing in APS

and DSP, these architectures are able to use dedicated protection paths that are very

short or contain very few hops. This is beneficial in terms of dual-failure restorability

because short protection paths have fewer failure points than longer ones. Addition-

ally because the spare capacity is minimally shared the restoration of affected working

paths often does not seize capacity needed by other working paths for restoration.
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This is in contrast to architectures (such as p-cycles, FIPP p-cycles and PXTs) where

sharing of capacity is used to reduce the overall capacity use, the consequence of

which is that the protection paths end up being very long, relative to the working

path. Furthermore, if several working paths are sharing the same capacity for restora-

tion, the first failure and the subsequent restoration action renders the rest of the

working paths unprotected from second failure. These two effects are particularly

severe in the case of FIPP p-cycles, as was explained above. This is mirrored in the

results where FIPP p-cycle minimum capacity solutions are shown to have the lowest

dual-failure restorability.

TABLE 6.8. Dual-failure restorability values the minimum capacity 
solutions for each architecture under study.

6.5 Minimum Wavelength Assignment

The next step in this study was to perform minimum wavelength assignment

investigations. The intent was to examine how the different architectures may be

implemented in a single fiber network where each wavelength may at most be used

once in each fiber direction. The main assumption made is that nodes in the network

do not have any wavelength conversion capability, meaning that every unit end-to-

end path and every unit cycle needs to be assigned exactly one wavelength (per struc-

ture). This assumption is consistent with the main goal of this study, which is to inves-

tigate pre-connected architectures in the context of transparent optical networking.

Architecture R2 Restorability
(Restored/Affected)

APS 87%

DSP 86%

PXTs (DRS method) 67%

p-Cycles (optimal) 65%

FIPP p-Cycles
(DRS method, no stub-release, best trial) 53%
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This section is organized as follows: As an initial exercise, minimum wave-

length assignment is performed on the minimum capacity single-failure restorable

designs form Section 6.3. This is done to get a basic understanding how the different

architectures compare to one another in this context. After the initial minimum wave-

length exercise is complete, additional equipment constraints are added. It is assumed

that the nodal equipment used to implement the designs is capable of supporting a

total of 40 wavelengths, organized into two 20 wavelength bands. Under these con-

straints, the main goal is to make sure that no design exceeded the 40 wavelength

limit. An additional goal, for the architectures where this is practical, is to see if it

would be possible to generate designs that would need no more than 20 wavelengths.

This second, more ambitious goal is motivated by the presumption that system costs

could be reduced considerably if the designs could be implemented using only a single

20 wavelength band. For FIPP p-cycles, two approaches are used in order to try to

achieve this goal. The first is to simply modify the minimum capacity ILP in order to

generate solutions that use the fewest number of wavelengths possible. The second

approach is to generate new minimum capacity designs using the FIPP DRS JCP ILP

from Chapter 5 in order to reach the 20 wavelength goal.

6.5.1 Minimum Wavelength Assignment ILP Model

To optimally determine the minimum number of wavelengths needed to

implement a minimum capacity FIPP p-cycle design, the following model was used:

Sets:

Set of wavelengths available.

Set containing the spans in the network.

Set of demand relations.

WL

S

D
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Set of demand relations that cross span . .

Set of cycles.

Set of cycles crossing span . .

Set of all DRSs.

Set of DRSs eligible for protection by cycle . .

Set of DRSs that contain demand relation . .

Parameters:

Number of demand units for demand relation . .

Number of unit capacity copies of cycle  needed to protect DRS . 

.

Variables:

Equal to 1 if wavelength  is reserved for unit cycle  protecting DRS 

 and 0 otherwise. .

Equal to 1 if wavelength  is reserved for demand relation  protected 

as part of DRS  and is 0 otherwise. .

Equal to 1 if wavelength  is reserved for any path or cycle and is 0 

otherwise. .

Ds s Ds D⊆ s, S∈

P

Ps s Ps P⊆ s, S∈

C

Cp p Cp C⊆ p, P∈

Cr r Cr C⊆ r, D∈

dr r r D∈

np c, p c

p P c C∈,∈

wλ p c, , λ p

c λ WL p P c C∈,∈,∈

wλ r c, , λ r

c λ WL r D c C∈,∈,∈

nλ λ

λ WL∈
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Min. WL Assignment ILP:

Minimize: (6.1)

Constraints:

(6.2)

(6.3)

(6.4)

(6.5)

(6.6)

The objective function (6.1) aims to minimize the number of unique wave-

lengths used. Constraints (6.2) and (6.3) ensure that every cycle and every unit work-

ing path is assigned a wavelength. Constraint (6.4) guarantees that individual

wavelengths are used only once per span. No two unit structures, be it a cycle or a

working path, can use the same wavelength on any span they share. The last two con-

straints, (6.5) and (6.6), make sure that any unique wavelength reserved for any cycle

or working path is accounted for. The sum of the unique wavelengths flagged by the

latter two constraints is minimized by the objective function.

6.5.1.1 Minimum Capacity Solutions Wavelength Assignment Results

The results of minimum wavelength assignment to minimum capacity non-z-

case single-failure restorable designs form Section 6.3 are shown in Table 6.9. This

number of wavelengths per trial is the minimum number of wavelengths that would

nλ

λ WL∈
∑

wλ p c, , np c,=
λ WL∈
∑ p P∈∀ c Cp∈∀,

w

c Cr∈( )

∑
λ r c, ,

dr=
λ WL∈
∑ r D∈∀

wλ p c, , w

c Cr∈( )

∑
λ r c, ,

1≤

r Ds∈

∑+

c Cp∈( )

∑
p Ps∈

∑ λ∀ WL s∀ S∈,∈

nλ wλ p c, ,≥ λ∀ WL p P∈∀ c Cp∈∀, ,∈

nλ wλ r c, ,≥ λ∀ WL r D c Cr∈∀,∈∀,∈
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be required to support these designs. The value obtained also corresponds to the max-

imum single span total capacity for each design (also called the maximally loaded

span). The minimum number of wavelengths cannot be lower than the capacity of the

maximally loaded span, since all wavelengths crossing any single span must be differ-

ent from one another.

TABLE 6.9. FIPP p-cycle wavelength assignment results based on 
minimum capacity non-z-case solutions from Section 6.3.

Recall that the minimum capacity solutions used in the previous initial exer-

cise did not aim to reduce the total number of wavelengths used. Despite this fact, the

wavelength assignment yielded a total of 25 wavelengths in the best case, according to

Table 6.9, which is relatively close to being able to implement the designs using only

20 wavelengths. The next step in was to see how the DRS method could be modified

(while still using the same working routing) so that the overall number of wavelengths

used is decreased. To do this, the approach was to modify the DRS method so that the

total capacity on any one span in the design was minimized. If the total capacity on

any one span could be reduced to 20 or fewer units, it may be possible to implement

this design using only 20 or fewer wavelengths as well. The rest of the section on min-

imum wavelength assignment will focus on this goal inline with trying to minimize

the number of wavelengths used overall. Formally this was done by adding the follow-

ing to the FIPP p-Cycle DRS SCP ILP (see Section 4.6 for more details):

Parameter:

A small positive constant. .

Trial
Min. # of

Wavelengths
Max. Single Span

Total Capacity

1 27 27

2 27 27

3 25 25

∇ ∇ 0.001=
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Variable:

Integer variable corresponding to the highest total capacity used on a 

span. .

Minimize Max Total Single Span Capacity FIPP DRS ILP:

Minimize: (6.7)

Constraint:

(6.8)

Constraint (6.8) keeps track of the most capacity used on any one span. This

variable is minimized by the new objective function (6.7). Note that the new objective

function includes a fractional term that ensures that the solver also minimizes the total

capacity of the design to make sure that meaningful minimum capacity solutions are

generated.

Table 6.10 shows the results obtained using the modified DRS ILP model.

Note that for all three trials, the maximum total capacity on any one span is 23. This

is the same as the minimum number of wavelengths required to implement these

designs, as obtained using the minimum wavelength assignment ILP from

Section 6.5.1. Recall that the lowest total capacity obtained from the minimum capac-

ity non-z-case solutions from Section 6.3 was 356 units. Relative to this, the total

capacity of these new designs increased only slightly (3% difference) in the best case.

Note that to remain in line with the hardware assumptions, z-cases were removed

from the new solutions using the same method as outlined in Section 6.3.

x

x 0≥

x ∇ si wi+( )
i S∈
∑⋅+

x si wi+≥ i S∈∀
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TABLE 6.10. New FIPP p-cycle wavelength assignment results.

Figure 6.5a contains a histogram of the total capacity placement for every span

for the solution from Trial 3 obtained using the modified DRS model above. This

solution was selected as an example because it has the lowest total capacity out of all

three trials. The histogram shows that the total single span capacity exceeds 20 units

in only two cases while the rest of the spans are well below this threshold, averaging

out to approximately 13.3 units. For illustration purposes, Figure 6.5b visually high-

lights the two spans where total capacity was 23. The fact that there are so few spans

whose total capacity is above 20 and the amount head room available on other spans,

suggests that it may be possible reduce the overall number of wavelengths used by

deviating some of the working paths and cycles away from these spans. Deviating

working and protection paths from these spans with the goal of generating solutions

that can be implemented using a single 20 wavelength waveband is the focus of the

following sections.

Trial
Total

Capacity
Min. # of

Wavelengths
Max. Single Span

Total Capacity

1 369 23 23

2 384 23 23

3 365 23 23
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FIGURE 6.5. (a) Histogram of total capacity values and (b) 
illustration of spans where the total capacity was 23 units for the 

solution obtained in Trial 3 using the modified model.

6.5.2 Reaching a 20 Wavelength Solution

Recall, that the main reason for focusing on generating solutions that could be

implemented using 20 or fewer wavelengths is because of the assumption that the net-

work equipment is able to support 20 wavelength bands. Specifically, the equipment

assumption here is that at each node, an multiplexer/demultiplexer (Mx/Dx) card is

required for every waveband installed on each node per adjacent span. It is assumed

that the main cost of the network comes from these cards and that fiber is costless. If

the number of wavelengths used in a design could be kept at 20 units or below, only

equipment necessary to support a single 20 wavelength band per span would have to

be installed. The working paths and cycles could be can logically be arranged freely

under this limit without additional cost. If the number of wavelengths needed to

implement the design is only slightly higher than 20, additional equipment is required

to be installed at every node crossed by the network structures needing to use the

additional waveband. Since the minimum number of wavelengths reached so far is

just over 20, there is motivation to try to reach exactly 20 wavelengths so that the total
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number of wavebands is reduced. Doing so would prevent placing additional Mx/Dx

and would therefore reduce the cost of the network.

An initial effort towards reaching the 20 wavelength threshold is to closely

examine the minimum capacity solutions obtained using the modified DRS method

to see if any cycles can be rerouted away from the spans exceeding 20 units of total

capacity while keeping the working routing the same as was used in minimum capac-

ity solutions above. It turns out that using this approach, 22 is the lowest number of

wavelengths that could reached. The reason behind it is illustrated in Figure 6.6 where

it is shown that, using the minimum hops working routing, a total of 11 working

paths cross the span adjacent to nodes 9 and 11. In this network, the only FIPP p-

cycles capable of protecting these demands must also cross the same span which results

in a minimum total capacity of 22 units for this span. This means that under the min-

imum hops routing used, it is not possible to generate a design that uses 20 or fewer

wavelengths.
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FIGURE 6.6. Illustration of the 11 units of demand crossing the 
span between node 9 and 11.

6.5.3 Joint DRS Model for FIPP p-Cycles

In the previous section it was shown that it is not possible to generate a 20

wavelength FIPP p-cycle solution using the minimum capacity working routing gen-

erated for the initial exercise. In order to overcome this, a JCP model that places work-

ing capacity jointly with spare capacity was used to reach this goal. Specifically, the

FIPP DRS JCP method outlined in Section 5.3 was used. This method allows for

working paths to be deviated form the shortest and this is done by the solver only if

doing so reduces the total network capacity. A new parameter, routes per demand, con-

trols how many shortest routing options are added to the eligible route set, which is

used to generate DRSs before they are passed to the solver.

6.5.3.1 Experimental Setup
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For this experiment the minimum number of DRSs that each demand was to

appear in was set to 5 and 2 eligible cycles per DRS were considered. The maximum

DRS size was set to 15 working routes and 3 minimum capacity eligible working

routes were considered per demand. To keep in line with the assumption that the net-

work equipment is only capable of simple switching actions, the z-case was preemp-

tively removed using the same method as was used in Section 6.3. In order to make

sure that the 20 wavelength goal was met, a constraint was added to the FIPP DRS

JCP model. This constraint (6.9) makes sure that the total capacity on any one span

does not exceed 20 units.

Constraint:

(6.9)

6.5.3.2 FIPP Joint Capacity Placement Results

Using the FIPP DRS JCP model and the parameters specified, it was possible

to obtain a 100% single-failure restorable solution that used a minimum of 20 wave-

lengths, as shown in Table 6.11. This was verified by running the minimum wave-

length assignment model on the joint solution. Note that the working capacity has

increased relative to the solutions obtained using the SCP methods where working

capacity was 166 units. This increase was compensated for in the reduction of spare

capacity, relative to the SCP solutions, as is expected for JCP methods. The total

capacity of the joint solution remained relatively on par with the lowest (23) wave-

length usage minimum capacity SCP solution obtained in the previous sections

(where the total capacity was 365 units). Note that the number of cycles used

decreased, relative to the minimum capacity solutions without wavelength restric-

tions. This is a reflection of the solver generating a more compact solution in an

attempt to keep the maximally loaded span below 20 units, which implicitly allows for

fewer wavelengths to be used.

20 si wi+≥ i S∈∀
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TABLE 6.11. FIPP p-cycle 100% single-failure restorable JCP 
solution. Non-z-case, minimum capacity.

The overall wavelength assignment results for all of the architectures under

study are shown in Table 6.12. Note that in order to obtain these results, the SCP

ILPs for PXTs and span-protecting p-cycles, as well as the DSP ILP with is necessarily

a JCP method, were modified by adding a constraint which set the maximum total

capacity for the maximally loaded span(s). Different values were tried until the lowest

value was found for which the solver still returned a feasible solution. Only PXTs were

able to reach the 20 wavelength threshold by using the modified SCP ILP. The joint

method used for DSP was able to reach a minimum of 22 wavelengths, which is the

fewest number of wavelengths possible for DSP for the demand pattern in the study.

The lowest number of wavelengths that could be reached using the modified p-cycle

SCP ILP was 22. The reason that span-protecting p-cycle SCP solutions cannot go

lower than 22 wavelengths is the same as the reason given for FIPP p-cycle SCP solu-

tions, as was explained in the previous sections. Specifically it is because the maximally

loaded span uses 11 units of working capacity and these can only be protected using

cycles that must also cross this span.

TABLE 6.12. Minimum wavelength assignment values the minimum 
capacity solutions for each architecture under study.

Working
Capacity

Spare
Capacity

Total
Capacity

Total
Number
of Cycles

Number of
Unique
Cycles

Max. Single
Span Total
Capacity

Min. # of
Wavelengths

182 187 369 12 7 20 20

Architecture Total
Capacity

Minimum #
of Wavelengths

FIPP p-Cycles
(DRS method, JCP) 369 20

PXTs (DRS method) 379 20

p-Cycles (optimal) 317 22

DSP 445 22
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6.6 Reach Limit Analysis

In an effort to make this set of studies more relevant to real world application,

optical reach limits are considered in the following section. Recall that this study

focuses on fully pre-connected architectures in the context of optical networking. The

assumption made is that the equipment used is not capable of electrical signal regener-

ation and that signals enter the optical domain as they enter the network and remain

there until they are terminated at their destination node. While in the optical domain,

the signals are subject to effects such as attenuation and dispersion from the fiber as

well as insertion losses at the intermediate nodes. The network is only able to transmit

signals a certain distance before these effects degrade the signal below acceptable lev-

els.

 Where transmission paths pass through transparent nodes, an insertion loss of

80km is added to the transmission distance of that path. The total transmission dis-

tance for an end-to-end path, also known as transparent reach, is determined by equa-

tion (6.10) where  is the total transmission distance,  is the number of hops of the

path being considered,  is the insertion loss and  is the sum of the geographical

lengths of the spans crossed by the path. For this study, it is assumed that the maxi-

mum transmission distance for any end-to-end path is 2000km.

 (6.10)

Essentially the main goal of this section is to generate a minimum capacity

solution that is also transparent reach feasible. In other words, a solution where no

path, working or protection, exceeds the maximum transmission distance. As an ini-

tial step, previously generated solutions are examined to see if they are reach feasible.

Specifically the two solutions analyzed are Trial 1 of the minimum capacity non-z-case

solution from Section 6.3 as well as the joint 20 wavelength minimum capacity solu-

R h

i L

R h 1–( ) i L+⋅=
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tion from Section 6.5. After the initial step is complete, a new reach feasible section is

generated and contrasted against the solutions from previous sections.

6.6.1 Analysis of a Minimum Capacity Solution

Figure 6.7 shows the transparent reach of every unit working and backup path

from Trial 1 of the minimum capacity non-z-case solution from Section 6.3. Specifi-

cally the figure shows the distribution of the reaches of the working and protection

paths. None of the working paths (illustrated by the light bars) exceed the transparent

reach limit. The transparent reach of the longest working path does not exceed half of

the threshold of 2000 km. In contrast, 45.4% of protection paths (illustrated by the

dark bars) exceed the transparent reach limit with the longest protection path being

nearly 60% longer than the maximum transmission distance. Clearly, this minimum

capacity solution is not reach feasible. The main reason for this is that most demands

in this solution are protected by very large cycles. The protection paths these cycles

provide end up being many times longer than the working paths themselves.

FIGURE 6.7. Transparent reach analysis: Minimum capacity 
solution (Trial 1, non-z-case.)
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6.6.2 Analysis of a Minimum Capacity Under 20 Wavelengths Solu-
tion

Figure 6.8 shows the transparent reach distribution of the unit working and

protection paths of the joint 20 wavelength minimum capacity solution from

Section 6.5. Despite being able to deviate from the shortest working routes, the work-

ing paths (light bars) remain very short and fall far short of the 2000 km transparent

reach limit. This effect is expected of joint solutions where the working paths are devi-

ated very slightly from the shortest working paths (when optimal) in an effort to

reduce the total capacity used or, in this case, to reduce the total number of wave-

lengths needed to implement the solution. The number of protection paths that

exceed the maximum transmission distance is 57.7%, which is approximately a 12%

increase relative to the SCP solution. This effect can be explained by looking closer at

the numbers and sizes of cycles used in the JCP and the SCP solutions. The SCP solu-

tions contained some large and some medium cycles. In contrast, the JCP solution

contained fewer cycles over all (so that the number of wavelengths used could be

reduced) but all of these cycles were very large causing the number of protection paths

whose transmission reaches exceeded the maximum transmission distance to increase,

relative to the SCP case.
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FIGURE 6.8. Transparent reach analysis: Minimum capacity, JCP, 
20 wavelength solution.

6.6.3 Reach Limit Feasible Solution

At this point, it is clear that the minimum capacity solutions generated thus

far are not adequate when it comes to transparent reach. In order to generate a solu-

tion that is transparent reach feasible, an approach similar the z-cases removal method

was used. This method involves adjusting the data file before it is passed to the solver

in a way that prevents the solver from using protection paths that exceed the maxi-

mum transmission distance. Recall that the data file contains a parameter  that is

set to 2 or 1 depending on whether cycle  and demand relation  are in a straddling

or an on-cycle relationship, respectively. This parameter is set to 0 if cycle  cannot be

used to protect demand relation . This parameter can also be interpreted as the num-

ber of protection paths provided by the cycle to the demand relation. To generate a

solution that is reach feasible, this parameter was modified to represent the number of

protection paths provided by the cycle that do not exceed the maximum transmission

distance. Once this was done, the FIPP DRS ILP model from Section 4.6 was used to

generate a reach feasible solution. The ILP parameters were such that every demand
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relation appeared in at least 15 DRSs, 10 eligible cycles were considered for each DRS

and the size of the DRSs was limited to 6 working routes. The latter parameter was set

deliberately low to ensure that the DRSs remain small and are protected by small

cycles in an effort to reduce the transmission distances of protection paths.

The results of the experiment are shown in Table 6.13. As expected of all SCP

solutions, the working capacity remained at 166 units. The spare capacity used

increased by 41 units, corresponding to a 25% capacity redundancy increase relative

to the best minimum capacity non-z-case solution from Section 6.3. The overall num-

ber of cycles used also increased. This was expected since the solver was no longer able

to protect large DRSs and was forced instead to protect numerous small DRSs using

smaller cycles. Figure 6.9 shows the transparent reach distribution of the unit working

and protection paths for the reach limit feasible solution. It shows that none of the

working or protection paths exceed the reach limit as was desired.

TABLE 6.13. FIPP p-cycle 100% single-failure restorable design: 
Minimum capacity, non-z-case, transparent reach feasible solution.

Working
Capacity

Spare
Capacity

Capacity
Redundancy

Total Number
of Cycles

Number of
Unique Cycles

166 231 139% 28 23
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FIGURE 6.9. Transparent reach analysis: Minimum capacity, reach 
feasible solution.

6.6.4 Overall Reach Limit Results

The total capacities of the reach feasible solutions for all architectures are

shown in Table 6.14. For p-cycles, a new ILP was developed for this study that was

capable of optimally generating solutions while making sure that the recovery paths

used for every span failure did not exceed the maximum transmission distance. It

turns out that this new model was able to generate a reach feasible solution without

requiring any additional capacity over the minimum capacity solutions generated in

Section 6.3. The details regarding this model can be found in [75]. The method out-

lined above for FIPP p-cycles was essentially the same one used when it came to gener-

ating reach feasible PXT solutions. In the case of PXTs, the 20 wavelength constraint

was also added to see if both it and the reach limit constraints can be satisfied simulta-

neously, with great success. In the case of DSP, the original minimum capacity solu-

tions turned out to be reach feasible and no additional work had to be done. The

reason for this is because the spare capacity in DSP solutions is only sparsely shared,

allowing for the shortest or near shortest working and protection paths to be used.
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TABLE 6.14. Total capacities of reach feasible solutions for each 
architecture under study.

6.7 Node Failure Restorability

Up to this point, the main focus of the previous sections was to generate min-

imum capacity designs that were 100% single span failure restorable. The focus on

span failures was motivated by the fact that span failures are the most common type of

failure in transport networking. The main reason for this is that spans represent point-

to-point fiber optic links that are easily damaged by digging, animals, natural disasters

and accidents. Another type of failure that can occur in a network is a nodal failure.

This type of failure is much more rare, considering that each node represents entire

switching offices where the equipment is housed in secure rooms with redundancy

built into the transmission and power systems and that have maintenance staff making

sure that things run smoothly. However, given the possibility of fire, a severe power

outtage, failure of core components, accidents and human error it is still possible for a

network to experience an entire node failure. It is therefore of interest to investigate

the effect such a failure would have on the operation of the network.

The following section is dedicated to nodal failures and how they affect FIPP

p-cycle designs. First, minimum capacity single-failure designs from Section 6.3 are

subjected to node failures to determine how resilient these networks can be without

any preemptive consideration. The intent is to determine the extent of inherent nodal

R1 failure resilience occurring in FIPP p-cycle minimum capacity designs. The next

step is to examine what can be done given these designs after the failure has occurred

so that the available resources are used in an efficient manner. Initially, a first come

Architecture Total
Capacity

p-Cycles (optimal) 317

PXTs (DRS method) 386

FIPP p-Cycles (DRS method) 397

DSP (optimal) 445
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first serve approach is taken and is followed by the development of a method that

optimally allocates the available resources after a node failure, maximizing restorabil-

ity. Finally a modified DRS method is proposed that generates FIPP p-cycle designs

that are 100% resilient against single node failures.

6.7.1 At-a-Glance Analysis

Before any nodal R1 analysis or design for 100% nodal R1 can take place, it is

useful to take a closer look at how FIPP p-cycle designs respond to single node fail-

ures. It should be noted that in the case of any path-protecting network architecture,

it is assumed that no restoration is possible for demand relations whose end-nodes

have failed. In this context, 100% nodal R1 refers to the ability of the design to pro-

tect working paths from failures occurring at the intermediate nodes they cross. The

following subsections illustrate the ways in which node failures may affect FIPP p-

cycles that were originally designed with only single span failures in mind.

6.7.2 Node Failures and On-Cycle Relationships

Figure 6.10 illustrates three different ways in which a node failure can affect a

single route that is in an on-cycle relationship with the protection cycle. Figure 6.10

(a, c and e) illustrate the cycle and the working route protected by it before the failure

occurs. In these figures, the working route is represented by the arrowed line and the

cycle is represented by the solid connected line. Figure 6.10 (b, d and f ) show the net-

work state after a node failure, the location of which is represented by the large X. The

dashed arrowed line represents the failed working route while the solid arrowed line

represents the enabled protection path.

Figure 6.10 (a and b) illustrate that when a node failure severs an individual

partially on-cycle route but does not affect its protection cycle, the reaction that takes

place is the same as would occur in the case of a single span failure. The default pro-
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tection path (unaffected by the node failure) is enabled and the demand relation is

restored. Recall that, because the equipment being used is very simple, each working

path is assigned a default protection path that is enabled in case of a failure. A similar

reaction takes place if the cycle as well as the working route are affected, shown in

Figure 6.10 (c and d), as long as the failure does not affect the default protection path

of the failed working route. However, if the node failure does affect the working route

as well as the protection path at the same time, as illustrated in Figure 6.10 (e and f ),

the default protection path can no longer be used to recover the failure. Note that in

this case there is actually an unaffected protection path that connects the end-nodes of

the failed demand relation. However, this path is not the default protection path and

may not be used in this situation because the equipment assumed in this study would

not be able to support it. This case is similar to the z-case relationship encountered in

span restorable designs where it was not possible to get 100% restorability if these

configurations were left in the network designs. Similarly, these ‘nodal z-cases’ will

have to be avoided in addition to the ‘span z-cases’ in order for the solutions to be

100% node failure restorable.
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FIGURE 6.10. Nodal failures affecting on-span working routes. 
(a,c,e) represent the network state before failure and (b,d,f ) represent 

the state of the network after failure.

6.7.3 Node Failures and Straddling Relationships

Using the same notation as in the on-cycle section above, Figure 6.11 illus-

trates the possible ways that a node failure may affect a working route in a straddling

relationship. Recall that this type of a relationship allows for the protection of 2 work-

ing paths over this type of route against a single span failure by being able to break

into both sides of the cycle at the end-nodes. Figure 6.11 (a and b), similarly to the

on-cycle case, illustrate that when a node failure affects only the working route but not

 

(a) (b)

(c) (d)

(e) (f)
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the cycle, the reaction is the same as if a single span failure had occurred. Both the

working paths on this failed route are recovered. However, if the straddling route is

not node disjoint from the cycle and the node shared by the cycle and the route fails,

as illustrated by Figure 6.11 (c and d), then only one unit of working capacity may be

restored. In other words, a straddler that is node disjoint from the protection cycle

may provide 2 units of protection to the working paths routed on it. If the straddler is

not node disjoint from the cycle, then the cycle can provide at most a single unit of

protection.

FIGURE 6.11. Node failures affecting straddling working routes. 
(a,c) represent the network state before failure and (b,d) represent the 

network state after failure.

Another type of relationship possible when it comes to protecting a single

straddling route is the one shown in Figure 6.12a. In this case the straddling route is

not only not node disjoint from its protection cycle, but it is not node disjoint from

any of the possible protection paths provided by the cycle. This is illustrated by the

two failure states in Figure 6.12 (c and d) where the protection paths provided by the

 

(c) (d)

(a) (b)
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cycle fail simultaneously with the working route. This is the straddler version of the

‘nodal z-case’ and it will not yield 100% single node failure restorability using the

equipment assumed in this study.

FIGURE 6.12. Nodal z-case: a straddling working route that is not 
node disjoint from the protection paths provided by the cycle. (a) is 
the network state before failure and (b,c) are examples of possible 

network states after failure.

6.7.4 Mutual Capacity Problem

The scenarios in the two previous subsections only considered single working

routes and how they are affected by single node failures. Additional consideration

needs to be taken with regard to the fact that most cycles are shared by more than one

working route. Figure 6.13 illustrates a situation that would have otherwise been

allowed in the minimum capacity single span failure restorable designs. The working

routes in Figure 6.13a can simultaneously be affected by a node failure as shown in

Figure 6.13 (b and c). When this happens, the two failed working routes compete for

the spare capacity provided by the cycle and the order in which they acquire this

capacity has a strong effect on the nodal restorability of the design. If the straddling

route gets priority, 2 of the 3 failed working paths can be restored as shown in

Figure 6.13b. However if the on-cycle route is restored first, as in Figure 6.13c, then

only 1 of the 3 failed working routes are restored, resulting in poorer restorability.

This type of spare capacity contention is usually referred to as a mutual capacity prob-

lem.

 

(a) (b) (c)
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FIGURE 6.13. Mutual capacity scheduling conflict occurring as a 
result of node non-disjoint working routes sharing the same cycle for 

protection. (a) is the network state before failure and (b,c) are 
examples of possible network states after failure.

There are two main insights to take away from the cases presented in the pre-

vious three subsections relating to whether a design can be 100% node failure restor-

able or not. First, it is important to make sure that the working routes that share a

cycle for protection are node disjoint from one another. This will ensure that no two

working routes can fail simultaneously and thus can never compete for the same spare

capacity after a node failure. Second, any working path seeking protection against sin-

gle node failures (whether part of a straddler or an on-cycle route) must be node dis-

joint from its default protection path.

6.7.5 Single Node Failures in Single Span Failure Restorable Mini-
mum Capacity Designs

The main goal of this section is to determine how well single span failure

restorable (R1) minimum capacity non-z-case designs from Section 6.3 perform in

light of node failures. These solutions were generated in three trials using the FIPP

DRS method. For these designs, the biggest problem in the context of node failures is

the mutual capacity problem as described above. This occurs when three or more

working paths that share the same protection cycle are affected by a node failure.

Fewer than three working paths failing at the same time do not encounter the mutual

capacity issue. If only a single path is affected by a node failure, restoration action is

(a) (b) (c)
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trivial: the end-nodes of the working path break into the cycle and enable the protec-

tion path, if it is still intact. If two working paths are affected, and both of their pro-

tection paths are intact but cross some of the same spans, then one is selected for

restoration arbitrarily.

The following two sections introduce two methods that can be used to deal

with the mutual capacity problem. Both of these methods simulate every possible

node failure for every DRS and its respective FIPP p-cycle. Recall that a DRS, in this

case, is a set of span disjoint working routes from the minimum capacity single span

failure restorable solutions that share protection under a cycle. Additionally, in line

with the equipment assumptions made at the beginning of this study, every working

path is assigned a single protection path that is automatically switched to in case the

working path fails.

6.7.6 First Come First Serve Method

As a first approach to the mutual capacity problem, the first come first serve

(FCFS) method can be used to arbitrate the selection of the enabled protection paths

when more than one working path is affected by a node failure. Whenever there is a

conflict between protection paths, using the FCFS method, they are simply picked

and enabled one at a time. If the resources that the path needs are already used up

then the path is ignored and is presumed not to be recoverable. The order that the

conflicting paths are selected is arbitrary. Implicitly, this method can be used to gener-

ate the average level of restoration for a particular design.

6.7.7 Optimal Conflict Resolution Method

The second approach optimally selects which protection paths are enabled,

with the goal of maximizing the total number of restored working paths. This is done

using the Optimal Nodal R1 Conflict Resolution model below. Note that this model
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is called for each DRS/cycle configuration. Multiple instances of a configuration are

considered simultaneously by this model. The results from this model for every con-

figuration are summed together to obtain the total number of restored working paths.

Before the model can be run, the protection paths of the working paths affected by the

failure are placed into set  as unit structures. The model then decides the optimal set

of enabled protection paths based on the resources available (represented by ).

Sets:

Set containing the spans of the network.

Set of unit protection paths seeking restoration. This set is generated 

for every DRS considered based on the working paths affected by 

failure.

Parameters:

Equal to 1 if protection path  crosses span  and is 0 otherwise. 

.

This parameter encodes the amount of spare capacity available on 

span . This value is obtained from the number of cycles protecting 

the DRS being analyzed. .

Variables:

Equal to 1 if protection path  was selected to be used for restoration 

and is 0 otherwise. .

A

β

S

A

xα i, α i

α A∈ i S∈,

βi

i

i S∈

mα α

α A∈
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Equal to 1 if protection path  crosses span  and is 0 otherwise. 

.

FIPP_OptNodalR1_ConflictResolution_ILP:

Maximize: (6.11)

Constraints:

(6.12)

(6.13)

The objective function (6.11) maximizes the number of protection paths that

get selected to restore their respective working paths. Constraint (6.12) ensures that if

a protection path  is selected to be enabled for restoration, then the resources (spare

capacity on the spans it crosses) used by this path are accounted for. Constraint (6.13)

makes sure that the resources used by the protection paths selected do not exceed the

spare capacity provided by the cycle.

6.7.8 Results

The nodal failure analysis results obtained for the minimum capacity 100%

single span failure restorable designs for FIPP p-cycles are provided in Table 6.15.

Note that the 194 unit working path failures that correspond to unrestorable end-

node failures are not included in Table 6.15. This number is twice the total number of

demands, corresponding to the failures of the demands’ respective end-nodes. The

table only provides the results for affected transiting demands.

mα i, α i

α A∈ i S∈,

mα

α A∈
∑

mα mα i, xα i,⋅= α∀ A∈ i∀ S∈,

mα i, βi≤
α A∈
∑ i∀ S∈

α
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The first column of Table 6.15 provides the total number of demand units

affected by node failures not counting end-node failures. This number (69) is the

same for all architectures and trials that used the same least capacity routing. The

‘restorable before capacity contention’ column contains the total number of protec-

tion paths that are eligible for recovery from the node failures. The percentile values

are relative to the number of transiting affected paths. The reason that this number is

lower than the number representing the transiting affected paths is because some

working paths were in nodal z-case configurations with their protection cycles mean-

ing that their protection paths failed along with the working paths during the simu-

lated node failures, rendering those demands unrestorable. The difference between the

total number of transiting affected paths and the number of potentially restored work-

ing paths is the measure of how many ‘nodal z-cases’ came up in the single span failure

solutions. The potentially restored value represents the number of surviving protec-

tion paths that have a chance of being selected to restore their respective working

paths. This is the maximum number of demand units that can be restored before the

mutual capacity problem is taken into consideration.

The next column contains the number of demands restored using the FCFS

method. Using this method is was possible to get nodal R1 in the range of 74% to

about 81%. The last column provides the nodal R1 values obtained using the optimal

conflict resolution method. It ranged from 74% to 84%. Note that this method was

only able to save an additional two working paths in the first two trials and it turns

out that using the FCFS method yielded the optimal solution in the Trial 3. While the

values for the FCFS and the Optimal Conflict Resolution method were very close for

this network, there may be greater disparity between the two if this experiment was

run on a higher degree network because there would be more instances of a large

number of working paths failing simultaneously.
183



TABLE 6.15. Minimum capacity single span failure solutions: 
Comparison of results obtained using the FCFS and the Optimal 

Conflict Resolution method.

6.8 100% Node Failure Restorable Designs

The main goal of this section is to present an algorithm for generating 100%

R1 node failure restorable designs and to investigate the capacity cost required to

achieve this protection. In order to formally define the requirements necessary for

100% node failure restorability, the following sets and parameters must be intro-

duced:

Sets:

Set containing the nodes of the network.

Set of all protected path sets.

Set of all working paths.

Set of all working paths in the protected path set . .

Set of the protection paths available for working path  as part of the 

protected path set . .

Parameters:

Trial
Transiting

Affected Paths
Restorable Before

Capacity Contention
Actually Restored

Using FCFS
Optimally
Restored

1 69 63 (91%) 56 (81%) 58 (84%)

2 69 58 (84%) 53 (77%) 55 (80%)

3 69 55 (80%) 51 (74%) 51 (74%)

N

C

Q

Qc c Qc Q⊆ c, C∈

Bq c, q

c q Qc∈ c, C∈
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Equals to 1 if node  is crossed by working path  as part of the 

protected path set  and is 0 otherwise. .

Equals to 1 if node  is crossed by the protection path  as part of 

protected path set . .

Based on the previous subsections and definitions above, for a FIPP design to

be 100% R1 node failure restorable the following must be true:

Constraints:

(6.14)

(6.15)

Where by constraint (6.14) all working paths in the protected set must be

node disjoint from one another and, by constraint (6.14) the working paths must also

be node disjoint from their backup paths. The following section outlines the proce-

dure used to meet these constraints.

6.8.1 Experimental Setup and Assumptions

As with the minimum capacity solutions, the FIPP DRS method can be used

to generate the 100% node restorable solutions. However in this case, the DRS

method has to be modified in order to fulfill the node failure restorability criteria.

First, minimum capacity working routes are generated for each demand. It is

then checked whether the routes are in a nodal z-case relationship with every possible

cycle in the network, and if this is the case, the routing is altered to avoid this situa-

zn q c, , n q

c n N∈ q, Qc∈ c, C∈

zn b c, , n b

c n N∈ b Bq c,∈ q, , Qc∈ c, C∈

zn q c, , 1≤

q Qc∈

∑ n∀ N c∀ C∈,∈

zn q c, , zn b c, , 1≤+ b∀ Bq c,∈ q∀ Qc∈ c∀ C∈ n∀, , N∈,
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tion. This type of a z-case relationship is referred to as a topological nodal z-case. This

occurs because the network topology is such that the placement of a route in question

and the constraint that only simple cycles (nodes are only allowed to be crossed once)

are to be used as protection structures cause that route to be in a nodal z-case relation-

ship with every cycle eligible to protect it. Recall that if a route is in a nodal z-case

relationship with a cycle, it means that neither of the two possible protection paths

provided by the cycle are node disjoint from the working route. This means that,

given the hardware assumptions in this study where a single pre-determined backup

path is selected for restoration, both the protection path and the working route can

fail at the same time. Since this would result in a restorability of less than 100%, the

routes that are in a nodal z-case relationship are avoided.

Once working routing is established, DRSs are built using a DRS generation

algorithm that is modified to ensure that the all the routes in the set were node dis-

joint from one another. Finally, the cycle-route specific z-cases are removed by modi-

fying the  parameter to correctly reflect the number of node disjoint protection

paths provided to each route by each eligible cycle. Specifically,  if the there

are two node disjoint protection paths available for demand relation  given cycle ,

 if there is just one node disjoint protection path provided and 

otherwise. As input to the problem, it is ensured that each demand appeared in at least

15 DRSs. 4 eligible minimum capacity cycles are assigned to each DRS for protection

and the maximum DRS size is set to 10 routes.

6.8.2 Results

Table 6.16 shows the costs of solutions obtained under the constraint of

100% node failure restorability. Working capacity, as shown in the first column,

increased by two units relative to the minimum capacity non-z-case solutions from

xp r,

xp r, 2=

r p

xp r, 1= xp r, 0=
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Section 6.3 (which was 166 units). This was the result of the working routing being

deviated from the minimum capacity routing in order to avoid topological nodal z-

cases. The spare capacity, standard redundancy and the number of cycles also

increased due to the fact that the problem is much more constrained compared to the

minimum capacity single span failure problem. The standard redundancy increased

by ~20% relative to the span failure restorable solution. In this case standard redun-

dancy was used in order to compensate for the increase in the working capacity. Recall

that standard capacity is the ratio of total capacity less the minimum working capacity

possible, all divided by the minimum working capacity possible. The number of cycles

used also increased proportionally to the spare capacity used.

TABLE 6.16. FIPP p-Cycle Single Node Failure Restorable Designs: 
Minimum Capacity Test Set. Nodal z-cases removed.

In order to verify that the solutions were indeed 100% node failure restorable,

the Optimal Conflict Resolution method was used on each trial. The results of this are

shown in Table 6.17. The first column contains the number of transiting affected

paths over all node failures. The second column contains the number of paths restor-

able before contention is considered. Recall that contention is used here to describe

the effect of several working paths seeking to use the same spare capacity on the same

cycle. It was previously shown that when contention exists, the number of paths

restored depends on the order in which they are allowed seize the cycle's resources.

Since nodal z-cases were removed, the first two columns contain the same values

meaning that all affected working paths are eligible for restoration. The last column

shows that the number of restored paths was the same as the number of paths restor-

able before capacity contention. This is because all contention was removed by mak-

Trial
Working
Capacity

Spare
Capacity

Standard Capacity
Redundancy

Total # of
Cycles

Number of
Unique Cycles

1 168 222 135% 22 18

2 168 215 131% 20 15

3 168 217 132% 22 15
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ing all the routes in the DRSs node disjoint from one another. These results show that

the solutions obtained in Table 6.16 are indeed 100% node failure restorable.

TABLE 6.17. Minimum capacity single node failure restorable 
solutions: Node failure restoration using the Optimal Conflict 

Resolution method.

6.8.3 Overall Node Failure Restorability Results

The total capacities for 100% node failure restorable designs of the architec-

tures considered in this study are found in Table 6.18. Three types of p-cycle solutions

are presented. The first one, yielding the lowest total capacity of all the architectures is

the flow p-cycle solution. Recall that flow p-cycles [42][43] are the most general type

of p-cycle where cycles placed in the network provide protection to path segments.

These segments may be entire end-to-end working paths or single spans. FIPP p-

cycles as well as span-protecting p-cycles are simply specialized instances of flow p-

cycles. It is not surprising that this architecture achieved the lowest total capacity. The

downside of this architecture, however, is that operationally, failure localization is

required before restoration can take place. Furthermore, the complexity of the protec-

tion structures makes this architecture undesirable in practice. Another p-cycle archi-

tecture result provided in Table 6.18, aside from the FIPP p-cycle result, is the result

obtained using a modified node encircling p-cycle (NEPC) method. The original pur-

pose of NEPCs [76] was to provide span-protecting p-cycles with the capability to

recover from node failures. By definition, NEPCs must cross every node one hop

away from the node they are intended to protect. The modified method relaxes this

constraint, and also adding a constraint that only small flows are to be protected as

part of this architecture. Small flows, in this context are defined as two span path seg-

Trial
Transiting

Affected Paths
Paths Restorable Before

Capacity Contention
Optimally

Restored Paths

1 71 71 (100%) 71 (100%)

2 71 71 (100%) 71 (100%)

3 71 71 (100%) 71 (100%)
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ments. The node adjacent to both of the spans in this path segment is the node that

node failure restorability is provided to. The idea behind small flows is to reduce the

operational complexity of this architecture. It basically attempts to provide protection

to the smallest possible path segment that allows for node failure restorability. In this

case, the recovery action is only taken by the end-nodes of the small flows, where the

small flows interface with their protection cycle. Solutions obtained using the small

flow NEPC yield the most total capacity usage out of all the p-cycle architectures. 

The DSP solution had to be modified very slightly to upgrade the span restor-

able design to a node restorable one. Only 4 additional units of capacity were

required, corresponding to less than a 1% capacity increase relative to the minimum

capacity single span failure solution. Finally, the PXT solution provided in Table 6.18

was obtained using a DRS method similar to the method used for FIPP p-cycles. Spe-

cifically, it was made sure that the DRSs generated contained working paths that were

mutually node disjoint. Also, it was made sure the PXTs eligible to protect these DRSs

provided protection paths that were node disjoint from the working paths they were

assigned to protect. Overall, this PXT method yielded the solutions with the highest

capacity use out of all the architectures.

TABLE 6.18. Total capacities of 100% node restorable minimum 
capacity solutions for each architecture under study.

6.9 Conclusion

Architecture Total
Capacity

Flow p-Cycles 341

FIPP p-Cycles (DRS method, best trial) 383

Relaxed NEPC with small flows 439

DSP 449

PXTs (DRS method, best trial) 454
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This chapter contained a series of studies that focused on the design and anal-

ysis of FIPP p-cycle networks in the context of optical transport networking. Specifi-

cally areas of optical transport networking that were addressed were generation of

single span failure restorable minimum capacity/cost designs, dual-failure restorability,

wavelength assignment, transparent reach and single node failure analysis. Because of

the equipment assumptions made, the z-case path/cycle relationship had to be

addressed in order to make sure that FIPP p-cycle designs were 100% single-failure

restorable. Approaches were developed for determining dual-failure restorability as

well as nodal R1 for minimum capacity 100% single span failure restorable designs.

Additionally, wavelength assignment methods as well as a method to extract transpar-

ent reach data from designs were developed. The results obtained for FIPP p-cycles

were contrasted against other pre-connected architectures under study.

Overall the minimum capacity solutions generated by FIPP p-cycles were effi-

cient; they ranked 2nd in total capacity use to optimal span-protecting p-cycle

designs. The main source of efficiency for FIPP p-cycle solutions came from the use of

large, highly loaded DRSs protected by very large cycles. This effect was also observed

in the JCP single span failure restorable minimum capacity solution (generated to

meet the 20 maximum wavelength constraint) as well as minimum capacity single

node failure restorable design. The large size of the cycles and the corresponding large

protected DRSs were favourable in terms of minimum wavelength assignment

because there is a relationship between the number of configurations in the design and

the upper bound on the minimum number of wavelengths required. On the other

hand, the lower bound on wavelength usage is related to the capacity on the maxi-

mally loaded span. Interestingly, it was observed that because minimum capacity rout-

ing was used and because the network graph provided very few options for cycle

formation, the large cycles were forced to cross the maximally loaded spans that were

crossed by the working paths they were protecting. In this case the constraint that the

protection structures had to be cycles required that spare capacity be reserved on the
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maximally loaded spans for the cycle despite the fact that this capacity may not have

actually been reserved to protect any demands. This pushed the total capacity on the

maximally loaded span up and increased the minimum number of wavelengths

needed to implement the design.

While being great for capacity efficiency, the use of large DRS/cycle configu-

rations played a significant role in explaining why FIPP p-cycles also yielded lower

results in terms of dual-failure restorability. The large cycles ended up providing very

long protection paths which were often much longer than the working paths they

were protecting. Enabling these protection paths seized large quantities of spare capac-

ity after the occurrence of a single failure. This seizure of spare capacity (sometimes

affecting nearly the entire cycle) left all working paths that were also relying on this

spare capacity without any means of restoration should a second failure affect them.

Also, a second failure affecting any of the spans crossed by the protection path enabled

after the first failure also resulted in unrestored service. The long protection paths also

played a factor in transparent reach analysis. A method similar to the one used for z-

case removal was used to prevent a large portion (in the order of 45% for initial mini-

mum capacity designs) of the protection paths from exceeding the maximum trans-

mission distance.

In general, there was observed a relationship between capacity use and the ele-

gance with which a network design deals with situations that it was not originally

optimized for. In a way, the point of view here is that additional capacity in the net-

work is a kind of an investment, or insurance policy against unexpected occurrences

or accidents. As more spare capacity is invested, less spare capacity sharing is required

between different working paths for 100% failure restorability, resulting in shorter

dedicated protection paths and thus an improvement in both the transmission reach

and dual-failure restorability.
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Chapter 7: FIPP p-Cycle Cost Optimization
7.1 Introduction

The following chapter summarizes the research done as part of a three year

(November 2005 - November 2008) collaboration between TRLabs and Nokia Sie-

mens Networks under the name of High-Availability Network Architectures

(HAVANA). The primary focus of the collaboration was the investigation and com-

parison, in the context of optical transport networking, of several pre-connected net-

work survivability architectures. The main participants in this study include the

author (FIPP p-cycles), Dr. Aden Grue (PXTs), Brian Forst (DSP and APS), Diane

Onguetou (span-protecting p-Cycles), as well as Dr. Wayne D. Grover, Dr. Matthieu

Clouqueur and Dr. Dominic Schupke. This chapter summarizes the third and final

year of the study from the perspective of the FIPP p-cycle architecture. The overall

goal of this chapter is the investigation of how the architectures under study could be

implemented in a real transport network and how they would compare in terms of

capital expenditure needed. The methods and results of this chapter were published in

part in [67].

In this chapter we first introduce the NOBEL cost model [77] that is used to

implement the architectures and provide relevant assumptions as well as equipment

costs. Following this, the minimum capacity solutions used for the study are intro-

duced and, as an initial exercise, the NOBEL model is applied to these solutions.

Next, a new approach called FIPP maximum unit path straddler iterative heuristic

(FIPP MUPS IH) for generation of minimum capacity FIPP p-cycle solutions, where

only a single path per straddling route is protected, is introduced. This new approach

is motivated by opportunities for cost reduction discovered in the initial costing exer-

cise. Finally, the NOBEL cost model is then applied to the new solutions obtained

using the FIPP MUPS IH method. The results are presented and contrasted against

results gathered for other architectures under study.
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The key concept on which the research is this chapter is based on is that of

end-to-end optical transparency. In optical networking this means allowing transient

traffic to remain in the optical domain end-to-end. This is done by optically cross-

connecting the transiting paths at the intermediate nodes so that the payload does not

need to be brought out of the optical domain. Upon failure, the entire lightpath is

redirected onto a pre-determined and optically pre-cross-connected protection path.

The NOBEL cost model provides equipment costs for transparent, opaque as well as

hybrid architectures. As will be shown, there is strong cost incentive for moving away

from opaque and towards transparent networking for all path-protecting architectures

under study. This is reflected by the choices made when generating network designs

intended for the implementation exercise. In particular, the use of regenerators is

avoided by ensuring that every path, working and backup, in the designs does not

exceed the maximum transmission distance allowed by the cost model. Additionally,

wavelength conversion at transiting nodes is also avoided in path-protecting architec-

tures by asserting that every shared protection structure as well as every path end-to-

end uses only a single wavelength. The concept of same wavelength protection, where

both the working path and protection path use the same wavelength, is shown to be

one of the strongest forces in reducing the equipment cost in this study. Before further

discussion of this concept can take place, the following section introduces the

NOBEL cost model in detail.

7.2 NOBEL Cost Model

The NOBEL cost model was developed, with contributions from major net-

work suppliers and operators, as part of the European NOBEL project [78]. This

model provides normalized costs for various relevant network elements and nodal

equipment at the WDM layer. The intent of the model was to enable studies compar-

ing different network alternatives as well as to provide a consistent reference for future
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research in optical transport networks. In particular, this study was aimed at compar-

ing the costs associated with transparent over traditional opaque networking.

 The cost model for the study is divided into three classes. The first class,

described in detail in Section 7.2.1, covers the reach and capacity independent nodal

equipment. The second class, described in Section 7.2.2, covers the equipment

needed to realize the working and protection paths on spans. The third class, covered

in Section 7.2.3, covers the transmission equipment. This class is heavily dependant

on the transmission distance; a metric that is directly influenced by the working paths

and backup paths provided by protection structures as well as whether same wave-

length protection is used or not.

 The cost model is based on the currently prevalent data rate of 10 Gbits/s. All

network costs include the basic infrastructure needed to support the network equip-

ment such as power supplies, racks and software. Costs refer to complete bidirectional

network elements. The cost model covers equipment that uses 40 and 80 wavelength

channels. For this study, only 40 wavelength equipment was used. This choice is vali-

dated later in this chapter by making sure that the designs do not exceed this wave-

length limit. This band of wavelengths is implemented using a single fiber per span

(bidirectionality is assumed).

To calculate the transmission distance, or transmission reach, of a path, equa-

tion (6.10) from Chapter 6 is reused in this section. For completeness, this equation is

given again in (7.1) where  is the total transmission distance,  is the number of

hops of the path being considered,  is the insertion loss and  is the sum of the geo-

graphical lengths of the spans crossed by the path. Similarly to Chapter 6, the inser-

tion loss is 80km for every hop taken by the path. Three levels of maximum

transmission distances (MTDs) for network equipment have been defined. These dis-

tances are 750km, 1500km, 3000km. The equipment level used is determined by the

transparent reach of the working or protection path being considered. Equipment

R h

i L
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with the lowest MTD is used whenever possible. For example, paths with a transpar-

ent reaches of 740km and 760km will be implemented using equipment with MTDs

of 750km and 1500km, respectively.

(7.1)

7.2.1 Nodal Equipment

The nodal equipment as proposed by the NOBEL model consists of optical

switching devices such as reconfigurable optical add/drop multiplexers (ROADMs)

and optical cross-connects (OXCs) as well transparent node amplifiers (TDAs).

ROADMs and OXCs are similar in function to one another, the only difference being

a ROADMs are used whenever there are 2 input fiber ports, and OXCs are used

whenever the number of input fiber ports is between 3 and 10 inclusive. The costs of

ROADMs and OXCs include multiplexing/demultiplexing costs as well as optical

supervisory costs and optical power control. The cost of amplification modules is

given separately as part of the TDA cost. TDAs are used at each bidirectional fiber

pair on the node and are designed to compensate for the 80km insertion loss of the

transparent node. ROADM, OXC and TDA costs are given using equations (7.2),

(7.3) and (7.4), respectively, where  is the number of input fiber ports.

ROADM Cost (7.2)

OXC Cost (7.3)

TDA Cost (7.4)

The transparent node architecture proposed in the NOBEL cost model used

to implement the transparent ROADM is shown in Figure 7.1. This architecture is

based on wavelength blocking (WB) devices. These devices prevent the wavelengths

that are to be locally dropped at the node from traversing through. Additionally, these

R h 1–( ) i L+⋅=

N

11.8= N 2=

5.35N 2+ 3 N 5≤ ≤
5.85N 2+ 6 N 10≤ ≤⎩

⎨
⎧
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devices also incorporate wavelength power equalization for the channels that pass

through the node. Using the same equalization capability, the power level of the chan-

nels that are to be blocked can be strongly reduced. The signal coming into the

ROADM is duplicated using a passive 1:2 splitter for local drop. The second version

of the signal goes through the WB where the dropped channels are suppressed. Finally

colourless add ports, realized by a passive star coupler, provide the add functionality to

the ROADM.

FIGURE 7.1. Nodal structure of a 2 input fiber port WB based 
transparent ROADM. Unidirectional schematic shown. Adapted 

from [77].

The schematic for the transparent OXC proposed in the NOBEL cost model

is provided in Figure 7.2. This transparent node architecture is based on wavelength

selective switches (WSS) in a broadcast and select (B&S) structure. WSSs are similar

in operation to WBs in that they are able to suppress the wavelength channels that are

to be locally dropped and are able to equalize the power levels of transiting channels.

The main difference is that a WSS provides multiple input ports and is able to pick

out individual channels from the input WDM combs and send them to the output

port. This capability allows for devices that are based on WSSs, such as the OXC pro-

posed here, to scale linearly as the number of fiber ports to the device increases. The

add/drop functionality in the OXC is provided using the coloured local drop and

colourless add ports, similarly to the transparent ROADM. As part of the B&S archi-

tecture, a 1:(N-1) coupler is used after the 1:2 splitter to broadcast the complete spec-

WB

Coloured
Local Drop

Colourless Add Ports

1:2
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trum to the WSSs where it is decided which channels are to be suppressed and which

are to be passed through.

FIGURE 7.2. Nodal structure of a WSS based transparent OXC. 
Unidirectional schematic shown. Adapted from [77].

7.2.2 Span Equipment

The span equipment consists of dispersion compensating fiber (DCF) mod-

ules, as well as inline amplifiers (IAs) and dynamic gain equalizers (DGEs). In order to

extend transmission distance, IAs and DCFs are used to compensate for attenuation

and dispersion of the fiber, respectively. DCF modules and IAs are installed at the

beginning of every 80km segment of a span. DGEs help extend the transmission dis-

tance by balancing the signal-to-noise ratios of different optical channels and by com-

pensating for nonlinearities of optical amplifiers. A DGE is required at every fourth

amplifier site. It is assumed that the equipment level used on a span depends on the

path with the longest transmission distance crossing that span. For example if a span is

crossed by three paths with transmission distances of 100km, 1400km and 1750km,

Coloured
Local Drop

Colourless Add Ports

1:2

1:(N-1)

WSS

WSS

W
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equipment with MTD of 3000km will be used on that span to accommodate the path

with the longest transmission distance. The DCF, IA and DGE costs per span are

given in equations (7.5), (7.6) and (7.7), respectively where  is the length of the span

in kilometers and  is unit module cost based on the MTD of the equipment used.

DCF Cost  where: (7.5)

IA Cost  where (7.6)

DGE Cost (7.7)

To summarize the network elements introduced in this section, an example of

a unidirectional span segment is shown in Figure 7.3. From left to right, this illustra-

tion includes IAs and DCFs at the beginning of every 80km segment, with a DGE

added at the fourth IA site. Span equipment costs provided in this study are for bidi-

rectional network elements and the locations of the span network elements is reversed

when the backwards direction is considered.

FIGURE 7.3. Span equipment implementation. Unidirectional 
schematic shown.

L

c

c= L
80 km[ ]
------------------⋅ c

0.9 MTD 750km=
1.0 MTD 1500km=
1.2 MTD 3000km=⎩

⎪
⎨
⎪
⎧

=

c L
80 km[ ]
------------------⋅= c

3.0 MTD 750km=
3.8 MTD 1500km=
4.7 MTD 3000km=⎩

⎪
⎨
⎪
⎧

=

3.0
L

80 km[ ]
------------------

4
-------------------------⋅=

80 km fiber segment
IA

DGE
DCF
199



7.2.3 Transmission Equipment

The transmission equipment consists of reach dependant equipment such as

tunable transponder (XPDR) cards, as well as electrical cross-connect (EXC) ports.

These devices correspond to how a path interfaces with the transport network at the

end-nodes. Transponders are devices that transmit an outgoing optical signal on the

frequency that the transponder is tuned to. On the receiving end, transponders

recover the payload form the optical carrier. EXCs can be used for add/drop traffic

and perform electronic switching where signals cannot be switched optically. The cost

of the EXC scales with the number of ports needed. The unit costs per XPDR for

three MTD levels are given in (7.8). The EXC switch cost per 10G equivalent port is

given in equation (7.9).

XPDR Card Cost (7.8)

EXC Port Cost (7.9)

7.2.4 Generalized Node Model

The generalized node model based on the hybrid transparent node architec-

ture proposed by the NOBEL cost model is illustrated in Figure 7.4. This model

incorporates electrical add/drop ports as wells as optical add/drop ports for non-elec-

trically switched paths. The EXC interfaces with the ROADM/OXC using electrical

ports connected to coloured transponder cards. TDAs are also included as part of this

model for completeness despite not being counted as part of the transmission cost.

Combined, Figure 7.3 and Figure 7.4, provide a visual summary for the placement of

all the network elements considered in this study.
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FIGURE 7.4. Generalized node model. Bidirectional schematic 
shown.

7.3 FIPP p-Cycle Implementation

Where the previous section covered the NOBEL cost model in the most gen-

eral case, this section addresses how FIPP p-cycles, specifically, are implemented using

the proposed network equipment. The node costs covered in the previous section are

dependant on the number of input ports coming into the node. FIPP p-cycles are

implemented using a single fiber per span (the reverse direction is assumed as well)

carrying 40 wavelengths. The number of input ports to any node in this case is equiv-

alent to the nodal degree. The span costs covered in the previous section are calculated

based on the longest path crossing that span. This can be calculated after all the trans-

mission distances of all working and backup paths and the exact spans these paths

cross are determined. Most importantly, the node and span costs are independent of

the type of relationship that the working path has with the cycle, be it on-cycle or

straddling and can be calculated in the same way for all architectures.

The transmission equipment cost, on the other hand, is highly dependant on

the type of relationship that the working path has with the cycle protecting it. Before

we can examine how straddlers and on-cycle paths can be implemented, it is impor-

tant to introduce two distinct end-node implementations based on the generalized

node model provided in the previous section. These two implementations correspond
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drop ports
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to whether a working path is protected using same wavelength protection or not. The

first implementation, illustrated in Figure 7.5, covers the scenario where the working

path is protected using different wavelength protection. This is the case where the

working path and the cycle providing the protection path for it are not implemented

using the same wavelength. For this implementation, 2 XPDR cards are required: one

for the working path, and one to break into the cycle when the working path fails.

The XPDRs must both be of high enough MTD level to support the working and

protection path, respectively. Additionally, 3 EXC ports are required: one add/drop

port and two ports to interface the EXC with the XPDR cards. Both, electrical and

optical switching is required in this case. The figure only shows a single node, and this

structure needs to be duplicated at the other end-node to complete the path. Note

that the colours of the thick arrowed lines and the small vertical rectangles represent

the wavelengths used by these paths and XPDR cards, respectively.

FIGURE 7.5. End-node implementation of a working path under 
different wavelength protection. (a) Pre-failure state. (b) Failure 

state.

The second end-node implementation, illustrated in Figure 7.6, covers the

scenario where the working path is protected using same wavelength protection. Both

the working path and the cycle providing the protection path to it use the same wave-

length in this case. This implementation only requires one XPDR per end-node of the
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Cycle
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Switching

(a) (b)
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working path as long as the XPDR used is of a high enough MTD level to support the

longer of the two paths. In case of working path failure, only optical switching is

required. This implementation is much more cost efficient than the implementation

using different wavelength protection. How these implementations relate to the type

of relationship that the working path has with the protection cycle, be it on-cycle or

straddler, is covered in the following subsections.

FIGURE 7.6. End-node implementation of a working path under 
same wavelength protection. (a) Pre-failure state. (b) Failure state.

7.3.1 On-cycle Implementation

Recall that on-cycle working paths are paths that cross at least one span also

crossed by the cycle assigned to protect them. The cycle and working path cannot use

the same wavelength on the spans they share. Since both the cycle and working path

end-to-end must each be implemented using a single wavelength, the protection path

provided by the cycle to the working path must use a different wavelength than the

working path. This means that every on-cycle working path must be implemented

using different wavelength protection as shown in Figure 7.5.

7.3.2 Straddler Implementation

Optical
Switching
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Recall that in a straddling relationship, two working paths crossing the same

spans end-to-end can be protected by the same cycle as long as the cycle crosses the

same end-nodes as the working paths but does not cross any spans crossed by the

working paths. Of the two protected working paths, one can be protected using same

wavelength protection shown in Figure 7.6. There are no wavelength conflicts

between this path and the cycle because the two are mutually span disjoint. The sec-

ond path protected by this cycle must use different wavelength protection if the first

working path uses the same wavelength as the cycle as shown in Figure 7.5. The two

working paths are not span disjoint and cannot use the same wavelength on those

spans. The above description of a straddling route implementation where the working

paths are protected using same and different wavelength protection is the lowest cost

implementation possible for a scenario where two working paths are protected on the

straddling route by the same cycle. This is illustrated in Figure 7.7. Note that if the

straddling route has only a single working path that requires protection, this working

path can be protected using same wavelength protection.

FIGURE 7.7. Implementation of an end-node of a straddling 
working route where one of the working paths is protected using 
same wavelength protection. (a) Pre-failure state. (b) Failure state.
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7.4 New Minimum Hops 3k Limited Non-z-Case DRS 
Solutions

As an initial costing exercise, the minimum capacity solutions presented in

Chapter 6 were to be implemented using the NOBEL cost model. However, the two

eligible minimum capacity non-z-case FIPP p-cycle solutions from Chapter 6 could

not be directly used. The solution without reach limit constraints has paths exceeding

the 3000km transmission distance limit imposed by the NOBEL cost model. The

reach limited non-z-case solution was generated with a maximum transmission dis-

tance of 2000km, which is too short for this study. Because of this, new minimum

capacity solutions were generated that were 3000km reach limited and contained no

z-cases. These solutions were obtained using the same method as the minimum capac-

ity solutions from Chapter 6: the DRS method (originally from [40]). Additionally,

the least hops working routing used in the non-z-case 2000km reach feasible solutions

from Chapter 6 was reused in the new solutions.

For the new minimum capacity solutions, consistent with the approach used

in Chapter 6, it is assumed that every working path is required to have one pre-deter-

mined backup path provided by the cycle protecting that path. This means that no

working path in the new solutions is to be in a z-case relationship with the cycle.

Recall that a z-case is a path-cycle relationship where the two possible protection paths

provided by the cycle to the working path are not span disjoint from that working

path. In the general case, FIPP p-cycle solutions allow for this cycle-path relationship

to exist. It is known that only one of the provided protection paths can fail at the same

time as the working path, leaving the second protection path intact. The remaining

protection path can be used to recover the failed working path. The exact protection

path that is used is only known after a failure occurs. Since this violates the assump-

tion in this study that each working path is to have a single pre-defined protection

path that can be switched to in case of failure, no working path in a z-case relationship

can be protected.
205



The new solutions were made 3000km reach feasible using the method for

obtaining reach feasible solutions outlined in Chapter 6. Briefly, any path where the

MTD limit was exceeded was removed from the generated DRSs before the DRSs

were passed to the solver. The same procedure was performed for any z-cases found.

This made sure that the solver returned a solution that was both reach feasible and

contained no z-cases. The parameters used to generate the new minimum hops

3000km reach limit feasible non-z-case solutions are as follows: Every demand was

represented in at least 15 DRSs with 10 cycles generated for every DRS and the DRS

size was set to have a maximum of 6 working routes. Similarly to Chapter 6, three tri-

als were run. These trials differed by the seed used for the randomization process used

in DRS generation. For comparison purposes and as a continuation of the HAVANA

project, the solutions were obtained using the Germany network and the same

demand relations as used in Chapter 6. The DRS SCP FIPP p-cycle model was imple-

mented using AMPL 10.1 and solved using CPLEX 10.1. Experiments were termi-

nated with a mipgap of 0.01.

The minimum capacity solutions for p-cycles, DSP, APS and PXT solutions,

introduced in Chapter 6, were reused for comparison purposes here. Briefly, optimal

minimum capacity p-cycle solutions were generated using the ILP for optimal p-cycle

network design originally found in [35]. To generate the p-cycle solutions, all possible

simple cycles from the Germany network were enumerated and used as an input to

the ILP. DSP solutions were generated using the method in [31]. APS solutions were

generated using the same method, but by simply making sure than only two routes

between the end-nodes of every demand are generated. Finally, PXTs were generated

using the DRS method [40]. For this method the parameters were as follows: The

number of DRSs that each demand appeared in was 30, 30 candidate trails were gen-

erated for each DRS and the maximum size of every DRS was 15 demands. These

solutions were reach limited to 1500km in this study using the same approach used to

arrive at 2000km solutions presented in Chapter 6. The approach was to simply
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inspect the set of DRSs before this set was passed to the solver, and to remove any pro-

tection relationship that violated the reach limit.

7.5 Minimum Capacity Results

The total capacity as well as the number of cycles used in the minimum capac-

ity non-z-case 3000km reach limit feasible solutions obtained using the DRS method

are presented in Table 7.1. The total capacities shown are for each trial. How these

compare with other architectures under study is shown in Table 7.2 where FIPP p-

cycles are ranked second in capacity use. Recall that any cycle/DRS configuration can

be implemented using at most two wavelengths. One wavelength for the cycle and for

one of the two working paths on any straddling route. And a second wavelength that

is different from the cycle wavelength can be used to implement on-cycle paths as well

as straddling paths that are not the same wavelength as the cycle. Given that there are

at most 20 cycles in any of the solutions obtained, it is safe to assume that at most 40

wavelengths will be needed to implement the minimum capacity solutions. This vali-

dates the assumption that only 40 wavelength nodal equipment proposed by the

NOBEL model is to be used for these FIPP p-cycle designs.

TABLE 7.1. FIPP p-cycle (DRS method) minimum capacity single 
span failure restorable designs: no z-case, 3000km reach feasible.

Total
Capacity

Cycles
Used

Max. Number of
Wavelengths Required

Trial 1 389 20 40

Trail 2 373 18 36

Trial 3 367 17 34
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TABLE 7.2. Total capacities of the architectures under study.

As was shown in Chapter 6, solutions obtained using the DRS method are

composed of a set of configurations the cycles of which sometimes provide more pro-

tection relationships than is required at no extra cost. An example of this is when a

cycle protects a straddling route where only a single unit of demand requires protec-

tion. Additionally, since the DRS method simply chooses the best combination of pre-

determined DRSs and cycles, sometimes the solver will return configurations that

provide more protection relationships than required for certain demands. This is done

as long as picking these configurations improves the objective value. In these situa-

tions of over-protection it is not immediately clear which segment of which cycle is to

be used to protect the over-protected demands. In order overcome this ambiguity and

to satisfy the criteria that every unit working path must have a single protection path

that is automatically switched to in case of a failure as well as to be able to apply the

NOBEL cost model, the method of assigning actual protection to over-protected

demands from Chapter 6 was used. Working paths were assigned to cycles they strad-

dle first. On-cycle relationships were considered for protection after no more strad-

dlers remained. After every working path was assigned, the costs associated with

implementing these solutions can be obtained.

7.6 Initial Costing Exercise Results

The equipment cost breakdowns for the three trials used in the initial costing

exercise are shown in Table 7.3. All three trials were implemented using one fiber per

Total Capacity

p-Cycles (opaque) 317

FIPP p-Cycles DRS method (ave.) ~376

PXTs (1500 km) 401

DSP (same WL) 445

APS (1:1 and 1+1) 453
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span using 40 wavelength equipment. Because of this, the node costs for all three trials

are equivalent. Recall that span equipment costs correspond to the transmission dis-

tances of paths crossing each span. Upon closer inspection, every span from Trial 3

used equipment rated for MTD of 3000km. This means that the span cost of 335 is

highest span cost possible for designs implemented using 40 wavelengths or less. Trial

1 and Trial 2 had one span each where the equipment used was rated for MTD of

1500km and 750km, respectively. The rest of the spans on both Trial 1 and 2 used

3000km equipment.

The transmission costs for each trial are also shown in Table 7.3. Recall that

these costs are highly dependant on whether the working path can be protected using

same wavelength protection or not. In an effort to implement the solutions using the

lowest transmission cost, same wavelength protection was used whenever possible. For

every straddling route that is protected, one of the paths on this route was protected

using the same wavelength as the cycle. Same wavelength protection was also used if a

straddling route only requires that only one working path is protected. On-cycle

paths, as discussed earlier in Section 7.3.1 were implemented using different wave-

length protection. Table 7.4 shows the actual number of straddling working paths that

use the same wavelength as the cycle for each trial. It turns out that at most 22 out of

97 working paths are protected using same wavelength protection. This means that 75

of the remaining working paths are on a different wavelength than the cycle which

explains the high transmission costs associated with implementing these solutions

using the NOBEL cost model.

TABLE 7.3. FIPP p-cycle (DRS method) equipment assignment 
results.

Node Cost Span Cost Transmission Cost Total Cost

Trial 1 374 331 594 1299

Trial 2 374 328 589 1290

Trial 3 374 335 599 1308
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TABLE 7.4. Number of working paths (out of 97) using same 
wavelength protection in FIPP p-cycle (DRS method) solutions.

Table 7.5 shows how the FIPP p-cycle solutions compare to the other architec-

tures under study. The node costs are the same for all architectures that do not exceed

40 wavelengths, which only 1:1 APS exceeded. Because of this 1:1 APS was imple-

mented using a second fiber on select spans. This additional fiber is reflected in the

increased node cost where additional fiber ports had to be considered. It is also

reflected in an increase in span costs where additional IAs, DGEs and DCFs were

required on the newly added fiber.

The span costs for all architectures, not including 1:1 APS because of the

additional fiber added, reflect the longest transmission distances crossing individual

spans for each architecture. Span-protecting p-cycles yielded the lowest cost in this

category, as they are implemented using wavelength conversion at every node for every

cycle and working path, meaning that the longest path crossing every span has the

transmission distance equal to the length of the span itself. The longest span in the

Germany network is only 294km meaning that span equipment with MTD of 750km

can be used on every span in the network for span-protecting p-cycles. This corre-

sponds to the lowest span equipment cost possible for solutions not exceeding 40

wavelengths implemented using a single fiber per span where every span in the net-

work requires span equipment. FIPP p-cycles perform poorly in this category as they

use the highest MTD equipment on almost every single span. The reason for this is

because the cycles used in minimum capacity solutions tend to be quite large. The

result of this is that the backup paths provided by these cycles tend to be very long,

Working paths using
same wavelength protection

Trial 1 19

Trial 2 22

Trial 3 20
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many exceeding the transmission distance of 1500km and forcing the use of equip-

ment with MTD of 3000km on each span they cross.

The transmission costs of each architecture are also shown in Table 7.5. The

transmission costs for FIPP p-cycles are very high because of the high number of

working paths protected using different wavelength protection, as mentioned above.

DSP and 1:1 APS have the lowest transmission costs. This is because for both archi-

tectures the working paths and backup paths are very short, as opposed to FIPP p-

cycles where the number of demands protected by each cycle is maximized in an effort

to minimize capacity. This results in very large cycles which in turn makes the lengths

of the protection paths provided by these cycles very long. Additionally, both DSP

and 1:1 APS use same wavelength protection for all 97 working paths in the network,

meaning that 1 XPDR per end-node is used for both the working and the protection

paths and no electrical switching is required at all. Note the difference between 1:1

and 1+1 APS in terms of transmission cost. 1:1 APS allows for the working path and

the backup path to share 1 XPDR per end-node and optically switch to the protection

path when the working path fails. 1+1 APS must transmit the same signal on the

working and the backup path at the same time meaning that 2 XPDRs are needed per

end-node, which explains why the transmission cost of the latter approximately dou-

bles that of the former.

TABLE 7.5. Equipment costs of the architectures under study.

Node Cost Span Cost Transmission Cost Total Cost

DSP (same WL) 374 275 209 858

PXTs (1500 km) 374 275 289 937

1:1 APS (same WL) 436 313 207 956

1+1 APS 374 275 403 1052

p-Cycles (opaque) 374 225 532 1131

FIPP p-Cycles DRS method
(average) 374 ~331 ~594 ~1299
211



Overall, the lowest total cost architectures are DSP, PXTs and 1:1 APS accord-

ing to Table 7.5. FIPP p-cycles have the highest total cost relative to all other architec-

tures. The biggest contributor to this high cost is the number of working paths not

protected using same wavelength protection. Where at most 22 working paths are

protected using same wavelength protection in FIPP p-cycle solutions, all 97 working

paths are protected using same wavelength protection in the case of DSP, PXTs and

1:1 APS. Furthermore, because the cycles tend to be very long, the backup paths pro-

vided by these cycles are also long thus further contributing to the equipment cost.

The approach in the following sections takes these observations into consideration

and proposes a new ILP heuristic algorithm that aims to lower the equipment cost

needed to implement the newly generated designs.

7.7 New Approach: Maximize Same Wavelength Protection

The initial costing exercise from the previous sections yielded the following

insight: The main reason that the costs for implementing architectures such as DSP

and 1:1 APS were the much lower than FIPP p-cycles was because these architectures

were able to use same wavelength protection for all the working paths in the network

where FIPP p-cycles were not. Recall that in FIPP p-cycles, two straddling paths cross-

ing the same spans can be protected by the same cycle. One of these two paths can be

protected using same wavelength protection, while the second path must be protected

using a different wavelength than the cycle. The new approach, FIPP p-Cycle Maxi-

mum Unit Path Straddler Iterative Heuristic (FIPP MUPS IH), introduced in the fol-

lowing section attempts to maximize the number of working paths protected using

same wavelength protection under the NOBEL cost model. The main goal of the new

approach is to maximize the number of straddling relationships and only allow for

each straddler to protect a single unit of demand. Note that this is different from the

way that straddlers are conventionally treated, where they get two protection paths per

cycle. Not allowing FIPP p-cycles to protect two units of demand per straddler
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removes one of the core features of FIPP p-cycles that allow them to be very capacity

efficient. In this study, however, it is not capacity that we are trying to minimize, but

the cost of implementation.

By maximizing the total number of unit straddlers protected, this new

approach directly affects the transmission cost in that the total number of EXC ports

and XPDR cards is reduced when the NOBEL cost model is applied. The new

approach also has the additional benefit of reducing the lengths of the backup paths

used. This affects span costs as well as transmission costs as equipment of lower MTD

levels can be used, relative to the solutions from the initial costing exercise. This is

because a unit straddling path effectively cuts the cycle into two segments, either of

which are eligible to be used as a protection path. Not only do these protection paths

tend to be shorter than the protection paths provided to the cycle for on-cycle work-

ing paths but now that only a unit straddling path needs to be protected, the shortest

of the two eligible protection paths can be used.

7.8 FIPP Maximum Unit Path Straddler Iterative Heuristic

The FIPP p-Cycle Maximize Unit Path Straddlers Iterative Heuristic

(FIPP_MUPS_IH) algorithm is illustrated in Figure 7.8. New working routing is first

generated using the  algorithm. This is

done because inspection of initial exercise DRS based solutions, where least hops

working routing was used, showed that some working routes crossed spans in a way

that prevented a simple cycle from being formed that could protect this route as a

straddler. It was observed, however, that if some of these demands could be re-routed,

then cycles could be found to protect them as straddlers. The working route genera-

tion algorithm aims to route working capacity for as many demands as possible in a

least hops way that guarantees that a cycle can be generated to protect these demands

as straddlers. For demand relations whose working routing could not be protected in a

GenerateWorkingRouteMaxStraddlers
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straddling relationship, least hops routing is generated such that a cycle exists that can

protect this path on-cycle but without a z-case relationship. Additionally the working

routes, whether on-cycle or straddling, are reach limited by the generation algorithm

to ensure that they can be implemented using the NOBEL cost model.

Once the working routing is determined for every demand, the algorithm

begins to generate cycles as well as sets of demands those cycles protect. Recall that a

set of protected demands as well as a cycle protecting those demands is referred to as a

configuration. Configurations are optimally generated one at a time using

. This ILP returns a configuration

that aims to protect the most demand relations using a cycle that traverses as few hops

as possible. Additionally, the cycle returned is guaranteed to contain a reach limit fea-

sible backup path for every demand protected by that cycle. It is also guaranteed that

the backup paths are span disjoint from the working paths so that the solution is

100% single span failure restorable. Once the configuration is returned by the ILP, it

is recorded as part of the solution. The demands protected by this configuration are

removed from the set of remaining unprotected demands. If the set of unprotected

demands is non-empty, the process returns to the beginning of the loop and the ILP is

called again. The loop terminates when there are no more demands left to protect.

The solution returned by the FIPP MUPS IH algorithm contains enough cycles to

protect all the straddler and non-straddler demands in the network against single fail-

ures while also maximizing the total number of demands protected as a straddler. The

solution does not contain any z-cases and cycles protecting straddlers only provide a

single protection path to these straddlers.

GenerateMaxUnitProtStraddlerConfigILP
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FIGURE 7.8. The FIPP_MUPS_IH algorithm.

7.8.1 Working Route Generation

To find the new working routes for every demand relation, the

 algorithm depicted in Figure 7.9 was

used. This algorithm generates working paths for every demand relation such that the

total number of potential straddling relationships is maximized. For a given relation

, first the  is called. The goal of this ILP

is to return a minimum hops working route that is guaranteed to have at least one

cycle in the network that can protect this route as a straddler. This ILP also makes sure

that the working route and its potential protection path are both within the transpar-

ent reach limit. Upon success, the demand relation is flagged as a demand that is to be

protected as a straddler and the new working route is recorded. Whenever

 results in infeasibility, meaning that no

working route is found that could be protected as a straddler,

 is called for that demand relation. The goal

of this ILP is to return a least hops working route that is to be protected on-cycle, such

that at least one cycle exists that can protect this route without there being a z-case.

FIPP_MUPS_IH {
GenerateWorkingRoutesMaxStraddlers();

repeat {
solve GenerateMaxUnitProtStraddlerConfigILP;
Record the new configuration;
Remove the units demands protected by the new configuration 
from the set of remaining unprotected demands;

} while the set of remaining unprotected demands is not empty;
}

GenerateWorkingRoutesMaxStraddlers

r GenerateMinHopsStraddlingRouteILP

GenerateMinHopsStraddlingRouteILP

GenerateMinHopsOnCycleRouteILP
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FIGURE 7.9. GenerateWorkingRoutesMaxStraddlers algorithm. 
Used to generate working routes for every demand relation such that 
the total number of potential straddling relationships is maximized.

7.8.2 Generate Minimum Hops Straddling Route ILP

The  works by generating three

mutually span disjoint least hops routes ( ,  and ) for demand

relation . The ILP sorts these routes by hops if possible in ascending order with

 containing the fewest hops.  corresponds to the least hops working

path being generated, while  and  correspond to two segments of a

least hops cycle that can protect . , as a result of the routes being

sorted, should contain fewer hops than  and is intended to be viewed as a

potential protection path for . The ILP makes sure that both  and

 are reach limit feasible. Note that the cycle formed by  and 

is only a placeholder to make sure that the working path for demand relation 

( ) is routed correctly. It is not used in the solution generated by FIPP MUPS

GenerateWorkingRoutesMaxStraddlers {
for every demand relation r do {

solve GenerateMinHopsStraddlingRouteILP[r];
if (success) then {

Mark the demand to be protected as a straddler;
Record the new working routing for this demand;

} else if (failure) then { 
solve GenerateMinHopsOnCycleRouteILP[r];
if (success) then {

Mark the demand to be protected as a non-straddler;
Record the new working routing for this demand;

} else if (failure) then {
Error: Cannot find two or more disjoint routes.

}
}

}
}

GenerateMinHopsStraddlingRouteILP

Route1 Route2 Route3

r

Route1 Route1

Route2 Route3

Route1 Route2

Route3

Route1 Route1

Route2 Route2 Route3

r

Route1
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IH. The fact that all three routes are mutually span disjoint makes sure that 

can be protected as a straddler. To make sure that the cycle formed by  and

 is simple, these two routes must also be mutually node disjoint. Recall that a

simple cycle is a cycle that does not cross any node more than once.

 uses the following sets, parameters, vari-

ables and constraints.

Sets:

Set containing the spans of the network.

Set containing the nodes of the network.

Set of spans adjacent to node . .

Set of demand relations.

Set of end-nodes for relation . .

Set containing the three disjoint routes to be generated. 

.  corresponds to the 

working path being generated.  and  respectively 

correspond to two segments of a potential cycle eligible to protect 

.

Parameters:

A positive constant. .

A positive constant. .

Route1

Route2

Route3

GenerateMinHopsStraddlingRouteILP

S

N

Sn n Sn S⊆ n N∈,

D

Nr r Nr N⊆ r D∈,

R3

Route1 Route2 Route3,,{ } R3∈ Route1

Route2 Route3

Route1

M″ M″ 100=

M′ M′ 10=
217



Insertion loss penalty corresponding to power loss of the signal passing 

through nodal equipment. .

Maximum transparent reach.

This parameter corresponds to the length of span  in . .

Variables:

Equal to 1 if span  is used by route  and is equal to 0 otherwise. 

.

Equal to 1 if node  is used by route  and is equal to 0 otherwise. 

.

GenerateMinHopsStraddlingRouteILP:

Minimize: (7.10)

Constraints:

(7.11)

(7.12)

(7.13)

(7.14)

H

H 80 km[ ]=

R

cs s km[ ] s S∈

μs q, s q

s S q R3∈,∈

νn q, n q

n N q R3∈,∈
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s S∈
∑
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s Sn∈

∑ 1= n Nr∈ q R3∈∀,∀
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μs q,
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⎜ ⎟
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(7.15)

(7.16)

The objective function (7.10) minimizes the total capacity used by the three

routes generated for the demand relation . The objective function also makes sure

that, of the three routes generated, the least hops route corresponds to . Con-

straint (7.11) makes sure for all three routes being generated, exactly one span adja-

cent to the origin and the destination nodes of demand  is used. Constraint (7.12)

ensures that, for any span used by one of the three routes, the nodes adjacent to that

span are also marked as used by that route. Constraint (7.13) makes sure that the

routes generated are continuous end-to-end. This is accomplished by making sure

that every node used as part of a route (excluding the end-nodes of demand ), must

have exactly two used adjacent spans. Constraint (7.14) makes sure that  and

, corresponding to the demand’s working and possible protection route

respectively, do not exceed the transparent reach limit. Constraint (7.15) makes sure

that  and  are node disjoint from one another. Lastly, constraint

(7.16) is used to make sure that the three routes generated are mutually span disjoint.

7.8.3 Generate Minimum Hops On-Cycle Route ILP

 works mostly in the same way that

 does. Three least hops routes

( ,  and ) are generated and sorted in an ascending order where

, corresponding to the working path being generated, spans the fewest hops.

Similarly to ,  and  repre-

sent the cycle segments making up a cycle that can protect . , span-

vn Route2, vn Route3, 1≤+ n N∈ n Nr∉,∀

μs q, 1≤
q R3∈
∑ s∀ S∈

r

Route1

r

r

Route1

Route2

Route2 Route3

GenerateMinHopsOnCycleRouteILP

GenerateMinHopsStraddlingRouteILP

Route1 Route2 Route3

Route1

GenerateMinHopsStraddlingRouteILP Route2 Route3

Route1 Route2
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ning the fewer number of hops of the two segments, corresponds to a potential

protection path for . The ILP makes sure that both  and  are

reach limit feasible.

The only main difference between

 and

 is that the latter only aims to make sure

that the working path being generated can be protected on-cycle. This is reflected in

the constraints where it is no longer necessary for all three paths to be mutually span

disjoint.  and  have to be span disjoint so that the working path gen-

erated can be guaranteed a backup path that is span disjoint from it to protect against

single span failures.  and  have to be span and node disjoint so that a

simple cycle that can protect  can be formed.  and  no longer

have to be span disjoint and can cross the same spans. In fact,  and 

will never be span disjoint when  completes.

This is because, as part of  this ILP is

only called if it is not possible to protect demand relation  as a straddler, which is

determined by  resulting in infeasibility.

The following new constraints are required.

Constraints:

(7.17)

(7.18)

 uses the objective function (7.10)

and constraints (7.11), (7.12), (7.13), (7.14) and (7.15). Two new additional con-

straints (7.17) and (7.18) replace constraint (7.16). Where

Route1 Route1 Route2

GenerateMinHopsStraddlingRouteILP

GenerateMinHopsOnCycleRouteILP

Route1 Route2

Route2 Route3

Route1 Route1 Route3

Route1 Route3

GenerateMinHopsOnCycleRouteILP

GenerateWorkingRoutesMaxStraddlers

r

GenerateMinHopsStraddlingRouteILP

μs Route1, μs Route2,+ 1≤ s∀ S∈

μs Route2, μs Route3,+ 1≤ s∀ S∈

GenerateMinHopsOnCycleRouteILP
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 ensured that the three working routes

generated were all mutually span disjoint, 

only needs to make sure that  and  are span disjoint from one another

(constraint (7.17)) and that  and  are also mutually span disjoint

(constraint (7.18)).

7.8.4 Generate Maximum Unit Protection Straddler Configuration 
ILP

 takes as an input the work-

ing routing for demand relations that still require protection and generates a configu-

ration composed of a cycle and a set of demand relations protected by it. Every

working route that can be protected as a straddler, as determined by the

 algorithm is protected as a straddler in

the configuration being generated. Only one unit of demand is protected as part of a

straddling route. The cycle generated for the configuration provides reach limited pro-

tection paths to the demands in the protected path set. In addition to the previously

introduced sets, parameters and variables, the

 uses the following.

Sets:

Set of nodes adjacent to span . .

Parameters:

This parameter contains the number unit demands for relation  that 

are to be protected as straddlers. .

GenerateMinHopsStraddlingRouteILP

GenerateMinHopsOnCycleRouteILP

Route1 Route2

Route2 Route3

GenerateMaxUnitProtStraddlerConfigILP

GenerateWorkingRoutesMaxStraddlers

GenerateMaxUnitProtStraddlerConfigILP

Ns s Ns N⊆ s S∈,

d3r r

r D∈
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This parameter contains the number unit demands for relation  that 

cannot be protected as straddlers and must be protected in an on-cycle 

relationship. .

Equal to 1 if node  is an end-node for relation  and is 0 otherwise.

Equal to 1 if the working route of demand  crosses span  and is 0 

otherwise. .

This is the minimum amount that the potential values differ by. 

.

Variables:

Equal to 1 if demand relation  is protected as part of the 

configuration being generated and is equal to 0 otherwise. This 

variable only takes into account demands that can be protected as 

straddlers in this configuration. .

Equal to 1 if demand relation  is protected as part of the 

configuration being generated and is equal to 0 otherwise. This 

variable only takes into account demands that cannot be protected as 

straddlers and must be protected in on-cycle relationships. .

Equal to 1 if node  is an end-node for the demand protected by the 

configuration being generated and is 0 otherwise. .

d2r r

r D∈

βu r, u r

πs r, r s

s S r, D∈ ∈

α

α N 1–=

Λ3r r

r D∈

Λ2r r

r D∈

λu u

u N∈
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Equal to 1 if span  adjacent to node  and node  is used as part of 

the cycle being generated and is 0 otherwise. 

.

Equal to 1 if node  is crossed by the cycle being generated, and is 

equal to 0 otherwise. .

Equal to 1 if node  is the root node and is equal to 0 otherwise. 

.

Non-integer variable that stores that potential value of node . 

.

Equal to 1 if the backup path for relation  crosses span  and is 0 

otherwise. .

Equal to 1 if the backup path for relation  crosses node  and is 0 

otherwise. .

GenerateMaxUnitProtStraddlerConfigILP:

Maximize: (7.19)

Demand Protection Constraints:

(7.20)

(7.21)
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(7.22)

(7.23)

Cycle Generation Constraints:

(7.24)

(7.25)

(7.26)

(7.27)

(7.28)

(7.29)

Disjointness Constraints:

(7.30)

(7.31)

Backup Path Generation Constraints:

(7.32)

(7.33)

(7.34)
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(7.35)

(7.36)

Backup Path Reach Limit and z-Case Avoiding Constraints:

(7.37)

(7.38)

The objective function (7.19) has the following format:

 

The main goal is to maximize the number of demands protected by the con-

figuration being generated while at the same time minimizing the capacity used by the

cycle protecting said demands. A constant  is applied to

 to make sure that a meaningful solution is

returned even when the total capacity used by the cycle is greater than the total capac-

ity used by the protected demands. Constraints (7.20) and (7.21) account for

demands that are to be protected as straddlers. Constraint (7.20) makes sure that only

non-zero demands are eligible for protection. Constraint (7.21) makes sure that the

end-nodes of any demand that is protected as part of the configuration are marked for

protection as well. These nodes are used as part of the cycle generation section of the

model. In order for a demand to be protected by a cycle, the cycle must cross the end-

nodes of that demand. Constraints (7.22) and (7.23) work in the same way as (7.20)

and (7.21) but account for the demands that must be protected as non-straddlers.

Ωs r,

s Su∈

∑ 2 ω⋅ u r,= u N∈∀ u Nr∉ r D∈∀, ,

Ωs r, e u v,( ) e v u,( )+≤ s∀ S u∀ Ns v Ns u v r D∈∀,≠,∈∀,∈,∈

cs Ωs r,⋅
s S∈
∑ H ωu r,

u N∈
∑ 1–

⎝ ⎠
⎜ ⎟
⎛ ⎞
⋅+ R≤ r D∈∀

Ωs r, πs r, 1≤+ s S∈∀ r D∈∀,

Maximize M TotalCapacityOfDemandsProtected⋅ CycleCapacity–( )

M

TotalCapacityOfDemandsProtected
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Constraints (7.24) to (7.29) govern cycle generation. These are based on an

ILP for generating span-protecting p-cycles found in [79]. This method works by des-

ignating one of the nodes crossed by the cycle as the root node. The rest of the cycle is

effectively grown from the root node using unidirectional vectors. Two vectors are

placed such that their head nodes are at the root node. The rest of the vectors are

aligned head to tail such that two directed paths are made, sourced by the root node.

Where these two paths meet, and the only place where the tail nodes of two vectors

coincide, is referred to as a reversal node. It is these vectors that mark the spans crossed

by the cycle being generated. Potential values are assigned to each node crossed by the

cycle. These potential values are arranged in such a way that for any vector, the head

node of the vector must have a lower potential value then the tail node. The function

of these values is to make sure that only one cycle is formed. Without these con-

straints, the ILP would generate multiple cycles whenever doing so results in the few-

est units of capacity used; something that is undesirable when the goal is to make sure

that a single continuous backup path exists for every demand protected. This is a

problem also encountered in the classic traveling salesman problem (TSP). The prob-

lem of making sure that a single tour is generated instead of several subtours is referred

to as subtour elimination.

Constraint (7.24) makes sure that at most one vector crosses any one span or,

in other words, that the cycle never crosses the same span more than once. Exactly two

spans adjacent to a node crossed by the cycle must be crossed by cycle vectors by con-

straint (7.25). Constraints (7.26) and (7.27) make sure that at most one root node

exists and that this node sources exactly two vectors, respectively. Constraint (7.28)

sets the potential at the head node of any vector to be less than the potential at the tail

of the vector. Finally (7.29) makes sure that the nodes crossed by the cycle include the

end-nodes of the protected demands.

Constraints (7.30) and (7.31) govern the relationships between the cycle and

the straddling and non-straddling demands. Constraint (7.30) makes sure that all pro-
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tected straddling demands are span disjoint from the protection cycle and from other

protected straddling demands. Constraint (7.31) makes sure that all protected non-

straddling demands are span disjoint from all other protected demands.

Constraints (7.32) to (7.36) generate a single backup path for every protected

demand. The technique used for generating backup paths is the same as the technique

used to generate working routes in  and

. The only additional constraint is that the

backup path must cross the same spans as the cycle. Constraint (7.32) makes sure that

the end-nodes of the demand and the backup path are the same. Constraint (7.33)

ensures that the end-nodes of the backup path cross exactly one adjacent span. Con-

straint (7.34) makes sure that every node adjacent to any span crossed by the backup

path is also crossed by the backup path. Constraint (7.35) makes sure that any backup

path crossing a node that is not an end-node of that path, must also cross two of that

node’s adjacent spans. The backup path generated must cross the same spans as the

cycle by constraint (7.36).

Lastly, to make sure that the solution can be implemented using the NOBEL

cost model, constraint (7.37) makes sure that the backup path generated does not

exceed the transparent reach limit. The final constraint (7.38) prevents z-case relation-

ships. It does so by making sure that any protected working path and its protection

path are span disjoint. If no backup path is found that is within the transparent reach

limit and is disjoint form the working path, the demand for which this protection

path was generated cannot be added to the set of demands protected by the cycle.

7.9 Minimum WL Assignment for Unit Path Straddler 
Solutions

In order to verify that the solutions generated using the FIPP MUPS IH

method can be implemented using 40 wavelength equipment as part of the NOBEL

GenerateMinHopsStraddlingRouteILP

GenerateMinHopsOnCycleRouteILP
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cost model, a minimum wavelength assignment model was used. This model is a

modified version of the  from Section 6.5. It was modified

to reflect the fact that straddling routes could now only support a single protected

working path and that this path is required to use the same wavelength as the cycle

protecting it. The resulting model called  is given

below. This model reuses the sets, parameters, variables given in Section 6.5 as well as

the new set and constraint introduced below.

Sets:

Set of demand relations that are in a straddling relationship with cycle 

. .

Constraints:

(7.39)

The new model uses the objective function (6.1) and constraints (6.2)

through (6.6) from Section 6.5. An additional constraint (7.39) is added to make sure

that every straddling path is assigned the same wavelength as the cycle protecting it.

7.10 Experimental Setup

Two types of minimum capacity solutions were generated using the FIPP

MUPS IH method: One having a reach limit of 3000km and the other having a reach

limit of 1500km. This was done by setting parameter  for every ILP called as part of

the FIPP MUPS IH method to 3000 and 1500, respectively. The solutions were

obtained using the Germany network and using the same demand matrix as was used

in the minimum capacity DRS solutions as well as for all other architectures under

study, originally introduced in Chapter 6. The FIPP MUPS IH algorithm was imple-

MinWLAssignmentILP

MinWLAssignmentUPSILP

Dp″

p p P DP″ D⊆,∈

wλ p c, , wλ r c, ,= λ∀ WL p P∈∀ r Dp″ c Cr Cp∩( )∈∀,∈∀, ,∈

R
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mented using AMPL 10.1 and solved using CPLEX 10.1. Every ILP called as part of

the FIPP MUPS IH method was terminated with a mipgap of 0.0001.

7.11 Results

The capacity breakdown for the solutions obtained using the FIPP MUPS IH

method are shown in Table 7.6. Additionally the capacity breakdown of the solutions

obtained using the DRS method are shown as well, averaged over the three trials. The

working capacity of the MUPS solutions increased by close to 20 units relative to the

DRS solutions. This was the result of the re-routing that took place so that demands

could be protected as straddlers where they could only be protected on-cycle before,

when strictly least hops routing was used. The spare capacity also increased, as

expected for MUPS solutions, relative to the DRS solutions because it was no longer

possible to protect two units of demand per straddler. This is further reflected in the

high number of cycles used in the MUPS solutions. Recall from Table 7.2 that FIPP

DRS solutions were the second best in terms of capacity use. The highest capacity use

was from APS, coming in at 453 units. The new MUPS solutions use more capacity

than this, making these new solutions the highest, in terms of capacity use.

TABLE 7.6. FIPP p-cycle minimum capacity single span failure 
restorable, non-z-case, reach limit feasible designs: FIPP DRS and 

FIPP MUPS IH solutions.

Between the two MUPS solutions presented in Table 7.6, the one reach lim-

ited to 1500km used more capacity as well as cycles than the 3000km solution. This

was expected because the 1500km solution was constrained on the size of cycles that it

may use and was forced to place several cycles where the 3000km solution could use

Working
Capacity

Spare
Capacity

Total
Capacity

Cycles
Used

FIPP MUPS IH Solution (1500km) 185 360 545 34

FIPP MUPS IH Solution (3000km) 184 350 532 29

FIPP DRS Solution (average) 166 ~210 ~376 ~18.3
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just one. Table 7.7 provides a closer look at the configuration types generated for the

two MUPS solutions. The two configuration types presented are all straddler configu-

rations as well as on-cycle/straddler configurations. The table shows approximately no

difference between the 3000km and the 1500km solution in terms of all straddler

configurations. The 1500km solution had 6 more straddler/on-cycle configurations,

reflecting that generally on-cycle working paths have longer protection paths than

straddling paths. Where certain on-cycle paths could be protected by the same cycle in

the 3000km solution, these paths had to be protected by smaller different cycles in the

1500km solution.

The minimum number of wavelengths required, obtained by

, is also presented in Table 7.7. Note that the 1500km

solution can actually be implemented using fewer wavelengths than the 3000km solu-

tion. This is because, while more cycles were used in the 1500km solution, these

cycles were smaller and used fewer same wavelength channels over the spans on the

network. This gave more opportunities for wavelengths assigned to cycles and the unit

straddlers protected by them to be reused by on-cycle working paths protected by

other cycles, resulting in fewer wavelengths needed overall. Ultimately, the fact that

fewer than 40 wavelengths are needed in both cases validates the assumption that 40

wavelength equipment can be used when the NOBEL cost model is applied.

TABLE 7.7. FIPP MUPS IH method solution configuration 
breakdown by types of paths protected and the minimum number of 

wavelengths required.

The results from applying the NOBEL cost model to the MUPS solutions are

presented in Table 7.8. For comparison reasons, DRS solution equipment costs are

also presented, averaged over the three trials. The node cost is the same for all solu-

All Straddler
Configurations

On-cycle/Straddler
Configurations

Min. Number of
Wavelengths Required

FIPP MUPS IH Solution (1500km) 18 16 34

FIPP MUPS IH Solution (3000km) 19 10 35

MinWLAssignmentUPSILP
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tions presented because they were all implemented using one fiber per span using 40

wavelength equipment.

In terms of span costs, there was an improvement for both MUPS solutions

compared to the DRS solutions. Recall that the DRS solution span costs corre-

sponded to equipment with MTD of 3000km being used on almost every span in the

network. The span cost corresponding to every span using 3000km equipment is 335

units. Also, recall from Section 7.6 that the lowest span cost possible, where every

span in the network uses equipment with MTD of 750km, is 225 units, which was

the case for span protection p-cycles. The MUPS 3000km solution has a span cost

that is close to the 335 unit maximum limit. Upon, closer inspection of the MUPS

3000km solution all but 5 (out of 26) spans used 3000km equipment. Closer inspec-

tion of the MUPS 1500km solution showed that only one span used 750km equip-

ment, with the rest of the spans having 1500km equipment installed. This

corresponds to the data presented in Table 7.8 where the span cost of the MUPS

1500km solution falls approximately in the middle of the upper (335) and lower

(225) span cost limits.

TABLE 7.8. Equipment assignment results: Cost breakdown for 
FIPP MUPS IH and FIPP DRS solutions.

The largest improvement, when comparing the DRS and MUPS solutions, is

in terms of transmission cost, as shown in Table 7.8. Recall that every working path

under same wavelength protection requires 1 XPDR card per end-node, while work-

ing paths protected using different wavelength protection require 2 XPDR cards plus

an additional 3 EXC ports per en-node. Where at most only 22 (out of 97) working

paths were protected using same wavelength protection as part of the DRS solutions, a

Node Cost Span Cost Transmission Cost Total Cost

FIPP MUPS IH Solution (1500km) 374 273 350 997

FIPP MUPS IH Solution (3000km) 374 317 384 1075

FIPP DRS Solution (average) 374 ~331 ~594 ~1299
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total of 65 (out of 97) working paths were protected using same wavelength protec-

tion in the MUPS solutions, as shown in Table 7.9. This is reflected in the improve-

ment of 210 and 244 cost units when comparing the DRS solutions with the MUPS

3000km and 1500km solutions, respectively. Despite the fact that the main goal of

the MUPS IH method was to maximize the number of straddlers protected in the

solution, 32 units of demand were not protected as straddlers, and therefore could not

be under same wavelength protection. The reason for this was because at least one

end-node of these demands fell on a degree 2 node. Any cycle that protects a demand

originating at a degree 2 node must cross both of the spans adjacent to the node. One

of these spans must also be crossed by the protected working path so the cycle and the

working path can never be mutually span disjoint. This means that the working path

must be protected using different wavelength protection.

TABLE 7.9. Number of working paths (out of 97) using same 
wavelength protection in FIPP MUPS IH solutions.

Table 7.10 shows a revised version of Table 7.5, now also containing the costs

related to the MUPS solutions along side of the costs associated the other architec-

tures under study. Note that the lowest cost FIPP p-cycle solution obtained using the

MUPS IH method with the reach limit set to 1500km, while being a great improve-

ment over the DRS solutions, is still higher than costs associated with implementing

DSP, PXTs as well as 1:1 APS. The main reason for this was because FIPP was only

able to protect 65 out of 97 demands under same wavelength protection as discussed

above, while DSP, PXTs and 1:1 APS were able to protect all 97 demands using same

wavelength protection. Because of the 32 demands using different wavelength protec-

tion, the FIPP solutions were forced to use an additional 64 XPDR cards and 192

EXC ports. If it had been possible for FIPP MUPS IH to generate a solution where

Working paths using
same wavelength protection

FIPP MUPS IH Solution (1500km) 65

FIPP MUPS IH Solution (3000km) 65
232



every single path was protected as a straddler, that is if a network was used where every

node was of degree 3 or higher, the costs associated with implementing FIPP p-cycle

solutions would be much closer to the costs associated with 1:1 APS and PXTs.

TABLE 7.10. Equipment costs of the architectures under study, 
revised.

In addition to the discussion above, some general observations about FIPP

MUPS IH solutions can be made. First, since only a single unit of demand is pro-

tected per straddler, the cycle provides two eligible protection paths for that working

path. The solutions generated above only used the shortest of the two cycle segments

as a protection path. However, it would be possible to enable dual-failure protection

for these straddlers with very little additional cost as long as the longer of the two seg-

ments (to be used as the second protection path) is within the maximum reach limit

and the XPDR card used per end-node of this working path is of a high enough MTD

level to transmit over the longest of the three paths (one working and two protection).

Furthermore, the MUPS solutions left some headroom in terms of how closely the

architecture came to the 40 wavelength limit. For example, the MUPS 1500km solu-

tion can be implemented using at least 34 wavelengths. This means that additional

demands may still be added and cycles for their protection formed without having to

upgrade the 40 wavelength equipment already in the network. The costs associated

Node Cost Span Cost Transmission Cost Total Cost

DSP (same WL) 374 275 209 858

PXTs (1500 km) 374 275 289 937

1:1 APS (same WL) 436 313 207 956
FIPP MUPS IH Solution

(1500km) 374 273 350 997

1+1 APS 374 275 403 1052
FIPP MUPS IH Solution

(3000km) 374 317 384 1075

p-Cycles (opaque) 374 225 532 1131

FIPP DRS Solution
(average) 374 ~331 ~594 ~1299
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with adding the new demands to the network would be contained mostly in transmis-

sion costs, where a total of 1 XPDR cards per end-node would have to be added in the

case of a straddler and 2 XPDR cards and 3 EXC ports would be needed per end-node

for an on-cycle demand.

7.12 Conclusion

In this chapter, the costs associated with implementing FIPP p-cycle as well as

other architectures using the NOBEL cost model were investigated. As an initial exer-

cise, FIPP DRS solutions were implemented using the cost model. It was observed

that same wavelength protection was much more cost effective than different wave-

length protection in terms of capital expenditure. A new MUPS IH method was

introduced with the aim of reducing the cost of implementation by maximizing the

total number of unit demand protecting straddlers, since these are the only type of

working path that can be protected using same wavelength protection. Two MUPS

IH solutions were generated: one reach limited by 3000km the other reach limited by

1500km. The latter proved to be the strongest FIPP p-cycle solution in terms of cost.

While a considerable improvement over DRS solutions was observed, the lowest pos-

sible costs obtained for architectures such as DSP, PXT and 1:1 APS could not be

reached by FIPP p-cycle solutions. This is because the degree 2 nodes in the network

prevented almost a third of the demands from being protected using same wavelength

protection.
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Chapter 8: Conclusion
8.1 Main Contributions

In this thesis, the main intent was to explore the recently introduced FIPP p-

cycle architecture; to provide new methods for generating FIPP p-cycle designs as well

as to explore the architecture in the context of relevant transport networking topics so

to compare it to other network survivability schemes previously presented in litera-

ture.

Four new design methods were introduced for FIPP p-cycle network design:

FIPP Column Generation (CG), FIPP Iterative Heuristic (IH), FIPP Joint Capacity

Placement (JCP) DRS ILP and finally FIPP Maximum Unit Path Straddler Iterative

Heuristic (MUPS IH). Using the FIPP CG method, based on an OR technique called

column generation, it was possible to generate optimal or near optimal FIPP p-cycle

solutions that showed an improvement of as much as 36% in terms of cost, compared

to the commonly used DRS method. This method considered a more general config-

uration type than what was possible with other methods in literature. Using the FIPP

CG method it was possible to generate solutions that exhibited redundancies of 50%.

This result is particularly efficient, compared to the redundancies of 100% or more

found in currently deployed ring and APS systems. The FIPP IH method was intro-

duced in order to generate feasible solutions that could be used as a starting point for

the FIPP CG method. FIPP IH solutions were found to be comparable in capacity to

the DRS results obtained. The results also showed that the FIPP IH method was able

to generate solutions for network sizes larger than what was possible using the more

commonly used FIPP DRS method.

The FIPP JCP DRS ILP method was developed in order to take advantage of

the capacity saving opportunities presented by allowing working paths to be deviated

from the shortest or least capacity routing. The new JCP DRS method was shown to
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reduce the total capacity used by 13% relative to the original SCP DRS method,

where only shortest working routing was permitted. It was observed that the most

benefit gained from jointness came from adding just a single routing option per

demand over the single shortest route per demand relation used in SCP. We found

that allowing 3 or more working route options did not provide significant improve-

ments. The additional working route options allowed for unit cycles to protect more

than just two working paths per demand relation in cases where the routing options

were mutually disjoint. This gave the solver additional configuration options to add to

the final design. These options were not possible in SCP, under shortest routing only.

Lastly, the FIPP MUPS method was introduced to generate FIPP p-cycle

designs where the number straddlers carrying only one unit of working capacity was

maximized. This was done in order to utilize same wavelength protection; a cost effec-

tive method for protecting individual working paths under the NOBEL project cost

model. It was found that the NOBEL cost model implementations of the MUPS

designs yielded a significant reduction in cost (in the order of 23%) relative to the cost

required for the implementation of the initial minimum capacity solutions obtained

using the FIPP DRS method. The number of working paths in the new solutions that

utilized same wavelength protection was 65 out of 97. The fact that the FIPP MUPS

IH method could not get all of the working paths to use same wavelength protection

was because 32 out of 97 working paths had at least one degree 2 node as an end-

node. The cycles passing through these nodes were forced to cross both of spans adja-

cent to them, forcing any working path terminating at these nodes to be routed using

a different wavelength than the cycle.

During the comparative studies performed as part of the HAVANA project it

was found that FIPP p-cycles yielded 100% single span and 100% single node failure

restorable designs that were the most efficient in terms of spare capacity use, relative to

the other path-protecting architectures under study. It was found that the minimum

capacity single span restorable designs provided node failure restorability to 84% of
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the working paths for no extra cost and only 13.2% more spare capacity was required

to achieve 100% single node failure restorability. As part of the HAVANA project, the

minimum capacity single span failure restorable solutions were subjected to dual span

failures to see how well they perform. It was found that over all possible dual-failure

scenarios, only 53% of the working paths were restored. This was the lowest dual-fail-

ure restorability out of all the path-protecting architectures under study. Upon closer

inspection, it was found that the minimum capacity solutions used very large cycles

and DRSs, which impacted negatively on dual-failure restorability. The same mini-

mum capacity solutions were analyzed in the context of transparent optical network-

ing where the maximum transmission distance of 2000 km was imposed on every

working and protection path in the design. This was done to simulate the attenuation

and dispersion effects that would be encountered in real transparent optical networks.

It turned out that 45.4% of the protection paths exceeded the 2000 km reach limit.

These results were again attributed to the fact that very large cycles and DRSs were

used in the minimum capacity solutions and their use forced the protection paths to

be exceptionally long. It was found that an additional 22% more space capacity was

required in order to achieve minimum capacity single span failure restorable solutions

that were also 2000 km reach limit feasible.

Overall, the biggest insights gained as part of this thesis work was the fact that

FIPP p-cycles performed the best (in terms of capacity use) on highly connected net-

works with a dense demand matrix. The reason for this was that these kinds of net-

works allowed the solver to generate highly loaded configurations containing many

straddler relationships. It was found that in lower connectivity networks (containing

degree 2 nodes, for example) FIPP p-cycles could not utilize straddling relationships

whenever any working path originated or terminated at such a node. It was also found

that sparser demand patterns forced the creation of configurations where large cycles

were placed in order to protect relatively few working paths. Another interesting effect

observed in FIPP designs was that extra spare capacity had to sometimes be provi-
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sioned due to the fact that every FIPP protection structure was required to be a cycle.

This capacity was provisioned even if there was no protection path that would utilize

it and this effect was more common in network problems using sparse demand pat-

terns.

The main benefit of FIPP p-cycles is that it is an architecture that is able spe-

cialize very well when designed for a specific metric in mind (such as minimizing

capacity while protecting against single span failures). This specialization can nega-

tively affect the performance of FIPP designs when subject to failure scenarios that

were not designed for. The fact that this architecture can be so efficient actually gives

it quite a bit of flexibility when it comes to designing for metrics such as dual-failure

or node-failure restorability. FIPP p-cycles is still an architecture that was only very

recently introduced and much still remains to be discovered about it. The properties

of pre-connection and fast restoration speed, high capacity efficiency, path protection,

failure independence, end-node recovery-action activation and low operational com-

plexity are all properties that are attractive to network operators and are exhibited by

FIPP p-cycles. Because of this, FIPP p-cycles are likely to remain a strong contender in

the field of transport networking and will continue to generate interest for years to

come.
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October 2006", Trlabs Tech. Rep. ST-06-01, Nov. 9, 2006.
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8.4 Topics for Further Research

The method of column generation used in the design of FIPP p-cycle net-

works in Chapter 4 can be improved in several ways. First, it may be possible to set up

the decomposition of the LP in a way that prevents the pricing problem from having a

set of sub-tour elimination constraints that gets exponentially larger as the size of the

network increases. Another approach is to keep the decomposition the same and use a

pricing heuristic to generate the next column at the end of each iteration. Another

area of the CG method to address is the initial starting solution. How close this initial

solution is to optimality makes a huge difference in the runtime of the column gener-

ation method. The IH method introduced in this thesis scaled poorly with network
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size and if a different ILP or a fast heuristic method for generating good solutions

could be developed, the CG method then can be used to quickly tighten those solu-

tion to optimality.

Another area where further research can be done is on the MUPS method

introduced in Chapter 7. Under the NOBEL cost model, it became apparent that in

optical networks considerable cost reduction could be obtained when same wave-

length protection, provided by the use of unit working path straddlers, was utilized. A

full ILP of the MUPS method can be formulated to better utilize the resources needed

to implement the resulting design. Additional transparent reach constraints can be

added to the ILP to keep down the MTDs of the protection paths. This formulation

would be closer to optimizing for the cost of the network directly. This formulation

can also be extended to take modularity into consideration. This would allow for bet-

ter modeling of the effects observed in real networks where the cost of the network

does not come from paying for each individual wavelength channel. Instead the chan-

nels are paid for in sets and new channels are needed only when the current set is

exhausted.

Another area to consider is the extension of the FIPP p-cycle designs to a mul-

tiple quality of protection (QoP) framework [80]. In extending this framework, each

demand would be eligible for a variety of protection classes such as single span failure

protection, dual span failure protection, node failure protection or no protection at

all. Both SCP and JCP problems can be formulated under the QoP framework. It

would allow for the investigation of the sensitivity of FIPP p-cycle designs to the dif-

ferent protection classes and it would be particularly interesting to see what the solu-

tions look like when taking the different classes into consideration simultaneously.
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Chapter 10: Appendix
10.1 COST 239 [11]

10.1.1 Topology

NODE X Y SIZE
N0 140 281 6
N1 315 350 4
N2 304 298 5
N3 356 235 5
N4 447 308 4
N5 417 161 5
N6 242 159 5
N7 250 214 5
N8 185 208 5
N9 128 143 4
N10 344 50 4

SPAN O D LENGTH UNITCOST
S1 N0 N1 820 820
S2 N0 N2 600 600
S3 N0 N5 1090 1090
S4 N0 N7 400 400
S5 N0 N8 300 300
S6 N0 N9 450 450
S7 N1 N2 320 320
S8 N1 N4 820 820
S9 N1 N8 930 930
S10 N2 N3 565 565
S11 N2 N4 730 730
S12 N2 N7 350 350
S13 N3 N10 740 740
S14 N3 N4 320 320
S15 N3 N5 340 340
S16 N3 N7 730 730
S17 N4 N5 660 660
S18 N5 N10 390 390
S19 N5 N6 660 660
S20 N6 N10 760 760
S21 N6 N7 390 390
S22 N6 N8 210 210
S23 N6 N9 550 550
S24 N7 N8 220 220
S25 N8 N9 390 390
S26 N9 N10 1310 1310
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10.1.2 Demand Pattern 1

O D NBUNITS
N0 N1 5 N0 N2 6 N0 N3 1
N0 N4 2 N0 N5 11 N0 N6 5
N0 N7 1 N0 N8 7 N0 N9 10
N0 N10 1 N1 N2 6 N1 N3 1
N1 N4 3 N1 N5 9 N1 N6 2
N1 N7 1 N1 N8 2 N1 N9 3
N1 N10 1 N2 N3 1 N2 N4 3
N2 N5 11 N2 N6 3 N2 N7 1
N2 N8 6 N2 N9 3 N2 N10 1
N3 N4 1 N3 N5 2 N3 N6 1
N3 N7 1 N3 N8 1 N3 N9 1
N3 N10 1 N4 N5 9 N4 N6 1
N4 N7 1 N4 N8 1 N4 N9 2
N4 N10 1 N5 N6 8 N5 N7 2
N5 N8 6 N5 N9 8 N5 N10 3
N6 N7 1 N6 N8 4 N6 N9 5
N6 N10 1 N7 N8 1 N7 N9 1
N7 N10 1 N8 N9 4 N8 N10 1
N9 N10 1

10.1.3 Demand Pattern 2

O D NBUNITS
N0 N1 4 N0 N2 4 N0 N7 4
N1 N2 4 N1 N7 4 N1 N8 4
N2 N5 4 N2 N9 4 N3 N7 4
N3 N8 4 N4 N7 4 N5 N6 4
N6 N7 4 N6 N8 4 N7 N10 4

10.2 Germany Network [10]

10.2.1 Topology

NODE X Y SIZE
N01 380 521 2
N02 247 521 3
N03 100 516 3
N04 219 393 6
N05 17 461 3
N06 414 413 2
N07 340 456 4
N08 408 271 2
252



N09 301 262 3
N10 121 334 4
N11 213 263 5
N12 408 213 2
N13 383 120 2
N14 291 66 3
N15 307 158 2
N16 241 164 2
N17 116 76 4

SPAN O D LENGTH UNITCOST
S01 N01 N02 120 120
S02 N01 N07 232 232
S03 N02 N03 95 95
S04 N02 N04 100 100
S05 N03 N04 133 133
S06 N03 N05 255 255
S07 N04 N05 246 246
S08 N04 N07 183 183
S09 N04 N10 215 215
S10 N04 N11 262 262
S11 N05 N10 145 145
S12 N06 N07 31 31
S13 N06 N08 30 30
S14 N07 N09 73 73
S15 N08 N09 34 34
S16 N09 N11 152 152
S17 N10 N11 294 294
S18 N10 N17 229 229
S19 N11 N12 71 71
S20 N11 N17 187 187
S21 N12 N13 53 53
S22 N13 N14 62 62
S23 N14 N15 72 72
S24 N14 N17 156 156
S25 N15 N16 119 119
S26 N16 N17 149 149

10.2.2 Demand Pattern

O D NBUNITS
N01 N03 2 N01 N11 2 N02 N03 1
N02 N04 1 N03 N04 3 N03 N05 1
N03 N07 1 N03 N08 1 N03 N09 1
N03 N10 2 N03 N11 1 N03 N14 1
N03 N16 1 N04 N05 2 N04 N07 4
N04 N08 1 N04 N09 4 N04 N10 3
N04 N11 5 N04 N14 1 N04 N17 2
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N05 N10 2 N05 N11 1 N05 N16 1
N05 N17 1 N06 N07 1 N06 N08 1
N06 N09 1 N07 N08 1 N07 N09 4
N07 N10 3 N07 N11 3 N08 N09 2
N08 N11 1 N08 N14 1 N09 N10 3
N09 N11 5 N09 N14 1 N10 N11 3
N10 N14 1 N10 N15 1 N10 N16 1
N10 N17 1 N11 N12 1 N11 N13 1
N11 N14 2 N11 N15 2 N11 N16 2
N11 N17 1 N12 N13 1 N12 N14 1
N13 N14 1 N13 N16 1 N14 N15 1
N14 N16 1 N14 N17 1 N15 N16 1
N16 N17 1

10.3 15n30s1 Network Family [70]

The data presented here for the 15n30s network family is based on the data

found in  [70].

10.3.1 Topology

NODE X Y SIZE
N01 125.000 140.000 3.000
N02 268.000 55.000 4.000
N03 413.000 162.000 4.000
N04 525.000 97.000 3.000
N05 290.000 233.000 6.000
N06 612.000 218.000 5.000
N07 508.000 349.000 4.000
N08 572.000 485.000 4.000
N09 402.000 456.000 4.000
N10 259.000 325.000 6.000
N11 291.000 598.000 3.000
N12 292.000 483.000 4.000
N13 186.000 458.000 3.000
N14 49.000 421.000 4.000
N15 75.000 274.000 3.000

SPAN O D LENGTH UNITCOST
S01 N01 N02 166.355 166.355
S02 N01 N05 189.404 189.404
S03 N01 N15 143.024 143.024
S04 N02 N03 180.205 180.205
S05 N02 N04 260.409 260.409
S06 N02 N05 179.354 179.354
S07 N03 N04 129.495 129.495
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S08 N03 N05 142.021 142.021
S09 N03 N06 206.729 206.729
S10 N04 N06 149.030 149.030
S11 N05 N07 246.941 246.941
S12 N05 N10 97.082 97.082
S13 N05 N15 218.874 218.874
S14 N06 N07 167.263 167.263
S15 N07 N08 150.306 150.306
S16 N07 N09 150.615 150.615
S17 N08 N06 269.980 269.980
S18 N08 N11 302.870 302.870
S19 N09 N08 172.456 172.456
S20 N09 N10 193.933 193.933
S21 N10 N06 368.860 368.860
S22 N10 N14 230.903 230.903
S23 N11 N12 115.004 115.004
S24 N11 N14 299.822 299.822
S25 N12 N09 113.265 113.265
S26 N12 N10 161.409 161.409
S27 N13 N10 151.717 151.717
S28 N13 N12 108.908 108.908
S29 N14 N13 141.908 141.908
S30 N15 N14 149.282 149.282
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10.3.2 Family Members’ Span Lists

15n30s1: S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12 S13 S14 S15 S16 S17 S18 S19 
S20 S21 S22 S23 S24 S25 S26 S27 S28 S29 S30

15n30s1-29s: S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12 S13 S14 S15 S16 S17 S18 S19 
S20 S21 S23 S24 S25 S26 S27 S28 S29 S30

15n30s1-28s: S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S13 S14 S15 S16 S17 S18 S19 S20 
S21 S23 S24 S25 S26 S27 S28 S29 S30

15n30s1-27s: S01 S02 S03 S04 S05 S06 S07 S09 S10 S11 S13 S14 S15 S16 S17 S18 S19 S20 S21 
S23 S24 S25 S26 S27 S28 S29 S30

15n30s1-26s: S01 S02 S03 S04 S05 S06 S07 S09 S10 S11 S13 S15 S16 S17 S18 S19 S20 S21 S23 
S24 S25 S26 S27 S28 S29 S30

15n30s1-25s: S01 S02 S03 S04 S05 S07 S09 S10 S11 S13 S15 S16 S17 S18 S19 S20 S21 S23 S24 
S25 S26 S27 S28 S29 S30

15n30s1-24s: S01 S02 S03 S04 S05 S07 S09 S10 S11 S13 S16 S17 S18 S19 S20 S21 S23 S24 S25 
S26 S27 S28 S29 S30

15n30s1-23s: S01 S02 S03 S04 S07 S09 S10 S11 S13 S16 S17 S18 S19 S20 S21 S23 S24 S25 S26 
S27 S28 S29 S30

15n30s1-22s: S01 S02 S03 S04 S07 S10 S11 S13 S16 S17 S18 S19 S20 S21 S23 S24 S25 S26 S27 
S28 S29 S30

15n30s1-21s: S01 S02 S03 S04 S07 S10 S11 S13 S16 S17 S18 S19 S20 S21 S23 S25 S26 S27 S28 
S29 S30

15n30s1-20s: S01 S02 S03 S04 S07 S10 S11 S13 S16 S17 S18 S20 S21 S23 S25 S26 S27 S28 S29 
S30

15n30s1-19s: S01 S02 S03 S04 S07 S10 S11 S13 S16 S17 S18 S20 S21 S23 S25 S26 S27 S29 S30
15n30s1-18s: S01 S02 S03 S04 S07 S10 S11 S13 S16 S17 S18 S20 S21 S23 S25 S27 S29 S30
15n30s1-17s: S01 S03 S04 S07 S10 S11 S13 S16 S17 S18 S20 S21 S23 S25 S27 S29 S30
15n30s1-16s: S01 S03 S04 S07 S10 S11 S13 S16 S17 S18 S20 S23 S25 S27 S29 S30

10.3.3 Demand Pattern

O D NBUNITS
N01 N02 8 N01 N03 4 N01 N04 5
N01 N05 6 N01 N06 10 N01 N07 3
N01 N08 9 N01 N09 9 N01 N10 5
N01 N11 10 N01 N12 1 N01 N13 1
N01 N14 4 N01 N15 4 N02 N03 8
N02 N04 2 N02 N05 5 N02 N06 1
N02 N07 6 N02 N08 1 N02 N09 1
N02 N10 3 N02 N11 9 N02 N12 6
N02 N13 5 N02 N14 5 N02 N15 7
N03 N04 2 N03 N05 9 N03 N06 2
N03 N07 3 N03 N08 6 N03 N09 5
N03 N10 9 N03 N11 9 N03 N12 6
N03 N13 1 N03 N14 4 N03 N15 2
N04 N05 3 N04 N06 2 N04 N07 4
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N04 N08 7 N04 N09 9 N04 N10 3
N04 N11 5 N04 N12 6 N04 N13 4
N04 N14 2 N04 N15 1 N05 N06 10
N05 N07 7 N05 N08 9 N05 N09 6
N05 N10 3 N05 N11 3 N05 N12 1
N05 N13 1 N05 N14 7 N05 N15 3
N06 N07 4 N06 N08 6 N06 N09 4
N06 N10 5 N06 N11 2 N06 N12 5
N06 N13 8 N06 N14 9 N06 N15 3
N07 N08 5 N07 N09 5 N07 N10 7
N07 N11 7 N07 N12 1 N07 N13 9
N07 N14 4 N07 N15 7 N08 N09 2
N08 N10 3 N08 N11 6 N08 N12 8
N08 N13 8 N08 N14 2 N08 N15 10
N09 N10 8 N09 N11 6 N09 N12 8
N09 N13 10 N09 N14 1 N09 N15 1
N10 N11 10 N10 N12 2 N10 N13 1
N10 N14 7 N10 N15 1 N11 N12 5
N11 N13 7 N11 N14 1 N11 N15 3
N12 N13 3 N12 N14 5 N12 N15 1
N13 N14 10 N13 N15 3 N14 N15 3
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