
NOTE TO USERS

This reproduction is the best copy available.

®

UMI

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



U n iv e rs i ty  o f  A lb e r ta

A C o m p a r a t i v e  S t u d y  o f  K e y p h r a s e - b a s e d  Q u e r y - s p e c i f i c  C l u s t e r i n g

o n  W W W

by

P e n g  W an g

A thesis subm itted to  the Faculty of G raduate Studies and Research in partial 
fulfillment of the requirements for the degree of M a s te r  o f  S cience.

Departm ent of Computing Science

Edmonton, Alberta 
Fall 2004

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1*1 Library and 
Archives Canada

Published Heritage 
Branch

Bibliotheque et 
Archives Canada

Direction du 
Patrimoine de I'edition

395 Wellington Street 
Ottawa ON K1A 0N4 
Canada

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada

Your file Votre reference 
ISBN: 0-612-95875-2 
Our file Notre reference 
ISBN: 0-612-95875-2

The author has granted a non­
exclusive license allowing the 
Library and Archives Canada to 
reproduce, loan, distribute or sell 
copies of this thesis in microform, 
paper or electronic formats.

The author retains ownership of the 
copyright in this thesis. Neither the 
thesis nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission.

L'auteur a accorde une licence non 
exclusive permettant a la 
Bibliotheque et Archives Canada de 
reproduire, preter, distribuer ou 
vendre des copies de cette these sous 
la forme de microfiche/film, de 
reproduction sur papier ou sur format 
electronique.

L'auteur conserve la propriete du 
droit d'auteur qui protege cette these. 
Ni la these ni des extraits substantiels 
de celle-ci ne doivent etre imprimes 
ou aturement reproduits sans son 
autorisation.

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis.

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis.

Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these.

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant.

Canada
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



To my grandma and parents

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Acknowledgements

First and foremost, I would like to thank  Professor Russ Greiner and Dekang Lin 

as my supervisors. They guided me through the writing of the thesis. I am very 

thankful th a t they  gave me the flexibility of pursuing my MSc degree while working 

here in Calgary. Thanks to  my com m ittee members for the tim e and effort they 

have spent revising my thesis. Also thank  you to  my friend and classmate Tingshao 

Zhu for his useful suggestions.

Last bu t not least, I ’d like to  thank  my girlfriend, and all of my family members 

for their constant support, encouragement and patience.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Contents

1 Introduction 1

1.1 M otivation .......................................................................................................  2

1.1.1 W hat is the p ro b le m ? ......................................................................  2

1.1.2 How are we going to solve the p ro b le m ? ....................................... 4

1.1.3 Research O u t l in e ................................................................................  ?

1.2 Thesis S t r u c t u r e .............................................................................................. 8

2 Background and R elated  Work 10

2.1 Searching on W W W ....................................................................................... 11

2.2 Web Search E n g in e .......................................................................................... 11

2.2.1 Web C r a w le r ......................................................................................  11

2.2.2 Indexing Software ............................................................................  12

2.2.3 Ranking A lgo rithm ............................................................................. 13

2.2.4 Search Engine C a te g o r ie s ...............................................................  14

2.2.5 Challenges of Web Search E n g in e s ................................................  16

2.3 Web Content M in in g ......................................................................................  19

2.4 Docum ent C lu ste rin g ......................................................................................  21

2.4.1 P re lim in a r ie s ......................................................................................  21

2.4.2 Docum ent Clustering T ech n iq u es .................................................. 24

2.5 Related W o r k .................................................................................................... 28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3 Phrastractor 34

3.1 Overview ...........................................................................................................  35

3.2 Examples of Using P h ra s tra c to r ..................................................................  36

3.3 The Extoken A lg o r i th m ................................................................................  42

3.3.1 HTM L P a r s e r ....................................................................................... 43

3.3.2 Candidate Phrases Id e n tif ic a tio n ..................................................  46

3.3.3 Keyphrase Ranking........ ...................................................................... 47

3.3.4 W ordNet and Snippet Based E x p a n s io n ......................................  49

4 C ategorizer 52

4.1 Overview ...........................................................................................................  53

4.2 An Exam ple of Using C a teg o rize r...............................................................  54

4.3 System  A rchitecture and Design ...............................................................  57

4.3.1 Processing U n i t ...................................................................................  59

4.3.2 Web User In te rfa c e ............................................................................. 64

4.3.3 Coordinating U n i t ............................................................................. 66

5 Perform ance A nalysis 67

5.1 K eyphrase Extraction Performance Evaluation ...................................... 68

5.1.1 Experim ental D a t a ..............................................................................  69

5.1.2 Experim ental M e th o d o lo g y .............................................................  70

5.1.3 Experim ental R e s u l t ........................................................................... 71

5.2 Query-specific Document C lustering Experim ental R e s u lts ................  75

5.2.1 Document Collections and Relevancy J u d g e m e n t ......................  75

5.2.2 Experim ental M etrics .......................................................................  80

5.2.3 Experim ental M e th o d o lo g y .............................................................  83

5.2.4 An Example .......................................................................................  84

5.2.5 Empirical R e su lts ................................................................................  87

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6 Conclusion and Future W ork 113

6.1 Conclusion ............................................................................................................ 114

6.1.1 Using Keyphrases as Content-based Address ............................... 114

6.1.2 The Effectiveness of Query-specific C lu ste ring ............................... 114

6.2 Future Work .........................................................................................................119

A ppendices 122

A P roto typ e System s Im plem entation D etails 122

B C ategorizer Efficiency O ptim ization 123

C Percentage o f Paid Links in M eta  Search Engines 124

D The M ost Popular Search Engines 125

E Effectiveness variation across increasing values o f partition number 

for docum ent collections 126

Bibliography 135

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Figures

2.1 Basic structure of Web search e n g in e ..........................................................  12

2.2 System structure of a m etasearch engine [37]   15

2.3 Taxonomy of Web M ining[5]..........................................................................  20

3.1 P hrastrac to r front page.....................................................................................  37

3.2 P hrastrac to r result page for HATF scheme.................................................  37

3.3 P hrastrac to r result page for HLOGN scheme.............................................. 38

3.4 P hrastrac to r result page for FREQ scheme.................................................  38

3.5 Search result of keyphrases q u e ry .................................................................. 40

3.6 Keyphrases extraction results of example # 2 .............................................  41

3.7 Search result of example # 2 ............................................................................. 42

3.8 Extoken struc tu re ................................................................................................  43

3.9 HTM L parser o u tp u t.......................................................................................... 44

3.10 HTM L parser ou tpu t exam ple......................................................................... 46

4.1 Flowchart of C a teg o rize r.................................................................................  54

4.2 Categorizer Search P a g e .................................................................................  54

4.3 Web page th a t shows the clustering result................................................... 58

4.4 System Architecture of C a teg o rize r.............................................................. 58

4.5 Web User Interface M o d e l ..............................................................................  65

4.6 Web page th a t shows the progress of a query p ro c e s s in g ..................... 66

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.1 Frequency distribution of best MK1 (/? =  1) value across different 

queries...................................................................................................................

5.2 Frequency distribution of best MK1 (/? =  2) value across different 

queries...................................................................................................................

5.3 Frequency distribution of best MK1 (/? =  0.5) value across different 

queries...................................................................................................................

5.4 Frequency distribution of best MK1 values for different document 

representation schemes.....................................................................................

5.5 Search result from V iv is im o .........................................................................

D .l Most popular search engines ranking in US ...........................................

E .l Frequency of having the best E value,

E.2 Frequency of having the best E value.

E.3 Frequency of having the best E value.

E.4 Frequency of having the best E value.

E.5 Frequency of having the best E value,

E.6 Frequency of having the best E value.

93

93

94

94

108

125

129

130

131

132

133

134

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Tables

3.1 Keyphrase weighting schemes...................................................................  47

5.1 Evaluation results of top-3 keyphrases from different weighting schemes 72

5.2 Evaluation results of top-5 keyphrases from different weighting schemes 72

5.3 Significance levels for different weighting schemes (successful retrieval) 72

5.4 Significance levels for different weighting schemes (ranking score) . . 72

5.5 Significance levels for HATF, H L O G N ...................................................... 72

5.6 Ranking scores for different weighting schemes ....................................  73

5.7 Experim ental queries inform ation...........................................................  77

5.8 Experim ental docum ent sets s ta t ............................................................  78

5.9 Number of relevant Web documents per query. ....................................  78

5.10 E effectiveness values for the ranked list when (3 =  1.............................. 85

5.11 E effectiveness values for clusters for m  =  2............................................... 85

5.12 E effectiveness values for clusters for m  — 3............................................... 85

5.13 Results in e x a m p le ...........................................................................................  85

5.14 Relative effectiveness of clustering solutions for different represen­

tation schemes. The best average effectiveness in each /? category 

averaged over the entire document collections appears in bold font. . 90

5.15 Evaluation results for clustering and ranked list averaged over results

from different num bers of clusters and different num bers of top-ranked 

documents for all queries............................................................................. 91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.16 MK1 values for trivial clustering averaged over results from different 

numbers of top-ranked documents for all queries.....................................  92

5.17 S tandard deviations of relative effectiveness for different representa­

tion schemes.........................................................................................................  92

5.18 Significance levels for keyfreq and s n i p p e t ............................................. 92

5.19 Significance levels for different (5 values for average MK1 over MK3. 96

5.20 Significance levels for different (3 values for best MK1 over MK3. . . 97

5.21 Relative effectiveness for clustering and ranked list averaged over re­

sults from different num bers of clusters and different num bers of top- 

ranked documents for all datasets.................................................................  98

5.22 Evaluation results (best effectiveness for all datasets across different 

numbers of top  ranked docum ents). Highest effectiveness (the lowest 

value of E) for each column appears in bold.................................................. 101

5.23 Evaluation results (effectiveness averaged over 2-20 partitions for all 

datasets across different numbers of top ranked docum ents). Highest

effectiveness (the lowest value of E) for each column appears in bold. 102

5.24 Numbers of partitions th a t generate the best optim al cluster effec­

tiveness across progressively larger numbers of top-ranked Web pages 

from search engine for document collection 1 0 .............................................104

5.25 Numbers of m  values yielding the best optim al cluster effectiveness 

averaged over all document sets for progressively larger numbers of 

top-ranked docum ents and average numbers of m  values over all val­

ues of n ...................................................................................................................... 104

5.26 Relative optim al cluster effectiveness for top-50 documents for keyfreq 

across increasing values of m ...............................................................................106

5.27 Number of relevant Web pages per query for Vivisimo............................... 108

5.28 Performance comparison between Vivisimo and Categorizer in terms

of MK1....................................................................................................................... 109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.29 Sum m arization of performance comparison between Vivisimo and 

Categorizer................................................................................................................110

5.30 One-tailed probabilities given by Wilcoxon test for keyfreq ............. 110

5.31 One-tailed probabilities given by Wilcoxon test for s n ip p e t............. 110

C .l Percentage of Paid Links[32].............................................................................124

E .l Relative optim al cluster effectiveness for top-100 documents for keyfreq

across increasing values of m ................................................................................127

E.2 Relative optim al cluster effectiveness for top-150 documents for keyfreq

across increasing values of m ............................................................................... 128

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 1

Introduction

1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.1 M otivation

1.1.1 W h a t is th e  p rob lem ?

Over the past decades the World W ide Web has become one of the biggest phe­

nomena in history. It has been growing at an exponential rate. The implication of 

the W W W  has touched every corner of the society and it has become one of the 

most im portant and efficient communication media in people’s daily life: It enables 

companies to establish 24/7 online showcase windows, it helps scholars gather re­

search literature and data, it saves consumers effort and tim e by letting them  make 

purchases online... According to  the survey by OCLC (Online Com puter Library 

Center) [49], as of June 2002 the information on the visible Web (as opposed to in­

visible Web [59] which basically means information on the Web th a t is not accessible 

to  the traditional Web-crawling technology th a t is used by search engines to build 

their indexes) was approxim ately equivalent in size to  between 14 and 28 million 

books. The number of volumes held by Harvard University, which has the largest 

number of volumes in the  112 Association of Research Libraries (ARL), is under 15 

million [49]. In the middle of 1995 the  number of Web sites was 23,500 [13], while 

in 2002 the Web has grown to over 3 million sites as indicated by the  OCLC report. 

There are one and a half million Web pages th a t are added to  the Web every day 

according to  analysts a t Alexa Internet in 1998 [40]. As to  Septem ber 2003 Google 

has indexed over 3 billion Web pages. However, the actual World W ide Web could 

be 500 times larger th an  m ajor search engines now show [25].

Along with the convenience of vast amount of digital information made available 

by the W W W  to any com puter connected to  the In ternet comes this question: 

how do people find  their desired information on the W W W ?  A lthough “Information 

explosion” has made the massive amount of da ta  accessible to  the general public, 

searching for the wanted information has turned out to  be a challenge. The World 

W ide Web is described as unorganized, chaotic and incorporating dubious quality 

information [16]. Search engines emerged as a solution to  alleviate the information 

overload problem. Although they have become very useful as a key to the door 

of W W W  to most people, they are far from perfect. Using a  search engine does 

not require much training. Users simply formulate w hat they want into a discrete

2
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set of key words/phrases (or a combination of these key terms with or without 

boolean operators) and send the query to search engines. Search engines will then 

return a hit list th a t basically consists of documents deemed “relevant” according 

to their own different proprietary algorithms. The lists of documents are always 

ranked from “m ost relevant” to “less relevant” again weighted by different ranking 

schemes patented by search engines. The returned ranked document list usually is 

composed of thousands of documents. To find useful Web pages, users would often 

have to  sift through the long ranked list of documents to dig out the ones they 

tru ly  want. Hence the search process often turns into a tedious and lengthy manual 

screening procedure. Although search engines have been always trying to  improve 

their indexing and ranking algorithms in order to  deliver fast and better quality 

search results in the past years, the problem mentioned above remains. Actually 

wading through such a long ranked list is not only daunting but also impractical. 

After analyzing the Web log of search engine Excite , Jansen et al. found more than  

50% of users did not view results beyond the first page [38].

The m ajority  of the search engines available on the Internet utilize “literal 

search” m ethod: Search engines look for the search term s exactly as they  are entered 

[12]. Literal search is intrinsically problematic. Meanings of words often tend  to  be 

semantically obscure when context is not specified. Because the World W ide Web 

is a big “open source” library contributed by people with different backgrounds in 

term s of ages, education, ethnics, cultures, languages etc, words in Web documents 

are more inclined to  be polysemous than  in better-structured and conceptually more 

homogeneous docum ent collections. The im pact from pop culture on the  World 

Wide Web further escalates this phenomenon. For example, “soprano” is normally 

used to  refer to  a  female singer with the highest singing voice, but if you type in 

“soprano” in a  m ajor search engine, chances are a lot of documents th a t you get 

will be related to  the mafia crime boss “ Tony Soprano” depicted by a very popular 

TV  series “The Sopranos”.

Although subjects can inherently have m ultiple aspects, e.g., “chip” as in high 

tech industry and as in food industry, certain aspects tend to dom inate general 

purpose search engine’s query results for a specific subject. This “bias” can be 

considered as the reflection of the “bias” embedded in the search engine’s ranking

3
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algorithm. Conceivably individual algorithm  will be in favor of certain aspects of a 

subject due to the document distributions of different topics under th a t subject and 

search engines’ ranking scheme. So when a general-purpose search engine serves the 

m ajority of its user base really well, its ranking algorithm can pose problems to  other 

users when their information needs expressed in queries do not accord with search 

engines’ “query bias” . For instance, suppose after watching movie “hurricane” which 

depicts the tragic story of the famous boxer Rubin Carter, users want to know 

more about of the life of this boxer. If they query “hurricane” on Google, they 

would have a hard tim e finding w hat they  are looking for since information about 

boxer “hurricane” is inundated by Web pages talking about the natural phenomenon 

hurricane. Although one may argue search engines often provide utilities like boolean 

operators or modifiers (e.g., “+ ” , ...) for users to further refine their queries

in order to disam biguate their queries, Web user study [38] shows only a  very small 

percentage of the Web users would actually use these features. The m ajority  of the 

users ju st typed in some simple key term s to s ta rt querying instead of taking time 

to  learn how to  use the boolean operators and modifiers. Their research also shows 

th a t two in three Web queries were comprised of one to two term s which tend to 

aggravate the ambiguity problem m entioned above.

1 .1 .2  H ow  are w e g o in g  to  so lv e  th e  prob lem ?

Traditional information retrieval system ’s retrieval quality, which can be roughly 

described as “retrieve as many relevant documents as possible (recall) and at the 

same tim e fetch as few as possible irrelevant documents (precision)” , vitally depends 

on the quality of queries composed by users. Unfortunately common users are not 

very good at form ulating their queries. This may be caused by the vague nature 

of the information needs, e.g., instead of trying to pinpoint the answer to a very 

well-defined specific question, the user may only be interested to  gain an overview of 

a general question. Or it may because the user is not very familiar with the  domain 

and hence has problem constructing a  proper keyword set to describe his topic of 

interest. Ill-formed queries can certainly hinder a well-built retrieval system  from 

getting satisfactory results.

Basically there are two ways to improve users’ satisfaction during inform ation re-

4
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trieval process: improve the retrieval results per se and make the best out of existing 

results. In this thesis we take the second direction by employing document cluster­

ing techniques. Instead of solely relying on users coming up with good queries that 

is also system-dependent, retrieval result clustering can help users quickly spot what 

they are truly looking for, disregard unpromising documents and refine their queries. 

This is achieved by categorizing query results, which normally have high recall but 

low precision, into topic-coherent groups. This paradigm  of document clustering 

is called query-specific clustering or post-retrieval clustering. Instead of clustering 

the whole document collection, query-specific clustering applies document cluster­

ing techniques to  organize search results for users to navigate. Thus query-specific 

clustering tends to  be more context-specific and instead of a retrieval method, it is 

used as a search result ou tpu t presentation.

We believe query-specific document clustering technique can be used to  relieve 

the problem even if it is not a  thorough solution. It fits into the Web setting and 

unlike document classification it does not require prior knowledge of labels under 

which each document should be classified. Hence it has the potential to  help users 

easily find group of documents th a t is of interest among other irrelevant documents. 

Instead of statically clustering the whole document set available on the  Web, we 

think it is easier, more efficient, and possibly more accurate to  cluster documents 

returned by the search engine in response to  a search query.

Although a lot of research has been done with respect to performance analysis 

of different document clustering methods, surprisingly, to  the best knowledge of the 

author there is very few similar studies being done in the dom ain of World Wide 

Web. Studies have been done mostly either using existing traditional IR  system or 

on well-known lab experimental d a ta  collections like T R E C  [9, 17, 3, 42, 61]. Web 

resource differs greatly from traditional organized document collection or specialized 

document collection. It has a much larger variety of topics and docum ent content 

qualities can vary immensely, which makes the World Wide Web a much more 

heterogeneous and loosely structured  da ta  reservoir. Clustering algorithm s are no­

toriously known for their different performance with respect to different databases. 

One study also has shown th a t users exhibit highly d istinct behaviors in Web search 

in comparison with traditional IR systems [38]. Therefore it is im perative and

5
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meaningful for us to study  docum ent clustering techniques in the context of the 

ever-changing World W ide Web. Prior research work has been focused mainly on 

application of document clustering on the collection in a static fashion (i.e., clus­

tering the whole collection offline) [63, 39, 11]. Document clustering on retrieval 

results has not been thoroughly studied. Although there have been some research 

efforts conducted in dynamic post-retrieval document clustering [17, 42], the re­

sults of comparative studies of effectiveness between query-specific clustering and 

traditional sim ilarity-ranking list have been inconclusive.

We wanted to  investigate the effectiveness and usefulness of query-specific (post­

retrieval) clustering in the domain of the Web. A previous study shows th a t navi­

gating through the hierarchy generated based on the whole document set to find the 

relevant documents to  the supplied query was less effective than  examining the sub­

set of documents yielded by sim ilarity search [50]. Therefore in the query-specific 

clustering paradigm, clustering techniques are adopted in a post-retrieval fashion 

and work as an alternative to ranked title  list. Furtherm ore it would be interesting 

and valuable to  explore the possibility and effectiveness of using keyphrase list as 

the representation of Web docum ents in clustering. Keyphrase list is defined as a 

short list of phrases th a t capture the main topics of a  document [62]. Keyphrases 

provide semantic m etadata  th a t deliver the topic of the document in a concise way. 

We developed Extoken , a  keyphrase extraction algorithm  using HTML form atting 

elements which is designed specifically for Web documents. Although HTML pro­

vides m eta elements where the  au thor can provide keyword list th a t summarizes the 

content of the page, in reality only a small fraction of the existing Web pages ac­

tually come with them . To make things worse, for various purposes (e.g., bumping 

up the page’s ranking in search engine, a ttracting  certain user groups etc), some 

of the pages give incorrect or misleading keyphrases. Thus it is im portant for us 

to  develop an autom atic keyphrase extraction algorithm  in this research. Because 

one of the goals of designing Extoken is for the application of document clustering 

on the Web search results, this algorithm  incorporates modules to consult W ordNet 

[46] as a means to tailor the keyphrase extraction to the  needs of users in term s of 

search queries.

6
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1.1.3 R esearch  O u tlin e

In this research we examined the feasibility of keyphrase extraction with respect to 

real Web documents as well as its usage in Web document clustering. Our objectives 

of the research can be summarized as follows:

• Evaluate the quality of keyphrases generated by our keyphrase extraction al­

gorithm. Specifically, we would like to  see if using HTML form atting elements 

can help improve the quality of keyphrases.

• Compare the effectiveness between query-specific clustering presentation and 

the traditional ranked page list.

• Investigate how different experim ental conditions can influence the effective­

ness of the query-specific clustering (e.g., different page representations includ­

ing keyphrases, full textual content and page summarization returned from the 

search engine, different numbers of top-ranked pages).

In order to gather “real da ta” from users and dem onstrate our research, we im­

plemented and tested two online prototype systems: Phrastractor and Catego­

rizer. Phrastracto r is an online keyphrase extraction system th a t dem onstrates 

our keyphrase extraction algorithm  Extoken. Based on the given URL, it outputs 

a list of extracted keyphrases th a t can help users easily grasp the main idea of the 

Web page. Users can leverage the system to help them  better formulate queries as 

well. For example, when “www.calgaryflames.com” , the homepage of Calgary flames 

(NHL hockey team  of Calgary), is provided to  Phrastractor as input, as of June 5, 

2004 (the day for Game 6 between Calgary flames and Tam pa Bay Lightning for 

Stanley Cup Final), the top 5 extracted keyphrases are “flame” , “Game” , “Calgary 

Flames” , “Stanley Cup” and “Iginla” (captain of Flames). Categorizer is a fully 

functional clustering search engine using Google as its backend search engine. It pro­

vides clustering as an alternative search result presentation to  the original ranked 

list returned from Google. Both ways to present query results are incorporated into 

the system for users’ convenience. For example, when “salsa” is queried in “Catego­

rizer” , in the clustering solution output, users can find node labelled as “danc, latin, 

histori, music” (the terms in the documents have been stemmed) which contains

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Web documents talking about salsa as a genre of music and dance; users will also 

see node labelled as “hot, recip, sauc” which has documents related to recipes of the 

hot sauce salsa. The ideal clustering solution would have all documents returned 

from the search engine in response to the query grouped into conceptually related 

topics.

We proposed an objective keyphrase evaluation scheme th a t measures the quality 

of the keyphrases based on the ranking of the source documents in the retrieved page 

list from Google in response to the extracted keyphrases as queries. We also car­

ried out comparative study  using the clustering search engine to explore the benefit 

of keyphrases used as document representation as opposed to the whole document 

and document sum m arization (search engine snippet). Moreover, we compared the 

effectiveness between query-specific clustering and conventional page ranking. To 

avoid subjectivity of hum an relevancy judgem ent, we proposed a  novel objective 

relevancy judgem ent generation m ethod and used it in the framework of our query- 

specific clustering research. Our study shows th a t this m ethod is promising and 

helps to greatly simplify the  process of evaluation without introducing hum an bias. 

After knowing the relevancy of each individual document to  the query, We used E- 

effectiveness which combines recall and precision used in IR  as the measurement of 

effectiveness of clusters. Hence an effective cluster should contain as many relevant 

documents as possible (measured by recall) and in the  same tim e as few irrele­

vant documents as possible (measured by recall). The optim al cluster effectiveness 

which is represented by the  cluster th a t has the best E-effectiveness in the clustering 

solution is used as the effectiveness metric for the clustering.

Because there has been some clustering search engines on the Web, in our ex­

periments, we also compared the effectiveness of our system with Vivisimo [34], 

the leading commercial clustering search engine on the Web. Our preliminary ex­

perim ental results proved tha t the proposed clustering model in this thesis is very 

promising.

1.2 T hesis S tructu re

The rest of the thesis is organized as follows: Because the system we developed 

is a Web clustering m eta search engine, Chapter 2 provides some background on

8
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searching on W W W  as well as essential document clustering preliminaries. We also 

report and analyze the related research work in the area of document clustering 

and its application on the Web in Chapter 2. Chapter 3 describes our underlying 

keyphrase extraction algorithm  and the online keyphrase extraction demo system 

we developed. Chapter 4 covers the architecture and design of our Web clustering 

search engine prototype. Chapter 5 gives details about our experimental setups 

and methodologies. Subsequently it presents the experimental results followed by 

analysis and discussion. Finally Chapter 6 outlines the conclusion of our research 

and provides future directions for expanding the scope of this research as well as 

areas of future work.

9
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Chapter 2

Background and Related Work
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2.1 Searching on W W W

There are numerous Web search tools th a t are designed to assist Web users to find 

helpful information on the Web faster and more easily. These tools can be roughly 

broken down into the following categories:

1. Server side Web search engine (e.g., Yahoo, Google, AlltheWeb)

2. Client side search tool (e.g., Grokker developed by Groxis)

3. Personal search assistant tool (e.g., Google toolbar, Alexa toolbar)

4. Web directories (e.g., open directory project, Yahoo Web directory)

5. D atabase search engine (e.g., completeplanet)

The next subsection focuses on Web search engine because of our research orientation 

(our Web document clustering system is a m eta search engine) and its dom inant 

s ta tus among all Web search tools. Besides, in order to better understand the 

context of our clustering search engine, it is im portant to know the underlying 

technologies behind m ajor search engines on the Web.

2.2 W eb Search E ngine

Web search engines help users navigate in the information ocean on the Web. Tra­

ditional search engine’s structure can be illustrated by Figure 2.1. It is mainly 

comprised of three key components: Web crawler, indexing software and ranking 

algorithm.

2 .2 .1  W eb  C raw ler

Before a  search engine can help users find relevant Web pages, it has to  know their 

existence. A Web crawler (also called “spider” because it crawls over the Web) is a 

computer software robot tha t is used by search engines to scour the Web and collect 

Web pages. Web crawler finds all URLs on a Web page and follow those links to 

the pages they point to and so on. It normally s ta rts  from a set of seed pages (these 

are usually lists of heavily used servers and very popular pages [12]).

11
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Figure 2.1: Basic struc tu re  of Web search engine

Search engine usually uses multiple Web crawlers in parallel to achieve satisfac­

tory speed [37],

2 .2 .2  In d e x in g  Softw are

Indexing is the process of building a d a ta  s tructu re  th a t can be quickly searched 

[37]. A naive indexing algorithm would sim ply store the words and the URL where 

they are found. Such a  simple system  is obviously of little practical use and can be 

easily fooled by “Web spamming” techniques (e.g., adding words irrelevant to the 

page’s content to  gain top position for queries). Besides words in Web pages, search 

engines usually need to  store ex tra  inform ation in order to improve query return  

relevancy and enable ranking. M odern search engines usually exploit all sorts of 

information provided by the Web page. These could include:

•  N o rm a liz e d  te r m  fre q u e n c y . Usually stop words (words th a t carry no 

semantic meaning, e.g., conjunctions, prepositions etc) are stripped out and 

the other words will be indexed.

• F o r m a t t in g  in fo rm a tio n . Search engines may keep track of the  words in 

headings, titles, links [12] as well as other form atting attribu tes such as capi­

talization, font size, bo ld /italic/underline style.

• T o p -p o s it io n  te x t .  It is deemed th a t tex t close to the beginning is often 

more related to the topic of the page. Search engines sometimes elect to  store

12
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the first sentence of a Web document [37]. Others choose to store the first two 

lines of tex t [12].

• H T M L  m e ta  ta g s . M eta tags are invisible part of the HTML page. Authors 

often use m eta tags to give the topic/keywords/description of the pages. M eta 

tags are usually intended for potential organizers of Web pages (e.g., Web di­

rectories editors, search engines). Although m eta tags can offer great value 

for interested readers to understand the page’s topic, their validity can not be 

taken for granted. Page authors may give faulty keywords th a t are inappro­

priate  or sometimes misleading due to  thoughtlessness. Sometimes they even 

intentionally list keywords th a t are completely irrelevant to the pages’ topics 

in order to  increase the chance of their Web pages being seen by Web users.

This ex tra  information often needs to  be encoded into a  compact form in order 

to  improve storage efficiency.

2 .2 .3  R a n k in g  A lg o r ith m

Ranking algorithm  enables search engine to  present the search results in an orderly 

fashion which usually means results are sorted by their relevancy to  the query. 

Every search engine has its own ranking algorithm. Ranking algorithm  is one of 

the most im portant factors th a t distinguish one search engine from others. “Text 

analysis” and “popularity analysis” are usually combined to decide the rank of a 

page. Merely relying on one of them  would lead to  unbalanced and problem-prone 

ranking solution. For example, if only “tex t analysis” is employed, a Web page 

can artificially boost its ranking for a subject by repeating certain words in its 

tex t intentionally even if those words have nothing to do with its true  topic. On 

the other hand, the “popularity analysis” can be fooled by link farms th a t link to 

totally unrelated sites ju st to increase their popularity score. Google’s PageR ank™  

variant ranking algorithm  built the foundation of its success. In addition to  using 

PageR ank™  as its core ranking mechanism, Google also looks a t other elements 

to enhance its ranking (e.g., where the query term s appear in the document; if the 

query words are in the headline, the document is very likely to be relevant to the 

query).

13
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2 .2 .4  S earch  E n g in e  C a tegories

There are different search engines on the Web nowadays. Based on their purposes 

and characteristics, they can be roughly classified into the following categories:

G e n e ra l-p u rp o s e  M a jo r  S e a rc h  E n g in es

According to the sources of their listings, they can be further divided into these 

types [32]:

• C ra w le r-b a se d . The main sources of indexed Web pages come from Web 

crawlers. Search engines such as Google, AllTheW eb , AltaVista  belong to this 

type.

• H u m a n -c o m p ile d . M ajority of the results are compiled by human editors. It 

generally comes from two sources: commercial sites pay to be listed there and 

hum an editors catalog existent Web sites into respective categories. LookS- 

mart, Open Directory fall into this category.

•  P a id  l is ts  Web sites submit themselves to  be listed for a fee, e.g., Overture. 

M e ta  S e a rc h  E n g in e s

M eta search engines generally do not have their own Web index databases. Instead 

they send users’ queries to other search engines like Google and Alta Vista, in parallel 

and synthesize the  results in their own ways. The way m eta search engine works can 

be illustrated by Figure 2.2. Basically m eta search engine accepts the query from 

the user, transla tes the query into the proper syntax for each of its backend search 

engines and dispatches it to  them  simultaneously. It is m ainly what m eta search 

engines do after receiving results from other search engines th a t distinguishes them . 

There are hundreds of m eta search engines and according to  their post-retrieval 

processing, they can be broken down into the following categories:

• S e p a ra te  l is tin g . M eta search engine may simply list different results under 

respective search engines (i.e., search results are grouped by their original 

sources), e.g., Dogpile [26].

14
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Figure 2.2: System structu re  of a  metasearch engine [37]

• U n if ie d  lis tin g . Some M eta search engines blend the results from different 

search engines into a unified list according to their own analysis and ranking 

algorithms, e.g., MetaCrawler [31].

• A p p lic a t io n  o f I R  te c h n iq u e s . This type of m eta search engines takes 

the query results from other search engines as the input to their informa­

tion retrieval technologies and provides search results based on th a t. For 

instance, Vivisimo [34] organizes the results from backend search engines 

into conceptually-related categories using document clustering technique and 

presents the clustering solution to  users.

•  N o v e l v isu a l u se r  in te rfa c e . By using specially designed user interface, 

although these m eta search engines run the risk of giving users unfamiliar en­

vironm ents to  search in, they manage to  either provide more information to 

the  user or help them  view the information from some other unique perspec­

tives. For example, by giving users a chance to  see how it decides a page’s 

relevancy, Surf Wax [33] provides more clues (e.g., where the keywords th a t 

the  user ju st entered appear in the document, an on-the-fly generated abstract 

of the page as well as the number of links, images contained in the page, etc) 

to  users to help them  determine if a page is of interest. Kartoo [30] presents 

the search result using a visual m ap with th a t users can interact to modify 

their queries.

15
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We want to stress here th a t the properties mentioned above are not m utually 

exclusive. In fact m eta search engines often use a combination of the properties to 

accommodate the potentially different needs of users.

M eta search engines achieve wider coverage of the Web and relieve the need for 

the users to learn the query syntax on different search engines. However they are 

more and more inclined to use influence from commercial interests, which typically 

means a lot of paid inclusions are mixed in their editorial results (Figure C .l in 

Appendix C shows the percentage of paid links in the first page of query result 

based on a sampling experiment conducted by SearchEngineWatch [32]). The other 

drawback is a lot of them  do not provide advanced search features for users to fine 

tune their queries.

Specialized Search Engines

In contrast to general search engines, specialized search engines are designed to  

better serve users’ particular needs. Most of specialized search engines focus on a 

specific domain or subject, e.g., legal search engines, medical search engines, shop­

ping search engines, newsgroup search engines, news search engines, etc. Some 

specialized search engines are national or regional search engines. Some specialize 

in particular m edia such as audio, video, graphics, and images. O thers are tailored 

to  target specific age groups, e.g., kids search engines such as yahooligans [36].

2 .2 .5  C h a llen g es  o f  W eb  S earch  E n g in es

In order to  be tte r understand the challenges Web search engine comm unity has to 

confront, we approach them  from two facets: user side and search engine side.

U ser Side

Users come to search engines to search for information for a wide variety of reasons, 

e.g., students use the Web to find m aterials to  pu t into their essays, scholars search 

the Web for relevant literature to stay ahead in their research areas, custom ers visit 

online stores for shopping, job hunters go to online career Web sites to find job 

opportunities. Their searching skills vary greatly; some of them  may be very skillful 

and some of them  may not have much com puter skills a t all. These factors will
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put a dent on how well they can take advantage of the features provided by search 

engines. According to the Web log study conducted by Jansen et al. [38], only 

a small percentage of the users actually employed boolean operators or modifiers 

provided by search engines. In addition, a significant portion of the users who 

actually exploited these advanced search features used them  wrongly. Hence instead 

of helping users fine-tune their queries, these features impeded those users from 

fulfilling their information needs.

These facts make us raise such questions: Is there any other better way for users 

to  express their information needs other than  the literal query employed by search 

engines? Instead of forcing users to  learn how to correctly use boolean operators or 

modifiers in order to accomplish more complex information retrieval tasks, how can 

we enable a mechanism incorporating technologies like natural language processing 

to  understand the ideas and concepts which users can express in a natural way?

S e a rc h  E n g in e  S ide

Elements needed to  be stressed on search engine side can be roughly broken down 

into the followings:

• C o v e ra g e  o f th e  W eb. Although search engines have improved a lot in 

term s of number of pages they indexed, there is still a lot of Web content 

th a t they  have not been reached [25]. Aside from that, how can Web crawlers 

from search engines find the “invisible Web” , which contains a  great deal of 

authoritative information th a t is largely comprised of content-rich databases 

from universities, libraries, associations, businesses, and government agencies 

across the world?

• F re sh n e ss  o f  th e  in d ex . The Web is changing all the time. Every day a vast 

num ber of new pages are created and also a great many old pages are deleted. 

There are also a lot of pages th a t are moved around in different places. It is 

crucial for Web search engines to always keep up with the speed of change. 

According to  sampling study conducted by Hearne [16], as of October 2002 

the best search engines in term s of having the most recent “snapshot” of the 

Web are about 2 weeks old.
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• M o re  a c c u ra te  a n d  r o b u s t  ra n k in g  a lg o r ith m . The ultim ate goal of 

search engines is to improve the relevancy of returned hit list in response to 

users’ queries. Google’s PageR ank™  has proven to be a huge success due to 

its high relevancy. The way PageRank works can be summarized as follows:

— The more inbound links Page A receives, the higher the PageRank of 

Page A tends to be.

— The PageRank of the page th a t links to Page A decides its contribution 

to  the PageRank of Page A.

— The PageRank of Page A is influenced by all pages tha t link to Page A.

However the adoption of “link analysis” as opposed to “text analysis” by 

Web search engines raises another question: How to  effectively prevent “link 

spamming” (i.e., artificially increasing Web sites’ ranks in search engines by 

boosting link population through increasing inbound links illegitimately)? For 

example, “link farm s” are designed to artificially increase the sheer quantity  of 

links th a t point to  certain Web sites in order to  fool Google to  enhance their 

ranks [15]. How can Web search engines’ ranking algorithms be robust enough 

to  fend off this kind of abuse? Failing to  address this issue will inevitably 

lead to deterioration of search engines’ ranking quality. The other problems 

of PageR ank™  stem s from its assum ption th a t best sites are those with the 

m ost people linking to  them. It is questionable th a t if we can always draw an 

equation between popularity and authoritativeness. Users may prefer a  more 

authoritative source instead of popular Web sites sometimes.

• B e t te r  u s e r  in te r fa c e . The m ajority  of the search engines still use the 

ranked document list as the interface for users to  browse for relevant pages. 

As discussed in the previous chapter, one of its problems is th a t tru ly  useful 

pages are buried with hundreds of other irrelevant pages, which makes it a 

drudgery for users to  wade through the long list seeking relevant ones. O ther 

alternatives, such as query result visualization techniques, have been used to 

replace the ranked list, however none of them  is advanced enough for users to 

switch from traditional ranked list interface.
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• Q u e ry  a d a p ta b il i ty . Users sometimes either lack the skills to form queries 

precise enough to satisfy their information needs or simply do not care to tailor 

their queries to the design of the search engines to make the optim um  use of 

them . Hence more user-friendly query forms like natural language expression 

would be more acceptable to the general public. However natural language 

processing research has not reached the level when it can be extensively em­

ployed by search engines.

• A u to m a te d  m u ltim e d ia  in d e x in g . Although there are some multim edia 

search engines on the Web retrieving rich media such as audio, video, graphics 

and images, they still heavily rely on human reviewers or associated tex t to 

index the multim edia data. In the past years numerous m ultim edia indexing 

algorithm s have been proposed in literature, nevertheless it is still a very 

challenging problem for researchers to  develop autom ated m ultim edia indexing 

algorithm s th a t can meet the efficiency requirements of Web m ultim edia data  

[37].

2.3 W eb C ontent M ining

I t is im portant to perceive the sta tus of our research work in the big picture of Web 

mining in order to gain a complete understanding of our research. Web mining  is 

defined as the discovery and analysis of useful information from the World W ide 

Web [5]. Web mining is the equivalent of d a ta  mining of database in the  context of 

the Web. However the heterogeneous, unstructured nature of the Web coupled with 

its massive amount of ever-changing d a ta  pose the need of using different techniques. 

The goal of Web mining is to develop “more” intelligent tools for information re­

trieval to  help the users in finding, extracting, filtering and evaluating the desired 

information and resources on the Web [45].

Cooley et al. [5] broke down the current research works in Web mining into 

two categories: Web content mining and Web usage mining. The taxonom y of Web 

mining can be illustrated by Figure 2.3. Web usage mining is about m ining for 

user access patterns from Web servers. It mainly consists of pa ttern  discovery and 

pattern  analysis. P attern  discovery is the process of uncovering Web users’ browsing
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and access pa tterns hidden in the Web log files. For instance, association rules and 

sequential patterns can be found from server access logs. P a tte rn  analysis helps us 

understand and interpret the discovered access patterns [5].

Web content mining is the process of developing autom atic intelligent tools for 

users to  organize and retrieve useful d a ta  from the unstructured online sources. Web

documents are a t most sem i-structured. They can contain text, HTML tags, hyper­

links, m eta  tags as well as graphics, images, audio and video. T hey are also highly 

heterogeneous in term s of content. Searching through such an unstructured huge 

collection proves to  be a very challenging task. According to Figure 2.3, Web content 

mining can be achieved from two distinct perspectives: a g e n t-b a s e d  a p p ro a c h  and 

d a ta b a s e  a p p ro a c h . Information retrieval techniques are widely adopted in agent- 

based approach. Agent-based approach can be further categorized into intelligent 

search agents, information filtering/categorizaiton and personalized Web agents. 

Our research work fits into the second one, information filtering/categorization, 

since the core part of our clustering m eta search engine is basically an online Web 

docum ent clustering system. To take advantage of the well-developed database 

query languages (e.g., SQL), the database approach tries to  make the unstructured 

or sem i-structured Web into a database structure in order to  be tter manage and 

organize data.
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2.4 D ocu m en t C lu sterin g

Cluster analysis is a technique th a t allows the identification of groups, or clusters, of 

similar objects in multi-dimensional space [6]. Document clustering is the applica­

tion of cluster analysis on document set. We have no intention to cover an extensive 

in-depth survey of clustering techniques here. Our interest is solely in document 

clustering, hence the scope of this section is to  describe common clustering tech­

niques used in document clustering area.

2 .4 .1  P r e l im in a r i e s

Before we s ta rt to further discuss Web document clustering, we need to  go over some 

basic concepts with respect to  how documents are represented and how we compute 

the  sim ilarity between documents in order to  better understand more advanced 

document clustering techniques. T he vector space model is employed in this thesis 

as the base for document clustering.

P re p ro c e s s in g

Before documents can be processed by computer algorithms, they have to  be “cleaned 

up” . Preprocessing usually consists of the following steps:

•  S to p  w o rd  rem oval. Stop words, which are defined as frequent words 

th a t carry no information (i.e., pronouns, prepositions, conjunctions, etc), are 

stripped off in this stage. Instead of contributing to  the topic of the document, 

these words (such as “the” , “th is” , “and”) tend to  add noise which decreases 

the effectiveness of clustering algorithms.

• W o rd  s te m m in g . Word stem ming is the process of suffix removal to generate 

word stems [2], The Porter stem mer [51] is the most well-known algorithm for 

this task and also the one we used in our research.

V e c to r  S p a c e  M o d e l

In order to  be autom atically processed by computer, documents have to be repre­

sented in a “computer-friendly” form. One of the most commonly used document
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representations is the v e c to r  sp a ce  m o d el. In this model each document d; is 

represented by a vector in the multi-dimensional term-space:

d-i —  iflii  ^ 2ii tni )

where t& is the weight of the  fcth term  in dj.

There are different term  weighting schemes. We describe the most commonly 

used ones here:

1. B o o le a n  w e ig h tin g

The weight of the term  is 1 if it is present in the document and 0 if it is not:

where f i j  indicates how m any times the i th  term  appears in document d j .

2. T e rm  f re q u e n c y  w e ig h tin g

3. t f  — id f  w e ig h tin g

This approach is a refinement of term  frequency weighting scheme. It recog­

nizes the fact th a t the more documents th a t include a certain term , the less 

discrim inating power the term  has. In th is approach the weight of a term  is 

determined by two factors: t f  and idf. t f  stands for term  frequency which 

is the raw frequency of the term  in a document, while i d f , inverse document 

frequency, is used to  play down the weight of the term s th a t appear frequently 

in m any documents. So the weight of the term  is computed by:

where N  is the to ta l number of documents and rq denotes the number of 

documents th a t have the ith  term  at least once.

(2 .1)

In th is scheme the frequency of the term  is used as the weight:

(2 .2)

tij =  f i j  x log( — ) (2.3)
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The im portance of normalization can not be overrated in the vector representation 

of documents. In order to have a fair comparison between documents of different 

lengths, document vectors are normalized to be of unit length, i.e., ||dj|| =  1.

D ocu m en t S im ilarity  M easu res

Human beings use semantics to tell the sim ilarity between documents. Unfortu­

nately this ability can not be readily adopted into computer logics. During the past 

decades, researchers have been exploring different ways for computers to  compute 

the sim ilarity between documents based on quantitative traits. Here we describe 

two measures th a t have been widely used in document clustering research.

The first m ethod is the cosine measure [57]:

where di-dj denotes the dot product of two vectors dt and dj and || d || is “the norm” 

or length of vector d. W hen document vectors are normalized, cosine measure can 

be simply represented by

In the following chapters, we always assume document vectors are normalized. In 

this scheme the higher the value, the more similar the two documents are to  each 

other. The highest score it can get is 1 when the two documents are identical, and the 

minimum score is 0 when there is no overlapping term  between the two documents. 

The Dice, Jaccard and Overlap sim ilarity measures are similar to cosine. Despite 

using different normalization methods, they all use dot product to  m easure the 

sim ilarity between documents [54].

The other popular similarity measure is called Euclidean distance which is de­

fined as

The most prominent lim itation of these two measures is tha t both of them  ignore 

the potential correlation between different term s and the document is deemed as a 

“bag of term s” , i.e., the order of the words is not used.

n

(2.5)

71
dist(di, dj) || dj dj ||— . ^  ] {Iki

\ k=l
(2 .6 )
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There are other sim ilarity m easure variants in the context of term  vector repre­

sentation. The reason why we pick out these two is solely based on the fact tha t 

they are among the most popular ones and have been proved to  be effective experi­

mentally. Because essentially all these term  vector similarity measures provide the 

same amount of information to clustering algorithm, it has been mentioned in the 

literature [54] th a t there are no appreciable performance difference between them.

Researchers also try  to tackle this with different perspectives. Recognizing term 

vector model m easures’ assum ption about term s independency, the other classes of 

measures take advantage of the co-occurrence of term  pairs to compute the similarity 

[58]. Due to its requirement of large tex t corpus, this type of sim ilarity measures is 

not suitable for query-specific clustering. Another class of sim ilarity measures takes 

the syntactic relations between term s into consideration [52].

2 .4 .2  D o cu m en t C lu ste r in g  T ech n iq u es

From the perspective of the ou tput, document clustering can be divided into two 

types: hierarchical clustering and partitional clustering [54].

H ie ra rc h ic a l  C lu s te r in g

As its name hints, hierarchical clustering results in a tree structu re  hierarchy. The 

taxonomy graph sometimes is called a  dendrogram. In the hierarchy, nodes repre­

sent clusters. Lower level clusters are nested in higher level clusters. The top node 

includes all nodes. Leaves (nodes on the lowest level) refer to  singleton clusters 

consisting of individual documents. Different levels in the hierarchy reflect different 

sim ilarity granularity. Small clusters of documents th a t are found to  be strongly 

similar to each other are nested within larger clusters th a t contain less similar doc­

uments [65]. In the field of tex t clustering, there are generally two different types of 

techniques to produce a hierarchical clustering:

A g g lo m e ra tiv e  A docum ent-pair sim ilarity m atrix is required to  be created a pri­

ori. Each document s ta rts  as a singleton cluster. This type of algorithms 

keeps merging the pair of most similar clusters (update the sim ilarity m atrix 

after combining them ) until there is only one cluster left. In this approach the 

hierarchical structure is created in a bottom -up fashion.
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D ivisive S tarting by pu tting  all documents into one cluster, this technique breaks 

down clusters into more and more smaller sub-clusters until each cluster is 

comprised by only one document. So a divisive approach constructs clustering 

in a top-down m anner which is exactly the opposite of agglomerative method.

Since agglomerative approach is much more commonly used in document clus­

tering field, we won’t go into more details about divisive clustering. One of the 

most im portant reasons for researchers to  choose agglomerative over divisive is tha t 

divisive is more com putationally expensive.

Common agglomerative clustering algorithms include single linkage, complete 

linkage and group average linkage. A generic agglomerative clustering algorithm 

can be described as follows:

Hierarchical Agglom erative Clustering Algorithm (HAC) Framework

1. Choose the pair-wise similarity measure between documents.

2. Compute the doc-doc similarity matrix, e.g., the similarity between documents dj and 
dj is stored by entry in the similarity matrix.

3. Combine the two clusters (documents) with the greatest similarity.

4. Update the similarity matrix to reflect the pair-wise similarities between the new 
cluster and other clusters (documents).

5. Repeat step 3 and 4 until there is only one all-inclusive cluster left.

Similarity m easure between document points and clusters need to be determined 

in order to  run an agglomerative clustering algorithm. Normally the only real dif­

ference between various HAC algorithms is how they  choose which pair of clusters 

to  merge. Commonly used inter-cluster measures include:

• D MiN(Ci, Cj)  =  min^eCi.djGCj Sim(di, dj)

• D MAX(Ci,Cj)  =  maxdieCt,djGCJ- S im (d i,d j)

•  D UPGMA(Ci ,  Cj )  =

where | C  | is the size of cluster C  and S im (d i,d j)  indicates the similarity between 

document d* and dj. D M iN (C i,C j),  D M Ax(C i,C j)  and DppGMA{Ci,Cj)  are used 

in complete-linkage, single-linkage and UPGMA (Unweighted Pair Group M ethod 

with Arithm etic Mean) HAC algorithms respectively.
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HAC algorithms usually have a time complexity higher than 0 ( n 2). Because 

they are com putationally more expensive than  partitional clustering m ethods (they 

generally have a tim e complexity of 0 (n )) ,  HAC algorithms are not good candi­

dates in traditional static  clustering which is com puted over the entire document 

collection. However, its com putational disadvantage can be ignored when it comes 

to  query-specific clustering due to the small size of document sets (documents or 

document summaries corresponding to the top n  results in response to a query). 

Furthermore we agree on the point brought up by Tombros et al. [61]:

... effectiveness is of prim ary im portance, whereas efficiency is a factor 

th a t is heavily dependent on technological advances. One may also view 

the improved effectiveness th a t can be achieved as a motivation for the 

development of more efficient algorithms ...

Partitional C lustering

Instead of generating a tree-like dendrogram, partitional clustering scheme produces 

a number of disjoint flat clusters. It first a ttrac ted  researchers because of its low 

computational requirem ents, which are normally in the  order of 0 ( N ) to 0 ( N  log N )

N .

There are a lot of different partitional clustering algorithms. However basically 

the common framework of partitional clustering algorithm  can be summarized as 

follows:

Partitional Clustering Algorithm  Framework

1. The number of clusters desired is determined a priori.

2. Randomly choose k (the number of clusters desired) instances as seeds. Each seed 
represents an initial cluster.

3. Allocate each instance to a cluster to optimize a predetermined criteria.

4. Iterate step 3 until clustering converges or other stopping criteria are met.

One of the most widely used partitional clustering m ethods is K-Means [9]. In K- 

Means clustering scheme, documents are represented by multi-dimensional vectors. 

The distance (or sim ilarity) between individual docum ent and a cluster is measured 

by the distance (or similarity) between cluster centroid and document. Given a
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collection of documents A  which is defined as

A = { d i ,d 2, . . ; d k} 

the centroid Ca is (vector addition)

<27>

The centroid is the mean of all points in a  cluster. K-Means document clustering 

algorithm is briefly described here:

k-Means Clustering Algorithm

1. Select k document vectors as seeds. Thus the seeds are also the centroid of the initial 
clusters.

2. Assign each document to the nearest cluster. This is usually measured by calculating 
the distance between the document vector and the cluster’s centroid vector.

3. Update the centroid of each cluster.

4. Iteratively repeat step 2 and 3 until the clustering does not change any more or other 
criterion is met.

Depending on the different approaches of getting initial document seeds, K- 

Means has a num ber of variants. Due to  the randomness of the initial seeds genera­

tion, the clustering results are generally nondeterministic (different runs of clustering 

produce different clustering solutions).

It is fairly easy to  transform  a partitional clustering algorithm into a  hierarchical 

clustering algorithm  through recursively partitioning the clusters obtained from the 

last run of the partitioning algorithm. The tree-like structure (dendrogram ) can 

be constructed in a top-down fashion by the iterative application of partitioning 

algorithms. Hierarchical agglomerative clustering (e.g., simple-linkage, complete- 

linkage) always produces the same taxonom y for the source document set. On the 

contrary generally partitional clustering m ethods will yield different results for each 

run of the algorithms.

Other C lustering M ethods

To gain the best sides from both classes of clustering methods, some hybrid cluster­

ing algorithms were proposed by researchers. For example, Cutting et al. [9] devised 

a buckshot algorithm  which combines group-average HAC and K-Means approach.
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They used HAC to generate the initial seeds for K-Means based on a sample of 

instances of y/n  which results in 0 ( n ) tim e complexity. Recently Zhao and Karypis 

introduced the “Constrained Agglomerative Clustering” which outperformed some 

commonly used partitional and agglomerative hierarchical clustering m ethods [70] 

in term s of the quality of the produced hierarchical clustering. Constrained Ag­

glomerative Clustering is a class of hybrid clustering m ethods th a t uses partitional 

clustering to generate the initial d a ta  partitions and then  applied HAC algorithms 

on top of them. Finally HAC is again used to  combine the subtrees into the complete 

tree-like hierarchy.

One of the other classes of document clustering m ethods worth mentioning is 

graph-based document clustering m ethod. The relationship between term s and doc­

um ents is modelled by graphs. Instead of using multi-dimensional vectors to  rep­

resent documents, vertices in the graph are used to denote documents. The edges 

connecting vertices are usually used to either express the  sim ilarity between docu­

ments or the relationship between term s and documents. However Zhao and Karypis 

[69] found in their com parative experiments th a t the performance of this class of 

document clustering m ethods was inferior to  VSM (Vector Space Model) approaches.

2.5 R ela ted  W ork

Clustering techniques have been widely used in information retrieval to  improve 

document search and retrieval for a long time. They were initially adopted for the 

sake of efficiency. It is assumed th a t the tim e needed for checking the information 

request against each document (near-neighbor or similarity search) in a huge doc­

um ent collection would be excessive; by grouping similar docum ents together, the 

process of retrieval can be accelerated by comparing the information request to each 

group’s representation (centroid vector of the group) [56]. C luster search is used to 

enhance sim ilarity search which is also m otivated by the thought th a t by au tom at­

ically grouping similar documents together the recall of retrieval can be improved. 

Typically document collection is clustered into either flat partitions or hierarchical 

components. Two m ethods have been developed to m atch an information request 

against the document hierarchy achieved by statically clustering document collec­

tion to find the best cluster candidate: top-down search and bottom-up search. The
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theoretical soundness of this paradigm  relies on Van Rijsbergen’s Cluster Hypothesis 

[54]:

... documents relevant to a request are separated from those which are 

not relevant, i.e., th a t the relevant documents are more like one another 

than  they are like non-relevant documents.

However results derived from studies done to determine whether cluster search 

outperforms sim ilarity search have been inconclusive a t best if not conflicting. Al­

though some studies have shown cluster search did increase the effectiveness of 

retrieval [65], other research endeavors found th a t it can be inferior to similarity 

search paradigm [39]. The quadratic tim e complexity associated with HAC algo­

rithm s also greatly lim its the popularity of adopting clustering technologies as an 

alternative to the trad itional near-neighbor search.

Under the concept of the  pre-categorized clustering search, Cluster Hypothesis 

is practically constrained to  the following: If document di and d,2 are both either 

relevant or irrelevant to  query q\ they MUST also be either both relevant or both 

irrelevant to new query q^. This boils down to the question: Document collection is 

static, but should we also perceive “being similar” as a static  concept? We believe 

the answer is no. As Hearst and Pedersen said in [17]:

... because documents are very high-dimensional, the definition of near­

est neighbors will change depending on which neighbors are on the street

Due to  the high dimensionality of document, one docum ent may be deemed “sim ilar” 

to  another document in one circumstance but on other occasion they may appear to 

be irrelevant to each other. In the domain of Web clustering research circumstance 

is defined by user queries. Each user-defined inform ation request (query) can be 

interpreted as a unique angle to “read” the document. Moreover, by tailoring the 

document set to  the query, the chance of placing relevant documents in the same 

cluster is increased [17]. Tombros, Villa and Rijsbergen have experimentally proved 

th a t effectiveness of sta tic  clustering (clustering over the whole document set) is 

consistently inferior to the effectiveness of query-specific clustering [61].
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Cutting et al. [9] first proposed using document clustering techniques as an 

information access tool in its own right. They implemented the “S catter/G ather” 

document collection browsing system based on dynamic clustering. The system 

allows users to navigate between different levels of details in the collection. In 

order to facilitate the online clustering requests, they also introduced two linear 

time partitional clustering algorithms: Buckshot and Fractionation. Buckshot is a 

K-Means and HAC hybrid algorithm  and Fractionation is a HAC-like fast linear 

algorithm.

Hearst and Pedersen are among the earliest researchers th a t explored using clus­

tering m ethod to view retrieval results [17]. Instead of applying clustering directly to 

the entire document collection offline, they opted to  cluster the documents retrieved 

as search result in response to a query dynamically.

Allen, Obry and L ittm an [3] developed an interactive interface th a t can be used 

to  explore the search result document set structure. T he results are represented 

by a visual dendrogram  generated by parallel and distributed clustering in their 

system. Their target document corpus was a set of 25,625 articles from the Academic 

American Encyclopedia and W ard’s hierarchical clustering algorithm  was employed. 

They found clustering was most helpful for users when the  returned documents fell 

into categories naturally. The result presented in the paper is highly descriptive and 

they did not give sta tistics d a ta  to  validate their conclusion though.

Kural, Robertson and Jones [42] investigated the validity of improving retrieval 

precision by clustering retrieval result. They clustered the  search result returned 

from the Okapi probabilistic search engine and recruited graduate students to  per­

form user study. They used precision as the performance measurement. In contrast 

to  Hearst and Pedersen’s conclusion th a t users are capable of identifying the optim al 

cluster [17], their experiment showed th a t users were not always able to  spot the 

best cluster. Interestingly they found users tend to be able to find the worst cluster 

(most irrelevant cluster) which can be used to  improve the  precision of ranked list 

through excluding the last-ranked cluster. They also argued th a t using best preci­

sion clusters in assessing clustering solution against ranked list gives the clustered 

output an unfair advantage. They pointed out th a t although in their experiments 

optim al clusters did outperform  ranked list in term s of the precision measurement,

30

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



there is little practical significance; they explained tha t the smaller the cluster sizes 

the higher the chance of outperform ing the ranked list. The reasons are listed as 

follows [42]:

• The effect of divergence is more pronounced: one extra relevant document 

makes a bigger difference to precision in a set of six documents than in a set 

of 20 documents;

• Given a fixed num ber of documents, the more clusters there are, the more 

choices to  select from.

We believe th a t the sensitivity of clustering effectiveness to the cluster size exhib­

ited in their experiments is mainly caused by their solely reliance on precision for 

measurement. An extreme example is we can achieve a “100%” precision by simply 

treating each document as one cluster. They used C3M clustering m ethod and did 

not compare its performance to other more widely used ones. So it is possible th a t 

their choice of clustering algorithm may have affected their results too.

Partitional clustering algorithms used to  be considered inferior to  hierarchical 

clustering algorithms in term s of retrieval effectiveness. However recent researches 

[60, 70, 69] suggested th a t partitional clustering actually consistently performed bet­

ter than  agglomerative m ethods with respect to cluster quality. Steinbach, Karypis 

and Kum ar [60] studied a variant of K-means, “bisecting” K-means, and found th a t 

it outperform ed the hierarchical clustering algorithms in their experiments. They 

also offered an explanation as to  why HAC performed poorly in their work. They 

a ttribu ted  the success of “bisecting” K-means to  the ability of partitional algorithms 

to recover from “bad” clusters. According to their work a significant portion of one 

docum ent’s nearest neighbors are of different classes. K-means clustering bypasses 

this nature of documents by looking at “global” property (the sim ilarity of docu­

ments to  all other documents in the same cluster). We also want to m ention th a t 

previous studies th a t show HAC is more effective than  partitional clustering were 

mostly carried in the context of static clustering over the entire docum ent collection 

instead of query-specific document set.

Zamir et al. [68] came up with several novel text hierarchical agglomerative 

clustering algorithms and used them to cluster retrieval results on the Web. The
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rationale behind their algorithms is th a t documents grouped into same clusters 

always share a set of words or phrases. They found tha t their algorithms performed 

consistently better than  the widely used group-average HAC method. However 

the way they created their test collections is questionable. They got their test 

collections by merging 1 to  8 random ly chosen base collections which are search 

results in response to  different queries. Thus the test collections basically contain 

distinctly different document sets. This characteristic of the test collections differs 

them  from the document set obtained by sending a query to  the search engine, 

because although the query result documents often reflect different aspects of one 

query, they are not completely unrelated. So the inherent heterogeneity in the test 

collection actually lessens the challenge presented to  the clustering methods. The 

other lim itation of their algorithms is some documents can be left unclustered.

To the best of our knowledge, Zamir and Etzioni [67] are the first to  study ap­

plication of clustering technique on post-retrieval results in the domain of the Web. 

They implemented M etaCrawler-STC, a  clustering Web search engine prototype 

on top of M etaCrawler [31]. They proposed the Suffix Tree Clustering (STC) algo­

rithm  which is both  linear tim e and incremental. STC differentiates itself from other 

popularly used clustering algorithm s by allowing overlapping clusters (documents 

can appear in more th an  one cluster). STC utilizes proxim ity information among 

term s inside a document and groups documents together based on the common 

phrases shared among them . They claimed th a t STC outperform ed Group-Average 

HAC as well as some other linear tim e clustering algorithms in term s of precision 

improvement over the ranked list. Their evaluation m ethodology is based on the 

assum ption th a t was m ade by [17]: users are always able to  select the cluster with 

the  highest relevant document density. They did not mention how they came up 

with the ten queries th a t they used to construct the document sets in their experi­

ment. M etaCrawler-STC always presents the user with 10 top scored clusters which 

leaves documents not being included in those clusters “invisible” to the user. No 

explanation was given regarding why “10” was chosen.

Macskassy, Banerjee, Davison and Hirsh carried out the user experiment on 

how human performed clustering on Web pages [43]. Their results revealed users 

tend  to show little in common with their manually built clusters. They concluded
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th a t it is questionable whether effective clustering can be achieved based on mere 

knowledge of query. Kural, Robertson and Jones also quoted this as a disadvantage 

th a t harms search ou tpu t clustering effectiveness [41]. As opposed to the above 

assertion, we believe th a t the user study can only lead to the conclusion th a t there 

is no universally best clustering. It will be too assertive to  infer tha t since the 

grouping does not perfectly reflect individual user’s own perception of document 

clustering, the clusters are just misleading or useless to users. We acknowledge the 

fact th a t clustering as a means of classification is actually very subjective. Yahoo’s 

Web directory [35] is constructed by hundreds of hum an compilers and indexers. 

Hence it is a consistent integration of subjectivity which proves to  be one of the 

most popular Web directories th a t helps millions of Internet users. Good clusters 

do not have to  m eet each user’s individual expectation completely which is also 

impossible. As long as they are topically coherent and can functionally help users 

better identify relevant documents and disregard unrelated documents, they  should 

be deemed as satisfactory.

The work conducted in this research is to  investigate the effectiveness of post­

retrieval (query-specific) clustering in the domain of the World W ide Web. We 

proposed a keyphrase extraction algorithm using HTML form atting elements and 

explored its application in retrieval results clustering. Through experimental evalu­

ation, we studied and compared the variation of effectiveness of clustering influenced 

by different representations and n (number of top ranked retrieved documents) as 

well as its effectiveness against the traditional ranked list. Our preliminary experi­

mental results suggest th a t query-specific clustering can be more effective th an  the 

ranked list and keyphrase based representation of documents can noticeably increase 

the quality of document clustering over other commonly used representations.
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C hapter 3

Phrastractor

34

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.1 O verview

Phrastrac to r is an online keyphrase extraction prototype system th a t demonstrates 

our keyphrase extraction algorithm: Extoken. Extoken is a keyphrase extraction 

algorithm  tailored specifically for Web documents. It combines the statistical lex­

icon information with the HTML form atting elements to rank keyphrases. Unlike 

keyphrase extraction algorithms based on machine learning technique [62, 66], it 

does not require training data. Neither does it ask users to provide cryptic input 

param eters. In addition to using the traditional bag-of-terms paradigm  of document 

representation, Extoken takes advantage of the ubiquitous HTML syntactic tags in 

HTML documents to better calculate the keyphrases th a t capture the topics of the 

documents. The HTML elements (e.g., <head>,<title>,<a href=...> ...) are used 

to  form at the HTML documents, however, we believe they also potentially com­

m unicate im portant semantic information related to  the topics of the documents. 

Different form atting often represents how im portant the particular chunk of text 

is in serving the main points of the  source document. Thus it would be a  huge 

waste not to  use this readily available information to extract keyphrases out of Web 

documents.

Keyphrase extraction on the Web can be very useful considering its potential 

applications. It can be used to generate concise document abstraction as a replace­

m ent or enhancement to  the current document summarization or snippet offered in 

the ranked documents list by m ajor search engines. It can potentially help users 

b e tte r decide whether the document is relevant or not. It can also be used to  help 

users refine their queries. A lot of tim es users either lack the expertise to  pick out 

the right words to describe their information needs or simply do not want to  spend 

too much tim e contemplating the proper queries. This partially explains the user 

search pa tte rn  observed in [38]: Instead of further searching through the following 

search return  pages, users only view the first one or two pages returned by the search 

engines. Partially  relevant items located in the first one or two pages are often used 

as a jum ping off point to find relevant items. So the keyphrases associated with each 

docum ent in the hit list can help users learn about a topic and work as hints to  help 

users find the right words to  describe their needs more precisely. Users then will
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be able to make more informed modification to their queries to retrieve documents 

they expect.

In the following sections, we first use some examples to dem onstrate how users 

can take advantage of the functionality of Phrastractor, our online keyphrase ex­

traction system. Then we describe the design of the algorithm  (i.e., Extoken) tha t 

powers the system.

3.2 E xam ples o f  U sin g  P hrastractor

Phrastractor is the online keyphrase extraction system th a t we developed to demon­

stra te  the effectiveness of the Extoken algorithm. It extracts keyphrases from 

Web pages and provides necessary GUI components for users to  interact with the 

keyphrases in term s of forming queries. We believe good keyphrases of the Web page 

can not only be regarded as high-quality topical sum m arization but also be used as 

good query term s to retrieve the source document from the Web. More about this 

will be discussed in C hapter 5.

Figure 3.1 shows the  front page of Phrastractor. F irstly  users need to  specify the 

target Web page’s URL. It also has two input param eters th a t users can change in 

order to  customize P h rastrac to r’s output. The combobox provides a means for users 

to  change the ranking scheme used by Extoken to ex tract keyphrases. Users can 

choose from H A TF , HLOG N , F RE Q  and Meta Keywords. The first three schemes 

will be discussed in the following section. Meta Keywords will direct Extoken to 

extract the keywords embedded in the page’s HTML m eta tags if they are available. 

The default scheme is HATF. Users can also specify the  num ber of keyphrases (n 

value) they want Phrastrac to r to  output. Then the top-ranked n keyphrases yielded 

from Extoken would be picked.

Suppose the user wants to  ex tract keyphrases from Prof. Dekang Lin’s Web page 

(h ttp ://w w w .cs.ualberta .ca/~ lindek /). He will type the URL in the address box in 

the page and click the “EX TR A C T” button to initiate the keyphrase extracting 

process. The result page will be something like what is shown in Figure 3.2. Since 

users did not change the default, “HATF” term  ranking scheme is used and the 

top-5 ranked keyphrases (because of ties, there might be more than  5 keyphrases) 

are displayed (For comparison purpose, keyphrases extracted  by using HLOGN and
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FREQ are shown in Figure 3.3 and Figure 3.4). The client area of the browser is 

split into two panes. The left pane shows the extracted keyphrases from the Web 

page and the right pane displays the actual Web page. Key parts of the page have 

been annotated with numbers and we describe each of them  as follows:

1. It displays the URL of the page shown in the right pane.

2. This is the list of keyphrases extracted by Phrastractor. We can see that 

“MSc” , “CM PU T” , “student” , “Dekang Lin” and “Research” are displayed as 

keyphrases for this page. By browsing the extracted keyphrases, a new user 

to  this page can gain a rough idea of what the page is about. If users click on 

any of the keyphrases, th a t particular keyphrase will be sent to Google as the 

query to  retrieve more results related to  th a t phrase. The query results will be 

displayed in the right pane. Phrastracto r also provides means for composing 

query term s consisting of more than  one keyphrase: users can toggle on the 

checkbox to the left of each keyphrase to add it in a query. After selecting 

all the wanted keyphrases, users can hit the “search” bu tton  below to submit 

the composed query to Google. Suppose users want to  know more about Prof. 

Dekang Lin, so they click “Dekang lin” in the keyphrases list. Figure 3.5 

shows what they will see: the  query results are displayed in the right pane. 

Each returned result document entry is comprised of the  page title, snippet 

and page URL. We give description of some visual elements in Figure 3.5 as 

follows:

(a) Page entry highlighted in red indicates th a t this is the exact source page 

based on which P hrastrac to r extracted the keyphrases. If it is among 

the top-ranked pages, the keyphrases th a t are used can be considered as 

good query term s to  retrieve the page.

(b) If the page shares the same top domain as the source page, its entry will 

be highlighted in pink color. For example, in Figure 3.5, since our orig­

inal Web page’s URL is “www.cs.ualberta.ca/~lindek” , the second URL 

“w w w .cs.ualberta.ca/people/faculty/lindek.htm l” is displayed in pink.

(c) This box shows the actual rank position of the source page in the retrieval 

results from Google. “—1” indicates tha t the source page is not in the
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returned page list. In Figure 3.5, the source page is the first one in the 

returned ranked list.

3. This box displays the query composed by the user. As the user checks on and 

off keyphrases, the resulting query is updated here.

4. Users get to  specify the number of hits th a t they want to get from Google in 

this box.
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Figure 3.5: Search result of keyphrases query.

We give another example here. Suppose users pu t “www.smarttech.com” , the 

URL of “SMART Technologies” (the leading m anufacturer of the interactive white­

board), in Phrastrac to r and click “E x trac t” . Figure 3.6 shows the extraction re­

sult. The keyphrases listed are “SMART” , “Interactive” , “W hiteboard” , “Interac­

tive W hiteboard” , “SMART Board” and “SMART Technologies Inc” . From the 

keyphrases, users may get the main topic of the page quickly: about interactive
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Figure 3.6: Keyphrases extraction results of example # 2 .
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w hiteboard and SMART Technologies Inc. Users might want to search “interac­

tive w hiteboard” on the Web, so they click th a t keyphrase. The query result is 

shown in Figure 3.7. We can see th a t the original page is the second ranked URL 

and there are two other pages in the result th a t come from the same web server 

“www.smarttech.com” .
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, » 0  [rf 4} . i-SjFavortes O  '  jj  fT  ''1 ^  ' I S " ‘Ql i hS' j
j  A d d r e s s / / H r  59 33 185/doit.h tm l J j

I Gorgje - f  ' g l t j ^ e iS w *  - $  g f a a t e ' ^ s T ^ e d  f l -  f t j s s V  I 3  016ei«jha*> .

Keyphrase List

| http://vvww sm arttech  com

Query Wcr-i: i n t e r a c t i v e  w h ite b o a rd

R« ' ld ,«  [ h a t f  S IScheme <..-...  ■ Sid I”

http://mew. smarttech. P u w e le d  ^  G o o g f e

H H f l f s o u r c «  W«b Page Pag« sharing sam a topr  SMART ■ ■

C  in te ra c tiv e  

P  w h ite b o a rd  

E ; In te ra c tiv e  w h ite b o a rd  

T  SM ART B o ard

domain rvama

cnnuioaies

Q u e ry  W o rd s
[interactive whitebc

#  H its Re tu rn e d

W I.WBnf

Rank in 
returned list

I2

a

4 . Promethean In te ra c tiv e  Whiteboards
S n ip p e t  I More than just an in tera c tiv e  whiteboard* Promethean provides the complete and best of c la ss  
so lu tion .in c lu d in g  our ACTIVboard, ACTIVstudio and ACTIVprimary . . .
h t  t p : / /w w .  prom ethean. eo . uk

5. ICT Research
S n ip p e t . : . . .  An in tera c tiv e  whiteboard i s  a large, tou ch -sen sitive  board which i s  connected to  a d ig ita l  
projector and a computer. . . .  Vhat i s  an in tera c tiv e  whiteboard? . . .

> t < i  ______1 ______      |
A

"ft"
A
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Figure 3.7: Search result of example #2 .

3.3 T h e E xtok en  A lgorith m

The overall architecture of Extoken is outlined in Figure 3.8. Although Extoken was 

designed prim arily for HTML document, it also can handle plain tex t document. It 

accepts both  local file and Web document (based on the corresponding URL). In 

order to  facilitate Web document clustering, it can process a list of URLs as input 

and it will autom atically download all the Web documents according to the URLs 

and process them  locally. W ordNet (more information regarding W ordNet is given
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later) and snippet information are used only when Extoken is used in the context

of Web document clustering.

•W eb document 
•Local text files 
♦Document list

j j — ►
HTML 1 C an d id a te  P h ra se s
P a rse r identification

WordNet
D atabase

K eyphrase R anked
Ranking K eyphrases

snippet

Figure 3.8: Extoken structure.

In the following sections we describe Extoken at a  conceptual level for clarity 

purpose. The actual software can be regarded as an efficient implem entation of the 

algorithm.

3 .3 .1  H T M L  P arser

Before starting  to  parse, the HTML parser has to tackle the HTML frameset. In 

HTML, frameset is defined by the tag  <frameset>. It is used to  organized m ultiple 

frames and each frame contains one document. W hen multiple pages are presented 

to users in frameset, users get to  see all pages at once, so when frameset is detected, 

Extoken HTML parser would download all pages contained in the frameset and 

put contents from different pages into one composite document for further parsing. 

This is handled in a recursive m anner so a frameset in a frameset can also be dealt 

with. We also noticed th a t a lot of Web pages on the Internet are poorly form atted 

(e.g., missing tags, unm atched nested pairs of tags ...), so fault tolerance has to be 

addressed in the design of the parser too. After one pass of the source document, 

the information output by the HTML parser is illustrated in Figure 3.9.

We explain the ou tpu t as follows (we give an example after the description of 

the output):

H T M L  M e ta  In fo rm a tio n  The following HTML tags as well as associated tex t
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HIM! F'ii >01

Figure 3.9: HTML parser output.

are stored to aid keyphrase ranking:

•  H R EF links (<a>). Links inside one docum ent are endorsements to  the 

pages they  point to; the referenced docum ents most likely have contents 

th a t are related to  the topic of the source document. Thus the tex t of 

hyperlinks in HTM L document is deemed useful.

• Bold/B ig font (<b>, <big>). The author of a  HTM L document usually 

stresses certain tex t by making it in bold or bigger font. Hence tex t 

rendered by such form atting is more likely to  be related to the document 

topic.

• Head tags (<hl> to  <h6>). Head tags are used to structure the HTM L 

document, and they usually function as the headings of sections of text. 

Therefore they  can deliver im portant topical information.

• Title. Content enclosed by the title tag  of the HTML document normally 

reveals the main them e of the document.

N -g ra m s  c a n d id a te s  Term (word) sequence is also known as n-gram where n 

denotes the length of the phrase. For example, “inform ation retrieval” is a 2- 

gram  while “experim ent” is a 1-gram. N-grams as well as their corresponding 

occurrence frequencies are calculated by HTM L parser. This is carried out in 

a case-insensitive m anner. The n-grams generation process can be described 

as follows:

1. During the first pass, HTML parser extracts tag tokens which correspond to  the
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text enclosed in each pair of tag elements. For example, there are in total 4 tag 
tokens in the following HTML snippet:

<hl>Abstract</hl><p>This is parti.</p><hl>Introduction</hl><p>Here 
goes introduction.</p>

In the meantime, HTML parser also calculates the frequencies for all 1-grams. 
Stop words and terms consisting of all non-alphabets are discounted from 1- 
gram.

2. Each tag token is further broken up into sentences by identifying sentence bound­
aries (e.g., punctuation marks such as and new lines).

3. Apostrophes along with other symbols listed below are replaced with spaces in 
sentences.

VOO/ \“”' - { } < >  (Vis  tab)

4. N-grams (20 > n > 2) and their occurrence frequencies are generated based 
on each sentence by a pass through all extracted tag tokens. Extoken uses a 
window structure as in [47] to extract n-grams. For instance, from sentence 
“web document clustering”, we can generate two 2-grams: “web document” 
and “document clustering”, and one 3-gram: “web document clustering” . Next, 
pruning is carried out. First, trivial n-grams (n-gram occurring only once in 
document) are discarded. Second, only the maximal length n-grams are kept. 
Maximal length n-gram is defined as n-gram that has no other n-gram of the 
same occurrence that subsumes it. For example, if “computer science” and 
“computer science department” both occur 4 times, “computer science” won’t 
be of maximal length.

C ap ita lized  P h rases  Capitalized phrase is defined as n-gram (2 <  n <  10) with 

each word meeting one of the following criteria:

1. The first letter is capitalized.

2. The whole word is uppercase.

3. Neither of the above two but the  word is in the following set:

{ “o f ”, “on” , “at”, “and”, “k ”, “the”, “f o r ”}

For instance, “International Business M achine” and “Departm ent of Com puter 

Science” are both capitalized phrases. However even when a phrase meets the 

above requirements, it may not be a desired capitalized phrase. For example, 

in “Actually I do ...” , “Actually I” is not desirable, although it is legitim ate 

according to  the above rules. A num ber of heuristic rules were developed to 

improve the algorithm to better handle situations like this.

Suppose we have a HTML document as follows:
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4 Title: K eyphrase  Extraction

H 2: K eyphrase  Extraction 
H3: R eference___________

“j Bold P h ra s e s : K eyphrase extraction

Link Text: K eyphrase Extraction in W eb Mining

Capitalized P h ra s e s :K evphrase Extraction. 
W eb Mining

HTML P arse r

N-grams ( occurrence frequencies >1): 
Extraction (4), Keyphrase (4), text (3)

Figure 3.10: HTM L parser output example.

<title>Keyphrase Extraction</title> <h2>Keyphrase Extraction</h2> 
<b>Keyphrase extraction</b> is the process of topical phrases 
identification, in the text document. Keyphrases can be used in a 
variety of purposes, including summarization of text, labelling 
and text clustering. <h3>Reference</h3> <a
href="http://webmining.org/paper.html">Keyphrase Extraction in Web 
Mining</a>

Figure 3.10 shows the parsing result of running the HTML parser on the above 

HTML snippet. The number in the parenthesis associated with each “N-grams” 

phrase is its occurrence frequency.

3 .3 .2  C a n d id a te  P h ra ses  Id en tifica tio n

Based on the ou tpu t from HTML parser, Extoken performs the following procedures 

to collate results:

1. F in d  p ro m is in g  c a p ita l iz e d  p h ra s e s . Extoken uses the following rules to  

identify promising capitalized phrases:

•  C apitalized  phrases appearing  in headers.

• Capitalized phrases in bold/large fonts.

•  Capitalized phrases contained in hyperlink text.

2. C le a n  o u t  n -g ra m  c a n d id a te s  (n >  2). Stop phrases are filtered out. Stop 

phrases are n-grams tha t are completely comprised of stop words. Trailing
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Formula Name Abbr.

K x H i  +  { 1 - K ) x  ( j * - )
J  m a x

K  V  U  1 f l  V  i  +  l o g / i

HTML-aided Augmented Normalized Term Frequency 
HTML-aided Normalized Log 

Normalized Frequency

HATF
HLOGN
FREQ

K x n , \ (  i A ) x 1+log/BK

/  m a x

Table 3.1: Keyphrase weighting schemes.

stop words are also trim m ed for n-grams. If after the trimming, n-gram (n > 

2) becomes 1-gram, it should be discarded since 1-grams have already been 

processed separately.

3. R e a d ju s t  th e  o c c u rre n c e  fre q u e n c y  o f  n -g ra m  (n >  2). This is to handle 

the following scenario: if the document has three “a b c” , two “a b d” and one 

“a  b” , before the readjustm ent, the frequency count of “a b” is 6. This step 

would adjust its frequency count to  1.

4. M e rg e  1 -g ra m  a n d  n -g ra m  (n  >  2). Redundant 1-grams as well as 1-grams 

w ith occurrence frequency less than  2 are discarded. Redundant 1-gram is 

defined as 1-gram th a t is not of maximal length; this means there is at least 

one n-gram (n >  2) th a t subsumes this 1-gram and has the same occurrence 

frequency. The rationale behind this step is th a t if whenever a particular word 

appears, it appears in a  word sequence, it is most likely th a t the word itself 

only serves as a p a rt of the word sequence as a whole.

5. H a n d le  in fle c tio n a l m o rp h o lo g y . In particular, Extoken converts plural 

to  singular for 1-grams and recalculate the occurrence frequency for the term. 

For instance, if cats has a frequency of 3 and cat occurs 2 times, Extoken 

removes the entry for cats and bumps up the occurrence frequency of cat to

5.

3 .3 .3  K ey p h ra se  R an k in g

Keyphrase ranking gives scores to  keyphrases based on their within-document fre­

quencies and relevant HTML m eta information. Such a ranking system also allows 

Extoken be able to yield varying numbers of keyphrases. Extoken implemented 

three different keyphrase weighting schemes which are presented in Table 3.1. K  

(0 < K  <  1) is the coefficient th a t is used to adjust the weight attached to HTML
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m eta information associated with the phrase and normalized within-document fre­

quency of the phrase respectively. In the im plem entation of Extoken, 0.5 is assigned 

to K  which means th a t HTML form atting m eta information and normalized within- 

document frequency contribute to the final score of the phrase with equal weight. 

Raw within-document frequency is always normalized in our formula because we 

want to reduce the influence of occurrence frequency on the ranking score (if in 

document d, pi appears 20 times and pj  occurs 2 times, it does not necessarily mean 

th a t pi is ten times as im portant as pj).

H A T F  This keyphrase weighting scheme is inspired by A T  F I  formula [7]. /* is 

the num ber of tim es pt appears in the document and / max is the maximum 

frequency of any word in the document. Hi is the HTML m eta information 

score of phrase pi. Hi is defined as:

where Wf,,wc, wt ,w i,w h  are the relative weights associated with bold/large 

font, capitalized phrase, title, hyperlink tex t and heading respectively and 

bb,bt,bi,bh,bc are binary values indicating whether pi is in bold/large font, 

title, hyperlink text, heading and is capitalized phrase. In Extoken, Wb =  

2, wc = 3, wt =  5, wi =  2 and =  3. These values were obtained heuristically 

in our research and our experiments have proved th a t they work very well. 

For instance, if “Com puter Science” appears in bold font and heading and 

occurs 3 tim es and the maximum frequency of any word in the document is 8, 

Extoken calculates the score for “Com puter Science” as follows: F irstly

bbWb +  bcwc +  btWt +  b[W[ +  bhWh 1 x 2  +  1 x 3  +  0 x 5 4 - 0 x 2 - 1 - 1 x 3

(3.1)

m ax
|  =  0.375

m ax  o

secondly

2 + 3 + 5 + 2 + 3
=  0.53

Wb +  wc +  Wt +  Wj +  Wh 

So finally we have

0.5 x 0.53 +  0.5 x 0.375 =  0.4525

as the HATF score of phrase “Com puter Science” .
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H L O G N  HLOGN is designed based on LOGN [4]. Logarithm is the other common 

technique used in IR  to normalize raw term  frequency. Hi in its formula is 

calculated in the same way as in HATF. Using the same example tha t we 

used for HATF, we can calculate the HLOGN score for “Com puter Science” 

as follows: First
=  i i H  =  0 68

1 +  log fmax 1 +  2.1 

second (this is the same as in HATF)

Hi =  0.53

Finally the HLOGN value is

0.5 x 0.53 +  0.5 x 0.68 =  0.605

F R E Q  In  this scheme, HTML m eta information is not used and the weighting 

scheme is solely based on normalized frequency of the phrase. This scheme is 

m ainly provided as a comparison to  the other two as we wanted to compar­

atively study how HTML-aided m ethod stacks up with traditional statistics 

based m ethod.

3 .3 .4  W o rd N et and  S n ip p et B a sed  E xp an sion

In this research, we were mainly interested in the application of keyphrase as a 

technique in the context of query-specific Web page clustering. Thus according to 

the characteristics of the application, we introduced WordNet and search engine 

generated snippet into Extoken to  expand the keyphrase output.

W ordNet [46] is a lexical reference system th a t distinguishes itself from conven­

tional lexicon by the fact tha t it is organized by semantic relations. Word meaning 

in W ordNet is represented by synonym sets which are called synsets. Different rela­

tions between synsets form the network structure of WordNet. The most common 

relations used in W ordNet include synonymy, antonymy, hyponymy, and meronymy. 

Since synonymy and hyponymy are used in Extoken, we need to  describe them  in 

further details here. The definition of synonymy is described as [46]:

two expressions are synonymous in a linguistic context C if the substi­

tu tion of one for the other in C does not alter the tru th  value.
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For instance, auto is synonymous to car. Obviously synonymy is symmetric. Hy­

ponymy represents the “x is a kind o f  y" relation between words. Hyponymy is 

asymmetrical so x  is a hyponym of y while y is a hypernym of x: e.g., canine is a 

hypernym of dog and dog is a hyponym of canine.

W hen Extoken is used in the application of query-specific document clustering, 

user query is known to the system. If the  query term s are provided as an input pa­

rameter, Extoken will consult W ordNet for synonyms, hypernyms and hyponyms of 

the query as a whole and its individual components. Extoken notes all the synonyms, 

hypernyms and hyponyms appearing in the processed document and appends them 

to the result of the ranked keyphrase ou tpu t as the source for document clustering 

processing.

In the context of query-specific Web docum ent clustering, a query subm itted  by 

the user depicts the topic of interest to  h im /her. So by finding the synonyms of the 

query term s in the returned documents, we can potentially highlight the parts of 

the documents from the orientation of the user’s interest. Moreover we can extract 

the relevant portion of the documents th a t may be deemed “irrelevant” because 

of the use of different vocabularies of the same topic. H ypernym s/hyponym s of 

query term s take the sense of the query term s to  a more general or specific level 

of concept. For example, if the user queries “dog” , the hyponyms of “dog” such as 

“pooch” , “poodle” can be very interesting to  the user. The vocabulary comprised 

of synonyms, hypernyms and hyponyms of the user query term s is of great interest 

to  the user. For one thing, it will help users who want to know more about the 

document having the vocabulary, and for another by stressing the  words th a t are 

of no interest to  users, they can quickly discard it without further perusal. So 

if the query term  is polysemous, by exposing the words th a t have the  sense not 

intended by them , users can disregard the corresponding documents immediately. 

By getting the synonyms, hypernyms and hyponyms of the query term s, we enable 

Extoken to take the user’s information need into account when extracting topical 

phrases. Therefore the document representation composed of keyphrases is tailored 

to the interest of the query subm itter, which can potentially transla te  into better 

clustering results.

W hen the query is sent to Google, along with the ranked list we also receive
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snippets associated with each document. A snippet is an excerpt from the returned 

result document th a t contains the query terms. It shows the context in which the 

query terms appear in the document [29]. The snippet actually provides text in the 

proximity of the query terms. Text around the appearance of the query terms often 

contains information relevant to  the query. Therefore Extoken also takes snippet as 

an optional input param eter. Extoken processes the snippet as follows: First the 

snippet is broken up into sentences by using the same m ethod th a t we discussed in 

section 2; second, for each sentence, Extoken extracts non-stopword terms (1-grams) 

and capitalized phrases and these phrases are defined as snippet vocabulary; lastly 

Extoken appends snippet vocabulary to the ranked keyphrase output.
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C hapter 4

Categorizer
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4.1 O verview

Categorizer is a Web clustering search engine prototype that we designed and im­

plemented in this research. Categorizer was developed to dem onstrate the utility of 

document clustering technique in the context of the World Wide Web. It is different 

from other traditional Inform ation Retrieval systems, because it is designed to be 

functional on the Web which contains vast amount of heterogeneous and unstruc­

tured information. Categorizer can be classified as m eta search engine in the family 

of Web search engines. It does not have its own indexes. Instead it processes the 

search results returned from the search engine Google [27]. The reasons why we 

choose Google as the back-end search engine can be summarized as follows:

• Google is currently one of the  best search engines and also the m ost popular 

search engine according to  Appendix D. Since our research interest is the per­

formance of document clustering on the Web, when it comes to  comparing the 

effectiveness between traditional ranked list results and clustering solutions, it 

is meaningful and fair for us to  use the most effective and popular one as our 

back-end search engine;

• Google provides SOAP-based APIs as a program matic way for users to  search 

[28]. Since search engines always redesign their search result form at interface, 

one of the biggest problems of the traditional way of parsing search results 

from Web pages is th a t parsing program  has to  be m aintained on a regular 

basis in order to  be in of sync with the  search result Web page form at change. 

So using these APIs makes our program  more robust and easier to  m aintain.

Web search engines tend  to return  thousands of results in response to  a query. 

Among the long list of returned Web documents, only some of them  are actually 

relevant to  users’ information needs. Hence it is often a frustrating and painstaking 

undertaking for users to single out relevant items by wading through the ranked 

list. Possibly because of this, users seldom view results beyond the  first page [38]. 

The aim of Categorizer is to  improve the effectiveness and efficiency of the process 

by clustering Web documents. It organizes the returned document list into groups 

which represent conceptually related topics. Therefore it can potentially  help users 

skip unrelated items and focus on relevant document groups.
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Figure 4.1: Flowchart of Categorizer

Figure 4.1 shows the flowchart of Categorizer. W hen Categorizer receives the 

query from the user, it performs the  following procedure:

1. Forward the query to search engine Google and ask for the specified number 

of top-ranked pages;

2. C luster the retrieved pages based on the specified page representation scheme 

(i.e., Key Phrases, Full Text or Snippet). For “Key Phrases” , we use Extoken 

algorithm  to extract the key phrases from the Web pages. HATF ranking 

scheme is used because in our experimental study, HATF and HLOGN both 

outperform ed FR EQ  and the difference between them  was not statistically 

significant (see Chapter 5 for more details about the experim ental results).

In the  following sections, we give an example of using Categorizer followed by 

the description of system design of Categorizer.

4.2  A n E xam ple o f U sin g  C ategorizer

 .................. .............................. ................................................. ........ jd
• -V w-:*- ., ; . . . . .  f  f. ' ■ • M e f i v * \  - .. , i j

Figure 4.2: Categorizer Search Page
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The search page of Categorizer is shown in Figure 4.2. It is quite simple and 

straightforward. Key elements of the page have been labelled in the figure:

a. Query input box. The user inputs h is/her query here. Since the query will 

be dispatched to  Google first, it follows the same rules as required by Google. 

Basically query term s can be any descriptive words. Terms are separated by 

blank spaces. Refining or narrowing search is as simple as adding more words 

to the search term s th a t have already been entered.

b. The number of URLs to  be retrieved. This is the number of top-ranked URLs 

in the query result returned from Google th a t will be clustered. The default 

is 100. For faster response, users can decrease the number.

c. The number of clusters. We acknowledge th a t requiring this param eter could 

cause confusion to  users since it is not obvious what num ber to  put there. 

However, as we discussed in section 2.5, although we can easily change our 

partitional clustering algorithm  to yield hierarchical results, we intentionally 

choose not to do so. Bringing in hierarchical result entails effort from users to 

sift through the tree-like structure  to  find a good cluster which has a dense set 

of “useful” Web pages. Our research goal here is to  investigate the effectiveness 

of the plain simple flat clustering solution without the complication of visually 

more complicated form (i.e., dendrogram). Generally speaking, accepting the 

default which is set to  5 is a reasonable choice for most situations.

d. Source of clustering. Users can specify different sources of clustering: Keyphrase, 

Full Text and Snippet:

• Keyphrases. Keyphrases are generated by the Extoken algorithm  (Sec­

tion 3.3) which extracts keyphrases from the original Web document.

•  F u ll T ex t. The full textual content of the original Web document (mul­

tim edia content such as images, graphics, audio and video are not taken 

into account).

• S n ip p e t. It refers to  the summarization of a Web page in the search 

result returned from the search engine. In the search result of Google, it 

is defined as “an excerpt from the returned result page with your query
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term s bolded. These excerpts let you see the context in which your search 

term s appear on the page, before you click on the result.” [29].

e. Query history. Users can view what has been queried in history through here. 

W hen this bu tton  is clicked, a new page will pop up showing a list of history 

queries th a t have been subm itted to the search engine recently. This history 

is obtained by querying the local cache database.

Suppose the user subm its query “David Copperfield” to Categorizer. The clus­

tering results are shown in Figure 4.3. The page provides an integrated interface 

where users can navigate the results w ithout having to switch between different 

browser windows. The result page has a  frame consisting of two panes. Initially the 

right pane shows the flat list of ranked URLs returned from Google in response to 

the query (in this case, it is the ranked list of URLs for query “David Copperfield”). 

The left pane of the frame displays a  tree-like structure th a t users can navigate to 

examine the  clustering results. The top-m ost node represents the query upon which 

the clustering solution is generated. The num ber in the parenthesis associated with 

the node indicates the to ta l num ber of URLs th a t have been processed. Usually it 

is a num ber a  little b it less than  the num ber specified by the user in the  query input 

page, because some URLs may not be available a t the query tim e or the type of 

documents corresponding to the URLs are not processable to  Categorizer (e.g., MS 

Excel docum ent). The folder nodes nested right below the top-m ost one stand  for all 

the ou tpu t clusters. The num ber associated w ith the internal folder node tells users 

the num ber of Web pages th a t the cluster contains. The top five m ost frequently 

used non-stopword term s inside each cluster are used as the label for the  cluster. 

They function as the visual hint telling users the topic of the respective cluster. In 

order to  maximize the discrimination power, any term  appearing in more than  one 

cluster is discarded. We choose this way to summarize the content of the  cluster, 

because it is succinct, direct and easy to implement. The similar mechanism was 

also implemented in the S ca tte r/G ather system to render the topical term s [9]. We 

would like to  point out th a t clustering node labelling warrants further research in its 

own right. Users can expand the internal cluster nodes by clicking it. The leaf nodes 

nested under the cluster nodes represent Web documents contained in clusters. Each
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leaf node is visually represented by the title  of the Web page which is also a link to 

the actual Web page. W hen the user clicks the page link, the corresponding Web 

page will be loaded in the right pane. The page titles corresponding to the Web 

pages also work as a more detailed view of the content of the cluster.

Through browsing all the generated cluster nodes, the user can gain an overview 

of the result of the query “David Copperfield” . They can easily perceive the different 

angles of the subject defined by the query. The five clusters approach the same 

subject through distinct orientations: magic (famous magician David Copperfield), 

novel (the classic novel authored by Charles Dickens), video (movies adopted from 

the novel) and show tickets (magician David Copperfield’s show in Las Vegas). After 

users decide which sub-topic they are tru ly  interested in, they can expand the cluster 

folder to view the related Web pages w ithout having to spend tim e going through 

irrelevant pages digging for their “nuggets” . If they want to  know more about the 

show in Vegas, they may want to  expand the fifth node. By looking through the 

page titles under this node, they can quickly find th a t the fourth document seems 

to  have the information they  are looking for. W hereas in the ranked list provided 

by Google (the right pane in Figure 4.3), because this page is placed as the 26th 

ranked URL, users won’t  be able to  find it easily.

4.3  S ystem  A rch itectu re and D esign

A high-level system architecture of Categorizer can be illustrated by Figure 4.4. 

Categorizer comprises three m ajor components: P ro c e s s in g  U n it , W eb  U se r  

In te r fa c e  and C o o rd in a t in g  U n it . Processing Unit is the back end processing 

center which downloads Web URLs to local disks, performs the m ajor computing 

task  of document clustering and form ats the clustering results. Web User Interface 

is the online Web site th a t accepts users’ queries, informs users the current sta tus 

of processing and presents the results to them. The Coordinating Unit bridges the 

communication between Processing Unit and Web User Interface. Each user search 

session can be briefly described as follows:

1. The user inputs the query and specifies searching param eters on the main 

query input page;
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2. User query as well as searching param eters are sent to the Coordinating Unit;

3. Coordinating Unit forwards the query to backend search engine (i.e., Google). 

It receives the search result and passes it to Processing Unit;

4. Processing Unit initiates downloading of Web pages when applicable. After 

th a t it preprocesses the Web documents and sta rts  document clustering. When 

document clustering is finished, it formats the clustering result;

5. W hen Processing Unit is working on the Web documents, Coordinating Unit 

periodically checks its progress. The status will be reported to  the user. When 

Processing Unit is done, Coordinating Unit will send the clustering result to 

Web User Interface;

6. Web User Interface pushes the clustering result represented by a visual folder- 

tree back to  the user;

7. The user browses the clustering result and finds w hat he/she is seeking.

We will further discuss each of the three m ajor modules in the following subsections.

4 .3 .1  P ro c ess in g  U n it

Processing Unit embodies four modules: download agent, document preprocessing, 

document clustering engine and d a ta  transform ation.

D o w n lo ad  A g e n t

Users are given three choices when they submit queries (see Figure 4.2). These 

choices give users the freedom to specify from which source document clustering 

will be performed . Among the three different sources, snippet is the best in term s 

of time efficiency. No separate downloading is needed since snippets come with 

the search result returned from Google. Moreover, because lengths of snippets 

are substantially shorter th an  their corresponding Web pages, it is much faster to 

cluster them. However, generally speaking the efficiency gain for snippets is a t the 

cost of effectiveness. The clustering result based on snippets is inferior to  th a t of full 

document and extracted keyphrases according to our experiments. We will further 

discuss their comparative performance in the next Chapter.
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W hen the whole documents are required (i.e., users opt for either “full tex t” or 

“keyphrases”), Web Document Download Agent will be invoked by Processing Unit. 

Web Document Download Agent can retrieve files using HTTP, H TTPS and F T P  

protocols. The working process of the Download Agent can be described as follows:

1. Parse the individual URLs from search query result fed by Coordinating Unit;

2. Check the types of documents represented by the URLs and reject those 

th a t are not supported by the system. Currently Categorizer can only ac­

cept HTML and plain tex t documents. So other types of docum ents indexed 

by Google such as PD F, PostScript, MS Word documents will be filtered out;

3. Consult with local cache database and download the Web docum ents when 

necessary (see Appendix B for a detailed description of the optim ization for 

this step).

Once the  Download Agent finishes downloading, document preprocessing will be 

started.

D o c u m e n t P re p ro c e s s in g

Docum ent Preprocessing module takes different steps to  process downloaded Web 

docum ents based on the desired source of clustering (i.e., “Keyphrases” , “Full Text” 

and “Snippet” ) specified by users.

K e y p h ra s e s  The Extoken algorithm  is applied to the document to  ex tract the 

keyphrases. In the output of Extoken, each extracted keyphrase is weighted by 

a  score (this shows how im portant Extoken thinks the phrase is in expressing 

the  topic of the Web page). In  order to  let clustering algorithm  “understand” 

the  weighting score, some sort of transform ation needs to be done. We take the 

IR  view th a t a document is a “bag of words” , so the occurrence frequency of 

the term s reflects the im portance of the term s in the context of the document. 

As we discussed in section 2.4.1, vector space model is the m ost popular model 

used to represent documents in document clustering. VSM is also used in our 

Web clustering engine. In light of this, it is intuitive and in terpretable for 

us to  simply translate the weighting score directly into term  frequency. The
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ranking score r(k)  associated w ith each keyphrase A; is a floating-point number 

th a t is between zero and one. The translated frequency f ( k )  of keyphrase k 

can be obtained in the following way:

f ( k )  =  round{r{k) x 10) 0 <  r{k) <  1 (4.1)

where round() is a function th a t rounds floating-point num ber to integer. For 

example, if r ( k ) is 0.36, f { k )  will be 4. By doing this, the relative importance 

of different keyphrases is preserved and it is interesting to see how this can be 

used to enhance traditional clustering algorithm. In the next Chapter, we will 

take a close look at how our keyphrase-based artificial term  frequency stacks 

up to  the genuine term  frequency in the scope of Web docum ent clustering.

F u ll T e x t a n d  S n ip p e t Since clustering algorithm does not understand HTML, 

the first step is to strip  off HTML tags from Web documents. After that 

stop words are taken out in order to  reduce noise. Except for the common 

stop words used in traditional IR  system (e.g., and, the, ...), owing to the 

characteristics of the Web, we supplemented the stop list with Web unique 

stop term s (e.g., email, contact, www, ...). As a standard  term  normalization 

process, stemming is also performed (the famous Porter stemmer  [51] is used). 

Stop words removal and stem ming were discussed in section 2.4.1.

For brevity’s sake, in the following we will refer to  the keyphrase-based artificial 

term  frequency and full tex t as keyfreq and fulltxt respectively.

D o c u m e n t C lu s te r in g  E n g in e

Partitional clustering algorithms were considered “inappropriate” for clustering search 

result due to  their requirement of some a priori param eters [61]. The most common 

one is the number of desired clusters. However we believe a flat s tructu re  provided 

by partitional clustering can be as good as a hierarchy in term s of using clustering 

to represent the search result ou tput. As we will reveal in the  following sections, 

although there is no specific value th a t is always optim al when it comes to  the 

num ber of clusters, it is not difficult to come up with some ranges which generally 

perform somewhere near the neighborhood of the optimum result. Though a hi­

erarchy structure naturally  avoids the requirement of forcing users to specify the
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number of clusters to output, it actually shifts the burden to the user side partly. 

Users will have to  go through the tree to find the nodes tha t contain relevant in­

formation. In practice, it is often more difficult to browse a multi-level taxonomy 

than  a flat one-level clustering especially as labelling clusters properly is still a chal­

lenging research problem. Due to  the m ulti-aspect nature of text documents, even 

when we have a hum an-edited well-defined taxonomy (e.g., Yahoo! [35]), documents 

can intrinsically belong to more than  one categories. Instead of sifting through the 

ranked document list, users have to  wade through the taxonomy to  find relevant 

documents. Considering the problem s of autom atically generated node labels and 

clustering errors, it is not hard  to  imagine th a t browsing hierarchy could poten­

tially become a frustrating retrieval process itself when the user gets disoriented 

navigating it. Lastly, hierarchical clustering is very effective for information reduc­

tion. However due to  the response tim e constraint imposed by the interactive nature 

of query-specific clustering, typically only a small number of documents (no more 

than  several hundred) need to  be clustered. Therefore it is also unnecessary and 

inappropriate to  use hierarchical clustering.

We want to  caution th a t our point is not one-level flat structure is superior to 

multi-level dendrogram. However given the relatively easy concise presentation it 

poses, flat clustering solution is definitely a promising approach we should further 

study. Probably the best way to organize documents is to  wisely choose when to  use 

hierarchy and when not to. For example, when there are “too m any” documents 

nested in one node we probably should consider splitting it into another level of 

clustering in order for the users to  browse more easily.

VSM (Vector Space Model, covered in section 2.4.1) is used to represent the 

docum ents in this research. We chose a variant of vector-space K-M eans clustering 

algorithm , bisecting K-Means, as our clustering algorithm th a t powers the  clustering 

system. This algorithm  was first presented in [60]. We used this algorithm  because 

of the high-quality clustering solutions generated by it in traditional IR  document 

collections reported in previous studies [69, 60, 70]. Previous experim ental studies 

have shown th a t this algorithm  outperform ed popular hierarchical agglomerative 

algorithm s (e.g., UPGMA, single-link, complete-link) and some other partitional 

algorithm s both in outputting hierarchical presentation [70] and in producing flat
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partitions [69, 60].

The K-Means algorithm can be deemed as an optimization process driven by a 

clustering criterion function [69]. Since the goal of K-Means algorithm is to maximize 

the similarities between documents and the centroid of the cluster where they are, 

the criterion function to optimize can be represented by the following (We use cosine 

measure for similarities between document vectors) [70]:

k
£  £  cos{di,Cr ) (4.2)
r = l  d i € S r

where k is the number of clusters generated, S r denotes the nth cluster, dl is the ith  

document in Sr and Cr defines the centroid of S r . See formula (2.5) for calculation 

of cosine measure between document vectors.

The K-Means clustering algorithm  with bisections can be described as follows 

[60, 70]:

Bisecting K-Means Algorithm

1. Select a cluster to split.

2. Use K-Means algorithm to bisect the cluster into two sub-clusters.

3. Sub-clusters refinement. Randomly visit each document in the cluster. If assigning 
the document to the other sub-cluster can optimize (improve) criterion function (4.2), 
move the document to the other sub-cluster. Repeat step 3 until the criterion function 
can’t be improved any more.

4. Iteratively repeat step 1, step 2 and step 3 until the desired number of clusters are 
produced.

For cluster selection scheme, we opted to select the cluster whose bisection would 

optimize the value of function 4.2 the most.

Because the clustering solution is sensitive to  the seed documents picked, bi­

secting K-Means, like other partitional clustering algorithms, is nondeterministic. 

However previous experimental studies ([69, 60]) show K-Means via bisecting can 

consistently output relatively good results. Moreover bisecting K-Means offers low 

com putational requirement. The tim e complexity is 0 ( n  logn).

Document ranking w ithin a cluster node retains its original ordering in the 

ranked title list returned from the search engine (i.e., Google). So when d\ pre­

cedes d2 in the top-ranked list, d\ will still be ahead of e?2 if they reside in the same 

cluster.
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The high degree of independence between all the components in the system also 

allows other clustering algorithms be plugged in easily if needed.

D ata Transformation

This module prepares the clustering solution da ta  th a t is generated by document 

clustering engine for Web User Interface module. The document clustering engine 

outputs clustering result in a raw and generic format (thus the d a ta  can also be 

easily used in other applications, e.g., our experimental testing script). In order for 

the script on client side to  easily render the clustering solution, the raw ou tpu t result 

has to be reform atted to let the script read. Besides, the transform ation process also 

calculates other required information based on the clustering ou tpu t for the client 

(i.e., ranking of the cluster nodes as well as the  ordering of documents located in 

the same node, tex t for labelling the  cluster node).

4 .3 .2  W eb  U ser  In terface

This part of the system is visible to  the user. Web User Interface accepts a query 

from the user and send the result back to  h im /her. It is built with HTM L pages and 

CGI scripts. The interface is similar to  m ainstream  search engines. T he designing 

philosophy behind the system is to  minimize the  tim e th a t it would take for users 

to  learn how to  use the system. As Resnick and Lergier pointed out [53]:

People are very focused on their overall goals and do not want to  focus 

on learning the search engine interface or even tailoring their queries to 

the design of a search engine they  are familiar with.

So by m aking the interface of our system  similar to popular Web search engines, we 

can not only save users valuable learning tim e but also improve the chance of users 

using it correctly.

The model of Web User Interface can be illustrated by Figure 4.5. Next, we 

examine the work flow of Web User Interface module as labelled in Figure 4.5:

1. The user submits query on search page. Figure 4.2 shows the search page th a t 

receives user queries and searching param eters.
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Figure 4.5: Web User Interface Model

2. Web User Interface on Web server side forwards the query to Coordinating 

Unit to  s ta rt processing;

3. Coordinating Unit informs Web User Interface module of progress of the pro­

cessing performed by Processing Unit;

4. A tim er embedded in client side Web page triggers periodic sta tus query sub­

mission through CGI. Because H T T P protocol is “stateless” , in order to  iden­

tify each query session, a session ID is created when user query is subm itted. 

W hen client polls the server for sta tus information, session ID is used to  iden­

tify the client. Thus Categorizer is able to support multiple users sim ultane­

ously;

5. CGI modules on server side retrieve the sta tus information based on session 

ID and push the da ta  back to  the client side. Script on client side Web page 

renders the progress sta tus to keep users informed. Figure 4.6 is a snapshot 

of the Web page th a t shows users the sta tus of processing progress.

6. Coordinating Unit notifies Web User Interface th a t the document clustering 

is done and sends the result to it;

7. CGI modules on server side push the clustering solution to client side and 

script in client side Web page displays the clustering result to the user.
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Figure 4.6: Web page th a t shows the progress of a query processing

4 .3 .3  C o o r d in a t in g  U n i t

Coordinating Unit works as the interm ediate between Web User Interface and Pro­

cessing Unit. Its main functionalities can be summarized as follows:

• Accept user query and other search param eters (i.e., desired source to be 

clustered, the number of top ranked Web pages to be retrieved) and dispatch 

the  query to Google;

• Forward search result from Google to  Processing Unit and inform Web User 

Interface the current processing sta tus of Processing Unit. Thus Web User 

Interface can visually indicate to  the user which page is being downloaded and 

how much work has been done;

• W hen clustering is done, Coordinating Unit will be notified and it is its job 

to  push the results to the Web User Interface.
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Chapter 5

Performance Analysis
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Because our research focused on the keyphrases extraction algorithm Extoken 

and its application in query-specific document clustering, naturally  the experiments 

we did can be divided into two parts: evaluation of Extoken per se and experimental 

study of keyphrases application in query-specific document clustering on the Web.

5.1 K eyphrase E xtraction  P erform ance E valuation

Previous work on autom atic keyphrase extraction evaluation either relies on human 

judgem ent or calculates the overlap between author-assigned keyphrases which come 

with the documents and keyphrases extracted by the system th a t is being evaluated 

([62, 66]). In  this research we decided not to  use these traditional m ethods because 

of the following reasons:

1. Hum an judgem ent brings subjectivity and individual bias to  the evaluation. 

Additionally it is often hard for other researchers to  validate and reproduce 

the evaluation results.

2. We are interested in Web document keyphrase extraction; however unlike aca­

demic journals, m ost Web documents do not have author-specified keywords. 

Even when keywords are present in the m eta tags of HTML documents, they 

are often misleading and imprecise due to  reasons m entioned in section 1.1.2.

In our research, a m ethod called “how-Google-thinks-of-them” is used to judge if 

the extracted keyphrases are “good” or “bad”. We believe th a t  if the keyphrases 

are good, they  should be able to  convey the main idea of the page. Furthermore as 

the  characteristics of the Web page, they can distinguish th is docum ent from others. 

Since Google now has de facto become the most popular search engine on the Web, 

we think if the keywords are good, sending the keywords to  Google should be able 

to  retrieve the original Web document among top results in the retu rn  list. In other 

words, the num ber of extracted keyphrases required to construct a query tha t can be 

used to retrieve the original Web document as well as the  ranking of the document 

in query return  can be used as objective measures to gauge the effectiveness of the 

extracted keyphrases. This evaluation model is very similar to  the “content-based 

addresses” idea proposed by M artin and Holte [44]. In their research, M artin and 

Holte presented a m ethod th a t could extract words and phrases from the target

68

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Web page th a t were used to construct a query to A lta V ista retrieving the original 

page in the top-10 search results. They call the query “content-based address” . The 

true URL of the Web page can be invalid due to the move of the page, however the 

“content-based addresses” can always retrieve the Web page as long as it is still on 

the World Wide Web and indexed by the search engine.

We believe the quality of extracted keyphrases should be evaluated in the context 

of the application of the keyphrase extraction algorithm. It is difficult and possibly 

of little meaning to just evaluate the quality of the keyphrases per se. There­

fore the “how-Google-thinks-of-them” m ethod actually evaluates the effectiveness 

of keyphrases extracted by the Extoken algorithm  in the context of “content-based 

address” . In section 5.2 we will evaluate how effective the keyphrases generated 

by Extoken are when they are used in the domain of query-specific Web document 

clustering.

5.1 .1  E x p er im en ta l D a ta

Because we are interested in keyphrase extraction for the Web documents, we col­

lected our experimental document set from the Web. In order to  evaluate the 

effectiveness of the  keyphrases generated from Extoken algorithm  in an unbiased 

manner, our collection of documents is comprised of Web documents coming from 

different sources and covering different subjects. Thus we can minimize the pos­

sibility th a t the experimental results are distorted by certain characteristics of a 

particular group of HTM L documents. All Web documents in the collection were 

downloaded according to  their respective URLs. The URLs were obtained from the 

following two sources:

Yahoo!  W e b  D ire c to ry  [35] To cover different subjects, we randomly selected 

2 URLs from each of the top categories in Yahoo Web directory. So in total 

we got 14 x 2 =  28 URLs. However a potential problem with these URLs is 

th a t most of the URLs in Yahoo directory are either Web portals (including 

home pages of organizations, companies and universities) or resource collection 

types. To compensate this bias, we also have the other category of URLs.

T R E C  W eb  d o c u m e n ts  d a ta s e ts  [23] Two steps were adopted to get the URLs:
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1. We random ly picked out 24 topics (each topic consisting of several words 

briefly describing a subject) from TR EC  Web Test Collections and con­

structed  query from the topic by removing stop words.

2. In order not to be biased by any specific search engine, we sent the 24 

queries to three popular search engines: Google [27], AskJeeves [24] and 

MSN [21]. We then random ly chose 2 URLs from the top 50 results for 

each query. Because we would check the ranking position of the URLs 

in Google later, the only condition the URLs have to meet is tha t they 

should be indexed by Google (of course these URLs have to be nothing 

but HTM L docum ents). So We obtained another 3 x 24 x 2 =  144 URLs 

from this category.

We then downloaded all the Web documents corresponding to the URLs (frameset 

was handled by recursively downloading all pages embedded in the fram es). There­

fore in to ta l the experim ental dataset contains 28 +  144 =  172 Web documents. We 

give each page an unique page ID number. The ID num ber ranges from 1 to 172.

5 .1 .2  E x p er im en ta l M e th o d o lo g y

For each of the docum ent in the dataset, we first ran it through Extoken using 3 

different weighting schemes, i.e., HATF, HLOGN and FR EQ  (see section 3.3.3 for a 

detailed description of the  schemes), to  get top 10 ranked keyphrases. To eliminate 

the possibility th a t the  results are trivial, we also used another scheme, RANDOM, 

as a comparison. RANDOM  scheme simply random ly chooses non-stop words from 

the source docum ent. After th is step we acquired 4 keyphrases list corresponding 

to different schemes for each document.

For each keyphrases list {kpi ,  kp2 , ..., kpio} (kpn is the n th  ranked keyphrase) of 

the document whose URL is U, the following procedure was performed:

•  F o r  n  =  1 t o  10 d o

— Formulate a query by combining kpi , ..., kpn.

— Send the query to Google and retrieve the top-10 results.
— Record the position of U.

Because normally Google presents 10 search results for a query in the first result 

page as default, if the query comprised of keyphrases can retrieve the original page
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within top-10 results, we count it a successful retrieval. Hence the more successful 

retrievals the better the scheme is and the less number of keyphrases required to do 

a successful retrieval, the more effective it is.

5 .1 .3  E x p er im en ta l R esu lt

In the experiment, we explored the impact of different settings and options on 

results. Conceivably the more keyphrases we pu t into a query, the better chance it 

would have to  retrieve the original document in top-ranked results from the search 

engine. Thus when n  (n  is the  number of top-ranked keyphrases used in the query) 

is big enough, it does not m atter how the components of the query are chosen 

any more. Due to this reason, we picked out n  =  3 and n  =  5 to illustrate the 

experimental results. We observed the same patterns for other values of n  (in our 

research, we performed experiments for n  from 1 to  10 w ith an increment of 1).

“RANDOM” scheme is the baseline since it represents the way to retrieve the 

source document th a t merely depends on the num ber of term s from the source doc­

ument. We found when the value of n  is increased, the performance of “RANDOM” 

approaches the other 3 schemes which indicates th a t the  comparison of quality of 

keyphrases in term s of composing effective “content-based addresses” is less mean­

ingful; this is because the number of terms is able to  provide enough information 

for the search engine to  retrieve the original docum ent regardless of the quality of 

the terms with respect to  topicality. We chose to  present results for top-3 and top-5 

keyphrases here as representatives of the experim ental results because of the reason 

described above and the fact th a t results of other n  values exhibit the same patterns. 

Experim ental results are summarized in Table 5.1, 5.2 and 5.6.

Table 5.1 and Table 5.2 present the experimental results for top-3 and top-5 

ranked keyphrases respectively. Each row has the results for a document whose 

page ID is shown by the first cell. “1” is used to  indicates a successful retrieval in 

the table. The last row shows the total number of successful retrievals for different 

weighting schemes.

We used the Sign test (non-param etric test) to test the statistical significance of 

the results. The main reasons why this test is deemed appropriate for our experi­

mental results are the following:
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Page ID HATF HLOGN FREQ Random
1 1 1 1 1
2 0 0 0 1
3 0 0 0 0
4 1 0 0 0
5 1 1 1 0

172 1 0 0 0
Total 81 79 52 22

Table 5.1: Evaluation results of top-3 keyphrases from different weighting schemes

Page ID HATF HLOGN FREQ Random
1 1 1 1 1
2 1 1 1 1
3 1 1 1 1
4 1 0 1 0
5 1 0 1 0

172 1 1 0 0
Total 129 133 90.00 102.00

Table 5.2: Evaluation results of top-5 keyphrases from different weighting schemes

HATF HLOGN FREQ
top-3 <0.0001 <0.0001 0.0134
top-5 0.0232 0.0108 0.8392

Table 5.3: Significance levels for different weighting schemes (successful retrieval)

HATF HLOGN FR EQ
top-3 <0.0001 0.001 <0.0001
top-5 <0.0001 <0.0001 0.983

Table 5.4: Significance levels for different weighting schemes (ranking score)

HATF HLOGN
top-3 0.016 0.0232
top-5 0.0018 0.0006

Table 5.5: Significance levels for HATF, HLOGN
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Page ID
T op -3 Top-5

H A T F H L O G N FR EQ R andom H A T F H L O G N FR E Q R and om
1 46 21 44 48 50 48 44 48
2 21 21 35 46 48 48 50 44
3 38 21 11 38 49 48 41 48
4 43 21 4 16 50 48 43 6
5 46 21 49 1 47 48 43 36

171 37 3 28 19 49 45 35 28
172 44 3 34 37 44 45 34 37

Average 34.34 30.21 30.44 23.54 41.33 47.13 33.52 33.73

Table 5.6: Ranking scores for different weighting schemes

• The samples of our experiments are correlated (different weighting schemes 

were applied to  the same document sets).

• We can not safely assume th a t the population where the samples were drawn 

has a norm al distribution.

• The samples of our experiments were random ly drawn from the Web.

• We only care about the direction of the difference, i.e., the subject can either 

have a successful retrieval or not have a successful retrieval.

Table 5.3 shows significance levels a t which HATF, HLOGN and FREQ out­

performed RANDOM. HLOGN and HATF are significantly better than RANDOM. 

FREQ did not show significance for top-5 results, fn Table 5.5 we present signif­

icance levels a t which HATF and HLOGN outperform ed FREQ. We can see th a t 

keyphrase extraction algorithm  based on HTML form atting information (i.e., HATF 

and HLOGN) significantly outperformed simple statistics based approach FREQ. 

The two-tailed Sign test gave significance levels of 0.9393 and 0.8191 for the com­

parison between HATF and HLOGN for top-3 and top-5 results respectively, which 

means neither HATF nor HLOGN is significantly better than  the other. Due to the 

reason tha t we mentioned before (bigger n  value makes retrieving source page in 

top-ranked results easier), in Table 5.2, we can see th a t the gaps between different 

schemes shrink compared to Table 5.1. For example, in Table 5.1, in term s of to tal 

number of successful retrievals, HLOGN is 259.1% be tte r than RANDOM, but in 

Table 5.2, HLOGN is only about 30.4% better than  RANDOM. HATF is 55.8%
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better than FREQ for top-3 keyphrases, while for top-5 keyphrases, HATF is 43.4% 

better than FR EQ  for the to tal number of successful retrievals.

Table 5.6 shows the ranking scores of the test documents for different weighting 

schemes. The ranking score Sp of page P  is calculated as follows:

Sp = 50 — R p +  1

where R p is the ranking place of page P  in the ranked results returned from the 

search engine. Because we only use rankings w ithin top 50, for page th a t shows 

up after top-50 results, its ranking score is 0. For example, if a page appears as 

the  top-1 URL in the search result, its ranking score will be 50. If a page is the 

50 th ranked URL in the search result, its ranking score will be 1. So higher value 

of ranking score is better. Each row in Table 5.6 corresponds to  the results for one 

document except th a t the last row gives the results averaged over all documents. We 

used Wilcoxon signed-ranks test (also a non-param etric test) to test the statistical 

significance between different schemes in term s of ranking score. The reason why we 

do not use the Sign test is th a t for ranking score, we do care about the m agnitude 

of the difference between each pair of scores. From this table, we can see th a t in 

term s of average ranking scores, HATF and HLOGN again performed be tte r than  

RANDOM. Wilcoxon test showed th a t HATF and HLOGN are both significantly 

better than  RANDOM. The significance levels are given in Table 5.4.

From the results we presented, it follows th a t in our experimental environment, 

keyphrase extraction aided by HTML form atting elements analysis (i.e., HLOGN 

and HATF) significantly outperform ed simple statistics based scheme (i.e., FREQ) 

in term s of using keyphrases to  retrieve target Web documents from the search 

engine. The experim ental results also dem onstrated the  usefulness and applicability 

of the technique of using HTM L elements to help keyphrases extraction on top of 

lexical statistics. The effectiveness of extracted keyphrases is proven through the 

comparison between HLOGN, HATF, FREQ and RANDOM  schemes. On the other 

hand, the performance difference between HATF and HLOGN is not significant and 

hence it suggests HLOGN and HATF can be used interchangeably.
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5.2 Q uery-specific D ocu m en t C lustering E xperim ental 
R esu lts

Through experim ental evaluation we aim to achieve the following goals:

1. Compare the effectiveness of clustering based on documents represented by 

keyphrases (keyfreq) extracted from Extoken with the effectiveness obtained 

by clustering the whole documents (fulltxt) and document summaries (snip­

pet);

2. Compare the  retrieval effectiveness between query-specific clustering presen­

ta tion  and traditional ranked-list output;

3. Evaluate the  degree a t which the num ber of top ranked documents retrieved 

affects the clustering quality;

4. Examine how the number .of ou tpu t partitions affects clustering quality.

In the rest of the section, we first describe our datasets and experim ental m ethod­

ology, followed by the description of the experimental results and the discussion of 

the results.

5.2 .1  D o c u m e n t C o llec tio n s an d  R e lev a n cy  Ju d g em en t

Because we are interested in the performance of the clustering m ethod on the Web, 

we did not use standard  IR document collections. In our experiment, we built our 

document sets based on the search results of different queries (i.e., each document 

set was derived from saving the search results of a particular query to  Google). 

Because the initial retrievals were performed via Google, in the following sections 

when we speak of documents, we are referring to the Web documents corresponding 

to the URLs returned by the search engine in response to queries.

We in to ta l have 11 document sets. The process of getting these document 

collections is summarized as follows:

1. D efin e  th e  so u rc e  q u e rie s . Since the platform that we carried out our 

experiments on is the Web, we used the following guidelines to  define our 

queries:
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• Queries should cover different subjects in order to minimize the potential 

bias th a t could be caused by homogeneous document sets;

•  Queries should come from the real world instead of being crafted artifi­

cially in order to reflect the real information needs th a t exist;

• Non-trivial queries. We define trivial query as query reflecting informa­

tion need th a t can be easily fulfilled by conventional search engines. To 

be more specific, we are interested in investigating the cases when clus­

tering can be used to help and so we can find out if they do live up to the 

expectation or not. For example, if users are looking for the home page 

of CNN, chances are they can satisfy their information needs by simply 

typing “CNN” in Google.

In light of the above guidelines, we collected some of our source queries from 

the compiled popular keywords searched by users on m ajor search engines 

[18]. Interestingly enough, the chronically organized keywords ranking often 

exposes the characteristics of the period when the keywords were m ost popular,

e.g., recent trend  in pop culture, breaking news th a t happened then  etc. We 

picked out some queries from these popular words because we wanted our da ta  

to incorporate information needs th a t have a  contem porary flavor apart from 

the fact th a t they  are from the real world. Most of the other queries came 

from the log of our online Web clustering search engine prototype system (i.e., 

Categorizer). Since users of this system normally have some knowledge of what 

the system is and how it can help, the queries th a t they subm itted usually are 

either problems they hope this system can help them  with or information they 

can not easily get from conventional search engines. Query “salsa” actually 

was inspired by Zamir and Etzioni’s paper [67], We included this query simply 

because it is a typical example of when traditional search engines fall short;

2. C o n s tru c t  t h e  d o c u m e n t c o lle c tio n  b a se d  on  s o u rc e  q u e rie s . Each of 

the selected source queries was sent to Google and the top 200 pages along with 

their snippets were downloaded to create the respective document collections. 

Document collections were time stam ped and named after the corresponding 

queries. We chose 200 pages because on one hand there are enough pages
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D o c u m e n t S e t In d e x Q u e ry E n h a n c e d  Q u e ry
1 A m a zo n * amazon rainforest
2 A r n o ld  Schw arzenegger** Arnold Schwarzenegger governor
3 cayenne* cayenne porsche
4 D a v id  copper f ie ld** david copperfield magic
5 eagle* eagle bird
6 hotel C a liforn ia* hotel California reservation
7 kobe bryant** kobe bryant assault
8 malibu** m alibu surf
9 m a r th a  s tew art** m artha stew art trial

1 0 p a r a d is e  hotel** paradise hotel bomb kenya
11 salsa* salsa sauce

Table 5.7: Experim ental queries information.

so th a t it is meaningful for clustering algorithm to organize and reduce in­

formation, and on the other the num ber of pages is still small enough th a t 

users won’t be overwhelmed by the am ount of information in the results. For 

each of the downloaded document, we ran  it through the Extoken keyphrase 

extraction algorithm (the default HATF weighting scheme was used) to  get 

the corresponding keyfreq (see definition in 4.3.1). Thus we generated 11 col­

lections of 200  documents, 200  keyfreq lists and 200  snippets from the search 

results of the source queries.

Because the Web is changing constantly, by downloading all the documents in 

each collection we would be able to  publish the da ta  set on the Web so th a t 

other people can validate and replicate our experiments.

The queries used to generate our document collections are displayed in Table 

5.7. The first column indicates the index number of the document collection with 

corresponding query being displayed in the second column in the  same row. Queries 

annotated with “*” came from Categorizer log file and queries with “**” were col­

lected from [18].

Table 5.8 summarizes some statistics of the eleven document sets. The total 

numbers of distinct term s with respect to  the three representations for each of the 

document collection are shown in the table. “Clean-up” refers to the standard  

document preprocessing procedure (i.e., stemming and stop words removal). The 

last row displays the average num ber of term s over the 11 document collections.
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D ocu m en t Set
B efore C lean-up A fter  C lean-up

fu lltx t keyfreq sn ip p et fu lltx t keyfreq sn ip p et
1 16737 6902 1165 12046 5309 915
2 12406 4607 902 9217 3820 681
3 14399 6136 1148 10832 5094 908
4 9786 3905 970 7203 3201 747
5 9257 3924 1317 6771 3110 1051
6 9522 3506 1007 7512 2907 805
7 12522 6810 984 9387 5466 742
8 11392 4555 1170 8670 3722 942
9 12272 5344 1222 8753 4190 953

10 11485 4657 1136 8609 3746 912
11 12993 4615 1166 10005 3810 949

A verage 12070 4996 1108 9000 4034 873

Table 5.8: Experim ental document sets stat.

n 1 2 3 4 5 6 7 8 9 10 11 A ve.
top -50 8 7 9 16 2 9 15 5 5 6 3 7.73
top -60 9 8 10 16 2 10 20 7 8 7 3 9.09
top -70 10 9 13 18 2 11 23 7 9 8 3 10.27
top -80 12 10 15 20 2 11 25 7 9 10 7 11.64
top -90 13 10 18 22 2 12 27 9 10 11 9 13.00

top -100 15 13 20 24 2 13 29 9 12 11 9 14.27
top -110 16 14 23 26 2 13 30 9 13 13 9 15.27
top -120 16 14 25 27 2 13 34 10 13 13 11 16.18
top -130 16 16 28 28 2 13 34 10 14 13 12 16.91
top -140 16 16 28 28 2 15 36 11 15 13 13 17.55
top -150 16 16 29 30 2 16 39 12 17 13 13 18.45

Table 5.9: Num ber of relevant Web docum ents per query.
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In the following section we will examine if the information reduction improves or 

degrades the quality of clustering.

To gauge the performance of the IR  system, we need to know whether a document 

is relevant to  the query. Traditionally human relevancy judgement is used to gain 

the relevancy information. This m ethod would not only introduce hum an bias and 

errors but also require laborious work from user sides. Besides it is very hard to 

validate the results or replicate the experiments. Therefore, here we propose a query- 

expansion relevancy generation m ethod th a t works as the premise for a comparative 

study of different clustering schemes. Using this method, relevancy judgem ent can 

be done w ithout the interference of human.

The process of our query-expansion relevancy generation m ethod can be de­

scribed as follows:

1. Disambiguate the original source query in order to  produce our “relevant doc­

um ents” . By analyzing the original queries, we found th a t they were either 

semantically unclear or polysemous in some sense (e.g., “Amazon” could mean 

the  online bookstore or the famous river in South America). We believe th a t 

by adding more keywords to each of the source query, we can narrow down 

its meaning and hence improve the quality of the retrieval. We also believe 

th a t  if the added keywords are carefully chosen, we can make the query very 

precise th a t the retrieval precision of the top-ranked results from Google can 

be regarded roughly as 100% (i.e., top ranked documents can all be deemed 

relevant) without distorting the experimental results. Hence we got a  hy­

pothesized relevant document set based on the assumption th a t the enhanced 

queries reflect users’ true information needs much more precisely and in the 

meantime they work so well with Google th a t the top retrieved results can 

all be treated  as relevant. For example, if the original query is “soprano” , it 

could mean a female singer with the highest singing voice or a mafia crime 

boss depicted in a popular TV  show. By adding one more word “singer” we 

can get a much cleaner document list which has a relatively coherent topic. 

Consequently we would regard all the top-ranked documents in the results as 

relevant.
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2 . Send the enhanced queries to Google to retrieve the “relevant” document list. 

Using the example given above, the enhanced query will be “soprano singer” ;

3. Find the relevant documents in the document collection derived from the 

source queries by comparing them  to the “relevant document lists” obtained 

through the enhanced source queries. So suppose document set S q(n) contains 

the top n  documents we get from source query q and document set S qe (m) is 

acquired by taking top-m  ranked documents in response to query q’s enhanced 

version qe, S q(n) fl Sqe (m ) denotes the relevant Web documents incorporated 

in document set S q(n). In our experiments, n  ranges from 50 to  150 with an 

increment of 10 and m  is 300.

The th ird  column of Table 5.7 displays the enhanced queries corresponding to  

the source queries. Table 5.9 shows the numbers of relevant documents for different 

numbers of top-ranked documents in the document collections. The numbers in the 

first row are the Docum ent Set indexes. Each row corresponds to  the top-n pages set 

and the first column specifies the value of n. The last column in the table displays the 

numbers of relevant docum ents averaged over all the document collections. W ith  the 

enhanced queries served as the detailed information request description, hum an in­

spection of the results found th a t the results were p retty  conservative which means 

those documents deemed “relevant” tended to be tru ly  relevant, although some­

times some other documents th a t did not fall into the “relevant” category were also 

relevant. B ut because all experiments were performed based on these experim ent 

settings, we consider the comparative studies fair.

5 .2 .2  E x p er im en ta l M etr ics

W ithout doubt the ultim ate best way to evaluate if the search result ou tpu t is 

“good” or “bad” is to let end user decide if the result is satisfactory. T he only 

criteria th a t users have to measure the “goodness” of retrieval result would be if the 

result is w hat they are expecting and how easy it is for them  to identify the relevant 

documents. However, it is not easy to  implement such an ideal evaluation scheme 

in a controlled and unbiased m anner in order to  achieve consistent and objective 

evaluation results. This is due to the volatile nature of the Web and the variety
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of users and their anticipations which can be influenced by users’ demographics, 

beliefs, education backgrounds and personal preferences etc.

Traditional IR systems use precision and recall to evaluate the performance. If 

P r e d ic te d  denotes the documents retrieved from the document collection N  by the 

IR  system in response to information request q and R e le v a n t  denotes all the relevant 

documents in document collection N ,  precision and recall can be defined as follows 

[54]:
^  • • /T-, ; , \ [P red ic ted  D R e leva n t]  .
P r e c is io n { P r e d ic te d ,  R e le v a n t )  = ------j-^— ——■ ------------ (5.1)

7-, ,7/ 7-, >• 7 7-. 7 x [P red ic ted  fl R elevan t]  . .
R e c a l l (P re d ic te d ,  R e le v a n t )  — ---------------------- ^---------  (5-^)

Normally precision and recall are calculated based on the ranked list ou tpu t by 

IR  system. However, clustering solution produced by document clustering system 

consists of either a flat structure of partitions (partitional clustering algorithms) 

or a  dendrogram  (hierarchical clustering algorithms) which makes it impossible to 

apply precision/recall evaluation scheme directly.

Based on the concepts of traditional IR  recall and precision, E effectiveness 

function was first proposed by Jardine and Van Rijsbergen [39] to evaluate clustering 

system. E  effectiveness function is defined as:

F (p  -  i (!32 + l )P R  0xE ( P , R ) - l - - p p  + R  (5.3)

where P  and R  are precision and recall over the document set inside a cluster.

Suppose for query q, we have the ranked list R  = {pi,P 2, (Pi is the ith

ranked page in the ranked list) as search results from search engine S . Then we have 

clustering solution C r  which is obtained through clustering documents in the ranked 

list R: C r  =  {ci, C2, ..., cm } where c i , . . . ,c m are clusters (partitions) contained in 

C r . Let E (c i)  denote the E effectiveness function value of cluster c, and |cj| denote 

the size of cluster C{. If D r  denotes all the relevant pages in R,  the precision and 

recall of c; can be calculated in the following way:

a .  =  (5.4)
I ci I

7? lCi n Z )7?| 7,  , x

R « ~  (5 '5)

81

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Hence, the E effectiveness of C luster ct can be calculated as follows:

p  ( p  p  \  _  I  _  ( / ? 2  +  1  ) P g R c i

c' [ Ct’ Cl) P2PCi +  RCl

P in the E effectiveness function is the param eter used to adjust the relative impor­

tance attached to precision and recall. Typically P can be 0.5 ,1 or 2. Thus each 

cluster in a clustering solution has an E effectiveness value as the measure of its qual­

ity. W hen both P  and R  are 1, E  value is 0. The less the E value is, the better quality 

the cluster has. E  effectiveness function and its variants have been widely used as 

the effectiveness m easurem ents for document clustering systems ([61, 69, 60]).

The optim al cluster effectiveness is the best E  value (the least E value) obtainable 

from a clustering solution. As in previous document clustering researches [39, 61], we 

use MK1 to denote optim al cluster effectiveness. The definition of MK1 of clustering 

solution C r  is given here:

M K l  = m m {E Cl, . . . ,E Cm} (5.6)

The cluster th a t produces the least E  value is called the optim al cluster and its E 

value represents the optim al cluster effectiveness. So in the context of query-specific 

clustering, the optim al cluster effectiveness stands for the best effectiveness available 

from a  clustering presentation when users select one cluster to  explore. It has been 

assumed in previous research [67, 9] th a t users were able to select the cluster with 

the highest effectiveness. However the validity of this assum ption was questioned in 

[42], We have no intention to  argue here about whether or not users can find the 

most effective cluster, namely the optim al cluster. We agree with Tombros, Villa 

and Van Rijsbergen [61] on th a t optim al cluster measures eliminate any bias th a t 

m ay be introduced from sources external to  the clustering itself. There are basically 

two problems here: the  quality of the clustering solution and how users can find the 

best quality cluster. The former is the focus of our experimental evaluation while 

the latter warrants research in its own right. In the case of query-specific clustering, 

whether or not users can identify the optim al cluster depends on factors th a t are 

irrelevant to the quality of clustering such as cluster presentation, node labelling 

etc. By using optim al cluster effectiveness as our evaluation measure, we can be 

assured tha t the variation in effectiveness across different experimental param eters
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in our experiments is caused by internal param eters such as different document 

representations, number of top-ranked documents etc [61].

In order to  compare the optimal cluster effectiveness and ranked list effectiveness, 

we use another two measures: M K l-k and MK3. Suppose Ck (1 <  k < m )  is the 

optimal cluster in C r ,  the definition of M K l-k and MK3 of the ranked list R  are 

given here:

M K l - k  = E ({P l,P2, . . . ,Plckl}) (5.7)

M K 3  = m m (E (D i)), 1 <  * <  n  a n d  Di = {pi,P 2, ■ •■,Pi} (5-8)

where E (D i) denotes the E  effectiveness value of document collection D %. M K l-k was 

introduced in [9] to  measure the effectiveness of ranked list. M Kl-k is based on MK1 

in th a t the  effectiveness of the ranked list is measured using a  comparable threshold 

to  MK1: Suppose the optim al cluster has j  documents, we use j  as the cut-off value 

for the ranked list returned from the search engine to  calculate E  effectiveness. In 

other words, we calculate the E  value of the top-j ranked documents in ranked list as 

M K l-k value. Although M K l-k can tell us how the ranked list presentation performs 

under the same condition of optim al cluster, it is an unfair comparison since M K l-k

is not an optim al value for the ranked list. As Tombros et al. [61] pointed out,

the rank position for each query where the optim al effectiveness (least value of E 

effectiveness) can be derived is not being considered. To account for the  optim ality 

of the ranked list, MK3 was introduced in [39]. I t  represents the best effectiveness 

we can get from the ranked list like MK1 does for the clustering solution.

5 .2 .3  E x p er im en ta l M eth o d o lo g y

For each of the document collection, because we wanted to investigate the variation 

of effectiveness across the progressive numbers of top-ranked documents retrieved 

(denoted by n), we calculated the E  values (J3 =  1,2,0.5) for different n  values 

(50 < n  < 150 with an increment of 10). By adjusting the value of (3, we can get the 

effectiveness measures for different experimental param eters in term s of the rela­

tionship between precision and recall. W hen (3 is 1, precision and recall are treated  

as equally im portant for the quality of clustering. W hile (3 is 0.5, the E effective­

ness formula thinks precision is four times as im portant as recall. Likewise recall 

is treated  four times as im portant as precision when (3 is 2. These three different
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(3 values enable us to accommodate different user requirements in the real world, 

therefore they provide a complete picture for us to understand the effectiveness of 

the system.

Because we were also interested to know how the effectiveness varied across 

different numbers of partitions yielded by clustering, for each of the sub-collection 

corresponding to different n  value, we performed the clustering for different practical 

numbers of partitions denoted by m  (2 <  m  < 20). By saying “practical” we meant 

meaningful numbers th a t could be used in a real online clustering system. We set 

the upper bound to  2 0 , because if there are too many clusters {m > 2 0 ) presented 

to users, on one hand the tim e they have to spend sifting through the partitions will 

defeat the purpose of using cluster to reduce information and moreover it poses a 

challenge for users to find the optim al cluster.

So we ran a to ta l o f l l x l l x l 9  =  2299 experiments for different experimental 

param eters and document collections.

To sum up, we used optim al cluster effectiveness MK1 to  m easure cluster ef­

fectiveness and M K l-k and MK3 measures for ranked list. These measures are all 

based on E  effectiveness function which allows us to vary the relative im portance 

between precision and recall.

Finally, to  test the statistical significance of the results (E effectiveness values), 

we used the Wilcoxon signed-ranks test. Croft [8] suggested using this test based 

on the characteristics of the distribution of E  values and the assum ptions of the 

Wilcoxon signed-ranks test.

5 .2 .4  A n  E x a m p le

To better illustrate our evaluation scheme, in this section we offer an example to 

dem onstrate how those experimental metrics are used in our experiments.

We use the following settings for this example:

n = 10,m  e  {2,3},/3 €  {0.5,1}

where n  denotes the number of top-ranked pages retrieved and m  denotes the number 

of partitions th a t will be generated by clustering.

According to  the above settings, we have the following scenario:
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#  of top-ranked pages E effectiveness (0  =  1) E effectiveness (0 =  0.5)
1 1.000 1.000
2 0.667 0.583
3 0.714 0 .688
4 0.500 0.500
5 0.333 0.375
6 0.400 0.464
7 0.455 0.531
8 0.333 0.444
9 0.385 0.500
10 0.429 0.545

Table 5.10: E effectiveness values for the ranked list when 0  =  1.

Cluster
E effectiveness

(3 = 0.5 0  =  1
C2l 0.25 0.25
C22 0.82 0.8

Table 5.11: E  effectiveness values for clusters for m  =  2 .

Cluster
E effectivenessLOoII 0  =  1

c3l 0.063 0.143
c 32 0.75 0.75
c3a 1 1

Table 5.12: E  effectiveness values for clusters for m  = 3.

n =  10

m
(3 = 0.5 0  =  1

MK1 M K l-k MK3 MK1 M K l-k MK3
2 0.25 0.5 0.375 0.25 0.5 0.333
3 0.063 0.688 0.375 0.143 0.714 0.333

Table 5.13: Results in example
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1. Retrieve query return. Suppose for query q (e.g., q could be “salsa”) we 

retrieve the top 10 Web pages from Google (i.e., n  =  10):

Pq ~ <  P l ,P 2 ,  P\0 >

The enhanced query qe (e.g., qe could be “salsa sauce”) is used to get another 

10 Web pages from Google in order to  find relevant pages in Pq:

Pqe —< P2, P l 5 , P4, P20 , P5, P8, P 12) P u ,  P l6 , P l 7 >

Therefore, w ithin Pq, the relevant pages are:

P r — Pq  G  Pqe = <  P 2 , P 4 , P§, P s  >

2. Calculate MK3. MK3 is the optim al effectiveness of the ranked list Pq. Table 

5.10 shows different E-effectiveness values corresponding to different numbers 

of top-ranked pages. We describe how we compute the  E effectiveness value for 

top-ranked 5 pages for p  =  0.5 to  illustrate the calculation of E effectiveness 

function:

P top—5 =  =  0 -6
5
3

Ptop—5 ~  ^  — 0.75

, ( p 2 + l ) P top- 5 R top - 5 _  , (0.52 +  1) x 0.6  x 0.75 _  A ^
top~ b p 2P top- 5 +  R top- s 0.52 x 0 . 6 +  0.75

From Table 5.10, we can find th a t when the cut-off value is 5, we have the best 

E  value 0.375 for (3 =  0.5. Table 5.10 shows th a t for j3 =  1 when the cut-off 

values are 5 and 8 , we get the best E value 0.333. Therefore MK3 for Pq is

0.375 for 0  =  0.5 and 0.333 for p  =  1.

3. Calculate MK1 for clustering solutions and M K l-k for the ranked list. Suppose 

when m =  2, our K-Means bisecting clustering algorithm  outputs clustering

C2:

C2 =  { { P i ; P 2 , P4j P 5 }) {P 3, P q, P7, P s , P9, P 10}}

L et’s call the clusters in C2 C2l and C22 respectively. We also describe how 

we compute the E effectiveness value for C 2l for P =  0.5 to illustrate the
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calculation of E effectiveness function for clusters:

PC2i = 1 = 0.75

R c 2l = 1  = 0.75

_  (p2 +  1 )PC2l R c 2l _  (0.52 +  1) x 0.75 x 0.75
° 21 P2Pc2l +  R c 2l 0.52 x 0.75 +  0.75

Tables 5.11 shows the E effectiveness values of the clustering for (3 =  0.5 and

1. Because C2-, has the best E effectiveness values among all clusters, it is the 

optim al cluster in clustering solution C2 - Therefore MK1 is 0.25 when /3 =  0.5 

and 1. Since the optim al cluster C2j has 4 pages, 4 is used as the cut-off value 

for calculating M K l-k of the ranked list. According to Table 5.10, M K l-k is

0.5 for (3 =  0.5 and 1.

Suppose when m  = 3, our clustering algorithm  outputs clustering C3 :

<?3 =  { {^ 2 , P 4 , P 5} , { P i ,P z ,  P i ,  P 8} , {P e , P9, P 10}}

Table 5.12 displays the E  effectiveness values for the clusters in C3 .

We can find in Table 5.12 th a t C3, is the optim al cluster when j3 =  0.5, hence 

MK1 values of clustering solution C3 are 0.063 for (3 =  0.5. Because C?n  has 3 

pages in the  cluster, we can find in Table 5.10 th a t the corresponding M K l-k 

values for the  ranked list Pq is 0.688 for (3 =  0.5.

For (3 = 1, in Table 5.12, we can find th a t has the best E  effectiveness 

value among the three clusters, the MK1 values of C3 is the E  effectiveness 

value of cluster C?n (i.e., 0.143). Consequently, from Table 5.10, we can get 

the M K l-k  value of Pq: 0.5.

4. Compare the results. The results we get from the example can be compiled 

and displayed in Table 5.13. From Table 5.13, it follows th a t the clustering 

solutions are better than the ranked list for (3 — 0.5 and 1 in this example.

5 .2 .5  E m p irica l R esu lts  

Fulltxt vs. Keyfreq vs. Snippet

In this set of experiments, we were focused on how different representations of 

Web pages (i.e., fulltxt, keyfreq and snippet) could affect the performance of the
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online query-specific Web documents clustering system. We also wanted to know if 

using keyphrases extracted from Web docum ents could improve the quality of the 

clustering.

The “MK1” columns of Table 5.15 show the optim al cluster effectiveness aver­

aged over all the  MK1 values obtained from the experiments using different exper­

imental param eters (i.e., various n  and m ). Each row corresponds to  the results 

of the docum ent collection whose collection index number is specified by the first 

column. Rem ember less value is better. As a baseline and comparison, Table 5.16 

presents the MK1 values averaged over different n  values for trivial clustering: sin­

gleton cluster (i.e., each document is one cluster) and all-inclusive cluster (i.e., only 

one cluster th a t is comprised of the whole document set). I t ’s quite obvious th a t 

these trivial clustering schemes are inferior to  the clustering with a reasonable m  

value.

The first row of Table 5.18 shows the significance levels at which fulltxt scheme 

varies from keyfreq scheme regarding the  average optim al cluster effectiveness (i.e., 

MK1). No statistical significance was achieved between them  for different (3 values. 

We can find the  same result for the average MK1 values between fulltxt and snippet 

which is shown in the second row of Table 5.18.

If we simply summarize the MK1 results of different Web page representations by 

averaging the  MK1 values over all document collections in Table 5.15, the  results can 

be potentially  distorted. So instead we used the concept of “relative effectiveness” 

to  compare the  normalized effectiveness obtained from different page representation 

schemes. The procedure to calculate the  “relative effectiveness” for each document 

set is described as follows:

1. Find the smallest E value E min (S,/3) in each (3 value category for each docu­

m ent set S  over the different representation schemes (i.e., fulltxt, keyfreq and 

snippet).

2. Divide the E value obtained from different representation schemes by E min (S , (3) 

to  get the relative effectiveness measure.

Note th a t when relative effectiveness is 1.0, it means it is the best. The higher 

it is the worse the corresponding representation performs. We then calculated the
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“average relative effectiveness” for each of the representation schemes over the en­

tire document collections. When a representation scheme has an average relative 

effectiveness score close to 1 .0 , its clustering effectiveness was the best in most of 

the document sets. Likewise a high average relative effectiveness score means tha t 

the representation scheme performed poorly compared to other schemes.

Table 5.14 presents the relative effectiveness for keyfreq, fulltxt and snippet 

representations of Web pages. The “Avg” row represents the average relative ef­

fectiveness over all the document collections. From this table we can see th a t for 

each value of /?, overall keyfreq is always the best player comparing to  fulltxt and 

snippet. Although fulltxt does not lead to  the best overall solutions, its overall 

performance is close to  keyfreq. Actually fulltxt is only 1.8%, 2.9% and 4.4% worse 

than  keyfreq when j3 is 1, 2 and 0.5 respectively. In contrast, snippet is 21%, 27% 

and 21% worse than  keyfreq for [3 being 1, 2 and 0.5 respectively. Interestingly we 

found th a t although the numbers of tim es when fulltxt and snippet are the  best 

among the  three schemes are more th an  the numbers of times when keyfreq is the 

best (fulltxt:keyfreq:snippet =  18:8:10), keyfreq has the best overall effectiveness in 

term s of E  value. The reason is th a t keyfreq tended to  yield consistently good re­

sults while the other two were inclined to  fluctuation. Table 5.17 shows the standard  

deviations of the relative effectiveness for the different representation schemes over 

the  11 docum ent sets. The worst performance of keyfreq is 35% worse th an  the  best 

in th a t case. However, the worst case for fulltxt is 225% worse than  the best and 

the worst case for snippet is 305% worse than  the best.

To compare the maximum optimal cluster effectiveness obtainable from the three 

representation schemes, for each document collection we found the best MK1 values 

for different experimental settings in term s of different values of n  and m . Figure 

5.1, 5.2 and 5.3 show the frequency distribution of best MK1 values across all the 

document sets with the value of (3 set to 1, 2 and 0.5 respectively. Figure 5.1 and

5.3 (/3 is 1 and 0.5 respectively) show clear pattern  th a t for most of the document 

sets keyfreq has the best MK1 values (the line of keyfreq stays on the bottom  among 

the three representation schemes), while the line of fulltxt stays somewhere in the 

middle of the lines of keyfreq and snippet. Figure 5.2 (/? is 0.5) gives us a different 

picture with regard to  the best MK1 values from the three schemes. In Figure 5.2
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Query

Relative Effectiveness
(3 =  1 ĉ> II to i H

 o
 

; c
n

keyfreq fulltxt snippet keyfreq fulltxt snippet keyfreq fulltxt snippet
1 1.11 1.05 1.00 1.11 1.00 1.00 1.08 1.10 1.00
2 1.02 1.00 1.39 1.07 1.00 1.48 1.00 1.05 1.42
3 1.10 1.00 1.67 1.13 1.00 1.58 1.00 1.06 1.69
4 1.06 1.00 1.45 1.08 1.00 1.38 1.00 1.00 1.57
5 1.00 1.00 1.28 1.02 1.00 1.64 1.01 1.00 1.20
6 1.03 1.03 1.00 1.00 1.03 1.02 1.10 1.10 1.00
7 1.23 1.00 1.25 1.26 1.00 1.28 1.15 1.00 1.18
8 1.00 1.88 2.56 1.00 2.25 3.05 1.00 1.78 2.41
9 1.27 1.08 1.00 1.27 1.00 1.04 1.35 1.16 1.00
10 1.09 1.00 1.09 1.15 1.00 1.20 1.11 1.00 1.07
11 1.22 1.32 1.00 1.22 1.38 1.00 1.19 1.26 1.00
Avg 1.10 1.12 1.34 1.12 1.15 1.42 1.09 1.14 1.32

Table 5.14: Relative effectiveness of clustering solutions for different representation 
schemes. The best average effectiveness in each (3 category averaged over the entire 
document collections appears in bold font.

fulltxt exhibits advantage over keyfreq and snippet. Figure 5.4 is a  more direct 

comparison between the three Web page representation schemes with respect to 

the best MK1 values frequency distribution for different (3 values over all document 

sets. For best MK1 values with (3 = 1, 47% of the tim e they are produced by 

keyfreq which is 23.7% more than  what fulltxt accounts for and 213% more than  

what snippet accounts for. For best MK1 values for (3 =  0.5, more than  half of them  

are provided by keyfreq scheme which is 103.7% more than  what fulltxt accounts 

for and 206% more than  what snippet accounts for. W hen (3 is 2, however, fulltxt 

outperform s the other two schemes in term s of contribution to the best MK1 values. 

It accounts for 59% of the best MK1 values which is 78% more than  w hat keyfreq 

accounts for and 637.5% more than  what snippet accounts for.

D iscu ss io n

The most im portan t observations we have made in the previous results description 

are:

1. Keyfreq outperform ed both fulltxt and snippet in term s of best optim al cluster 

effectiveness with the exception being recall-oriented search ((3 = 2).

2. Although when it comes to average optim al cluster effectiveness, there is no
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Query

Keyfreq
0  =  1 0  =  2 0  =  0.5
MK1 M Kl-k MK3 MK1 MKl-k MK3 MK1 MKl-k MK3

1 0.49 0.83 0.70 0.51 0.83 0.52 0.43 0.82 0.73
2 0.47 0.96 0.75 0.47 0.94 0.56 0.43 0.97 0.82
3 0.23 0.88 0.65 0.27 0.88 0.43 0.16 0.87 0.74
4 0.35 0.74 0.56 0.42 0.76 0.37 0.23 0.70 0.62
5 0.61 0.97 0.88 0.43 0.95 0.76 0.70 0.98 0.91
6 0.66 0.82 0.57 0.64 0.79 0.46 0.64 0.83 0.64
7 0.49 0.86 0.53 0.54 0.86 0.32 0.38 0.85 0.62
8 0.25 0.78 0.67 0.20 0.75 0.59 0.27 0.79 0.72
9 0.65 0.93 0.76 0.62 0.90 0.58 0.66 0.94 0.83
10 0.59 0.89 0.77 0.53 0.86 0.58 0.61 0.89 0.81
11 0.61 0.79 0.69 0.55 0.77 0.60 0.63 0.81 0.55

Query

fulltxt
0 = 1 0  =  2 0  =  0.5
MK1 M Kl-k MK3 MK1 M Kl-k MK3 MK1 MKl-k MK3

1 0.46 0.83 0.70 0.46 0.82 0.52 0.44 0.83 0.73
2 0.46 0.95 0.75 0.44 0.93 0.56 0.45 0.96 0.82
3 0.21 0.88 0.65 0.24 0.87 0.43 0.17 0.87 0.74
4 0.33 0.73 0.56 0.39 0.74 0.37 0.23 0.70 0.62
5 0.61 0.98 0.88 0.42 0.95 0.76 0.69 0.98 0.91
6 0.66 0.84 0.57 0.66 0.82 0.46 0.64 0.83 0.64
7 0.40 0.81 0.53 0.43 0.81 0.32 0.33 0.81 0.62
8 0.47 0.79 0.67 0.45 0.76 0.59 0.48 0.81 0.72
9 0.55 0.92 0.76 0.49 0.89 0.58 0.57 0.94 0.83
10 0.54 0.88 0.77 0.46 0.86 0.58 0.55 0.88 0.81
11 0.66 0.79 0.69 0.62 0.76 0.60 0.67 0.79 0.55

Query

snippet
0  =  1

C
MII II o bi

MK1 M Kl-k MK3 MK1 M Kl-k MK3 MKl MKl-k MK3
1 0.44 0.84 0.70 0.46 0.84 0.52 0.40 0.84 0.73
2 0.64 0.96 0.75 0.65 0.95 0.56 0.61 0.97 0.82
3 0.35 0.88 0.65 0.38 0.88 0.43 0.27 0.87 0.74
4 0.48 0.77 0.56 0.54 0.79 0.37 0.36 0.73 0.62
5 0.78 0.98 0.88 0.69 0.96 0.76 0.83 0.99 0.91
6 0.64 0.84 0.57 0.65 0.82 0.46 0.58 0.83 0.64
7 0.50 0.87 0.53 0.55 0.87 0.32 0.39 0.86 0.62
8 0.64 0.81 0.67 0.61 0.78 0.59 0.65 0.82 0.72
9 0.51 0.94 0.76 0.51 0.93 0.58 0.49 0.95 0.83
10 0.59 0.89 0.77 0.55 0.88 0.58 0.59 0.89 0.81
11 0.50 0.80 0.69 0.45 0.78 0.60 0.53 0.81 0.55

Table 5.15: Evaluation results for clustering and ranked list averaged over results 
from different numbers of clusters and different numbers of top-ranked documents 
for all queries.
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Query
Singleton All-inclusive

0 = 1 II to 0  =  0.5 0  =  1

CMII LOoII
1 0.85 0.90 0.70 0.76 0.56 0.83
2 0.84 0.89 0 . 6 8 0.78 0.59 0.85
3 0.89 0.93 0.77 0.67 0.45 0.77
4 0.91 0.94 0.81 0.61 0.39 0.72
5 0.33 0.44 0.17 0.96 0.90 0.97
6 0.85 0.90 0.69 0.77 0.57 0.84
7 0.93 0.95 0.84 0.55 0.33 0 . 6 6

8 0.78 0.85 0.60 0.83 0.67 0.89
9 0.82 0 . 8 8 0 . 6 6 0.79 0.61 0 . 8 6

1 0 0.82 0 . 8 8 0.65 0.80 0.62 0.87
1 1 0.73 0.81 0.55 0.85 0.70 0.90

Table 5.16: MK1 values for trivial clustering averaged over results from different 
numbers of top-ranked documents for all queries.

0 = 1

CMII<
3. 0  =  0.5

keyfreq fulltxt snippet keyfreq fulltxt snippet keyfreq fulltxt snippet
0.09 0.26 0.44 0.09 0.36 0.56 0.10 0 .22 0.42

Table 5.17: S tandard deviations of relative effectiveness for different representation 
schemes.

0 = 1 0 = 2 (3 =  0.5
keyfreq 0.734 0.278 1
snippet 0 .102 0.105 0.278

Table 5.18: Significance levels for keyfreq and snippet
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statistical significance shown between the three schemes in our experiments, 

keyfreq tends to give consistently good quality clustering solutions. Even 

though sometimes fulltxt and snippet yielded better clustering solutions, the 

quality of their clustering ou tputs fluctuates and is not very reliable.

On average keyphrase representation contains only 41.3% (44.8% after stop words 

removal and stemming) of the original Web pages’ vocabulary. However clustering 

based on keyphrases yielded better quality clustering solution and experiments have 

shown it can output effective clustering consistently and reliably. We believe the 

reason is through keyphrases extraction “noisy” or “unim portant” d a ta  are filtered 

out while topic-related words and phrases are emphasized through their ranking 

scores. Consequently clustering algorithm  can work on “clean” and more coherent 

documents which leads to better quality clustering output. A lthough snippet also 

reduces the information and inevitably drops some of the “noise” present in the 

original Web document, it also loses a lot of topically vital term s which makes it the 

worst player among the three Web page representation schemes regarding clustering 

quality.

Although clustering on keyphrases is computationally more efficient than  full 

documents (just like snippet), keyphrases extraction itself requires more process­

ing th an  snippet extraction. This seems to  be an impediment th a t would pre­

vent keyphrases from being employed in online Web clustering system. However 

we believe the architecture of current online Web search system can readily adopt 

keyphrases extraction module without causing m ajor system overhead. For exam­

ple, Google caches all the Web pages it indexed. W hen the Web page is retrieved 

and indexed, keyphrase extraction can be performed. The generated keyphrases 

can be stored with other information related to th a t page. W hen users initiate a 

clustering request to a query, the stored keyphrases corresponding to the retrieved 

Web pages can be clustered directly w ithout having to download the pages and cal­

culate keyphrases in real time. Besides the keyphrases can be either served as the 

page sum m ary or presented with snippet in traditional ranked list as supplem ent 

inform ation helping users catch the topic of the associated Web page and judge the 

relevancy. Even though the Web page based on which keyphrases are generated 

is not retrieved at query time, its freshness won’t be compromised because of the
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ongoing efforts m ajor search engines are putting to ensure tha t their index database 

is up-to-date [48].

C lu s te r in g  vs. R a n k e d  L ist

We compared the effectiveness of clustering solutions represented by MK1 with 

the effectiveness of traditional ranked list presentation represented by M K l-k and 

MK3 in the experiments. Table 5.15 presents the average MK1 values as well as 

M K l-k and MK3 values for all docum ent sets over different numbers of partitions 

(2 <  m  < 20) and different numbers of top-ranked documents (50 <  n <  150). The 

best E  values corresponding to different (3 categories in each row have been printed 

in bold font. We translated the d a ta  into relative effectiveness the way we did in last 

section. The corresponding relative effectiveness comparison is presented in Table 

5.21.

As seen in Tables 5.15 and 5.21, when (3 is 1 and 0.5, overall the optim al clus­

ter effectiveness of query-specific clustering based on all three different document 

representation schemes is much b e tte r than  the optim al effectiveness of the  ranked 

list. Ranked list performs relatively better when /? is 2 (recall is emphasized) in 

term s of optim al effectiveness (MK3). Table 5.19 shows the significance levels a t 

which query-specific clustering outperform ed the ranked list in term s of MK1 and 

MK3. W hen f3 =  1 and 0.5, all three page representation schemes significantly out­

performed the ranked list. For (3 =  2 (recall-oriented searches), none of the three 

schemes achieves statistical significance.

0 keyfreq fulltxt snippet
1 0 .002 0 .001 0 .002
2 0.232 0.103 0.681
0.5 0.003 0.003 0.0005

Table 5.19: Significance levels for different (3 values for average MK1 over MK3.

W ithout any exception, query-specific clustering for all three Web page repre­

sentation schemes outperforms the ranked list substantially with respect to M K l-k 

(The one-tailed P  value given by Wilcoxon signed-ranks test is less than  0.0001 for 

all three schemes and different (3 values).
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p keyfreq fulltxt snippet
1 0.0005 0.0010 0.0005
2 0.0010 0.0005 0.0010
0.5 0.0010 0.0015 0.0005

Table 5.20: Significance levels for different P values for best MK1 over MK3.

Figures 5.1, 5.2 and 5.3 show how the best MK3 (indicated by “flat” in the 

figures) values stack up against the best MK1 values for clustering based on dif­

ferent representation schemes for /? valued 1, 2 and 0.5 respectively. From these 

figures we can see in term s of maximum effectiveness, the ranked list m ethod is 

greatly inferior to query-specific clustering on a consistent basis. In Table 5.20, we 

present the significance levels a t which query-specific clustering using different page 

representations outperform ed the ranked list in term s of best MK1 and MK3. All 

three schemes (i.e., keyfreq, fulltxt and snippet) achieve significance for maximum 

effectiveness.

D iscussion

From the above experimental results, we have seen th a t query-specific clustering con­

siderably outperformed the ranked list consistently both  in term s of performance 

on average and optim al effectiveness under different experimental conditions. The 

statistical significance is achieved for most experimental conditions except for the 

average optim al cluster effectiveness of the recall-oriented searches (P = 2 ). We used 

two different measures (i.e., M K l-k and MK3) to  evaluate the effectiveness of the 

ranked list while using optim al cluster effectiveness (MK1) to measure the effective­

ness of clustering solution. We also compared the performance of the ranked list and 

query-specific clustering for different values of P which can reflect various require­

ments tha t can exist in the real world in term s of relationship between precision and 

recall.

Based on the experimental results, we can draw the conclusion th a t query-specific 

clustering can be used as an alternative search result presentation instead of the tra ­

ditional ranked list. It has the potential to present retrieval results in a more effective 

way in terms of precision and recall in contrast to the ranked list. However we want
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Query

keyfreq
0 = 1 0  =  2 0  =  0.5
MK1 MKl-k MK3 MK1 M Kl-k MK3 MK1 MKl-k MK3

1 1.00 1.69 1.43 1.00 1.63 1.02 1.00 1.91 1.70
2 1.00 2.04 1.60 1.00 2.00 1.19 1.00 2.26 1.91
3 1.00 3.83 2.83 1.00 3.26 1.59 1.00 5.44 4.63
4 1.00 2.11 1.60 1.14 2.05 1.00 1.00 3.04 2.70
5 1.00 1.59 1.44 1.00 2.21 1.77 1.00 1.40 1.30
6 1.16 1.44 1.00 1.39 1.72 1.00 1.00 1.30 1.00
7 1.00 1.76 1.08 1.69 2.69 1.00 1.00 2.24 1.63
8 1.00 3.12 2.68 1.00 3.75 2.95 1.00 2.93 2.67
9 1.00 1.43 1.17 1.07 1.55 1.00 1.00 1.42 1.26
10 1.00 1.51 1.31 1.00 1.62 1.09 1.00 1.46 1.33
11 1.00 1.30 1.13 1.00 1.40 1.09 1.15 1.47 1.00
Avg. 1.01 1.98 1.57 1.12 2.17 1.34 1.01 2.26 1.92

Query

fulltxt
0  =  1 0  =  2 II o cn

MK1 M Kl-k MK3 MK1 M Kl-k MK3 MK1 M Kl-k MK3
1 1.00 1.80 1.52 1.00 1.78 1.13 1.00 1.89 1.66
2 1.00 2.07 1.63 1.00 2.11 1.27 1.00 2.13 1.82
3 1.00 4.19 3.10 1.00 3.63 1.79 1.00 5.12 4.35
4 1.00 2.21 1.70 1.05 2.00 1.00 1.00 3.04 2.70
5 1.00 1.61 1.44 1.00 2.26 1.81 1.00 1.42 1.32
6 1.16 1.47 1.00 1.43 1.78 1.00 1.00 1.30 1.00
7 1.00 2.03 1.33 1.34 2.53 1.00 1.00 2.45 1.88
8 1.00 1.68 1.43 1.00 1.69 1.31 1.00 1.69 1.50
9 1.00 1.67 1.38 1.00 1.82 1.18 1.00 1.65 1.46
10 1.00 1.63 1.43 1.00 1.87 1.26 1.00 1.60 1.47
11 1.00 1.20 1.05 1.03 1.27 1.00 1.22 1.44 1.00
Avg. 1.01 1.96. 1.54 1.08 2.07 1.25 1.02 2.16 1.83

Query

snippet
0  =  1

CMII dIf

MK1 M Kl-k MK3 MK1 M Kl-k MK3 MK1 M Kl-k MK3
1 1.00 1.91 1.59 1.00 1.83 1.13 1.00 2.10 1.83
2 1.00 1.50 1.17 1.16 1.70 1.00 1.00 1.59 1.34
3 1.00 2.51 1.86 1.00 2.32 1.13 1.00 3.22 2.74
4 1.00 1.60 1.17 1.46 2.14 1.00 1.00 2.03 1.72
5 1.00 1.26 1.13 1.00 1.39 1.10 1.00 1.19 1.10
6 1.12 1.47 1.00 1.41 1.78 1.00 1.00 1.43 1.10
7 1.00 1.74 1.06 1.72 2.72 1.00 1.00 2.21 1.59
8 1.00 1.27 1.05 1.03 1.32 1.00 1.00 1.26 1.11
9 1.00 1.84 1.49 1.00 1.82 1.14 1.00 1.94 1.69
10 1.00 1.51 1.31 1.00 1.60 1.05 1.00 1.51 1.37
11 1.00 1.60 1.38 1.00 1.73 1.33 1.00 1.53 1.04
Avg. 1.01 1.66 1.29 1.16 1.85 1.08 1.00 1.82 1.51

Table 5.21: Relative effectiveness for clustering and ranked list averaged over results 
from different numbers of clusters and different numbers of top-ranked docum ents 
for all datasets.
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to caution tha t we are not m aking a statem ent here tha t query-specific clustering 

is superior to the ranked list in general and we should replace the ranked list with 

clustering solution indiscriminately. Due to the way our queries were selected, we 

actually focused on the issue of whether clustering is better or more effective in sit­

uations when traditional ranked lists fall short. Later we will discuss exactly when 

clustering solution can be used as a better retrieval results presentation compared 

to ranked list.

C lu s te r in g  E ffec tiv en ess  V a r ia tio n  A cro ss  D iffe ren t V alues o f  n

In the experiments we also wanted to study how the change of the number of top- 

ranked documents influenced the clustering effectiveness. The results of the experi­

ments are reported in Table 5.22 and Table 5.23. For purpose of completeness, we 

also listed the corresponding M K l-k and MK3 values for different values of n  . These 

d a ta  actually corroborate what we have claimed in last section th a t effectiveness of 

query-specific clustering is higher than  the ranked list in our experiments.

Table 5.23 presents the optim al cluster effectiveness measured by MK1 averaged 

over different document sets and different numbers of partitions for clustering corre­

sponding to  progressively increased numbers of top-ranked documents. The highest 

effectiveness in each column is in bold font. We can make a couple of observations 

from analyzing the  results. F irst, the effectiveness of clustering generally declines 

as the num ber of top-ranked documents increases for different values of f3 and for 

different representation schemes. Second, the pa tte rn  we observed for clustering 

effectiveness also applies to the optim al ranked list effectiveness (MK3). This prob­

ably implies th a t it is not very beneficial for users to  browse deep into the ranked 

list. Third, there is no obvious monotonic variation for increasing values of n  for 

M K l-k  and the best values often appear with high values of n.

The best MK1 values for different numbers of top ranked docum ents averaged 

over all document sets are shown in Table 5.22. Again the results for MK1 follow 

the same pattern  as we observed in Table 5.23: degradation of best effectiveness for 

increasing value of n.
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D iscussion

We present the possible causes of potential unfairness to large number of n  regarding 

optimal cluster effectiveness along with our explanation of why they do not hold in 

our experiments:

1. D e c re a se d  reca ll. Because the E  values are calculated based on the num ­

ber of relevant pages in retrieved documents, when the cluster size does not 

increase in proportion to the num ber of top-ranked documents clustered, it 

is unfair for large values of n. As Tombros, Villa and Rijsbergen [61] stated: 

For large number of n  the num ber of relevant pages in retrieved documents 

increases, bu t the average cluster size does not always increase in proportion 

for increasing value of n  which translates into lower recall. In our experiments, 

a partitional document clustering algorithm  is used which means the  average 

cluster size grows with the to ta l num ber of top-ranked documents retrieved.

2. D e c re a s e d  p rec is io n . For a partitional algorithm, when the num ber of ou t­

put partitions is determined beforehand, the size of each cluster will grow with 

increasing value of n. Coupled w ith the fact th a t in the ranked list the density 

of relevant pages tends to  drop along with the increasing value of n  (after all 

the job of ranking algorithm in search engines is to put more promising pages 

on top), one can expect a  depreciation of precision when n  grows. However in 

our experiments we explored different values of m  (number of partitions) for 

clustering, hence when n  increases, m  can still be leveraged by the  clustering 

algorithm  to make a balance. In fact the best E values shown in Table 5.22 

still support the same pattern: Effectiveness decreases as n  grows.

Based on the above analysis, we can conclude th a t our experimental settings elimi­

nate the possibility th a t the decreasing clustering effectiveness with increasing values 

of n  could be caused by unfairness to  large num ber of n.

According to the Nearest Neighbor test discussed by Tombros et al. [61], the 

clustering tendency of document collections tend to decrease for increasing value of 

n, which means clustering hypothesis holds better when n  is small. Our experim ental 

results support this claim. Our clustering system tends to yield b e tte r  quality 

clustering solution when n is relatively small.
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n

keyfreq
0 = 1 0  =  2 0  =  0.5
MK1 M Kl-k MK3 MK1 MKl-k MK3 MK1 MKl-k MK3

top50 0.31 0.72 0.65 0.25 0.63 0.47 0.29 0.76 0.69
top60 0.31 0.73 0.65 0.25 0.63 0.49 0.29 0.77 0.69
top70 0.31 0.72 0.65 0.24 0.62 0.49 0.28 0.77 0.70
top80 0.37 0.72 0.68 0.28 0.62 0.52 0.35 0.77 0.72
top90 0.40 0.74 0.69 0.30 0.65 0.53 0.38 0.78 0.73
toplOO 0.39 0.73 0.69 0.30 0.64 0.53 0.37 0.77 0.73
to p i10 0.38 0.74 0.70 0.29 0.65 0.53 0.38 0.78 0.74
topl20 0.40 0.75 0.70 0.29 0.66 0.54 0.39 0.78 0.74
top130 0.41 0.73 0.70 0.31 0.64 0.54 0.41 0.77 0.74
top140 0.44 0.75 0.71 0.33 0.65 0.55 0.42 0.78 0.75
topl50 0.46 0.75 0.71 0.36 0.65 0.56 0.43 0.78 0.75

n

fulltxt
0  =  1 0  =  2 0  =  0.5
MK1 M Kl-k MK3 MK1 MKl-k MK3 MK1 M Kl-k MK3

top50 0.31 0.73 0.65 0.25 0.63 0.47 0.31 0.77 0.69
top60 0.31 0.71 0.65 0.25 0.60 0.49 0.31 0.76 0.69
top70 0.36 0.73 0.65 0.28 0.62 0.49 0.33 0.78 0.70
top80 0.37 0.73 0.68 0.28 0.62 0.52 0.36 0.78 0.72
top90 0.37 0.74 0.69 0.28 0.64 0.53 0.34 0.78 0.73
toplOO 0.36 0.74 0.69 0.28 0.65 0.53 0.36 0.78 0.73
to p i10 0.41 0.73 0.70 0.32 0.64 0.53 0.38 0.77 0.74
top120 0.42 0.75 0.70 0.32 0.65 0.54 0.40 0.79 0.74
topl30 0.40 0.74 0.70 0.32 0.64 0.54 0.41 0.78 0.74
topl40 0.41 0.75 0.71 0.34 0.65 0.55 0.39 0.80 0.75
topl50 0.45 0.75 0.71 0.36 0.64 0.56 0.45 0.80 0.75

n

snippet
0  =  1 0  =  2

L
O

OII

MK1 M Kl-k MK3 MK1 M Kl-k MK3 MKl M Kl-k MK3
top50 0.34 0.72 0.65 0.30 0.62 0.47 0.30 0.76 0.69
top60 0.40 0.73 0.65 0.31 0.64 0.49 0.36 0.76 0.69
top70 0.43 0.73 0.65 0.36 0.63 0.49 0.41 0.77 0.70
top80 0.40 0.75 0.68 0.34 0.65 0.52 0.37 0.78 0.72
top90 0.44 0.74 0.69 0.36 0.66 0.53 0.41 0.78 0.73
toplOO 0.43 0.75 0.69 0.34 0.67 0.53 0.40 0.79 0.73
to p i10 0.47 0.75 0.70 0.37 0.67 0.53 0.44 0.78 0.74
top120 0.47 0.75 0.70 0.38 0.67 0.54 0.46 0.78 0.74
topl30 0.48 0.74 0.70 0.39 0.65 0.54 0.46 0.78 0.74
top140 0.50 0.74 0.71 0.39 0.65 0.55 0.50 0.78 0.75
topl50 0.50 0.75 0.71 0.40 0.66 0.56 0.49 0.78 0.75

Table 5.22: Evaluation results (best effectiveness for all datasets across different 
numbers of top ranked documents). Highest effectiveness (the lowest value of E) for 
each column appears in bold.
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n

keyfreq

II'Q. /3 =  2 0 =  0.5
MK1 MKl-k MK3 MK1 M Kl-k MK3 MK1 MKl-k MK3

top50 0.43 0.89 0.65 0.42 0.88 0.47 0.40 0.89 0.69
top60 0.44 0.86 0.65 0.43 0.85 0.49 0.42 0.86 0.69
top70 0.46 0.85 0.65 0.44 0.84 0.49 0.43 0.85 0.70
top80 0.48 0.86 0.68 0.46 0.85 0.52 0.45 0.86 0.72
top90 0.49 0.87 0.69 0.48 0.86 0.53 0.47 0.86 0.73
toplOO 0.50 0.86 0.69 0.48 0.85 0.53 0.47 0.86 0.73
to p i10 0.50 0.86 0.70 0.48 0.84 0.53 0.48 0.86 0.74
to p i20 0.51 0.86 0.70 0.48 0.85 0.54 0.48 0.86 0.74
top130 0.51 0.85 0.70 0.48 0.83 0.54 0.50 0.85 0.74
topl40 0.54 0.85 0.71 0.51 0.83 0.55 0.52 0.85 0.75
topl50 0.55 0.85 0.71 0.53 0.83 0.56 0.53 0.85 0.75

n

fulltxt
0 =  1 0  =  2

icoII

MK1 MKl-k MK3 MK1 M Kl-k MK3 MK1 M Kl-k MK3
top50 0.42 0.87 0.65 0.40 0.86 0.47 0.41 0.87 0.69
top60 0.43 0.85 0.65 0.41 0.84 0.49 0.42 0.85 0.69
top70 0.47 0.85 0.65 0.45 0.84 0.49 0.45 0.85 0.70
top80 0.48 0.85 0.68 0.45 0.84 0.52 0.47 0.86 0.72
top90 0.49 0.86 0.69 0.46 0.85 0.53 0.46 0.85 0.73
toplOO 0.49 0.86 0.69 0.46 0.84 0.53 0.47 0.86 0.73
to p i10 0.51 0.86 0.70 0.48 0.84 0.53 0.49 0.86 0.74
topl20 0.51 0.85 0.70 0.48 0.83 0.54 0.50 0.85 0.74
top130 0.52 0.85 0.70 0.48 0.83 0.54 0.51 0.85 0.74
top140 0.51 0.85 0.71 0.48 0.84 0.55 0.50 0.85 0.75
topl50 0.53 0.85 0.71 0.50 0.83 0.56 0.53 0.85 0.75

n

snippet
0  =  1 0  =  2 ta II p Cn

MK1 M Kl-k MK3 MK1 M Kl-k MK3 MK1 M Kl-k MK3
top50 0.50 0.89 0.65 0.51 0.89 0.47 0.44 0.89 0.69
top60 0.52 0.87 0.65 0.52 0.86 0.49 0.48 0.87 0.69
top70 0.56 0.86 0.65 0.56 0.85 0.49 0.51 0.86 0.70
top80 0.53 0.88 0.68 0.54 0.87 0.52 0.49 0.87 0.72
top90 0.55 0.89 0.69 0.55 0.88 0.53 0.51 0.88 0.73
toplOO 0.55 0.88 0.69 0.55 0.87 0.53 0.50 0.87 0.73
to p i10 0.58 0.87 0.70 0.57 0.86 0.53 0.54 0.87 0.74
topl20 0.57 0.87 0.70 0.57 0.86 0.54 0.54 0.87 0.74
top 130 0.57 0.86 0.70 0.56 0.84 0.54 0.54 0.85 0.74
top140 0.59 0.86 0.71 0.58 0.85 0.55 0.56 0.86 0.75
top150 0.59 0.85 0.71 0.57 0.84 0.56 0.57 0.86 0.75

Table 5.23: Evaluation results (effectiveness averaged over 2-20 partitions for all 
datasets across different numbers of top ranked documents). Highest effectiveness 
(the lowest value of E) for each column appears in bold.
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P a rtitio n  N um bers

In this set of experiments we aimed to investigate the degree a t which numbers of 

partitions output by clustering process affect the optimal cluster effectiveness across 

progressively larger numbers of top-ranked documents.

Table 5.24 shows the numbers of partitions th a t generate the best optimal cluster 

effectiveness expressed in MK1 for /? being 1 for document collection #10 . We 

chose to  only show the result for document collection # 1 0  because results of all 

other document sets share the same trend and pattern  as this one. Before the 

experiments we speculated th a t the number of partitions producing the best MK1 

would probably increase as the num ber of top-ranked documents rises in order to 

keep the average size of the clusters down. However surprisingly th a t is not what 

we observed from the experiment results. As shown in Table 5.24, the numbers 

of clusters tha t yield the best effectiveness are not very sensitive to  the number of 

retrieved top-ranked documents. The numbers of clusters giving the best MK1 do 

not necessarily grow as the numbers of top-ranked documents increase. Interestingly, 

the other observation we made is th a t, for a given number of retrieved top-ranked 

documents, the numbers of partitions yielding the best effectiveness tend to stay 

w ithin a continuous range. These observations hold for different settings of j3 and 

different page representation schemes.

Table 5.25 shows the average numbers of m  values th a t produce the least MK1 

{j3 =  1) values for different values of n  over entire document collection sets. The 

last row in this table tells us the average numbers of m  values having the best MK1 

values over all n values for all document collections.

Because in previous section we have experimentally proved keyfreq outperformed 

the  other two representation schemes (i.e., fulltxt and snippet) in term s of optimal 

cluster effectiveness, next we focus on analyzing the variation of effectiveness across 

different numbers of clusters for keyfreq. In order to compare the effectiveness 

achieved through different m values, we used the relative optim al cluster effectiveness 

in order not to  let different characteristics in document sets distort our results. The 

procedure to calculate relative effectiveness has been introduced in section 5.2.5.

Table 5.26 shows the results of relative optimal cluster effectiveness for different 

document sets, for /? =  1, 2 and 0.5, for keyfreq scheme and for top-50 ranked pages
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Document Set 10
MK1(/?=1)

Keyfreq Fulltxt Snippet
top50 4,5,6,7,8,9 4,5,6,7,8,9,10 8,9,10,11,12
top60 4,5,6,7,8,9,10 2,3,4,5,6,7,8 3,4,5,6,7
top70 4,5,6,7,8 6,7,8,9,10,11,12 4,5,6
top80 13,14,15,16,17,18,19,20 2,3,4,5,6,7,8 2,3
top90 2,3,4,5 2,3,4,5,6,7 2,3

toplOO 2,3,4 2,3,4,5,6 4,5,6,7,8
topllO 2,3,4,5 2,3,4,5,6,7,8,12,13,14,15,16,17,18,19 2,3
topl20 2,3,4,5 2,3,4,5,6,7,8 2,3
topl30 2,3,4,5 10,11 4,5,6,7,8
top140 2,3,4,5 9,10,11,12 2,3,4
topl50 2,3,4,5 9,10,11,12,13,14 18,19,20

Table 5.24: N um bers of p a rtitio n s  th a t  generate  th e  best op tim al cluster effectiveness 
across progressively larger num bers of top-ranked  Web pages from  search engine for 
docum ent collection 10

n
( 0 = 1 ) 0  =  2 II © i

Keyfreq Fulltxt Snippet Keyfreq Fulltxt Snippet Keyfreq Fulltxt Snippet
top50 6.5 7.4 5.1 5.7 6.1 4.5 6.2 7.6 6.0
top60 7.3 6.5 4.9 4.7 6.0 3.6 5.9 6.5 6.2
to p 7 0 4.8 5.7 4.2 4.4 4.5 3.2 6.1 5.9 6.9
top80 5.9 6.5 5.0 5.2 4.3 3.7 6.8 5.8 6.7
to p 9 0 6.4 6.1 5.5 4.5 4.5 2.5 6.6 6.5 5.7
toplOO 6.1 6.2 5.4 3.9 4.4 2.7 6.6 6.2 5.9
to p l lO 4.5 6.6 5.7 3.5 4.5 3.1 5.5 4.6 5.5
to p l2 0 4.7 6.4 6.1 3.7 4.5 3.5 6.3 6.0 6.8
to p l3 0 5.0 5.4 5.1 3.8 4.4 4.1 6.4 5.4 6.3
to p l4 0 6.1 6.6 5.4 3.5 5.2 3.2 7.3 7.7 6.5
to p l5 0 5.1 6.5 5.2 3.4 4.6 3.8 6.6 7.0 6.4
A vg. 5.7 6.4 5.2 4.2 4.8 3.4 6.4 6.3 6.3

Table 5.25: N um bers of m  values yielding the  best op tim al cluster effectiveness 
averaged over all docum ent sets for progressively larger num bers of top-ranked  doc­
um ents and  average num bers of m  values over all values of n.
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returned from the search engine across progressively increasing numbers of partitions 

output from clustering process. Again the smaller the relative effectiveness value is 

(1 is the minimum), the better the clustering solution is. Except for the first and 

last column, each column of Table 5.26 corresponds to a document set whose index 

number is specified in the second row. The first column labelled “m ” indicates the 

value of m  (number of partitions). The last column labelled “Avg.” corresponds 

to relative effectiveness averaged over all the document sets. Rows in Table 5.26 

have been sorted in order of ascending values of average relative effectiveness (last 

column). Document set 8 is not displayed in Table 5.26 because some MK1 values 

(for top-50 pages) are zero. This posed a problem for us to calculate the relative 

effectiveness and would distort the final average relative effectiveness. Table E .l 

and E.2 are provided in Appendix E for similar da ta  for top-100 and top-150 ranked 

Web pages.

From Table 5.26 we can make some observations. W hen we used top-50 ranked 

pages to  cluster, small values of m  (specifically when m  falls in the range of 5 and 

10) tend to  work the best for (3 =  1 and (3 = 2 . W hen (3 is 0.5 however, we got 

the comparatively better results for m  from 10 to 16. These observations are true 

even when n is considerably larger (Table E .l and E.2 in Appendix E). This tells us 

those ranges of numbers are relatively insensitive for values of n  for this particular 

clustering algorithm we used. The other observation is th a t extreme values of m 

(e.g., 2 and 2 0 ) tend to  produce poor results.

Prim arily for the sake of completeness, in Appendix E we provide figures showing 

distribution of values of m  for yielding best MK1 values for different (3 values for all 

three page representation schemes across different values of n  for all document sets 

(Figure E .l, E.2, E.3, E.4, E.5 and E .6 ).
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0  =  1
m 1 2 3 4 5 6 7 9 10 11 A v g .
9 1.21 1.00 1.00 2.11 1.00 1.16 1.49 1.00 1.00 1.00 1.20
7 1.00 1.00 1.00 1.00 2.78 1.16 1.49 1.43 1.00 1.32 1.32
5 1.00 1.50 1.00 1.00 2.78 1.00 1.49 1.50 1.00 1.32 1.36
6 1.00 1.50 1.00 1.00 2.78 1.16 1.49 1.50 1.00 1.32 1.38
10 1.21 1.00 2.36 2.11 1.00 1.16 1.90 1.00 1.21 1.00 1.40
11 1.21 1.00 2.36 2.11 1.00 1.16 1.90 1.00 1.21 1.00 1.40
4 1.00 1.50 1.00 1.00 3.67 1.00 1.09 1.50 1.00 1.32 1.41
12 1.43 1.00 2.36 2.11 1.00 1.16 1.90 1.00 1.21 1.00 1.42
8 1.21 1.00 1.00 2.11 2.78 1.16 1.49 1.43 1.00 1.00 1.42
13 1.43 1.04 2.36 2.11 1.00 1.16 1.90 1.00 1.21 1.00 1.42
14 1.43 1.04 2.36 2.11 1.00 1.25 1.90 1.00 1.25 1.00 1.44
3 1.20 1.50 1.00 1.00 3.67 1.00 1.00 1.50 1.25 1.32 1.44
15 1.43 1.04 2.36 2.11 1.00 1.25 1.90 1.00 1.25 1.20 1.46
16 1.43 1.04 2.36 2.11 1.00 1.25 2.54 1.00 1.25 1.20 1.52
17 1.43 1.04 7.26 2.11 1.00 1.25 2.54 1.25 1.25 1.20 2.03
18 1.43 1.04 7.26 2.11 1.00 1.47 2.54 1.25 1.25 1.20 2.06
19 1.43 1.04 7.26 2.11 1.00 1.47 2.54 1.25 1.25 1.20 2.06
20 1.43 1.04 7.26 3.24 1.00 1.47 2.54 1.25 1.25 1.08 2.16
2 1.20 1.76 9.70 1.42 4.29 1.16 1.00 1.77 1.25 1.52 2.51

(3 =  2
rn 1 2 3 4 5 6 7 9 10 11 A v g .
9 1.69 1.00 1.00 2.73 1.00 1.58 3.09 1.00 1.00 1.00 1.51
3 1.00 1.21 1.00 1.44 5:76 1.13 1.00 1.07 1.09 1.31 1.60
5 1.15 1.21 1.00 1.44 3.66 1.13 3.09 1.07 1.00 1.31 1.61
7 1.15 1.00 1.00 1.44 3.66 1.58 3.09 1.21 1.00 1.31 1.64
6 1.15 1.21 1.00 1.44 3.66 1.58 3.09 1.07 1.00 1.31 1.65
4 1.15 1.21 1.00 1.44 5.76 1.13 2.01 1.07 1.00 1.31 1.71
8 1.69 1.00 1.00 2.73 3.66 1.58 3.09 1.21 1.00 1.00 1.80
10 1.69 1.00 8.45 2.73 1.00 1.58 3.92 1.00 1.69 1.00 2.41
11 1.69 1.00 8.45 2.73 1.00 1.58 3.92 1.00 1.69 1.00 2.41
12 2.03 1.00 8.45 2.73 1.00 1.58 3.92 1.00 1.69 1.00 2.44
13 2.03 1.25 8.45 2.73 1.00 1.58 3.92 1.00 1.69 1.00 2.46
14 2.03 1.25 8.45 2.73 1.00 1.84 3.92 1.00 2.06 1.00 2.53
15 2.03 1.25 8.45 2.73 1.00 1.84 3.92 1.00 2.06 1.50 2.58
16 2.03 1.25 8.45 2.73 1.00 1.84 4.85 1.00 2.06 1.50 2.67
2 1.00 1.17 13.50 1.00 7.76 1.00 1.00 1.23 1.09 1.61 3.04
17 2.03 1.25 22.73 2.73 1.00 1.84 4.85 1.41 2.06 1.50 4.14
18 2.03 1.25 22.73 2.73 1.00 2.16 4.85 1.41 2.06 1.50 4.17
19 2.03 1.25 22.73 2.73 1.00 2.16 4.85 1.41 2.06 1.50 4.17
20 2.03 1.25 22.73 3.80 1.00 2.16 4.85 1.41 2.06 1.45 4.27

0  =  0 .5
m 1 2 3 4 5 6 7 9 10 11 A v g .
14 1.08 1.00 1.00 2.47 1.00 1.00 1.13 1.00 1.00 1.16 1.18
15 1.08 1.00 1.00 2.47 1.00 1.00 1.13 1.00 1.00 1.22 1.19
13 1.08 1.00 1.00 2.47 1.00 1.06 1.13 1.00 1.26 1.16 1.21
16 1.08 1.00 1.00 2.47 1.00 1.00 1.75 1.00 1.00 1.22 1.25
10 1.00 1.68 1.00 2.47 1.00 1.06 1.13 1.00 1.26 1.16 1.28
11 1.00 1.68 1.00 2.47 1.00 1.06 1.13 1.00 1.26 1.16 1.28
12 1.08 1.68 1.00 2.47 1.00 1.06 1.13 1.00 1.26 1.16 1.28
9 1.00 1.68 1.52 2.47 1.00 1.06 1.00 1.00 1.21 1.16 1.31
7 1.03 1.68 1.52 1.00 2.33 1.06 1.00 1.59 1.21 1.48 1.39
8 1.00 1.68 1.52 2.47 2.33 1.06 1.00 1.59 1.21 1.16 1.50
17 1.08 1.00 3.70 2.47 1.00 1.00 1.75 1.03 1.00 1.22 1.53
18 1.08 1.00 3.70 2.47 1.00 1.08 1.75 1.03 1.00 1.22 1.53
19 1.08 1.00 3.70 2.47 1.00 1.08 1.75 1.03 1.00 1.22 1.53
5 1.03 3.01 1.52 1.00 2.33 1.05 1.00 1.73 1.21 1.48 1.54
6 1.03 3.01 1.52 1.00 2.33 1.06 1.00 1.73 1.21 1.48 1.54
4 1.03 3.01 1.52 1.00 2.85 1.05 1.00 1.73 1.21 1.48 1.59
3 1.37 3.01 1.52 1.00 2.85 1.05 1.36 1.73 1.50 1.48 1.69
20 1.08 1.00 3.70 4.52 1.00 1.08 1.75 1.03 1.00 1.00 1.72
2 1.37 3.62 11.63 3.94 3.17 1.31 1.36 1.98 1.50 1.64 3.15

Table 5.26: Relative optimal cluster effectiveness for top-50 documents for keyfreq 
across increasing values of m.
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Discussion

Apparently no specific value of m  is superior to others and gives the best result 

at all time. However after analyzing our experimental results, we can draw some 

general guidelines when it comes to choose a “good” value for m. Based on the 

results, we found th a t on the full spectrum  of all possible values of m  studied in 

our experiments (from 2 to  2 0 ), the clustering solutions produced by keyfreq-based 

clustering tend to perform better in terms of optimal cluster effectiveness when the 

values of m  fall in the middle of the spectrum  than  values from the two ends of the 

spectrum. Moreover for keyfreq-based clustering, MK1 for 0  =  1 and 0  — 2 seem 

to  be more alike to  each other than  to 0  =  0.5 in term s of values of m  to  output 

better results. More specifically our experiments show MK1 for 0  — 1 and 2 favor 

m  valued between 5 and 10, and on the other hand, when m  ranged from 10 to 16, 

MK1 for 0  — 0.5 gains its best. Considering in practice it is hard to  know apriori 

whether precision or recall is more im portant to the user or maybe they are equally 

im portant, it seems 10 is a good candidate to  be used as the default for keyfreq-based 

clustering. It generally performed well for varying numbers of top-ranked pages and 

did not give inconsistent performance under different experimental conditions in our 

experiments.

Perform ance Com parison B etw een  V ivisim o and Categorizer

Vivisimo [34] was founded by Carnegie Mellon University research computer scien­

tists in 2000. Over the past a  few years it has become the leading clustering search 

engine on the Web. Thus it would be interesting for us to  compare the clustering 

quality between Vivisimo and Categorizer.

Vivisimo does not collect search results from Google. Its Web sources include 

“MSN” , “Lycos” , “Looksm art” , “W isenut” , “O penD irectory” and “Overture” . The 

other difference between Vivisimo and Categorizer is th a t Vivisimo’s clustering re­

sult is hierarchical, which means th a t the top-level clusters may contain sub-clusters. 

In our experiments, we treated  Vivisimo’s results as flat partitions (we ignored 

the lower-level clusters nested under the top-level clusters and only calculated the 

E  effectiveness for the top-level clusters) in order to make a meaningful compari­

son between Vivisimo and Categorizer since Categorizer generates flat partitional
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n 1 2 3 4 5 6 7 8 9 1 0 11 A ve.
top-50 12 24 5 13 2 3 11 6 10 1 6 8.46

top - 100 16 42 12 24 6 15 19 9 13 1 6 14.82
top-150 20 58 16 52 9 22 46 10 15 2 8 23.46

Table 5.27: Number of relevant Web pages per query for Vivisimo.

clustering. Each URL only belongs to one cluster in Categorizer, while Vivisimo 

produces overlapping clusters which means one document can appear in different 

clusters. Despite all the differences, it is still interesting to  see how Vivisimo per­

forms under the same experimental settings as Categorizer, i.e., same queries, same 

relevant URL identification m ethod and same experimental metrics.
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Figure 5.5: Search result from Vivisimo

Figure 5.5 shows the clustering results returned from Vivisimo for query “am a­

zon” . Because Vivisimo always presents 10 clusters in its initial search result (more 

clusters can be found by clicking the node labelled as “more”), we only checked the 

effectiveness of these 10 clusters and we also used “10” as the num ber of partitions 

for Categorizer for comparison.
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n=50
M K1 of Vivisimo M K1 of C ategorizer(K eyfreq)

Query 0  = 1 /3 = 2 0 = 0.5 0 = 1 0 = 2 0 = 0.5
1 0.524 0.561 0.479 0.538 0.595 0.464
2 0.429 0.474 0.375 0.385 0.412 0.355
3 0.167 0.074 0.242 0.125 0.186 0.054
4 0.273 0.344 0.184 0.391 0.507 0.205
5 0.667 0.444 0.762 0.2 0.091 0.286
6 0.714 0.687 0.737 0.529 0.545 0.512
7 0.52 0.483 0.552 0.5 0.615 0.286
8 0.4 0.464 0.318 0 0 0
9 0.687 0.597 0.615 0.4 0.4 0.4
10 1 1 1 0.538 0.516 0.559
11 0.5 0.412 0.565 0.556 0.444 0.63

n= 100
M K1 of Vivisimo M K1 of C ategorizer(K eyfreq)

Query 0  = 1 0  = 2 tb II o Cn 0  = 1 0 = 2 /? =  0.5
1 0.636 0.63 0.643 0.417 0.493 0.314
2 0.358 0.372 0.343 0.333 0.365 0.298
3 0.394 0.275 0.479 0.158 0.184 0.13
4 0.277 0.286 0.267 0.263 0.364 0.125
5 0.565 0.39 0.662 0.5 0.286 0.615
6 0.667 0.71 0.608 0.667 0.638 0.691
7 0.579 0.579 0.576 0.467 0.545 0.355
8 0.375 0.419 0.324 0.238 0.167 0.298
9 0.875 0.909 0.8 0.667 0.667 0.667
10 1 1 1 0.655 0.597 0.699
11 0.667 0.524 0.643 0.556 0.556 0.556

n=150
M K1 of Vivisimo M K1 of C ategorizer(K eyfreq)

Query 0  = 1 0 = 2 0 = 0.5 0 = 1 0 = 2 0 = 0.5
1 0.5 0.444 0.545 0.44 0.521 0.327
2 0.416 0.425 0.406 0.5 0.539 0.453
3 0.481 0.314 0.583 0.265 0.338 0.174
4 0.267 0.28 0.254 0.321 0.371 0.262
5 0.576 0.417 0.667 0.833 0.722 0.881
6 0.81 0.815 0.783 0.676 0.647 0.7
7 0.495 0.498 0.491 0.443 0.522 0.331
8 0.474 0.419 0.519 0.259 0.206 0.306
9 0.818 0.71 0.767 0.762 0.731 0.786

10 1 1 1 0.714 0.662 0.667
11 0.692 0.524 0.75 0.65 0.557 0.711

Table 5.28: Performance comparison between Vivisimo and Categorizer in term s of 
MK1.
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n
M K 1 o f  V iv isim o M K 1  o f  C a te g o riz e r (K e y fre q )

(3 = 1 (3 = 2 (3 =  0.5 (3= 1 13 = 2 (3 =  0.5
50 3 5 2 8 6 9
100 0 2 1 10 9 10

150 3 8 4 8 3 7

Table 5.29: Sum marization of performance comparison between Vivisimo and C at­
egorizer.

n E (l) E(2) E(0.5)
top-50 0.034 0 .1 2 0 0.009

top - 100 0 .001 0.009 0.003
top-150 0 .1 2 0 0.681 0.062

Table 5.30: One-tailed probabilities given by Wilcoxon test for keyfreq

n E (l) E(2) E(0.5)
top-50 0.715 0.862 0.080

top - 100 0.207 0.416 0 .120
top-150 0.449 0.768 0.183

Table 5.31: One-tailed probabilities given by Wilcoxon test for snippet
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We performed 3 sets of experiments for the eleven queries (see Table 5.7) on 

Vivisimo corresponding to  different numbers of returned URLs, i.e., n  =  50, 100 

and 150. Table 5.27 shows the numbers of relevant URLs for different n  values. The 

last column of the table gives the numbers of relevant URLs averaged over all the 

queries.

Table 5.28 shows the optim al cluster effectiveness of the Vivisimo clustering re­

sults for different numbers of top-ranked documents and for different queries. For 

comparison purpose, corresponding experimental results of Categorizer are also dis­

played in the table. Table 5.29 summarized the results in Table 5.28 and shows 

how many times each system  has better optimal cluster effectiveness than  the other. 

From Table 5.29, we can see th a t in most of the cases Categorizer has better MK1 

values than  Vivisimo under the same experimental conditions. The difference be­

tween Vivisimo and Categorizer was found to be statistically significant for most 

cases according to  Wilcoxon test. Table 5.30 shows the one-tailed probabilities from 

the Wilcoxon test. Because Vivisimo clusters pages according to  the page summa- 

rizations returned from search engines, we also compared Vivisimo with Categorizer 

when snippet is used as the page representation schemes. Table 5.31 shows the one­

tailed significance levels given by Wilcoxon test. We can see th a t for most of the 

cases, the result is not significant. Again this shows the benefit of using keyphrases 

in query-specific clustering.

D iscussion

Because we do not have access to Vivisimo’s proprietary clustering algorithm, our 

comparisons are completely based on observation of results of certain queries. Our 

clustering scheme, K-M eans bisecting algorithm over keyphrases, have more number 

of cases where the optim al cluster effectiveness was better. Categorizer significantly 

outperformed Vivisimo in term s of optimal cluster effectiveness under our experi­

mental conditions. However, We need to perform more comprehensive and thorough 

research in order to reach to  a generalized conclusion. There are some possible expla­

nations as to why Categorizer exhibits better clustering quality in our experiments:

• The performance difference might be caused by different Web search engine 

sources (Categorizer uses Google and Vivisimo uses search service from MSN
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etc). Because both Vivisimo and Categorizer are m eta search engines th a t 

cluster results returned from other search engines, the different sources can 

have an im pact on the clustering results.

• In our experiments, Vivisimo’s clustering results were interpreted as flat par­

titions (we only examined the top-level clusters). Hence the experimental 

results are not optim al for Vivisimo because its lower-level clusters may have 

better E effectiveness. However, doing so is fair for the comparison because 

Categorizer only has one level of clusters and browsing lower-level clusters in 

Vivisimo definitely entails more effort from users since they have to  first make 

decisions on the  top-level nodes and then expand the promising node to access 

the contained lower-level nodes.

• The fact th a t when Categorizer used snippet as the clustering source, it did 

not significantly outperform ed Vivisimo suggested th a t using keyphrases does 

help improve the effectiveness of Categorizer. Hence using keyphrase as the 

clustering source also contributes to  the better performance of Categorizer.

Although we can not conclude th a t Categorizer is definitely a better system  than  

Vivisimo ju st from the  prelim inary experimental results comparison, we did find 

Categorizer was able to  generate good quality clustering in terms of optimal cluster 

effectiveness even when being compared to the current leading commercial clustering 

search engine. By experimentally studying the performance of Vivisimo, we were 

also able to provide some insight into how Vivisimo performs in terms of objective 

performance measure, i.e., optimal cluster effectiveness. Thus it helps us better 

understand the s ta tu s  of our research in the context of the current clustering quality 

of the clustering searching engine in the real World.
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C hapter 6

Conclusion and Future Work
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6.1 C onclusion

The research we conducted explored a keyphrase extraction algorithm  th a t uses 

HTML form atting elements information and its application in query-specific docu­

ment clustering in the domain of the World W ide Web. We believe the meaningful 

way to evaluate the quality of extracted  keyphrases is to measure its effectiveness in 

the context of its application. The conclusion of the research is structured according 

to  the objectives we set for the research (see Chapter 1).

6.1 .1  U sin g  K ey p h ra ses  as C o n te n t-b a sed  A dd ress

In the first part of the research we studied the  quality of keyphrases generated by 

Extoken in term s of helping in creating “content-based address” for Web documents. 

Our prelim inary experimental results showed th a t the keyphrases extracted by Ex­

token were effective when they were being used to  create search engine queries to 

retrieve the original Web documents from the Web. In the meantime, results suggest 

th a t there are no significant difference between the two weighting schemes th a t we 

proposed in the algorithm: HLOGN and HATF. They both substantially  outper­

formed m ethod th a t is merely based on lexical statistics information. The fact th a t 

both  HLOGN and HATF significantly outperform ed FREQ scheme dem onstrated 

the effectiveness of using HTML form atting elements in keyphrase extraction. Their 

superiority over RANDOM scheme also dem onstrated the effectiveness of selectively 

extracting topical terms.

6 .1 .2  T h e  E ffectiv en ess  o f  Q u ery -sp ec ific  C lu ster in g

Our main focus of the research was to  experim entally study application of keyphrases 

extraction in the context of post-retrieval Web documents clustering. W hat dis­

tinguishes this research from a lot of previous works is tha t we investigated the 

application of partitional clustering algorithm  with different docum ent representa­

tions in query-specific document clustering in the domain of the Web. The main 

issues th a t we aimed to  investigate include the  following: Firstly, how different Web 

document representations (i.e., keyphrases, full document and snippet) affect the 

effectiveness of query-specific Web document clustering; secondly, whether or not 

clustering solution provided by query-specific clustering can actually outperform  the
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traditional ranked list presentation; thirdly, how clustering effectiveness varies when 

different numbers of top-ranked documents are clustered; and lastly for partitional 

clustering how the number of partitions generated by clustering process influence 

the clustering effectiveness.

W hich page representation schem e is the best?

Our experimental results suggest th a t there is no statistical significance for the aver­

age clustering effectiveness between the three page representation schemes. However, 

the average clustering effectiveness yielded by keyfreq tend to be more stable (it has 

the lowest standard deviation for relative effectiveness between the three schemes). 

In other words, when the three schemes are compared, keyfreq’s effectiveness tend 

to  be either the best or the one closest to  the best. Furthermore, keyfreq showed 

higher probability of yielding the best optim al clustering effectiveness across differ­

ent experimental conditions (n and m ) for (3 = 1 and 0.5.

The usefulness of using keyphrases in query-specific clustering was also corrob­

orated when we compared the effectiveness between Vivisimo and Categorizer. We 

also argued th a t although keyphrase extraction module is not present in popular 

Web search engines, the current architecture of Web search engines makes it easy 

for them  to incorporate this module. Once the keyphrases are computed for Web 

pages, the succinctness and topicality make them  a more efficient and qualitatively 

superior Web page source candidate for clustering. The extracted keyphrases can 

even be used as the substitu te  for Web page snippet because of their topicality. The 

implication of these results is th a t they provided solid experimental evidence for 

the benefit of the application of keyphrase extraction technology in query-specific 

document clustering in light of their better clustering quality. Thus our prelimi­

nary results can serve as the m otivation for researchers to  develop better keyphrase 

extraction algorithms in the field of Web document clustering and searching.

Is clustering solution better than the ranked list provided by general 
search engine?

Our research provided experimental evidence tha t query-specific clustering as an 

alternative presentation for query retrieval results has the potential to be more ef­

fective than the ranked list. In our experiments, clustering solutions outperformed
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the ranked lists under various experimental param eters (e.g., the number of top- 

ranked pages and different document collections). For most of the experimental 

conditions, the results are statistically  significant. In the course of performing our 

experiments, we found th a t clustering is normally most useful when the searched 

topic potentially has different orientations. A pparently if all source pages are perti­

nent to the same exact topic, there is no need to cluster them  at all (as the clustering 

results would be of little  use, the amount of tim e users spend on picking out the 

relevant cluster to  further browse would not be justified).

Through the study  of user queries and search log, we observed th a t users’ in­

formation needs (reflected by formulated queries) play a vital role as to  how much 

clustering can help. Users can be characterized by the nature of their queries which 

can be seen as the  representation of their information needs. Queries can be gen­

erally classified into three types in term s of how they serve the purpose of getting 

needed information from search engines:

1. Queries th at consist o f unam biguous and unique term s which m atch  

users’ inform ation needs exactly. For instance, to  find the movie schedule 

of the local city, users probably will spontaneously input “movie guide Cal­

gary” (for users living in Calgary). Users who want to  know where is YM CA’s 

Web site m ostly likely would type in query “YMCA” to the search engine. 

This kind of queries are generally handled very well by m ajor search engines 

like Google and AskJeeves;

2. Queries th at include obscure and general term s or polysem ous term s.

For example, “salsa” could refer to  a special sauce or a  music genre. “Am a­

zon” could m ean the popular online bookstore or the famous river in South 

America. “Apple” is a fruit but also a well-known computer company. The 

vagueness of query term s can be caused by users’ inexperience in query con­

struction, the natu re  of the question itself and the combination of both. Due 

to  the nature  and volume of the Web, polysemy tends to be more common on 

the Web compared w ith traditional structured database. This type of queries 

can be form ulated unconsciously (not aware of the innate vagueness) or inten­

tionally (users would like to survey a general topic);
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3. Im p re c is e  a n d  m is le a d in g  q u e rie s . Users who are not familiar with the 

jargons or vocabularies in certain topics may not use the right words when 

they query subjects in those areas. Users lacking of query composition skills 

sometimes even give queries which do not represent their true information 

needs.

We observed the similar pa ttern  happening in the domain of the Web as the one 

found by Allen, Obry and Littm an [3]. Generally speaking traditional search engines 

do a good job handling the first type of queries. The ranked list works satisfactorily 

in this case and users normally can find relevant pages in the top-ranked pages 

swiftly. One characteristic of most of this type of queries is th a t users will almost 

immediately stop browsing once they find one relevant page th a t answers their 

questions or helps them  achieve their tasks.

It is the other two types of queries th a t query-specific clustering can help the 

most. By organizing result pages into topically-related groups, clustering gives users 

a chance to  identify relevant document sets among unrelated docum ent groups. 

Hence it enables users to “jum p” to  the promising groups directly. This is especially 

true when the query term s are polysemous and clustering provides categories th a t 

match the m ulti-aspects of the topic naturally. Furthermore, by comprehending the 

topic s tructu re  of the query result aided by clustering, users can also refine or modify 

their original queries in order to  achieve better retrieval precision from conventional 

search engines. Clustering-based query result navigation can also help users quickly 

gain an overview of the document set generated by the query. Therefore it is very 

helpful when users want to  explore a general topic through search engines. The 

clustering solutions provided by query-specific clustering help users perceive the 

intrinsic multi-facet topics embedded in the retrieval results returned by traditional 

search engines. These “flavors” of queries justify the validity of using clustering and 

at the same tim e stresses th a t clustering solution should be used as a supplem entary 

presentation to  the ranked list instead of a complete replacement.

H ow  d id  d iffe re n t e x p e r im e n ta l  c o n d it io n s  a ffec t c lu s te r in g  e ffe c tiv en e ss?

The experimental results in our research work implied th a t lower values of the num ­

ber of retrieved top-ranked documents tend to generate better quality clustering
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solutions than  higher values. However, in order to cover as much retrieved infor­

mation as possible, we need to  have more top-ranked documents. Therefore it is 

a trade-off. During our experim entation, we found some reasonably big numbers 

like 100 work p retty  well in serving the two requirements. One of the other con­

tributions made by this research is th a t we performed the experimental evaluation 

of how different numbers of partitions generated by partitional clustering algorithm 

influenced the Web document clustering effectiveness. We explored the variation of 

clustering effectiveness across different numbers of partitions for keyphrase based 

K-Means via bisections clustering algorithm. Our analysis of the results suggests 

such a  pattern: extreme num bers of partitions seem not to work very well with 

partitional clustering and on the other hand numbers in the middle of the spectrum  

tend to give better results.

Categorizer VS. V ivisim o

In our experiments, we also compared our system with the leading clustering search 

engine Vivisimo. Our preliminary results revealed th a t using keyphrase-based clus­

tering, Categorizer significantly outperform ed Vivisimo for most experimental con­

ditions when the flat structure of Categorizer and the top-level nodes of Vivisimo 

were compared. The possible reasons why Categorizer outperform ed Vivisimo can 

be summarized as follows:

•  Different clustering sources. In our experiments, We used keyphrases extracted 

from the Web pages while Vivisimo used page sum m arization returned from 

search engines. W hen Categorizer used snippet as clustering source, statistical 

significance was not achieved most of the times.

•  Different clustering algorithms. We used bisecting K-Means partitional clus­

tering algorithm. The hierarchical clustering algorithm used by Vivisimo is 

not disclosed.

•  Different backend search engines. We used Google as our backend search 

engine and Vivisimo used other search engines (e.g., MSN etc).

• We only compared the top-level clusters of the hierarchical clustering results 

from Vivisimo with our partitional clustering results.
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Although we sill can not claim the our system is definitely better than  Vivisimo, our 

experimental results can be taken as evidence of tha t partitional clustering based 

on keyphrases can produce good quality clustering solutions. In the meantime, it 

can also serve as the m otivation for researchers to further study this area.

lim itations of Q uery-specific C lustering

One lim itation of query-specific clustering is tha t clustering result depends on the 

quality of the backend search engine. As Allen, Obry and Littm an concluded [3], if 

the search engine does not retrieve the relevant documents, query-specific clustering 

will definitely fail. On the other hand if the ranked list from the search engine 

is too good, i.e., the top hits exactly meet users’ information needs, query-specific 

clustering won’t improve the retrieval either.

6.2 Future W ork

During the process of our research, we realized there are still a lot of challenges 

and problems th a t need to  be addressed in the area of the research we were do­

ing. Furthermore our research work can also be expanded and furthered in some 

directions.

One potentially beneficial addition to  our research evaluation would be evalu­

ation d a ta  from the real world gained by comprehensive user study. This applies 

to  both the keyphrase generation and Web document clustering. Document clus­

tering user study in the domain of the World Wide Web has not been thoroughly 

researched, although the counterpart in the context of traditional IR system has 

been extensively studied by researchers. The intrinsic difference between the World 

W ide Web and traditional IR  systems and the distinct user behaviors [38] justify 

the need of such a study. The popularity of the World W ide Web and its impact on 

people’s everyday life make it necessary and practical for the research community 

to  invest more effort to conduct system atic and thorough research work in this area. 

However the volume of the Web, the heterogeneous and dynamic nature  of the Web 

and its huge variety of user groups make it a very challenging task  to perform such 

a study in an unbiased and meaningful way. Although as we mentioned before, eval­

uation from users’ perspective can be highly subjective, we th ink  it can definitely
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contribute to helping us see the whole picture more clearly if we do not solely rely 

on it. It can also help us find problems with the system that won’t be found using 

objective measurements, e.g., readability of the results as well as the usability of the 

prototype systems th a t we developed.

There is still plenty of room for us to improve our keyphrase extraction algo­

rithm. There are more semantic information embedded in HTML th a t we can use to 

enhance Extoken (e.g., the alternative text for m ultim edia such as images and video 

as well as relative position of tex t in the document). The design of the algorithm 

makes it very easy to  add more heuristics into the system. A more sophisticated 

keyphrase extraction algorithm  will definitely benefit its application in different ar­

eas. Keyphrases extraction can be used in other areas of Web application too. 

Keyphrases assisted browse and search systems (e.g., using keyphrases as a  synopsis 

of the source document, helping users reformulate queries with topical keyphrases 

etc.) deserve further study  in itself.

The presentation of document clustering solution is vital to  the overall usability 

of an online Web docum ent clustering system. One im portant aspect of the presen­

tation is the  cluster node labelling. It is the cluster label th a t gives users the direct 

hint as to which cluster may be of interest. W ithout proper labelling, a perfect clus­

tering solution can be useless to  users since they can not identify the right clusters. 

However it is very difficult to  find the balance between being concise and also infor­

mative. In order for users to find the most relevant cluster, we need to  provide them  

with more information, bu t to serve the very basic purpose of using clustering as an 

alternative ou tpu t m ethod to  the ranked list, we have to  make the representation of 

clustering succinct. C luster node labelling as well as other clustering visualization 

m ethods should by all means receive more efforts from the research community.

As a future extension to this research, we can investigate more partitional clus­

tering algorithm s as well as clustering algorithms having other tra its  (e.g., clustering 

algorithms th a t allow overlapping) to see if they can produce equally good or even 

better results. So far prior research work has stressed evaluating document clus­

tering from the perspective of information retrieval (i.e., precision and recall). The 

utility of using clustering to reveal the different aspects of the document set calls for 

the need to  address the performance evaluation based on contextual metrics such
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as topicality in addition to relevancy. However it is rather difficult to come up with 

such a measurement tha t can be calculated in an objective manner.

The “literal search” m ethod employed by most of the current search engines 

sometimes worsen the problems. So it is also meaningful to use N atural Language 

Processing techniques to address the “query ambiguity” problem posed by current 

search engines from a different perspective. Actually NLP has been adopted by 

some commercial search engines, e.g., AskJeeves [24]. But due to the lim itation of 

current research level of NLP, it is still not very practical to implement a system 

using fully-autom ated NLP technology. The natural language processing ability of 

AskJeeves still strongly relies on hum an exam ination and editing.

The web has been and also will be developing rapidly in future. Because of its 

volatility and scale, it has presented a  huge methodological challenge on researches 

in this area. Web search engines crawl on the Web without break. Documents 

popular today may become obsolete in a few months. Searching trends also change 

in an unpredictable way. Researches in th is area should also be updated and study 

the problems in a sustained way in order to  keep up with the speed of the growth 

of the Web. There probably won’t be a day when we can reach a valid conclusion 

once and for all, but what we can certainly do is make the Web more and more easy 

to use.
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Appendix A

Prototype System s 
Im plem entation Details

The keyphrase extraction engine of Phrastractor, which is the implem entation of 

Extoken algorithm, was developed in C + +  and the Web interface was implemented 

using JavaScript and CGI.

Several different program ming languages including C + + , Perl and JavaScript 

were used in the im plem entation of Categorizer. The selection of languages is solely 

based on th a t their different characteristics make them  good candidates for different 

modules in the system. Processing Unit mostly employed C + +  because of the 

requirement of high performance. Coordinating Unit used Perl due to  its embedded 

capability of string m anipulation and flexibility. We chose to  use a combination of 

C + +  , Perl and JavaScript to  implement Web User Interface.
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Appendix B

Categorizer Efficiency 
Optimization

Due to the slowness of downloading Web pages, we devised a server side history cache 

to  speed things up for Categorizer. Basically for each recently subm itted query we 

keep the copies of all result Web pages corresponding to  the number of top-ranked 

URLs specified by the  user for the query. W hen the same query is subm itted again, 

the system will detect th a t there exists a local cached copy of the needed Web pages 

and they will be used instead of downloading the Web pages from the Internet. 

Hence the result can be delivered in a shorter am ount of time.

Categorizer will download the Web documents if a  local copy can not be found 

in cache database. Because of various reasons (e.g., some of the Web servers have 

slow response tim e, some Web Pages are not available a t the time of downloading), 

the download agent in Categorizer gives each downloading session a pre-specified 

tim e limit. Once it times out, the agent will try  again. The process repeats until 

the preset num ber of times is reached. Then the agent will move to the next URL.
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Appendix C

Percentage of Paid Links in 
M eta Search Engines

In this sampling test, search query ’’canada” is used to  calculate the what percentage 
of links in the first page of search results were paid listings [20]. Because usually 
users do not change the defaults search settings default settings were used when the 
search was conducted.

M eta Search Paid Links Total Links Paid %
Dogpile 30 35 8 6 %

qbSearch 66 98 67%
M etaCrawler 13 25 52%

M amm a 6 15 40%
Search.com 10 29 34%
ProFusion 2 14 14%

Ixquick 1 10 10%
Vivisimo 0 20 0 %

Table C .l: Percentage of Paid Links[32]
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Appendix D

The M ost Popular Search 
Engines

The chart below shows the most popular search sites in the United States, as based 
on audience reach for January  2003 [19]. Audience reach is the percentage of US 
home and work internet users estim ated to have searched on each site a t least once 
during the m onth through a web browser or some other ’’online” means. For January 
2003, there were an estim ated 134 million active a t home and a t work internet users 
in the US.

o% 10% 20% 30%

29.5%

28.3%

27.6%

18.4%

Source: NielsentfNetRatings 
for SearchEngfneW atch.com

KEYi G G = G o o g le ,  Y H = Y a h o o ,  M S N = M S N , A O L = A O L , A J = A s k  J e e v e s  
O V R = O v e r tu r e  ( G o T o ) ,  I S = I n f o 3 p a c e ,  N S = N e ts c a p e >  A V ^ A lta V is ta ,  
L Y = L y c o s , E L IN K = E a rth L in k . c o m /  L S ^ L o o k  S m a r t

Figure D .l: Most popular search engines ranking in US
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Appendix E

Effectiveness variation across 
increasing values of partition  
number for document 
collections

Table E .l  and E.2 present the results of relative optimal cluster effectiveness repre­
sented by MK1 across for all document sets across increasing numbers of partitions 
with an increment of 10 for toplOO and topl50  ranked documents.

The following figures show the  distribution of frequencies of different numbers of 
partitions ou tpu t from clustering th a t produce the best optim al cluster effectiveness 
for different fi values and for three page representation schemes over all document 
collections. E (1 ),E (2 )  and E(0.5) denotes MK1 when (3 is 1,2 and 0.5 respectively
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m 1 2 3 4 5 6 7 8 9 10 11 Avg.
6 1.00 1.35 1.00 1.43 1.50 1.13 1.61 4.03 1.03 1.07 1.00 1.47
5 1.00 1.54 1.00 1.43 1.50 1.13 1.61 4.03 1.03 1.07 1.00 1.49
10 1.12 1.00 2.26 1.43 1.00 1.00 1.61 4.03 1.00 1.15 1.00 1.51
11 1.12 1.00 2.26 1.43 1.00 1.00 2.14 4.03 1.00 1.15 1.00 1.56
7 1.12 1.35 2.26 1.43 1.50 1.02 1.61 4.03 1.03 1.07 1.00 1.58
9 1.12 1.35 2.26 1.43 1.50 1.00 1.61 4.03 1.00 1.15 1.00 1.59
8 1.12 1.35 2.26 1.43 1.50 1.00 1.61 4.03 1.03 1.15 1.00 1.59
14 1.12 1.11 5.41 2.47 1.00 1.09 2.14 1.00 1.00 1.17 1.00 1.68
15 1.12 1.11 5.41 2.47 1.00 1.09 2.14 1.00 1.00 1.17 1.00 1.68
19 1.62 1.11 5.41 2.47 1.00 1.00 2.14 1.00 1.03 1.20 1.00 1.73
16 1.62 1.11 5.41 2.47 1.00 1.09 2.14 1.00 1.03 1.17 1.00 1.73
17 1.62 1.11 5.41 2.47 1.00 1.09 2.14 1.00 1.03 1.17 1.00 1.73
18 1.62 1.11 5.41 2.47 1.00 1.09 2.14 1.00 1.03 1.17 1.00 1.73
20 1.62 1.11 5.41 2.47 1.00 1.00 2.14 1.00 1.03 1.20 1.12 1.74
12 1.12 1.00 5.41 1.43 1.00 1.00 2.14 4.03 1.00 1.15 1.00 1.85
4 1.00 1.54 1.00 1.00 1.75 1.13 1.00 8.97 1.08 1.00 1.00 1.86
13 1.12 1.00 5.41 2.47 1.00 1.00 2.14 4.03 1.00 1.17 1.00 1.94
3 1.25 1.54 1.00 1.00 1.75 1.06 1.15 11.41 1.08 1.00 1.00 2.11
2 1.25 2.07 6.34 1.86 1.85 1.06 1.15 11.41 1.08 1.00 1.29 2.76

11ii

rn 1 2 3 4 5 6 7 9 10 11 Avg.
4 1.13 1.03 1.00 1.00 2.58 1.28 1.34 3.78 1.11 1.00 1.00 1.48
5 1.13 1.03 1.00 2.09 1.91 1.28 2.78 1.84 1.19 1.43 1.00 1.51
3 1.00 1.03 1.00 1.00 2.58 1.00 1.00 4.96 1.11 1.00 1.00 1.52
6 1.13 1.13 1.00 2.09 1.91 1.28 2.78 1.84 1.19 1.43 1.00 1.52
10 1.77 1.00 6.34 2.09 1.00 1.19 2.78 1.84 1.25 1.73 1.25 2.02
7 1.77 1.13 6.34 2.09 1.91 1.28 2.78 1.84 1.19 1.43 1.00 2.07
11 1.77 1.00 6.34 2.09 1.00 1.19 3.66 1.84 1.25 1.73 1.25 2.10
8 1.77 1.13 6.34 2.09 1.91 1.19 2.78 1.84 1.19 1.73 1.25 2.11
9 1.77 1.13 6.34 2.09 1.91 1.19 2.78 1.84 1.25 1.73 1.25 2.12
2 1.00 1.32 8.34 1.09 2.92 1.00 1.00 4.96 1.00 1.00 1.23 2.26
12 1.77 1.00 17.03 2.09 1.00 1.19 3.66 1.84 1.25 1.73 1.25 3.07
14 1.77 1.32 17.03 3.28 1.00 1.40 3.66 1.00 1.25 2.05 1.25 3.18
15 1.77 1.32 17.03 3.28 1.00 1.40 3.66 1.00 1.25 2.05 1.25 3.18
13 1.77 1.00 17.03 3.28 1.00 1.19 3.66 1.84 1.25 2.05 1.25 3.21
19 2.49 1.32 17.03 3.28 1.00 1.37 3.66 1.00 1.36 2.06 1.25 3.26
16 2.49 1.32 17.03 3.28 1.00 1.40 3.66 1.00 1.36 2.05 1.25 3.26
17 2.49 1.32 17.03 3.28 1.00 1.40 3.66 1.00 1.36 2.05 1.25 3.26
18 2.49 1.32 17.03 3.28 1.00 1.40 3.66 1.00 1.36 2.05 1.25 3.26
20 2.49 1.32 17.03 3.28 1.00 1.37 3.66 1.00 1.36 2.06 1.47 3.28

,3 =  0.5
m 1 2 3 4 5 6 7 9 10 11 Avg.
14 1.00 1.00 1.83 2.00 1.00 1.27 1.34 1.00 1.07 1.00 1.00 1.23
15 1.00 1.00 1.83 2.00 1.00 1.27 1.34 1.00 1.07 1.00 1.00 1.23
19 1.37 1.00 1.83 2.00 1.00 1.00 1.34 1.00 1.00 1.02 1.00 1.23
20 1.37 1.00 1.83 2.00 1.00 1.00 1.34 1.00 1.00 1.02 1.07 1.24
16 1.37 1.00 1.83 2.00 1.00 1.20 1.34 1.00 1.00 1.00 1.00 1.25
17 1.37 1.00 1.83 2.00 1.00 1.20 1.34 1.00 1.00 1.00 1.00 1.25
18 1.37 1.00 1.83 2.00 1.00 1.20 1.34 1.00 1.00 1.00 1.00 1.25
10 1.00 1.58 1.21 1.00 1.00 1.27 1.12 12.42 1.07 1.14 1.00 2.16
11 1.00 1.58 1.21 1.00 1.00 1.27 1.34 12.42 1.07 1.14 1.00 2.18
12 1.00 1.58 1.83 1.00 1.00 1.27 1.34 12.42 1.07 1.00 1.00 2.23
9 1.00 2.54 1.21 1.00 1.35 1.27 1.12 12.42 1.07 1.14 1.00 2.28
8 1.00 2.54 1.21 1.00 1.35 1.23 1.12 12.42 1.16 1.14 1.00 2.29
7 1.00 2.54 1.21 1.00 1.35 1.23 1.12 12.42 1.16 1.11 1.13 2.30
13 1.00 1.58 1.83 2.00 1.00 1.27 1.34 12.42 1.07 1.00 1.00 2.32
6 1.34 2.54 1.00 1.00 1.35 1.47 1.12 12.42 1.16 1.11 1.13 2.33
5 1.34 3.17 1.00 1.00 1.35 1.47 1.12 12.42 1.16 1.11 1.13 2.39
4 1.34 3.17 1.00 1.55 1.49 1.47 1.00 26.38 1.26 1.10 1.13 3.72
3 1.82 3.17 1.00 1.55 1.49 1.45 1.36 31.96 1.26 1.10 1.13 4.30
2 1.82 4.11 5.24 3.58 1.55 1.45 1.36 31.96 1.28 1.10 1.44 4.99

Table E .l: Relative optim al cluster effectiveness for top-100 documents for keyfreq 
across increasing values of m .
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m 1 2 3 4 5 6 7 8 9 10 11 A v g .
6 1.11 0.58 1.00 1.02 1.27 1.00 1.00 1.30 1.10 1.05 1.00 1.04
7 1.11 0.58 1.00 1.02 1.27 1.00 1.00 1.30 1.10 1.05 1.00 1.04
8 1.11 0.58 1.00 1.02 1.25 1.00 1.51 1.30 1.10 1.05 1.00 1.08
5 1.11 0.58 1.00 1.02 1.27 1.00 1.00 2.73 1.03 1.00 1.00 1.16
4 1.11 0.59 1.00 1.00 1.32 1.03 1.00 2.73 1.03 1.00 1.00 1.16
3 1.15 0.59 1.00 1.00 1.33 1.10 1.17 2.73 1.03 1.00 1.09 1.20

9 1.00 0.58 3.35 1.02 1.17 1.00 1.51 1.30 1.10 1.05 1.00 1.28
10 1.00 0.50 3.35 1.02 1.17 1.00 1.51 1.30 1.10 1.18 1.00 1.28
11 1.00 0.50 3.35 1.02 1.17 1.00 1.51 1.30 1.10 1.18 1.08 1.29
12 1.00 0.50 3.35 1.02 1.17 1.11 1.51 1.30 1.10 1.18 1.08 1.30
16 1.00 0.50 3.35 1.30 1.12 1.11 2.20 1.00 1.10 1.18 1.08 1.36
13 1.00 0.50 3.35 1.02 1.17 1.11 2.20 1.30 1.10 1.18 1.08 1.36
14 1.00 0.50 3.35 1.30 1.12 1.11 2.20 1.30 1.10 1.18 1.08 1.38
15 1.00 0.50 3.35 1.30 1.12 1.11 2.20 1.30 1.10 1.18 1.08 1.38
19 1.00 0.42 4.61 1.30 1.00 1.11 2.29 1.00 1.00 1.18 1.08 1.45
18 1.00 0.42 4.61 1.30 1.00 1.11 2.20 1.00 1.10 1.18 1.08 1.45
17 1.00 0.50 4.61 1.30 1.00 1.11 2.20 1.00 1.10 1.18 1.08 1.46
20 1.00 0.42 4.61 1.30 1.00 1.11 2.51 1.00 1.00 1.18 1.08 1.47
2 1.15 0.74 5.53 1.58 1.36 1.10 1.17 3.66 1.03 1.00 1.09 1.77

c*II

m 1 2 3 4 5 6 7 9 10 11 A v g .
3 1.00 0.40 1.00 1.00 1.44 1.01 1.00 1.82 1.00 1.00 1.00 1.06
4 1.36 0.40 1.00 1.00 1.42 1.00 1.48 1.82 1.17 1.00 1.04 1.15
6 1.36 0.54 1.00 1.48 1.33 1.15 1.48 1.00 1.42 1.36 1.04 1.20
7 1.36 0.54 1.00 1.48 1.33 1.15 1.48 1.00 1.42 1.36 1.04 1.20
5 1.36 0.54 1.00 1.48 1.33 1.15 1.48 1.82 1.17 1.00 1.04 1.22
8 1.36 0.54 1.00 1.48 1.30 1.15 3.00 1.00 1.42 1.36 1.04 1.33
2 1.00 0.54 7.18 1.26 1.53 1.01 1.00 2.59 1.00 1.00 1.00 1.74
9 1.78 0.54 10.24 1.48 1.17 1.15 3.00 1.00 1.42 1.36 1.04 2.20
10 1.78 0.54 10.24 1.48 1.17 1.15 3.00 1.00 1.42 1.74 1.04 2.23
11 1.78 0.54 10.24 1.48 1.17 1.15 3.00 1.00 1.42 1.74 1.34 2.26
12 1.78 0.54 10.24 1.48 1.17 1.41 3.00 1.00 1.42 1.75 1.34 2.29
13 1.78 0.54 10.24 1.48 1.17 1.41 4.21 1.00 1.48 1.75 1.34 2.40
14 1.78 0.54 10.24 2.06 1.12 1.41 4.21 1.00 1.48 1.75 1.34 2.45
15 1.78 0.54 10.24 2.06 1.12 1.41 4.21 1.00 1.48 1.75 1.34 2.45
16 1.78 0.54 10.24 2.06 1.12 1.41 4.21 1.39 1.48 1.97 1.34 2.50
18 1.78 0.51 14.12 2.06 1.00 1.41 4.21 1.39 1.48 1.97 1.34 2.84
17 1.78 0.54 14.12 2.06 1.00 1.41 4.21 1.39 1.48 1.97 1.34 2.85
19 1.78 0.51 14.12 2.06 1.00 1.41 4.36 1.39 1.43 1.97 1.34 2.85
20 1.78 0.51 14.12 2.06 1.00 1.41 4.69 1.39 1.43 1.97 1.34 2.88

■CO II o cn

m 1 2 3 4 5 6 7 9 1 0 11 A v g .
19 1.00 0.27 1.76 1.00 1.00 1.00 1.51 1.00 1.00 1.00 1.00 1.05
16 1.00 0.45 1.44 1.00 1.10 1.00 1.48 1.00 1.21 1.00 1.00 1.06
18 1.00 0.27 1.76 1.00 1.00 1.00 1.48 1.00 1.21 1.00 1.00 1.07
20 1.00 0.27 1.76 1.00 1.00 1.00 1.69 1.00 1.00 1.00 1.00 1.07
17 1.00 0.45 1.76 1.00 1.00 1.00 1.48 1.00 1.21 1.00 1.00 1.08
12 1.00 0.45 1.44 1.07 1.14 1.00 1.01 3.36 1.21 1.00 1.00 1.24
11 1.00 0.45 1.44 1.07 1.14 1.02 1.01 3.36 1.26 1.00 1.00 1.25
10 1.00 0.45 1.44 1.07 1.14 1.02 1.01 3.36 1.26 1.00 1.12 1.26
14 1.00 0.45 1.44 1.00 1.10 1.00 1.48 3.36 1.21 1.00 d 1.00 1.28
15 1.00 0.45 1.44 1.00 1.10 1.00 1.48 3.36 1.21 1.00 1.00 1.28
9 1.00 0.62 1.44 1.07 1.14 1.02 1.01 3.36 1.26 1.06 1.12 1.28
13 1.00 0.45 1.44 1.07 1.14 1.00 1.48 3.36 1.21 1.00 1.00 1.29
8 1.70 0.62 1.00 1.07 1.20 1.02 1.01 3.36 1.26 1.06 1.12 1.31
6 1.70 0.62 1.00 1.07 1.21 1.02 1.00 3.36 1.26 1.06 1.12 1.31
7 1.70 0.62 1.00 1.07 1.21 1.02 1.00 3.36 1.26 1.06 1.12 1.31
5 1.70 0.62 1.00 1.07 1.21 1.02 1.00 7.07 1.25 1.07 1.12 1.65
4 1.70 0.69 1.00 1.51 1.24 1.12 1.00 7.07 1.25 1.07 1.12 1.71
3 1.91 0.69 1.00 1.51 1.25 1.19 1.40 7.07 1.28 1.07 1.24 1.78
2 1.91 0.82 4.58 2.46 1.27 1.19 1.40 8.92 1.28 1.07 1.24 2.38

Table E.2: Relative optim al cluster effectiveness for top-150 docum ents for keyfreq 
across increasing values of m.
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