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Abstract

Nanomechanical torque magnetometry is emerging as a highly-sensitive method for gauging

magneto-statics and magnetic dynamics in mesoscopic and nano-scale magnetic materials.

Advances in torque magnetometry are presented here, which were unattainable using previ-

ous techniques. Silicon nitride membrane-based nanomechanical torque magnetometers were

first fabricated and characterized using the resonance modes and magnetic hysteresis and

integrated with ∼ 350 bacterial magnetosome nanoparticles in a random assembly. Methods

of assembling the magnetic materials (nanoparticles, mesoscopic magnetic disks) in geomet-

rical shapes on the nanomechanical torque magnetometers were developed later on. Further,

optomechanical torque magnetometers were developed to derive their highly sensitive trans-

ductions in ambient conditions. Optomechanical torque magnetometers were also used as RF

susceptometers to acquire the vector-based susceptibility components. Finally, RF suscep-

tometry was combined with the torque-mixing resonance spectroscopy for characterization

of magnetic dynamics. The new nanophotonic optomechanical torque magnetometers de-

veloped in this Thesis can potentially be used for probing the magnetization, susceptibility,

and spin resonances in a countable number of magnetic nanoparticles, leading to single spin

detection in ambient conditions.
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Preface

Some of the research work presented in this Thesis has been published in peer-

reviewed journals. The conducted research here is part of an international

research collaboration with groups of Profs. D. A. Bazylinski (University of

Nevada), T. Prozorov (Ames Laboratory, US Department of Energy), P.E.

Barclay (University of Calgary) and D. Vick at the National Institute for Nan-

otechnology (NINT). The fabrication of torque magnetometers was performed

at the University of Alberta NanoFab and NINT. The details about the work

contributions are listed below.

Chapter 3 presents the torque magnetometry of assembled nanoparticles on

the nanomechanical devices. This work has been published as “Nanomechani-

cal Torque Magnetometry of an Individual Aggregate of ∼350 Nanoparticles”

by T. Firdous, D. Vick, M. Belov, F. Fani Sani, A. McDermott, J.E. Losby,

D.A. Bazylinski, T. Prozorov, D.K. Potter and M.R. Freeman in the Cana-

dian Journal of Physics 93: 1252-1256 (2015). I performed the experiments,

collected data, and analyzed as well as wrote the manuscript. D. Vick per-

formed the focused ion beam milling for device fabrication; F. Fani Sani helped

in micromagnetic simulations; A. McDermott helped in the experiments; J.E.

Losby contributed to manuscript editing; D.A. Bazylinski provided the mag-

netite nanoparticles; and T. Prozorov assembled the nanoparticles on the de-

vices. D.K. Potter and M.R. Freeman were the supervisory authors and were

involved with conceptual understanding and manuscript editing.

Chapter 4 presents the torque magnetometry of self-assembled nanoparticles
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in geometrical shapes on the nanomechanical devices. I fabricated the devices,

conducted the experiments and analyzed the data. D. Vick performed the

focused ion beam milling for device cleaning. D.K. Potter and M.R. Freeman

were the supervisors and helped in concept formation.

Chapter 5 shows the findings of magnetic susceptibility at Barkhausen steps

in ambient conditions. This work has been published as, “Nanocavity Op-

tomechanical Torque Magnetometry and Radiofrequency Susceptometry” by

Marcelo Wu*, Nathanael L.-Y. Wu*, Tayyaba Firdous*, Fatemeh Fani Sani,

Joseph E. Losby, Mark R. Freeman and Paul E. Barclay in Nature Nanotech-

nology 12:127 (2017). I am the equal first author of this paper (the three

first authors are designated by *) and responsible for conducting the experi-

ments, collecting data, analyzing data and for contribution to the manuscript.

Marcelo Wu and Nathanael L.-Y. Wu designed and fabricated the devices.

Marcelo Wu arranged the experimental setup. Marcelo Wu, Nathanael L.-Y.

Wu, and Tayyaba Firdous performed the experiments and analyzed the data.

Fatemeh Fani Sani helped in data analysis and simulations (I also performed

simulations); Joseph E. Losby provided technical guidance; and Mark R. Free-

man and Paul E. Barclay supervised this project. All authors contributed to

the manuscript.

Chapter 6 presents the preliminary work for the miniature Einstein-de Haas

experiment, and for the ultra-high sensitive field sensing magnetometers. I pol-

ished the YIG sample to make disks and M. Belov fabricated the devices. I

performed the experiments, collected data and analyzed the scientific findings.

Joseph E. Losby fabricated the double paddle resonator and M. Belov per-

formed the YIG disk milling and transfer onto the paddles.

I conducted all the experiments, simulations and analyzed the data pre-

sented in the Appendices. I performed all the simulations detailed in Appendix

B and fabricated the devices using the device fabrication processes listed in Ap-

pendix C, however, Joseph E. Losby trained me for nanofabrication processes.
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I performed all the experiments for the nanoparticles in Appendix D. Jeremy

Bau synthesized the nanoparticles described in Appendix D.2.1; Angela Brigley

performed the bacteria lysing for nanoparticles in Appendix D.2.2; and Thomas

Crawford provided the nanoparticle assemblies in Appendix D.2.3. I executed

the mechanical grinding and polishing of the YIG in Appendix E. M. Belov

fabricated the disk from the polished YIG lamella (see Appendix E.2.2) and

D. Vick prepared the thin sections for TEM (see Appendix E.4). D. Vick per-

formed the FIB on polished YIG samples and Jian Chen collected all TEM

images in Appendix F. M. Belov prepared the YIG disks and Kai Cui obtained

the Lorentz images in Appendix G. I performed the torque magnetometry mea-

surements, Joseph E. Losby fabricated the devices, and Zhu Diao deposited the

Co/CoO films on the devices in Appendix H.
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Chapter 1

Introduction

1.1 Objectives of the Thesis

The work presented in this Thesis is organized around advancements in

nanomechanical and optomechanical torque magnetometry methods for mag-

netic assemblies. The study combines the advances in various fields as the

core of the research presented here. These fields are nanomechanics, optome-

chanics, nanofabrication techniques, torque magnetometry, and magnetic ma-

terial assemblies. The thesis details the nanofabrication of highly sensitive

nanomechanical and nanophotonic optomechanical magnetometers (resonators

or devices) for small-scale magnetic nanoparticle self-assemblies for torque mag-

netometry. The advancements in the above mentioned fields has resulted in

the exceptional capability to fabricate devices with incredible sensitivities in

ambient conditions. These highly-sensitive devices are useful for sensitive char-

acterization of a countable number of nanoparticles in ambient conditions.

In torque magnetometry, the magnetic material produces a torque in the

presence of an external magnetic field. This torque produces a measurable me-

chanical deflection when the material of interest is integrated with a compliant

mechanical armature (nanomechanical resonator). The sensitive devices enable

the study of magnetic interactions in magnetic assemblies containing a count-
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able number of magnetic nanoparticles that are not possible to measure with

traditional techniques. The study of these magnetic assemblies is advantageous

for their optimized implementation in potential applications (e.g., spintronics,

biomedical, nano-photonics, and many others).

In this Thesis, nanomechanical torque magnetometers were fabricated for

the examination of various magnetic processes, such as magnetic hyperthermia

and energy absorption in magnetic nanoparticle assemblies. As an extension of

the work, nanophotonic optomechanical magnetometers were fabricated with

high magnetic moment sensitivity to enable the investigation of magnetization,

susceptibility and spin resonances in ambient conditions. The nanophotonic

optomechanical magnetometers were optimized for magnetic signal transduc-

tion with high sensitivity using permalloy as a dry-run magnetic material, and

are ready to be integrated with magnetic nanoparticle assemblies. The project

was further extended to fabricate an ultra-high sensitive magnetic field sensing

magnetometer. Major advances in the new experimental techniques were also

made by developing and extending the functionality of nanomechanical and

optomechanical magnetometers and susceptometers.

The main objectives of the study were as follows:

1. Integration of magnetic nanoparticle self-assemblies (countable number

of nanoparticles) on nanomechanical torque magnetometers.

2. Optimization of nanophotonic optomechanical magnetometers/suscep-

tometers with high sensitivity for ambient conditions, to enable the mea-

surement of few magnetic nanoparticle assemblies in ambient conditions.

3. To build ultra-high sensitive field sensing magnetometers.

4. To demonstrate the new developed techniques.
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1.2 Background and Integration of Ideas

Advances in various fields are integrated in the current research, presented in

this Thesis. It combines the nanomechanics and optomechanics (for essential

mechanical armature), magnetic material assemblies (nanoparticles, permalloy

and yttrium iron garnet (YIG)), and torque magnetometry (technique). The

developments in these fields are explained in the following subsections. The

work has been laid out progressively from commercially available silicon ni-

tride membranes to the current state-of-art research work (devices for ambient

conditions) for versatility and evolution. The other essential components in the

endeavor are nanofabrication techniques and signal transduction methods (by

optical interferometry and optical taper fiber), which are listed in Chapter 2.

1.2.1 Nanomechanics and Optomechanics

One of the basics of nanomechanics arose from the torsional spring or torsional

balance, which was invented by Charles-Augustin de Coulomb in 1785 [1] and

by John Michell in 1783 independently. Coulomb used the torsional balance

to measure the electric forces between two charges, and Michell’s torsional

balance was used by Henry Cavendish [2] in 1798 to measure the gravitational

force between two masses. In both experiments, the torsional balance consists

of a rod suspended with a fiber, with the charges or masses attached at the

ends of the rod. The resulting forces generate torque, which is proportional to

the rotating angle of the rod.

The same torsional balance was also used in the basic experiments of magne-

tization study. One of which is the Barnett effect [3, 4], discovered by Samuel

Barnett in 1909, which explains the magnetization change in a rotating un-

charged body. The opposite effect was predicted by Owen W. Richardson in

1908 [5], that the magnetization change can rotate the body. This prediction

was experimentally confirmed by Albert Einstein and Wander Johannes de
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Haas in 1915, known as the Einstein-de Haas effect [6]. The rotation of a body

by magnetization occurs due to angular momentum conservation; the angular

momentum of electrons aligns along the magnetization axis. They found the

magnetomechanical ratio was the relation between angular momentum and the

magnetic moment of electrons.

The Einstein-de Haas experimental apparatus is one of earliest experiments

in magnetometry and became the basis of torque magnetometry. In Eintstein-

de Haas experiment, the sample is attached to one end of a torsional rod in an

external applied magnetic field. A mirror is attached to the torsional rod, which

detects the rotation in the rod, produced by the twisting of sample, in the pres-

ence of magnetic field. In all aforementioned experiments, the torque generates

the mechanical rotation. With the advent of modern technology, the minia-

turization process also influenced the torsional balance, and led to nanoscale

torque magnetometry, along with other microscopy (atomic force microscopy

[7], magnetic force microscopy [8], and magnetic resonance force microscopy

[9]) and spectroscopic methods (EPR spectroscopy [10], NMR spectroscopy

[11], Mössbauer spectroscopy [12], Raman spectroscopy [13], ferromagnetic res-

onance spectroscopy [14], and torque-mixing resonance spectroscopy (TMRS)

[15]).

The onset of miniaturization started with silicon integrated circuits in the

1950s, and then later on, microelectromechanical systems (MEMS), nanoelec-

tromechanical systems (NEMS) in the submicron dimensions and lastly op-

tomechanical systems using photonic cavities. These systems contain the me-

chanical element in the micron, submicron, and nanometer ranges including

optical cavities. MEMS were used in the development phase in the 1970s, and

in consumer applications since the 1990s. NEMS and MEMS have been em-

ployed in forms of microaccelerometers [16], gyrometers [17], magnetometers,

microactuators [18], RF switches [19] and transistors [20], micro-mirrors [21],

pressure sensors [22, 23], and biological sensors [24]. These forms are used in, for
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example, automobiles and mobile phones, games, projectors, ink-jet printers,

microelectronics [25], optics and biomedical devices [17]. The significant forms

of miniaturization of NEMS assures low power consumption, high detection

sensitivity, and on-chip device fabrication for research and applied purposes.

The scaling-down of dimensions or miniaturization generate high responsivities

and higher resonance frequencies for better signal, and higher sensitivities.

The device sensitivity has been used for displacement sensing, mass sens-

ing, force sensing, torque sensing, energy sensing, and magnetic moment and

field sensing. The shift in resonance frequency due to the mass load has

been detected in the yoctogram range for mass sensing in recent years, us-

ing a vibrating carbon nanotube [26]. This shift has recently been extended to

single-electron spin paramagnetic resonance [27], nuclear spin relaxation [28],

zeptogram-scale mass sensing in a vacuum [29] and attogram-scale mass sensing

in liquids [30], sub-femtometer displacement sensing [31], zepto-newton scale

force sensing [32], high-sensitivity torque sensing [33], very high frequency [34]

and high-sensitivity energy sensing [35]. Ultimately, NEMS will be concen-

trated towards the quantum mechanical limits of force [36, 37], mass [38] and

displacement detection [39], and torque sensing [40], as well as using optical

cooling to put down quantum back-action [31, 41]. The force detection has

produced the magnetic resonance signal of a single electron, which can be used

for single spin detection. Single spin detection is achieved by using the nitrogen

vacancy centres in diamond [42], and using magnetic force microscopy [43].

Sensitive detection includes optomechanical transduction where an evanes-

cently coupled optical gradient force in the proximity of the device transduces

the signal or produces the deflection. Light interacts with mechanical systems

with radiation pressure in optomechanics, while it involves the confinement of

light in an optical cavity in cavity optomechanics. The radiation pressure orig-

inates from the momentum that light carries with it. The radiation pressure

based cooling and the miniaturization of the mechanical element were utilized
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together for high sensitivities and for eliminating thermal motion. The intro-

ductory efforts in cavity optomechanics started theoretically in the early 1990s

[44] and validated experimentally in the late 1990s [45, 46].

Initially, radiation pressure cooling [47] and the optoemechanical effect was

observed for mesoscopic and microscopic mirrors at cryogenic temperatures

[21] in optical cavities. The high quality optical Fabry-Pérot cavities in the

nanometer range made it possible to observe the optomechanical effects of the

radiation forces at high sensitive scales. The limitations include damping [48],

self induced oscillations [49] and dynamical back-action of the photothermal

light forces [50], such that the exploration of non-dispersive radiation pressure

[51] was discernible. With the advent of NEMS, optomechanical coupling was

reported in cold atom clouds [37], nanorods [52], nanobeams [53], membranes

[54, 48], microspheres [55], whispering gallery microdisks [56], Fabry-Pérot cav-

ities [57, 58], photonic crystals [59], and photonic cavities [51].

NEMS have extreme flexibility and control over the dimensions of objects

and the assembly, and on chip integration, in contrast to quantum coherent

control in atomic systems where quantum states are used for atomic spin inter-

actions. Cavity optomechanics mediates both aspects in the current state of the

art technology. On one hand, cavity optomechanics is used for ultra-high sen-

sitive detection of small-scale masses, displacement, energy and forces. On the

other hand, it offers control over the mechanical motion in quantum states and

systems. The combination of both routes gives devices with quantum informa-

tion processing [60] and other hybrid devices [61]. Quantum measurement prob-

lem has been approached in various experiment, for microscopic and nanoscale

objects, using the cavity optomechanics and its entangled quantum states [62].

Efforts are being put into utilize these superpositioned states in gravitational

wave interferometers [63], studying light-matter interactions (photon-phonon

entanglement) [64] and in quantum-gravity experiments [65, 66]. The prospects

of integrating large masses in conjunction with quantum optical states and its
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sensitive detection are being explored. One possible approach is to combine

and assemble the optomechanical devices in large-scale arrays, for quantum

entanglement problem.

Besides quantum measurements, cavity optomechanics have been employed

in several other applications, such as in lasers [67], tunable optical filters [68],

optical and quantum information processing [60], and single photon detection

[69]. On-chip integration of optomechanical devices with photonics has brought

new features and adaptability. The ability of cavity optomechanics in terms of

damping and readout, both at higher mechanical frequencies, executes faster

sampling and scanning rates, useful for many applications.

With comprehensive background of the nanomechanics and optomechan-

ics, various mechanical structures were selected for further improvement (e.g.,

silicon nitride membranes and nanomechanical armatures). Finally, bringing

cavity optomechanics and nanomechanical devices together will grant more

functionality of devices. This would help in accomplishing the one of the aims

of this Thesis, which was to use the optomechanical split-beam cavities and

make useful optical and mechanical transductions at optical and mechanical

resonance frequencies. The devices were progressively integrated from lower

sensitivity silicon nitride membrane nanomechanical devices to highly sensitive

optomechanical devices in this Thesis. The idea of progressive integration is

dependent on the magnetic moment volume, which essentially depends on the

number of the magnetic nanoparticles assembled on the devices.

1.2.2 Self Assembly of Nanoparticles

The magnetic [70, 71], optical [72, 73, 74], chemical [75], and electronic proper-

ties [75, 74] of nanoparticles are dependent on their size, shape, structure and

composition. The adjustable size and high surface area to volume ratio allow

one to alter of these properties in a highly fashioned order for tuning to a de-

sired application. This flexibility of nanoparticles has potential applications in
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fields like biomedical [76, 77, 78], nano-photonic [74, 79, 80, 81], nano-plasmonic

[82, 83], nano-electronic [84, 85], nano-magnetic [71], spintronics [84] and en-

hanced oil recovery [86].

Magnetic nanoparticles are good candidates for the study of magnetic prop-

erties for various applications. Magnetic nanoparticles show remarkable mag-

netic properties such as superparamagnetism, magnetic hyperthermia [87] and

tunable relaxation time. Magnetic nanoparticles are used in data storage de-

vices [88, 89] and spin transport devices [85, 90] for their small size and single

domain magnetic properties. They are also used in drug delivery [91, 92], and

magnetic resonance imaging (MRI) [78, 89, 91] for their low toxicity and high

contrast. These excellent properties make them ideal for fundamental studies

on single particle or small arrays when compared with their bulk counterparts.

One of the key considerations is conversion of magnetic energy to thermal

energy [93]. This heat transfer of magnetic nanoparticles is being used as a

capable mechanism for many applications.

The physical properties are dependent on the size of the nanoparticles. In

the case of magnetism, it depends on the exchange length or the size of the mag-

netic domains. Such characteristics makes the magnetic nanoparticles unique

from their bulk counterparts and their physical properties build a whole new

field of magnetism. Reducing the size of magnetic nanoparticles, domains stabi-

lize their energy from multidomain to single domain and further size reduction

changes the nanoparticles from stable single domain to superparamagnetic.

The critical multidomain to single domain size for magnetite Fe3O4 occurs at

around 50-60 nm, the critical stable single domain to superparamagnetic size is

around 25-30 nm [71, 94]. The spin in the single domain nanoparticles is often

called super-spin or super-moment or giant-moment.

Such single domain nanoparticles are present in living organisms like bacte-

ria, and ferritin which produce nanoparticles of distinct size, high crystallinity,

highly ordered, exceptional morphology, and large monodispersity through
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biomineralization processes. These processes involve the chemistry of inorganic

matter with the organic substances for various purposes including iron stor-

age, structural support, and magnetic interactions (magnetoreception). The

resulting products are highly stable in harsh environments like high and low

temperature, pressure and pH conditions [95, 96]. The best known magnetic

biominerals are the magnetite iron oxide nanoparticles (Fe3O4) in magneto-

tactic bacteria [97]. Efforts are being made in biomimicry and bio-inspired

synthesis of nanoparticles and their assembly in nanostructures and superlat-

tices.

The membranes enclosing magnetic nanoparticles inside a magnetotactic

bacteria are known as magnetosomes, mostly aligned in a chain form. These

effectively provide a magnetic compass (a bar magnet) for the orientation of

the bacteria along the external magnetic field (the earth’s magnetic field). This

alignment of microaerobic bacteria along the earth’s magnetic field is called

magnetotaxis, discovered by R. Blakemore in 1975 [98]. The magnetosomes

crystallize themselves in the < 111 > direction for an enhanced magnetic mo-

ment per particle, and these magnetic moments of individual particles align

along the chain direction and build a giant magnetic moment [96]. The re-

sulting torque on the chain, due to the giant magnetic moment and external

magnetic field, redirects the bacterium to change its direction of motion [95].

The chain like structure of magnetosomes inspired many researchers to artifi-

cially assemble the nanoparticles in 1D, 2D and 3D arrays [99, 100, 101]. The

magnetosomes by themselves have also been assembled in 2D and 3D arrays

on millimeter and micrometer scales, using external electromagnets [96].

Nevertheless, there are challenges still to be explored for well-defined posi-

tioning, orientation and assembly on nanoscale dimensions. It requires modern

nanofabrication techniques for controlled experiments and for governing the

geometrical shape and interparticle distance. The magnetism of a random as-

sembly of magnetic nanoparticles depends on the type and strength of dipolar
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coupling and interactions. The organized assembly would involve the geomet-

rical anisotropy parameters along with the dipolar strength. The magnetism

of supersymmetrical shapes of magnetic nanoparticle assemblies is also called

supermagnetism [102]. The correct positioning of nanoparticles at defined lo-

cations on the substrate is essential for further development. Various methods

has been adopted in this regard during the past few years, including top down

and bottom up approaches [103].

The self-assembly methods has been well studied [104]. The self-assembly

could be directed [105, 106], force mediated [101, 107, 108], meniscus-mediated

[109], lithographically controlled [110, 111, 112], templated-assisted [113], bio-

templated [114], or by selective surface wetting [115]. For uncharged, and

non-magnetic (strictly weak magnetic) nanoparticles, the intermolecular inter-

actions and van der Waals forces drive the self assembly. For charged and

(strongly) magnetic nanoparticles, the electrostatic and magnetic forces also

take part in the self assembly along with the fluid dynamical forces. The di-

rected self assemblies include micro-contact printing [116, 117] and scanning

probe-based lithographies [118]. The assisted self assemblies demonstrate the

patterning on templated surfaces using capillary forces [119, 113, 110, 120], and

convective flows [121, 122, 123]. The templates could be made using optical

lithography, electron beam lithography or ion beam lithography. The template

assisted self assembly could be wet or dry; the wet method involves the capil-

lary forces of the nanoparticle suspension [124]; the dry method uses van der

Waals forces into the grooves of the template. The template assisted assembly

is most commonly used because of its low cost and high throughput.

Using these approaches, many forms of assemblies have been achieved on

the nanometer scale. The 3D assembly of nanoparticles has been achieved

[125, 126]. The 2D sublattices [123, 127] and assemblies can be developed by

the drop-cast on the substrate surface, where the evaporation rate of the fluid

controls the long-range order [128, 129, 130, 131]. Aqueous interfaces are re-
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ported for long range self assembly of nanoparticles that can be conveyed to

the substrate surface [132, 133, 134, 135]. The resulting arrays are of excep-

tional quality with unique electronic and magnetic properties. The collective

magnetic properties of 2D arrays of magnetic nanoparticles are different from

their bulk counterparts or the individual nanoparticles. One dimensional (1D)

assemblies have also been reported in literature [136].

The assembly of magnetic nanoparticles on nanomechanical devices have

not been reported previously. Patterning 2D arrays of nanoparticles in geo-

metrical shapes on top of the nanomechanical and optomechanical devices is

one of the major aims in this Thesis. The number of nanoparticles and the

geometrical arrangement of the array can be controlled, stabilized and the pro-

cess is reproducible and could be extended to the wafer-scale mass production

of devices, as presented in this Thesis.

1.2.3 Torque Magnetometry

A magnetometer can measure the magnitude, direction or the relative change

of magnetization, or the magnetic field of a material. Besides the magnetic

compass, the earliest magnetometer was invented in 1832 by Carl Friedrich

Gauss for the measurement of the earth’s magnetic field [137]. Magnetome-

ter can provide information about magnetic ordering and other characteristics

of the magnetic material. The efficiencies and capabilities of magnetometers

are dependent on the sensitivities, noise detection, drift, stability, resolution,

sampling rate and bandwidth. The pertinent magnetometers are SQUIDs (su-

perconducting quantum interference devices), vibrating sample magnetome-

ters (VSM), inductive coil magnetometers, Faraday force magnetometers, op-

tical magnetometers (magneto-optic Kerr effect, MOKE), Hall effect magne-

tometers, magnetoresistive magnetometers, fluxgate magnetometers and torque

magnetometers [138].

SQUIDs are vector magnetometers, sensitive up to 5 aT with ∼
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0.4 fTHz−1/2 noise level sensitivity, but require low temperature for the mea-

surements for cooling the superconductors [139]. Inductive coil magnetometers

work on the induction principle and are only limited to ac magnetization de-

tection. In vibrating sample magnetometer (VSM), the sample vibrates inside

an inductive coil and a change in flux is measured. It is limited by sample

vibration and heat, not useful for delicate samples, and has an order of magni-

tude reduced sensitivity than the SQUIDs [140]. Faraday force magnetometry

requires the magnetic field gradients in the measurements and it is less sensi-

tive than the SQUIDs. Magneto-optic Kerr effect (MOKE) magnetometry and

the Faraday rotation magnetometry use optical polarization for magnetization

measurements. Magnetometers can also be used for field sensing, for example

most common field sensors are Hall effect sensors, magnetoresistive sensors,

and fluxgate sensors. Magnetometers are being employed in various fields, for

example, in archaeology, auroras, geology and geophysics, the military, mobile

phones and electronics, spacecraft and many other fields.

Micro-SQUID has also recently achieved single spin sensitivity [141], though

its limited operating temperature does not allow for room-temperature mea-

surement. Planar micro-Hall measurements that are sensitive to the perpendic-

ular component of a stray field offer room temperature sensitivities near that

of nanoscale torque magnetometers, and have measured Barkhausen signatures

associated with vortex core pinning in fabricated defect sites [142]. However,

Johnson noise dominates and limits their detection sensitivity at high frequen-

cies, and there have been no reports, to my knowledge, of RF susceptibility

measurements associated with Barkhausen signatures in single nanoscale ele-

ments using the micro-Hall method. Recently, inductive methods for the sen-

sitive measurement of magnetic resonance in single nanoscale elements have

been developed [143, 144]. For inductive measurement of the irreversible mag-

netization changes at the static limit (DC), superconducting electronics would

be required [145].

12



Besides these methods, there are microscopic methods for measuring mag-

netization. Inspired from atomic force microscopy (AFM) [7], there is magnetic

force microscopy (MFM) where magnetic cantilevers sense the magnetic fields

[8]. The MFM technique was extended to high resolution magnetic resonance

force microscopy (MRFM) [9] along with electron and nuclear magnetic res-

onance imaging and detection, capable of single electron spin detection [43]

and extra-ordinary spatial resolution (4nm) [146]. Another extension of these

methods is ferromagnetic resonance force microscopy (FMRFM) [147] used for

spin wave modes and magnetization dynamics studies.

Magnetic torque magnetometry has outstanding sensitivity, for measuring

torque that is proportional to the magnetization of the magnetic material. The

magnetic torque (τ) is produced by the equation, τ = μ × H, where H is the

external magnetic field, and μ is the magnetic moment. The resulting torque

is a measure of net magnetization of the sample, however, torque magnetom-

etry is capable of resolving and measuring the magnetization components in

vector form, so that the orientational properties of the material can be ob-

tained. The actuation of magnetic processes could be on the nanomechanical

or optomechanical device, and read-out could be performed by electrical ca-

pacitance, optical interferometry, or laser taper fiber methods in the cavity

optomechanical systems.

Torque magnetometry is not in direct competition with existing methods,

but offers a complementary magnetometry tool at the nanoscale. In compar-

ison to most other magnetometry methods involving nanodevices our torque

magnetometry method provides direct, linear, non-invasive, broadband (DC

magnetization to high frequency AC susceptibility) and fast acquisition of

the magnetostatic hysteresis loop while also being able to capture the asso-

ciated RF susceptibility. It has ability to measure complex 3D volumetric

magnetization in vector form. Magnetic force [148] and diamond NV centre

[149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160] magnetometry offer
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extremely high magnetic moment sensitivity for electron and nuclear spin reso-

nance detection, and they are practically ideal for localized probing. However,

experimental acquisition of the volumetric static moment of a micromagnetic

element (and acquiring its hysteresis loop) would require lengthy imaging and

reconstruction. This is further complicated if complex three-dimensional mi-

crostructures are to be measured (of which torque magnetometry is capable

[15]).

Torque magnetometers are employed in this Thesis, using the nanomehcani-

cal and nanophotonic optomechanical platforms. The torque magnetometry

measurement capabilities were improved by further miniaturizing and optimiz-

ing the device dimensions for higher sensitivities. The setup involves the selec-

tion of the right detection scheme for enhanced signal: optical interferometry

for nanomechanical devices; and optical fiber taper transduction for optome-

chanical devices. Furthermore, it can be combined with AC lock-in technique

to get a clean signal at natural resonance frequency of the device.

1.3 Organization of the Thesis

The main divisions of this Thesis consist of Chapters that are arranged pro-

gressively, as the goals are accomplished. In the first Chapter, an introduction

to basics of nanomechanics, optomechanics, self assembly of nanoparticles and

torque magnetometry is presented. The objectives of the thesis are also estab-

lished in this Chapter, along with explanations of the ideas behind the goals.

The experimental techniques and brief nanofabrication methods are explained

in Chapter 2.

Described in Chapter 3 are the results of fabrication of nanomechanical

devices in silicon nitride membranes. A countable number of nanoparticles

(∼ 350) were assembled on a membrane and devices were fabricated using fo-

cused ion beam (FIB) milling. Single domain magnetite nanoparticles were
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characterized by nanomechanical torque magnetometry. The magnetic torque

driven AC resonant modes of the device and the membrane were studied, in-

cluding the magnetic hysteresis of the nanoparticles. These devices were good

enough to measure the 55 nm size stable single domain nanoparticles, but had

not enough sensitivity to measure small size nanoparticles (9 nm). Better de-

vices were made in Chapter 4.

A method to self-assemble nanoparticles in 2D geometrical shapes, inte-

grated with the nanofabrication methods, is described in Chapter 4. The re-

sulting square and circular geometries of magnetic nanoparticles were studied

using nanomechanical torque magnetometry. The superparamagnetic nanopar-

ticles were characterized at room and low temperature. The total power loss

and energy absorption of the 2D magnetic nanoparticle assembly is discussed.

These devices were good enough to measure a large number of 20 nm size

nanoparticles, but had not enough sensitivity to measure only a few nanopar-

ticles in ambient conditions. This then led to developing suitable devices for

ambient conditions as presented in Chapter 5.

New optomechanical torque magnetometers were fabricated and studied us-

ing optomechanical torque magnetometry in Chapter 5. Nanocavity optome-

chanical detection for torque magnetometry and RF susceptometry were estab-

lished. These highly sensitive devices operate under ambient conditions. This

platform was built to further utilize the magnetic nanoparticles self assembly

on the resonating paddle of the optomechanical torque magnetometers. These

devices have good magnetic moment and torque sensitivity in ambient condi-

tions, but relatively low magnetic field sensitivity, that led our group putting

an effort into fabricating devices for ultra-high sensitive field sensing (presented

in Chapter 6).

In Chapter 6, the fabrication of YIG of mesoscopic dimensions and its mag-

netic characterization by nanomechanical torque magnetometry is presented.

These devices were developed for simultaneously probing the (i) spin resonance
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for potential applications, (ii) a miniature Einstein-de Haas experiment, and

(iii) ultra-high sensitive field sensing magnetometers. These experiments are

still being conducted in the laboratory.

Future directions for prospective research and concluding remarks of the

current research are presented in Chapter 7. The Appendices give details of

the supplementary parts of the work in the main body of the Thesis. This

includes the optical cavities, micromagnetic simulations, details of nanofabri-

cation, magnetic nanoparticle self assembly attempts, YIG sample preparation,

the ion damage study, and others.
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Chapter 2

Techniques and Fabrication

2.1 Introduction

Developments in nano-fabrication has allowed us to obtain the feature sizes

in the tens of nanometer range, which has contributed to the advancement of

nanomechanics and optomechanics in combination with micromagnetic studies.

The top-down approaches include soft lithography, photolithography, nanoim-

print lithography, block copolymer lithography, scanning probe lithography,

electron beam lithography (EBL), and focus ion beam (FIB) milling [103]. Soft

lithography makes patterns using a polymer and transfers the pattern from the

polymer mold to the substrate with a resolution of hundreds of nanometers.

Photolithography is the most common approach because of its low cost and

its wide nanometer range resolution. However, fine features in the 5 nm range

are achievable with EBL, which transfers the design pattern from software to

the resist on top of the substrate. The limits of EBL patterning depend on

the electron beam diameter and the backscattering of electrons in the resist

material. The 3D manipulation of the substrate can also be performed in FIB,

allowing milling, etching and sputtering. Along with the freedom of manipula-

tion of the substrate, FIB has a limitation due to the high energy ion damage

to the substrate, which becomes more critical for magnetic samples.
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The bottom-up approach includes atomic layer deposition, sol-gel nanofab-

rication, self-assembly, vapour phase deposition, and scaffolding [103]. The

miniaturization comes down to the atomic level, where devices are created

by the manipulation of atoms, which is observable in a scanning tunnelling

microscope. The selection of these methods is dependent on the device size,

sensitivity, and suitability.

This thesis combines the top-down (EBL and FIB) and the bottom-up (self-

assembly) approaches, for fabricating the devices for self-assembled magnetic

elements (magnetic nanoparticles, yttrium iron garnet (YIG) and permalloy

(Py)). Complications in the self-assembly of magnetic elements come from

several issues. For example, the combination of top-down and bottom up ap-

proaches brings problems of chemical compatibility. Secondly, the resist lift-off

takes away part of self-assembled nanoparticles. Thirdly, the fast evaporation

rate of the magnetic nanoparticle solution makes a “coffee-stain” structure in-

stead of a uniform distribution. Fourthly, control over the self-assembly is

critical to govern its shape. Lastly, low device sensitivity can cause noise in

the measurements. Various methods were formulated to solve these issues and

limitations.

Torque magnetometry is the main technique employed in this thesis. In the

nanometer range, the mechanical torque magnetometer can be a nanomechan-

ical torque magnetometer or an optomechanical torque magnetometer depend-

ing upon the device under study. In the following sections the nanomechanical

torque magnetometery and optomechanical torque magnetometery will be dis-

cussed in detail from the technique/method perspective. From the fabrication

point of view, three main methods were used, namely EBL, FIB and self as-

sembly. EBL and FIB provide high spatial resolution to the device but with

their own limitations.

For the small-scale studies, nanomechanical torque magnetometers were

fabricated using FIB in the silicon nitride membranes, and presented in Chap-
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ter 3. For better control of the shape of the nanoparticle assemblies and better

device sensitivity, new nanomechanical torque magnetometers were fabricated

in silicon-on-insulator (SOI), presented in Chapter 4 and Chapter 6. To further

enhance the sensitivity at another scale, optomechanical devcies were designed

and fabricated and presented in Chapter 5, which shows the magnetic mea-

surements of permalloy.

2.2 Nanomechanical Torque Magnetometry

Nanomechanical motion detection consists of mechanical motion actuation and

detection at a later stage. This involves pumping a magnetic system and ob-

taining an amplified signal from that system using the mechanical mode. The

actuation in the nanomechanical device can produce displacement changes in

the picometer range, so one needs the detection setup sensitive enough to mea-

sure that shift and its ability to filter noise [161]. An optical interferometry

detection method was employed in Chapters 3, 4 and 6. The optical interfer-

ometry technique is based on the basic interference method and interactions.

The interference pattern is defined by the moving device and the stationary

substrate, detailed in the next subsection.

A schematic of the nanomechanical torque magnetometry setup is shown in

Fig. 2.1. It consists of nanomechanical resonator with a Fabry-Pérot cavity, a

DC magnetic field from a permanent magnet, and an AC magnetic field from

a dither AC coil (solenoid). The axes are selected such that the DC magnetic

field is in the x-direction, the AC magnetic field is in the z-direction and the

mechanical torsional motion by the acting torque would be along the y-axis

according to Eq. 2.3.

τy = mx × μ0Hz (2.1)

where μ0 is the permeability of free space, τ is the torque, m is the magnetic
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moment, and H is the magnetic field.

The detection mechanism consists of the laser (HeNe 632 nm, Melles Griot),

photodetector (New Focus 1801) and beam splitters. The incoming beam is

splitted by the beam splitter. One part is focused onto the chip by an objective

lens, and then the reflected signal beam and reference beam interact with each

other. The reference beam is used for laser background and for interference.

The sample was placed (in the vacuum chamber) inside the Oxford Instruments

cryostat (Microstat Hires Mk2 30D x 86LG Pillar) which has a continuous He

flow cryostat with a range of 4K to room temp (Cryomech LHep18 liquefaction

system equipped with a turbo station (HiPace80) and temperature controller

(ITC503)).

Figure 2.1: Schematic of nanomechanical torque magnetometry setup (not
to scale). The white colour on the device paddle represents the deposited magnetic
element.

The DC and AC signals are collected by the AC-coupled photodetector. The

AC signal of the photodetector is then passed to the lock-in amplifier (Zurich

Instruments: HF2LI or UHFLI, or Stanford Research Systems SRS844). The
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lock-in output is connected to the power amplifier (ENI 300L, 40dB, 250kHz

- 110MHz) to provide a reference current signal to the AC coil. The current

in the AC coil is changed by the drive output through the lock-in amplifier.

The DC magnet (N50 neodymium iron boron, 2.0 in3, NB029-50NM, CMS

Magnetics) is placed in a holder on top of the stepper motor rail and its motion

is controlled by the Labview program. The program can move the magnet

linearly on the rail (Velmex Unislide MB2527CJ-S2.5 equipped with a stepper

motor Vexta PK264-02A), rotate the magnet by 180 degrees to reverse the sign

of magnetic field along the selected axis, and is able to save a full magnetic

hysteresis in one run. The program also records the signal data from the lock-in

amplifier and DC magnetic field values from the 3-axis Hall probe sensor (HP,

Senis C-H3A-2m E3D-2.5kHz-1%-0.2T). The Hall probe was placed close to

the resonator outside the vacuum chamber. The devices and the AC coil are

inside the vacuum chamber (10−8 Torr) and the laser spot is positioned with an

objective housed in the 3-axis piezo stage, which allows fine positioning of the

laser beam. The same piezo stage was used for raster scans on the device area.

The AC magnetic field can be calculated using the on-axis solenoid equation

by the known parameters (current, number of turns, length of solenoid), where

current is selected in the sinosoidal mode. The Labview program recorded the

lock-in signal (auxiliary components: X, Y, R, Phase) and the magnetic field

at each step of the field sweep.

2.2.1 Fabry-Pérot Cavities

A Fabry-Pérot cavity consists of two parallel mirror planes. The device layer

was used as one mirror and the substrate (base) was used as the second mirror.

The gap between the two planes is determined by the fabrication method. The

Fabry-Pérot interferometer or etalon is created for the nanomechanical devices

by the sandwich method in the silicon nitride membranes, or by etching a buried

oxide layer in the SOI (silicon on insulator) chips. The sacrificial layer (buried
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oxide layer) thickness is chosen before the fabrication process to be compatible

with the constructive interference pattern at the desired laser wavelength. The

device layer (paddle, 145-300 nm thick) is transparent to the laser beam when

the edge of the device is focused by the laser. The laser beam reflects from

the device and part of it passes through the paddle, and reflects from the base

substrate. The reflected beam from the device and from the base creates the

interference which is then detected by the photodetector and passed to the

lock-in amplifier. The device paddle resonates at the mechanical frequency

and the substrate stays stationary. Further reading about Fabry-Pérot cavities

is detailed in Appendix A.

2.2.2 Nanomechanical Device Fabrication on Silicon Ni-

tride Membranes

The nanomechanical devices were fabricated in the silicon nitride membrane

(100 nm thick) using 2D milling in the FIB, and are presented in Chapter 3.

The silicon nitride is suspended on top of the silicon substrate. The ion beam

was accelerated at 30 kV and 80 pA probe current was used for milling the

devices in the Ziess NVision 40 FIB machine. The devices were only imaged

with SEM and imaging with ion beam (low current) was avoided in order to

prevent ion damage to the silicon nitride membrane and devices. The milling

process ejects material (electron, ions, atoms). The ejected material can be

absent completely or can redeposit in the proximity of the exposed area. The

redeposition is dependent on the material and ion beam settings. After the

fabrication of devices in the silicon nitride membrane, the Fabry-Pérot cavity

was created by mounting the inverted silicon nitride chip on top of a clean

silicon chip with a 25 μm spacing between them. The 25 μm spacing was

created by using the transparent 3M tape in between the chips at the edges.

The sandwich was then used in the interferrometric setup for nanomechanical
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torque magnetometry.

2.2.3 Nanomechanical Device Fabrication on Silicon-on-

Insulator (SOI)

Electron beam lithography (EBL) is the fundamental tool for device fabrication

in SOI chips. The resolution of lithography is based on the wavelength of the

electrons. The electrons interact with the polymeric resist material and change

the cross-linking. The transformed polymer resist thus changes its properties,

and hence it is possible to etch the exposed resist. Resist polymers could be

chosen positive (ZEP, PMMA) or negative (HSQ, SU-8) depending upon the

beam exposure and device layer. In a negative resist, the inverted device area

is exposed in an opposite sense to the positive tone resists. In EBL the electron

beam at the desired accelerating voltage and area dose can be selected along

with many other elective parameters.

The SOI consists of a thin top layer of silicon (145-300 nm thick), a buffer

layer (buried oxide layer) and a base silicon handle layer (substrate). The

thickness of the buried oxide layer is an important parameter to select be-

fore starting the fabrication because the Fabry-Pérot cavity will be created in

this layer. The thickness of the buried oxide layer will be the spacing for the

Fabry-Pérot cavity that will create the interferrometer, and its spacing is very

important to create the constructive interference. The oxide layer varied be-

tween 1-3 μm, for different devices in our case, and the silicon handle layer was

700 μm - 1 mm thick.

The fabrication process starts with the piranha cleaning of chips followed

by the resist spinning at 4000 rpm for 40 s (with a pre-ramp of 100 rpm for 4

s). The resist was baked at 180◦C for 10 minutes with a covered lid. The chips

were transferred to the EBL (Raith 150-two system) load lock immediately

after cooling in order to avoid any other exposure to the resist or to sidestep
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the sensitivity of resist overtime. The corner of the chip was marked with a

diamond scribe for beam focusing and alignment purposes. A small spread

of gold nanoparticles can also be used for that purpose. After loading the

samples, the focusing and alignment was performed similar to that of an SEM

operation. The software design of the devices was then transferred to the

resist by the electron beam. The resist was then developed in the respective

solutions for positive or negative resists used (the details are given in Appendix

C). After the resist development, an inductively coupled plasma reactive ion

etch (ICPRIE) was used to transfer the design to the silicon layer. The plasma

ions interact with the resist layer and etch out the developed regions, which

is a standard procedure for silicon dry etching. The buried oxide layer was

then etched out by the wet etching (BOE) process, which uses concentrated

hydrogen fluoride acid at an etch rate of 55 nm/s. As a marker, plain paddles

without the torsional rods and handle paddles were also included in the design

to observe the releasing of the paddles. For the completely etched and released

devices, the marker paddle should be vanished (washed away) completely. The

released devices were transferred to isopropanol alcohol (IPA) and then dried

out in a critical point dryer in a CO2 environment at 0◦C to hinder the stiction

of the devices to the base silicon layer. Another fabrication cycle was repeated

for the magnetic layer deposition as described in Appendix C.

2.3 Cavity Optomechanical Torque Magne-

tometry

The nanomechanical motion of the optomechanical devices was detected

by the laser fiber taper optomechanical method. This method was much

more sensitive than the previously described nanomechanical method. The

displacement sensitivity and torque sensitivity is 1 × 10−11m(Hz1/2)−1 and

1.3 × 10−20Nm(Hz1/2)−1, respectively for this method. The nanomechani-
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cal devices described in previous section has the torque sensitivity ∼ 70 ×
10−21Nm(Hz1/2)−1 [162]. The optical transduction method is based on the in-

teraction of the laser field inside the fiber evanescently in the proximity of

the device. The optomechanical torque magnetometery method was used in

Chapter 5.

The schematic of the optomechanical torque magnetometry is shown in

Fig. 2.2. It consists of a mechanical resonator fabricated in the optomechanical

devices, an optical cavity (to be described in Section 2.3.1), a laser fiber, an RF

coil, a DC magnet, and a rotating stage. The DC magnet (N50 neodymium

iron boron, 1 in3) was used to provide a stable HDC, and was mounted on

the motorized stepper rail. The RF coil was placed under the sample chip to

generate the HRF
x and HRF

z . The RF coil was replaced with the transmission

line later on, for the better control over the direction and amplitude of RF

fields. The field magnitudes were recorded with a three-axis Hall probe (Sentron

3M12-2) placed below the sample chip. The magnetic fields act similar to the

nanomechanical setup in the above section and according to Eq. 2.3. The

torque is actuated by the magnetic fields in the torsional paddle, transferred to

the optomechanical beam and detected by the tapered fiber. The evanescently

coupled laser fiber detects the optomechanical signal and then transfers it to the

photoreceiver (New Focus 1811, IR DC-125 MHz), which is connected to the

lock-in amplifier. The DC component is used to view the optical transmission

of the laser, and the RF component is used for the real spectrum analyzer

(Tektronix RSA 306, 9 kHz - 6.2 GHz, and Tektronix RSA 5103B) and lock-in

amplifier (Zurich Instruments, HF2LI/UHFLI, 200-600 MHz). The RF coil was

driven by a reference signal through the RF power amplifier (ENI 403L, 37 dB

gain) connected to the lock-in amplifier. The incoming wave to the tapered

fiber was controlled by the polarizer and the power strength controller. The

laser (Santec TSL-510, wavelength range 1500-1630 nm) was used at 1520-1550

nm wavelength with the device resonance at 1526 nm.
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The schematic of the setup is presented in Fig. 2.2 to demonstrate the

steps mentioned above. The tapered fiber dimple is aligned (50 nm position

resolution) on the fixed portion of the device near the nanocavity gap. The

fiber can transduce the signal by evanescently coupling laser light in and out of

the nanocavity in two modes: hovering mode and touching mode. All measure-

ments were performed in the nitrogen purged environment at room temperature

and pressure.

Figure 2.2: Schematic of the optomechanical torque magnetometry setup
(not to scale). The green colour represents the transmission line, the cyan colour
shows the remaining components of the setup, the purple colour represents the chip,
and the red colour represents the device layer.

The current input to the transmission line is controlled by the drive output

of power amplifiers through the lock-in amplifier. The labview program controls

the DC magnet on the stepper rail (Suruga Seiki, stepping motor contoller,

DS102) and records the data from the lock-in amplifier for magnetic hysteresis

and for the torque-mixing spectroscopic scans. The DC field calibration is also

recorded in a separate labview program by the 3-axis Hall probe, and is then

fitted with a 9th order polynomial (for best fitting). The fit parameters for

calibrations are then used to record the data at equally distant points in terms
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of the magnetic field. The lock-in signal is recorded at each given field step for

the magnetic field sweeps.

2.3.1 Nano-Beam Photonic Crystal Split-Beam Cavities

A photonic crystal is a periodic structure with lattice constants and symmetry.

The periodicity in the material creates a band gap similar to the electronic

bandgap in semiconductors. A defect in the periodic structure of the photonic

crystal can create an optical cavity. A photonic crystal cavity can transduce

the mechanical and optical modes and it confines the light in the material

geometries. When the photonic crystal geometries transduce the optical field

in the mechanical modes at mechanical resonances, this allows optomechanical

devices to be formed. Optomechanical devices come in a variety of geometries

including nanobeams, which consist of an array of holes in the beam acting

as a Bragg’s grating. The optomechanical nanobeams are a combination of

waveguides (the material) and gratings (holes). The light is confined to the

geometry in two ways: the total internal reflection inside the waveguide, and the

grating filters the wavelengths in the band gap of the grating. A defect in the

grating can create a localized state where the optical mode can be constrained.

The nanobeam photonic crystal cavity can be split in the middle to form two

separate elements by the gap determined by the grating. This cavity is called

a split-beam cavity (SBC), which consists of two independent nanomechanical

resonators accompanying each other by the grating [163]. The associated me-

chanical resonances can be altered by changing the geometry of the mechanical

elements. The outer holes of the gratings are called mirrors of the grating or

the optical mirrors.
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Figure 2.3: Top view of the split-beam nanocavity (SBC). The colours repre-
sent the electric field of the optical wave confined in the central region.

Figure 2.3 shows the top view of the SBC in silicon material in the SOI

chip. In this SBC the cavity is formed by changing the hole shapes (gratings)

and dimensions in the middle of the beam. The optical mode is localized

between the cavity mirrors (inner holes), which are created by the array of

holes which trend from circles to ellipses until the gap dimension is reached.

The radiation losses are minimized by phase matching the band-edges of the

holes and the gap. The optical mode modulation is carried out by the laser

fiber in the proximity of the near field of the cavity. Hence, the SBC has both

mechanical and optical resonances that can be tuned and detected separately.

The optomechanical coupling and quality factor of the design can be simulated

in the COMSOL software according to the requirements. The resonating paddle

with magnetic material is on one side of the mechanical beam. This SBC

favours the mechanical resonances with effective masses less than 1 pg.

2.3.2 Nano-Cavity Split-Beam Optomechanical Device

Fabrication

The frequency of operation was chosen near the 1550 nm wavelength, with an

effective wavelength (1550nm/nSi) close to the device’s features size and to the

lattice constant of the holes. The refractive index in silicon, nSi, is 3.5 such that

the feature size is comparable to the device layer thickness ∼ 220 nm, as in our

case for the optomechanical SBC. The width of the SBC was set to 600 nm such

that it was not too large to favour multi-modes, and not too small to degrade
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optical quality factor or create fabrication difficulties. The gap of the SBC

was selected to be 50 nm commensurate with the elliptical shape in the center.

There were 6 tapering cavity holes in between the central elliptical gap and the

circular holes at the edges of the beam, to optimize optomechanical coupling.

The number of circular holes (optical mirror holes) was selected by the mirror

strength and optical field leakage. We chose 9 mirror holes for better mirror

strength. This design was optimized in finite-difference time-domain (FDTD)

software and gave an optical quality factor in the range of 106 at 1526 nm

laser wavelength. A graphic database system information interchange (GDSII)

file was created in the Matlab script for the device designs in raith software.

The nanofabrication of the actual device was carried out in the same way as

described in the section above and detailed in Appendix C.

2.4 Torque-Mixing Resonance Spectroscopy

(TMRS)

TMRS is a sensitive technique and can simultaneously measure the net mag-

netic moment and spin resonances. It has ability to measure the transverse

components of precessing magnetization. The torque amplitude is generated

by the frequency mixing of RF fields in nanomechanical torque magnetome-

ters. The transverse components of the dipole moment (in precession) pro-

duces torque, similar to the magnetic resonance phenomena in electromagnetic

induction. But TMRS is broadband in comparison to the induction method,

and is capable of simultaneously acquiring static and dynamic magnetization

responses. For RF transverse component excitation, the magnetic element is

biased by dc magnetic field H0 = HDC, and RF fields HRF
1 and HRF

2 were

applied for torque-mixing according to the scheme in Fig. 2.4.
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Figure 2.4: Applied field directions for TMRS (not to scale). The magnetic
disk is biased in an applied field H0 at mechanical resonance of the device fmech. The
RF fields HRF

1 and HRF
2 were applied for in-plane and out-of-plane drive. Reprinted

with permission from [15].

The applied RF fields were HRF
1 = HRF

1y = HRF
1y ŷ, where |HRF

1 | =

H1cos(2πf1t), and HRF
2 = HRF

z = H2cos(2πf2t)ẑ. The HDC is in ẑ direc-

tion for this configuration, but the thin disks in-plane magnetization would

also be present, which would be related to transverse susceptibility compo-

nents (χxy = −χyx = −ιχt(f1)) by the Polder tensor:

m = V χt(f1) ·HRF
1 ,⎛

⎝ mx

my

⎞
⎠ = V

⎛
⎝ χxx χxy

χyx χyy

⎞
⎠

⎛
⎝ 0

H1cos(2πf1t)

⎞
⎠ (2.2)

The direct torque term corresponding to x-component of magnetic moment

would be:

τyŷ = mxx̂× μ0H2ẑ. (2.3)
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Substituting Eq. 2.2 in Eq. 2.3 would result in:

τy = −(−ιχt(f1)H
RF
1 cos(2πf1t))(H

RF
2 cos(2πf2t))

= ι
μ0V H1H2

2
χt(f1)

(
cos(2π(f1 − f2)t) + cos(2π(f1 + f2)t)

)
(2.4)

When the device is driven at fmech = f1 − f2, the mixing torque amplitude

is proportional to the transverse susceptibility components such that:

τy|(fmech) =
μ0V H1H2

2
χt(f1) (2.5)

For thin films, χz and other transverse components in the susceptibility

tensor are ignored due to the shape anisotropy inherent in the thin films

(i.e., permalloy thin film in Chapter 5). For a 3D mesoscopic magnetic disk,

many susceptibility components contribute to generate torque in y-direction

(see Chapter 6).
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Chapter 3

Nanomechanical Torque

Magnetometry of an Individual

Aggregate of ∼350

Nanoparticles

The material presented in this chapter was published in the Canadian Journal

of Physics 93: 1252-1256 (2015) by T. Firdous, D. Vick, M. Belov, F. Fani

Sani, A. McDermott, J.E. Losby, D.A. Bazylinski, T. Prozorov, D.K. Potter,

and M.R. Freeman.

3.1 Motivation

The magnetic and flow measurements of magnetic nanoparticles in bulk form,

useful for many applications [164] has been well studied. However, with the ad-

vent of nanotechnology, the use of small scale systems is being used and studied

immensely. In many studies the magnetic properties of isolated and small- scale

assemblies of nanoparticles are derived from measurements of bulk nanoparticle

systems. Our motivation here is to demonstrate how the properties of selected
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small assemblies of single-domain magnetic nanoparticles can be determined

from mechanical signals actuated by external field- induced torque, when the

material of interest is integrated with a compliant mechanical armature. The

measurements of magnetic hysteresis for aggregates of nanoparticles deposited

on a surface are presented in this chapter.

3.2 Introduction

Nanoparticles synthesized in solution or harvested from aqueous natural en-

vironments are often droplet-dispensed and dried on surfaces, for subsequent

characterization via microscopy, spectroscopy or magnetometry [165, 166, 167,

168]. Nanoparticle aggregation during such preparations is common, and com-

bining microscopy with other measurements allows the correlation of physical

properties with the structure of the aggregates. We report an application of

this approach to selective hysteresis measurements among magnetic nanoparti-

cle clusters. Aggregates of particles deposited on silicon nitride membranes are

chosen by electron microscopy and isolated for magnetic study through focused

ion-beam milling of nanotorsional resonators [161].

Micro- and nanomechanical systems are powerful tools in current research

and technology [26, 169, 170, 171, 172, 173, 174]. Stoichiometric high-stress

silicon nitride is used extensively as the starting point for micro- and nanome-

chanical sensors utilizing the mechanical resonance modes of plate [175], bridge

[176], cantilever [177], membrane [178, 179, 180], and string [181] geometries to

enhance sensitivity. The non-invasive nature and high sensitivity of membrane-

based nanomechanical torque magnetometry enables studies of nanostructured

magnetic materials.

Naturally occurring magnetite nanoparticles are interesting candidates for

nanomechanical torque magnetometry. Magnetite nanoparticles are abundant

in terrestrial rocks, and in a variety of organisms as biogenic products. One
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major source of magnetite nanoparticles is from magnetotactic bacteria, which

produce magnetosomes of high purity and crystallinity, often in the form of

linear chains. These chains produce adequate net magnetic moment that is

thought to aid navigation. The efficiency of magnetic alignment depends on

the magnetic domain state of the magnetite nanoparticles. The domain state is

strongly dependent on the size, shape, chain arrangement, and crystallographic

features of the nanoparticles [167, 182]. The self-assembly of these magnetic

nanoparticles is described in a recent study [70]. The magnetic properties

of such assemblies are of particular interest, and better characterization and

control of the magnetic properties has potential to enhance promising appli-

cations, including drug delivery, magnetic hyperthermia, MRI contrast agents,

catalysts, as well as magnetic information storage and sensing technologies

[76, 183, 91, 184, 185].

This chapter includes the study of magnetite nanoparticles derived from

magnetotactic bacteria using nanomechanical torque magnetometry. The

nanoparticles are deposited on high-stress Si3N4 membranes, to allow inspec-

tion by electron microscopy, followed by focused ion-beam milling of torsional

resonators precisely located to capture selected aggregates within the mem-

brane area. Torque magnetometry is performed using the resonators. I investi-

gate also the magnetic torque-driven AC resonant modes of the modified sup-

porting membrane. The observations are compared to numerical simulations

of the mechanical modes, and to micromagnetic modeling of the hysteresis of

a specific measured cluster of ∼350 nanoparticles.

3.3 Silicon Nitride Nanomechanical Torque

Magnetometers

Cells of magnetotactic bacteria (Magnetovibrio blakemori, strain MV-1) were

cultivated micro-aerobically and then suspended in the growth medium, fol-
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lowed by collection using the protocol in ref. [186]. The ∼50 nm size mag-

netite nanoparticles were then deposited by a Nano eNabler (TM, BioForce

Nanosciences) onto a 100 nm thick, high-stress, silicon nitride (Si3N4) window

40 μm × 200 μm in size (Norcada, Inc.). The nanoparticles formed diverse pat-

terns on the membrane, which included aggregates across length scales from

one to tens of micrometres, as seen in the scanning electron micrograph (SEM)

of Fig. 3.1a.

central paddle

torsional rod

Figure 3.1: False colour SEM of fabricated nanomechanical devices in sili-
con nitride membrane.(a) A false colour SEM of (blue) the silicon nitride mem-
brane incorporating triple-paddle resonators. The nanoparticles show up white; black
is where the membrane has been cut away. (b) A selected triple paddle resonator.
Most of the nanoparticles are on the central paddle. The small black rectangles at the
corners of the device are reference marks used for focus ion beam alignment. The x,
y, z coordinate system is indicated. The DC field is applied in the x direction, while
the AC field is applied along the z-axis. The corresponding torque is produced in the
y direction.

Selective areas of deposited nanoparticles can be isolated for magnetic mea-

surements by fabricating torsional resonators within the membrane using a

dual-beam focused ion milling machine (Zeiss NVision). This enables one to
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obtain a documented geometry of nanoparticles on the device, as shown in Fig.

3.1b. The width of the torsion rod is ∼180 nm. Nanomechanical resonators, as

torque magnetometer devices, were fabricated at various locations to encounter

diverse distributions of nanoparticles on the device paddles. The nanoparticle

deposits also lead to deformation of the torsion rods and paddles of the res-

onators, visible when tilting the sample in the SEM. The silicon frame sup-

porting the membrane is affixed to a diced piece of silicon wafer, which serves

as the back reflector of a low-finesse Fabry-Pérot etalon for interferometric dis-

placement detection (gap 25 μm). The arrangement is placed inside a vacuum

chamber (106Pa) with optical access and an adjacent three-axis Hall probe.

An in-plane applied DC bias magnetic field induces a net moment m in the

specimen, and a perpendicular (out-of-plane) RF magnetic field Hz generates

the magnetic torque, according to

τ = m× μ0Hz (3.1)

where μ0 is the permeability of free space.

A 632 nm wavelength probe light is focused through a long working distance

objective. The optical interference-modulated reflected intensity is detected by

an amplified photodiode and demodulated via lock-in amplification. Maximum

torque is detected when the bias field is perpendicular to the torsional rod,

to maximize the magnetic moment in the x-direction. Small number of mag-

netic nanoparticles on the device paddle drive its mechanical vibrational modes.

However, the larger aggregates of nanoparticles also drive whole-membrane vi-

brational modes. So, one should differentiate the vibrational modes of devices

and those of the membrane. For that purpose, spatial imaging of mechan-

ical resonance modes is performed by raster scanning the sample under the

objective, which is described in 3.4 and 3.5.

36



3.4 Resonance Modes of Nanomechanical De-

vices

The mechanical resonance modes are first identified by swept-frequency spec-

troscopy at specific spatial positions, as shown in Fig. 3.2. The general reso-

nance spectrum is complicated and contains peaks corresponding to indepen-

dent torsion resonator and membrane modes, as well as coupled modes. The

fundamental mode of the torsional device appears at 1.7447 MHz, and the

strongest membrane mode in this instance is at 2.773 MHz. The mechani-

cal quality factors (Q) of these two modes as determined by peak fitting are

179 and 78, respectively. This device has the magnetic moment sensitivity of

7× 108μB under vacuum condition.

Figure 3.2: Spectral response of resonance. Vertical (z) displacement amplitude
(proportional to y-mechanical torque and to x-net magnetization) showing resonance
peaks for the triple-paddle resonator and the membrane. Magnetic torque actuation
by the nanoparticle aggregates reveals many mechanical modes. Inset is the SEM of
the corresponding positions at which the spectra were taken.

To complement the spectroscopy at fixed optical probe positions, the two-
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dimensional spatial response at fixed drive frequency can also be mapped. Fig-

ure 3.3 shows raster-scanned imaging of the entire device when driven at the

1.7447 MHz torsional resonance of the structure in the lower left corner of the

membrane. Figure 3.3a shows the SEM image of the device and membrane.

The DC reflected optical intensity is monitored in parallel with the AC com-

ponent demodulated by the lock-in. The reflected intensity map in Fig. 3.3b

shows a pattern of reduced reflectance in the regions of larger nano- particle

aggregates, in very good correspondence with the corresponding SEM image of

Fig. 3.3a. The amplitude of mechanical response, rendered on a logarithmic

scale in Fig. 3.3c, is strongly peaked at the locations of two of the detection

paddles.

Figure 3.3: Resonance mode of nanomechanical devices in silicon nitride
membrane. SEM and optical raster scanned images of the membrane: (a) SEM
of the selected area; (b) DC reflected optical intensity of the membrane area; (c)
interferometric AC signal amplitude at the torsional frequency mode (1.7447 MHz)
of the selected resonator measured simultaneously; inset, the features in detail; (d)
relative phase of the AC signal. The colour bars in (b) represent the reflected intensity
in VDC, and in (c) the interferometric AC magnitude signal from the lock-in amplifier
rendered as log(Vrms/1V ) units.
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Mechanical energy can be seen radiating away into the membrane, consis-

tent with the relatively low mechanical Q. The left-right asymmetry of the AC

optical signal is most likely due to non-parallelism of the resonator and back-

reflector, which can also be contributed to by deformation of the paddles. This

non-parallelism, together with the nonzero signal background from electrical

crosstalk (red curve in Fig. 3.2) yields the intricate phase portrait seen in Fig.

3.3d.

3.5 Resonance Modes of Silicon Nitride Mem-

brane

Spatial mapping of whole-membrane modes is also of significant interest. Sev-

eral examples are shown in Fig. 3.4. The mechanical modes of the pristine

membrane are strongly modified twice: first, by the addition of nanoparti-

cle deposit; and second, by the subtraction of selected membrane areas in

the FIB-milling procedure. The main take-away from Fig. 3.4 is that even

these uncontrolled and accidental modifications can yield quite localized and

high amplitude membrane resonances very effective for magnetometry, for ex-

ample, near the left edge and 75 μm up from the bottom, at 3.156 MHz (Fig.

3.4c). This may be a useful complementary alternative to patterning resonators

within, and intended to be largely decoupled from, the membrane.

Finite element simulations were performed to lend insight to the potential

designs both of localized membrane modes and of strongly coupled membrane-

torsional resonator hybrid modes. The layout of the patterned membrane as

imaged by SEM was recreated in a finite element model (COMSOL), neglecting

the effects of modification by the nanoparticle deposits. These results are

presented in Fig. 3.5. The first torsional mode of the resonator in the lower

left corner is fairly independent of the membrane, consistent with Fig. 3.3c, as

seen in Fig. 3.5a (with an enlarged view in Fig. 3.5d). The simulated frequency
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Figure 3.4: Resonance modes of silicon nitride membrane. Optical raster
scanned images at various membrane resonance modes: (a) DC reflected intensity
of the selected area; and (b)-(d) interferometric AC signal amplitude at different
frequencies. The grey area in (d) indicates that no signal was recorded in that region.
The background colour is represented by the zero reference from the colour bar in each
panel. The red and blue colours show the displacements above and below the mem-
brane, respectively. The colour bars in (a) represent the reflected intensity in VDC ,
and in (b)-(d) the interferometric AC magnitude signal from the lock-in amplifier in
Vrms units.

of the mode, 5.7159 MHz, is very different from our observed value of 1.7447

MHz. Such discrepancies arise not only from the nanoparticle loading. They are

still fairly routine when modelling thin membrane devices, from a combination

of uncertainties in the stress and the elastic properties (including modifications

from the deposits and the ion milling). In Figs. 3.5b and 3.5c, relatively more-

and relatively less-localized membrane modes are shown, with some features

reminiscent of the experimental observations in Figs. 3.4c and 3.4d. The detail

of a strongly hybridized membrane-torsional mode is illustrated in Fig. 3.5e.

In contrast to experiment, the simulations show an opposite trend of frequency

change through the evolution from isolated torsional modes to the coupled
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and localized membrane modes. The contrary trend in experiment could be

due to the additional mode-localization effects from the very non-uniform mass

loading of the membrane.

Figure 3.5: Finite element simulations of the silicon nitride membrane
with embedded nanomechanical resonators. (a) torsional mode frequency of
the device indicated; (b), (c) frequencies showing the onset of membrane modes; (d)
detail of a triple paddle torsional mode decoupled from the membrane highlighted in
(a); and (e) detail of hybridized membrane-torsional modes highlighted in (b). The
colour bars indicate the relative amplitude in the vertical (z) direction.

3.6 Magnetic Hysteresis of ∼350 Magnetic

Nanoparticles

The magnetic torque driving the torsional modes originates from the compara-

tively well-defined nanoparticle clusters that were chosen to occupy the central

paddles. A field-swept hysteresis measurement performed using one of these

modes will correspond to the magnetic hysteresis of the cluster in question. A

demonstration is shown in Fig. 3.6. Figure 3.6a shows a higher magnification

SEM image of the central paddle from the lower left corner of the membrane.
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Figure 3.6b is the corresponding hysteresis measurement. The hysteresis data

are obtained from the interferometric AC signal amplitude at the torsional

frequency (1.7447 MHz) of the selected resonator.

Figure 3.6: Magnetic hysteresis of magnetic nanoparticles. (a) Higher mag-
nification SEM image of the central paddle, showing the deposit of ∼350 nanoparti-
cles. Chains of particles are clearly visible within the aggregate. (b) Experimental
data obtained for the magnetic hysteresis at room temperature. Vertical (z) displace-
ment amplitude is proportional to y-mechanical torque and to x-net magnetization.
The measurement, starting from the high positive end of the field, yields a minor
hysteresis loop.

The hysteresis in this case is clearly a minor loop, and the aggregate is not

being driven to saturation within the available applied DC field range. The

loop has been corrected for the electrical crosstalk contribution seen in Fig.

3.2. The vertical and horizontal offsets are on account of this being a minor

hysteresis loop. The SEM image can be used to make a mask for entering the

same pattern of nanoparticles into a micromagnetic simulation. The resultant

simulated hysteresis obtained with MuMAX3 GPU (graphical processing unit)

code is shown in Fig. 3.7. An exchange constant Aex = 1.3310−11J/m, satura-

tion magnetization Ms = 480 kA/m, and cell size of 6 nm were chosen for the

micromagnetic simulations. Irregular steps appear in the simulated loop (at

similar places in both field-sweep directions), from collective reorientation of

sub-clusters of particles. The largest jump the experimental magnetic hysteresis

in Fig. 3.6b has an amplitude of 8.25 mV while the largest jump in simulations
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in Fig. 3.7 corresponds to 0.204 change in Mx. The nanoparticle sub-clusters

reorientation for 8.25 mV amplitude signal corresponds to 55.68kA/m by nor-

malizing the amplitude signal with the saturation magnetization (480kA/m) of

magnetite. While (0.204× 480kA/m = 97.92kA/m) is the change in magneti-

zation from simulations. This difference in magnetization values of the jumps

and the inability to differentiate from the experimental noise is the limitation

of this method of measurement.

Figure 3.7: Micromagnetic simulation of magnetic hysteresis, for a two-
dimensional cluster of particles mapped in a pattern created by the SEM image of
Fig. 3.6a (inset). Mx is the normalized x-component of magnetization.

3.7 Conclusion

In summary, silicon nitride membrane-based magnetometry of selected aggre-

gates of nanoparticles is demonstrated using magnetite harvested from bacteria.

In-membrane patterned torsional resonators and localized membrane modes

each show promise for magnetometry of aggregates on different length scales.

The approach presented here scales naturally to both smaller and larger aggre-

gates. The torsional resonator within-a-membrane could be extended, in prin-

ciple, to magnetic studies of individual nanoparticles through the deposition
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of more dilute, non-aggregating suspensions and the milling of more compliant

torsional resonators. The study of smaller numbers of nanoparticles will benefit

from torque sensors with greater sensitivity than the silicon nitride membrane

resonators used here. Good candidates include those fabricated from silicon-on-

insulator using electron beam lithography and etching, which are also suitable

for patterned deposition of nanoparticles [187]. Studying the control of dipolar

interactions through self-assembled aggregation will be of great interest. The

dipolar interactions increase the blocking temperature of nanoparticle assem-

blies over those of isolated particles. The study of individual, small aggregates

of particles can lend insight on dipolar ferromagnetism [188] and its potential

applications in biomedical, information storage, and environmental monitoring

applications [189, 190].

Irregularities in the experimental minor hysteresis curve could also be due

to random clusters reorientation, but it is not definitive because it cannot be

distinguished from experimental uncertainty at the present time. The device

and technique presented in this Chapter does not have enough resolution to

explain the irregularities in the experimental minor hysteresis curve (in order

to distinguish random clusters reorientation from noise in the data). This

technique was also unable to measure the magnetic signal of [Ni,Fe]O star

shaped nanoparticles (6 nm in size) and cube shaped nanoparticles (9 nm in

size) listed in Appendix D.2.1, because of the low magnetic moment sensitivity

(7× 108μB) of the device under vacuum conditions. This leads one to develop

more sensitive techniques in order to measure the magnetic properties of sub-

clusters of nanoparticles with high certainty or to measure nanoparticles with

small size. Chapter 4 describes the efforts to improve the device sensitivity, to

reduce experimental noise in the data, and to integrate small sized nanoparticles

onto the devices.
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Chapter 4

Nanomechanical Torque

Magnetometry of

Self-Assembled Magnetic

Nanoparticles in Geometrical

Shapes

4.1 Motivation

The measurement of the magnetic properties of a small-scale assembly of

nanoparticles has been a challenge. The magnetic properties of ∼ 350 mag-

netite nanoparticles by nanomechanical torque magnetometry, assembled by

a Nano eNabler, was presented in Chapter 3. However, information was lost

due to the random assembly of the nanoparticles on the device, and the mag-

netic properties average out along any given axis. A geometrical order to the

magnetic nanoparticle patterning is desirable to rule out the random averag-

ing, and to get a better insight into the magnetic properties. The nanopar-
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ticles used in Chapter 3 were stable single domain nanoparticles (55 nm in

size) having a larger magnetic moment. It would be interesting to fabricate

devices with higher sensitivity that can also measure magnetic nanoparticles

with lower magnetic moment and smaller size. For that purpose, superpara-

magnetic magnetic nanoparticles (magnetite, 20 nm in size) were selected for

device characterization. This Chapter will discuss the procedures for assem-

bling these superparamagnetic magnetic nanoparticles into geometrical shapes,

and the properties of the assemblies.

4.2 Introduction

Magnetic nanoparticles are used in biomedicine both as contrast agents and

to help cure diseases (e.g., cancer using magnetic hyperthermia) [76], and in

the oil and gas industry both as contrast agents and for enhanced oil recovery

[86]. Nanoparticles have to be compatible with the environment in which they

are used, for example they should be biocompatible, nontoxic, have low pro-

tein absorption and have integrative capability for therapeutic and diagnostic

techniques for nanomedicine applications to reduce any side effects. Superpara-

magnetic (SPM) iron oxide nanoparticles are one of the best candidates for their

functionalization capability, biocompatibility and theragnostic potential.

Superparamagnetism appears in small ferromagnetic (e.g., iron) and fer-

rimagnetic (e.g., magnetite) nanoparticles when the magnetization flips ran-

domly under the influence of temperature. In the superparamagnetic state,

coericivity and remanence approaches zero (hysteresis loop closed) and the sus-

ceptibility is much larger than for a paramagnet. In the stable single domain

(SSD) state, nanoparticles retain high coericivity and remanence (hysteresis

loop open) over geological timescales and have enormous magnetic memory ca-

pability. There is a competition between the magnetic energy and the thermal

energy of the particle. When the particle size is very small (SPM) the thermal
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energy overcomes the magnetic energy. This theory was proposed by Louis

Néel in 1949, and explains the time dependent magnetic viscosity [191, 192].

He considered the relaxation time of magnetization reversal dependent on the

attempt time (∼ 10−10 s) and the Boltzman probability such that:

τN = τ0 exp

(
ΔE

kBT

)
(4.1)

where ΔE is the anisotropic energy barrier of the small nanoparticle, kB is

the Boltzmann constant, T the temperature, and τ0 is attempt time depen-

dent on the material. Due to the easy axis and magnetic shape anisotropy,

an elliptical particle will have two energy minmia for which there is a good

probability for magnetization stability and reversal. The mean time between

two spin flips in the energy minimum area of the probability density is known

as the Néel relaxation time expressed by τN. Depending on the size and shape

of nanoparticle, the Néel relaxation time can vary between nanoseconds for

superparamagnetic (SPM) nanoparticles and millions of years for stable single

domain (SSD) nanoparticles.

However, the observation of Néel relaxation time is dependent on the block-

ing temperature which, in fact, is reliant on the measurement time, τm. The

number of spin flips is dependent on the measurement time. For τm > τN, there

will be magnetization reversal or spin flips several times, and the particles are

identified in the superparamagnetic state. For τm < τN, magnetization does

not flip, and the particles are considered in the blocked state. Thus, the state

of being blocked or superparamagnetic is dependent on the measurement time.

The transition between blocked and superparamagnetic state is observed, at

τm = τN, or, by changing the thermal energy of the particles. The temperature

at which the condition τm = τN becomes true is known as the blocking temper-

ature τB [102, 193, 194], however, blocking is not considered a phase transition

rather it is a continuous transformation of τN. The superparamagnetic state is

the frequent spin-flip state that occurs in small ferromagnetic or ferrimagnetic
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single domain nanoparticles. This is also seen as the macro spins in collective

approximation of nanoparticle assemblies [195].

Magnetic fields generate heat in magnetic materials (known as magnetic

hyperthermia) by these independent mechanisms: Néel relaxation, Brownian

relaxation, hysteresis loss and eddy currents. Eddy currents are only consider-

able for materials at a centimeter scale or larger, so are irrelevant for magnetic

nanoparticles. Hysteresis loss would be significant when the nanoparticles are

in the stable single domain (SSD) state. For small nanoparticles in the su-

perparamagnetic (SPM) state, the heat is generated by a delay in the Néel

relaxation (rotation of moments within the nanoparticles) or Brownian relax-

ation (rotation of the nanoparticles themselves). The magnetic field reversal

time needs to be shorter than the magnetic relaxation (Néel and/or Brownian)

for the heat dissipation mechanism to occur [76, 93, 196].

Hyperthermia can be achieved by radio frequency (RF), microwaves, and

laser wavelengths. Magnetic hyperthermia in nanoparticles is exceptional be-

cause of its non-invasive way of heating, producing high contrast in MRI (i.e.,

combined diagnostic and therapeutic approaches), flexible functionalization ca-

pability, and high biocompatibility [197]. The generated heat by energy dissi-

pation can elevate the body temperature to above 40−50◦C, enough to destroy

cancer cells (or tumours)[87, 197].

Since heat generating mechanisms in SSD and SPM are different, each have

particular advantages and disadvantages. The ferromagnetic (FM) nanoparti-

cles having hysteresis properties produce heat when a time varying magnetic

field is applied. The power loss, in this case, is given by the hysteresis loop

area and frequency (f) of the applied field (H):

PFM = μ0.f

∮
H dM (4.2)

This equation ignores eddy current heating (since the nanoparticles are small),

and ferromagnetic resonance (because frequencies are usually far below those
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for ferromagnetic resonance to occur). When the FM nanoparticles are in the

SSD state or blocked state, the power loss becomes independent of frequency,

and can be obtained directly from the quasi-static hysteresis loop area [76].

However, when the nanoparticles are in the SPM state, heat is generated by

Néel relaxation. For immobilized nanoparticles (as in the case of my devices),

the Brownian motion does not take part and heat dissipation comes only from

Néel relaxation. The power loss in this case, for non-interacting nanoparticles,

is given by [93, 198]:

P =
1

2
ωμ0χ0H

2 ωτ

1 + ω2τ 2
(4.3)

where ω = 2πf , and τ = τN. When ωτ � 1, relaxation is fast and can occur

within magnetic field oscillation. The above equation reduces, in this case, to:

Pωτ�1 =
1

2
ω2τμ0χ0H

2 (4.4)

For ωτ � 1, the relaxation timescales are longer than the magnetic field

oscillation, i.e., the magnetic field oscillates too fast than the relaxation can oc-

cur. The magnetic material is in blocked state under the blocking temperature

in this case. Eq. 4.3 becomes independent of frequency in this case:

Pωτ�1 =
1

2τ
μ0χ0H

2 (4.5)

At critical frequency ωτ = 1 the power loss is maximum, when the relax-

ation time is equal to the magnetic field oscillation period. Eq. 4.3 becomes:

Pωτ=1 =
1

4
ωμ0χ0H

2 (4.6)

The specific absorption rate (SAR) is related to power loss by the following
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equation [87]:

P = (SAR) · ρ · φ = (SAR) · w (4.7)

where ρ is the density, φ is the volume fraction, and w is the mass of nanopar-

ticles per unit volume. The power loss can be maximized for more heat gen-

eration, by using higher frequency and field combinations, and by tuning the

magnetic susceptibility of SPM nanoparticles. The non-interacting small size

SPM nanoparticles, which were used in this Chapter, have higher susceptibili-

ties. The nanoparticle surface coating weakens the dipole coupling and controls

the interparticle distance. The above equations will be used to calculate power

loss for nanoparticles deposited on nanomechanical devices.

4.3 Self-Assembly of Nanoparticles on

Nanomechanical Devices

There are top-down and bottom-up approaches for building nanostructures in

an orderly manner. Usually, the top-down and bottom-up designs are used sep-

arately to accomplish certain processes. There have been great efforts toward

organizing nanostructures on silicon surface [199] but I demonstrate the pat-

terning of nanoparticles on magnetometer devices for the first time. Here I use

both processes, top-down and bottom-up, to achieve the required patterning of

nanoparticles on the silicon-on-insulator (SOI) devices. The top-down process-

ing used in this chapter includes making the devices and controlling the shape

of the nanostructures, while the bottom-up process includes the self-assembly

of nanoparticles.

Self-assembly, being the root of the bottom-up nanofabrication approach,

allows the nanoparticles to pattern themselves in a geometrical order. It allows

the spontaneous organization of the nanoparticles. The self-assembly can be
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direct or indirect, free or assisted, depending upon the process involved. It in-

cludes template-assisted direct self-assembly, template-free direct self-assembly

(molecular interactions), externally directed self-assembly (electric and mag-

netic field, flow fields), self-assembly at liquid interfaces, self-assembly by

dewetting, and nano-imprinting.

The SOI devices have advantages of high sensitivity and good resonance

modes, along with the elimination of membrane modes as in the case of devices

made in a silicon nitride membrane. A standard procedure has been used to

make these devices as described in [187]. Two kinds of nanoparticle assembly,

detailed in sections below, are achieved by using the positive and negative re-

sists, hydrogen silsesquioxane (HSQ) and α−methylstyrene (ZEP) respectively,

in device making (see details in Appendices C and D).

4.3.1 Self-Assembly Approach

Self-assembly at a liquid interface was chosen in order to get a single layer of

nanoparticles on the device surface. Multiple self-assembled layers of nanopar-

ticles can also be achieved by increasing the concentration of the prepared

nanoparticle solution. A general procedure used here involved a deionized wa-

ter droplet first on top of the devices on the chip, and then magnetic nanopar-

ticles were dropped on top of the water droplet. A schematic diagram of the

process is displayed in Fig. 4.1.

Nanomechanical torsional resonators were first fabricated, following the

recipe in [187] on the SOI chip by using the negative resist hydrogen silsesquiox-

ane (HSQ) in the NanoFab. The negative resist helps etching away all the top

silicon layer (300nm thick) except the devices shown in Fig. 4.1.
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a

b

c

NanoparticlesWater
Droplet

Figure 4.1: Schematic of self-assembly of nanoparticles. (Not to scale.)
a, side view of schematic of nanoparticle deposition. Grey colour represents the
base silicon (700μm thick), brown colour is the silicon oxide layer (1μm thick), and
green colour is the top silicon layer used as the device layer (300nm thick). Water
is displayed in blue while the nanoparticles are represented in red. b, top view of the
schematic. The nanoparticle droplet covers the water droplet and the devices. c, side
view of the device after the drying procedure.

The magnetic nanoparticles and water droplet were deposited on the ready

made devices. A side view of the schematic is shown in Fig. 4.1a. The details

of the nanofabrication of these devices is detailed in the Appendix C. The top

view of schematic, shown in Fig. 4.1b, displays the nanoparticle layer on top

of the water droplet on top of the devices. As the water evaporates slowly, the

nanoparticles settle down on the device surface, shown in Fig. 4.1c.

Iron oxide magnetic nanoparticles are used for the experiments presented

in this Chapter. The magnetic nanoparticle solution (Fe3O4 suspension from

Sigma-Aldrich, 20 nm in size, 5mg/ml concentration, and 0.865 g/mL density)

was diluted to a 1:50 ratio in toluene solvent and mixed using a vortex mixer

(VWR VM-3000 mini vortexer) for 1 minute to produce a homogenous solution.

The nanoparticles droplet volume of 0.05 μL was used on top of water. The

nanoparticles were coated with oleic acid for a number of reasons including:

biomedical compatibility, reduced agglomeration, surface charge control, and

controlled dipole coupling.
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Figure 4.2: SEM images of self-assembly of nanoparticles on a silicon ni-
tride surface. a, green colour (false colour) represents the nanoparticle deposition
on the silicon surface. b, nanoparticle self-assembly on a large scale, green colour
(false colour) shows the silicon nitride window c, edge of the silicon nitride win-
dow with the nanoparticle assembly d, close packed nanoparticle distribution in the
self-assembly.

The nanoparticle deposition technique was tested on the silicon surface (see

Fig. 4.2a) and the silicon nitride surface (see Fig. 4.2b) before deposition on

actual SOI magnetometer devices. The green colour specifies the nanoparticle

deposition area in Fig. 4.2a and silicon nitride membrane area in Fig. 4.2b

while nanoparticle assembly covers the whole area in Fig. 4.2b. The silicon

nitride membrane edge is clear in the contrast in Fig. 4.2c, while one can also

see the nanoparticles in a close packed distribution. A zoomed-in image of the

close packed distribution is shown in Fig. 4.2d.

53



4.3.2 Self-Assembling Nanoparticles on SOI Devices

The magnetic nanoparticles were deposited on the SOI fabricated devices by

using the scheme shown in Fig. 4.1. A set of the devices with nanoparticles

deposited is shown in Fig. 4.3. A set of pads of different sizes (larger than the

paddles of the devices) were made beside the alignment marks for confirmation

of the released devices. A couple of pads were etched away, while one of those

was still there beside the alignment mark giving the real time etching rate of

the silicon oxide layer.

The evaporation of water during the drying procedure in the nanoparticle

deposition causes the nanoparticle film to bend and fold locally as seen in Fig.

4.2b and Fig. 4.3a. The devices A1−A4, in Fig. 4.3a, were underlying the

bending fold of nanoparticles. The devices clear from the bending region were

used in the magnetometry measurements. A leftover resist is seen on top of

the C1 device that got stuck during the critical point drying procedure, in Fig.

4.3a.

Another phenomenon observed, besides the bending of nanoparticle film,

was the anchoring of nanoparticles across the corners of the device. A schematic

is shown in Fig. 4.3b. A more prominent anchoring of nanoparticles at the

corner is shown in Fig. 4.5a from the experimental results. The nanoparticle

film breaks at the edges of the device and torsional rod, and falls down on

the base silicon, leaving behind the curvature around the corner resulting in

anchoring. The formation of this anchoring gives information about the tensile

strength and crystallinity of the nanoparticle film. The hexagonal close packed

structure helps the formation of anchoring regions. The devices in the A, B

and C series were compared for the respective measurements in the sections

below.
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a b

Figure 4.3: False colour SEM image of self-assembly of nanoparticles on
SOI fabricated devices. a, Three rows of devices are named as A, B and C series
with numbers 1− 9. Green colour shows the suspended silicon devices with a silicon
oxide layer on top of the silicon base (grey colour). The alignment marks are the
edges of the devices and are also suspended and shown in green colour. A single
pad beside the alignment mark is made . The scale bar is 10μm b, schematic of
the anchoring of nanoparticles at the corners of the device. The green colour is the
device and red colour indicates the anchored nanoparticles.

4.3.3 Cleaning the Anchored Nanoparticles at the Edges

of the Devices

The anchored regions affect the clamping points of the torsional rod, and hence

the dissipation mechanism, affecting the nanomechanical torque amplitude and

the quality factor of the device. It was then necessary to remove the extra

clamping provided by the anchoring of the nanoparticles to reduce the damping.

It was achieved by cleaning with a focused ion beam (FIB). A high energy

gallium ion (Ga+) beam was used to clear the extra nanoparticles attached at
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the corners of the device.

The clamped and anchored devices are shown in Fig. 4.4a. The first device

in this series (named B9) was cleaned using FIB as shown in Fig. 4.4b. The

torsional rods were rastered with a low dose beam while the edges of device

paddle and support paddles were cleaned with a high dose to clear up the

deposition.

a b

Figure 4.4: Clamping at the corners of the device (B9). a, false colour SEM
image of the unclean devices b, false colour SEM image of the clean device (B9) with
a 180◦ rotation of the scanning image. All scale bars are 3μm.

The details of the cleaning procedure are shown in Fig. 4.5. In the first

step, shown in Fig. 4.5b, the torsional rod is cleaned with a beam dose that just

rasters the surface and cleans the rods. In the next step, the torsional paddle

and the support paddle edges facing the anchoring were cleaned with a high

dose to cut through the paddles, as shown in Fig. 4.5c. Figure 4.5d displays

the section of the whole cleaned device. The focused ion beam (Ziess Nvision

40) was used in the milling mode (current = 13nA) for cutting the paddle and

in the rastering mode (current = 1 pA) for cleaning the torsional rods.

Redeposition of melted material by the FIB underneath the paddle and

melting of material on the torsional rod was observed as clearly seen in Fig.
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4.5d. This removed the anchoring sections but changed the resonator shape a

bit. Both of these contributed to the frequency shift of the device as seen in

Fig. 4.7.

a b

c d

Figure 4.5: Cleaning steps of the device (B9) using a FIB. a, Anchored
unclean device b, side view of partially cleaned device. The torsional rod is cleaned
in this step. c, cleaning one edge by cutting the paddle by 100 nm. d, cleaned device
from both sides. All scale bars are 1.2μm.

It was then necessary to find out the nanoparticle deposition on the backside

of the device. For this purpose, one of the devices (B5) was sacrificed to cut

from one side of the torsional rod and flip over to see the bottom side of the

device, as shown in Fig. 4.6. Figure 4.6a shows the B5 device cut and flipped

over. A zoomed-in image of the cut device is shown in Fig. 4.6b. One can see

small portions (encircled with white colour) of the nanoparticle deposition that

came on the bottom side when the nanoparticle film broke and rested itself on

the paddle. The rest of the contrast is the oxide layer remnants on the bottom

side of the paddle.
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a b

Figure 4.6: Device (B5) cut to see the nanoparticles on the bottom side.
a, false colour SEM image of the cut device. The scale bar is 2.5μm. b, false colour
SEM image of the cut device on the bottom side. The white arrow indicates the oxide
layer sandwich surface on the bottom side. The scale bar is 1.2μm.

It is clear from Fig. 4.6 that nanoparticles were deposited on the top side

of the resonator, so that the magnetic properties were coming only from the

single layer square shape self-assembly of nanoparticles. There were 14400

nanoparticles counted on the top of paddle, on average. The resultant magnetic

properties were the sum of all nanoparticles on the paddle.
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Figure 4.7: Resonance peaks of the B9 device. Grey colour shows the thermo-
mechanical peak for the untrimmed device at room temperature. Blue colour is the
thermomechanical peak for the trimmed device at room temperature. Orange colour
represents the driven peak of the untrimmed device at 50 mV at 18.25K.

The cleaning and cutting of the resonator affects the mechanical properties
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of the device. The mechanical properties of the device, in fact, translates the

magnetic properties since later on the magnetic signal was converted into the

mechanical signal. Figure 4.6 shows the shift in frequency of the trimmed and

untrimmed device.

The quality factor of the flexural mode for the device (B9) changes from 18

to 36 of thermomechanical peak at room temperature, with a shift of resonance

frequency from 7.59 MHz to 7.22MHz as shown in Fig. 4.7. It can be seen from

Fig. 4.7 that it is difficult to drive the untrimmed device to higher amplitude

because of the anchoring at corners.

4.3.4 Resonance Modes of the Devices

The magnetic torque acted upon the magnetic nanoparticles by the external

magnetic fields and the magnetic moment was converted to the mechanical

torque, such that the magnetic torque was read at the mechanical resonance of

the device. The transduced mechanical torque was then optically detected by

the interferrometric method as described in Chapter 2. The resonance modes

of the devices in B-series are shown in Fig. 4.8. These resonance modes were

measured before cleaning with the FIB. The devices were comparatively in the

high frequency range as compared to the nanomechanical devices in Chapter 3.

The length of the torsional rod increased from device B5 to device B9 changing

the flexural and torsional resonance modes to the lower frequency. The device

B9 was then selected for further magnetic measurements.

59



6 8 10 12 14 16 18
Frequency (MHz)

0

5

10

15

Am
pl

itu
de

 (
V)

B5
B6
B7
B8
B9

15 16 17 18 19 20 21
Frequency (MHz)

0

20

40

60

80

100

120

Am
pl

itu
de

 (
V)

B5
B6
B7
B8
B9

a b

Figure 4.8: Resonance peaks of the B-series devices. a, flexural mode of the
devices b, torsional mode of the devices.

4.3.5 Magnetic Hysteresis of Self-Assembled Nanopar-

ticles at Room and Low Temperature

Magnetic torque and hence magnetic susceptibilities are a good measure to

characterize the magnetic nanoparticles. By using the magnetic susceptibil-

ities and magnetic hysteresis area, the power loss and hyperthermia output

of magnetic nanoparticles can be calculated. Magnetic hysteresis of magnetite

nanoparticles were obtained at room temperature and at low temperature. Fig-

ure 4.9a shows the hysteresis curve of superparamagnetic nanoparticles at room

temperature. It can be clearly seen that nanoparticles are superparamagnetic

since the hysteresis loop is closed. The low field zoomed-in area is shown in

Fig. 4.9b. A change in the slope of the hysteresis curve at 1 kA/m and at -1

kA/m is observed that is due to a different nanoparticle size distribution. The

nanoparticles 20 nm in size exhibit lower susceptibility compared to the smaller

nanoparticles, such that higher susceptibility is observed between 1 kA/m and

-1 kA/m. The particle size variation can be seen in Fig. 4.2d.

The low field susceptibilities were calculated for superparamagnetic

nanoparticles measured at room temperature. The susceptibility was found
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to be 203.956 in the 0− 1 kA/m applied field range (see Fig. 4.9b), and 30.440

in the 1 − 5 kA/m field range, and 9.694 in the 7 − 20 kA/m field range.

These different susceptibilities at low field is the confirmation of polydispersity

in nanoparticles sizes. The normalized magnetization contribution of various

sized nanoparticles can be calculated from Fig. 4.9a and b. The intersection

of slopes occurs at 0.56 and 0.222, which shows that 44% are of large size

(20nm, χ0 = 9.694), 33.8% of intermediate size (less than 20 nm, χ0 = 30.440),

and 22.2% of small size (much less than 20 nm, χ0 = 203.956).
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Figure 4.9: Magnetic hysteresis of superparamagnetic nanoparticles. The
normalized torque is plotted versus HDC

x field linear sweeps in all graphs. a, Hys-
teresis at room temperature b, zoomed-in area at low field of hysteresis at room tem-
perature c, Hysteresis at low temperature (14 K) d, zoomed-in area at low field of
hysteresis at low temperature (14 K). Blue colour represents the high to low field
sweep, while red colour is the low to high field sweep.
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For τ0 = 10−10s, and particles in the 20 nm size range, τ was found to be

10−7s, which gives ωτ ≈ 1. For ω = 2πf = 2π × 15.2MHz = 9.596 × 107

rad/s, χ0 = 203.956, and H = 35A/m, the calculated power loss using Eq. 4.6

was 1.178×10−5W. The corresponding SAR was 5.015×107W/g for the 22.2%

volumetric contribution (by using Eq. 4.7). The SAR was 1.145 × 107W/g

and 4.748 × 106W/g for χ values of 30.440 and 9.694 with the volumetric

contributions of 33.8% and 44% respectively. We can clearly see the higher SAR

for nanoparticles with higher susceptibility. The total volumetric contribution

to SAR would be 6.635× 107W/g, which is pretty high (due to frequencies in

the MHz range) as compared to a generally lower value to SAR (∼ 103)W/g

for frequencies in the kHz range. Torque magnetometry is good for resolving

the relative size distribution of nanoparticles.

The magnetic nanoparticles undergo a transition from the superparamag-

netic state to the stable single domain state and the hysteresis loop opens up

at low temperature (see Fig. 4.9c). The zoomed-in area of the hysteresis loop

in the low field range at low temperature is shown in Fig. 4.9d. The hysteresis

loop changes slope between 1 kA/m and -1 kA/m confirming the presence of

a range of nanoparticle sizes. The ferrimagnetic transition of smaller nanopar-

ticles is different from the larger size nanoparticles. The remanence value is

nearly 0.5 of the saturation magnetization, which can be seen in Fig. 4.9c and

d. This shows that the nanoparticles are in a stable single domain (SSD) state

at low temperature, and are randomly oriented. The magnetic behaviour of

magnetic nanoparticles (given by remanence, coercivity, and susceptibility) is

dependent of the dipole interactions between particles. In the low temperature

regime, the thermal energy barrier changes and an additional energy barrier is

introduced by the dipolar interaction for the reversal of the particle moments.

This gives rise to nonzero values of the remanence and coercivity at low tem-

perature. The power loss and SAR in the SSD state in Fig. 4.9c were 2.198

W and 4.406× 1013W/g calculated by using Eq. 4.2 and Eq. 4.7. This means
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that the hysteresis loss in the blocked state at low temperature is much larger

than the Néel relaxation in the SPM state at room temperature. By selecting

the appropriate nanoparticle size, the magnetic susceptibility and SAR can be

tuned for the desired application. The magnetic susceptibility can be tuned by

the particle shape and by the geometrical shape of the nanoparticle assembly,

which is described in section 4.4.
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Figure 4.10: Magnetic hysteresis with magnetic field rotation at low tem-
perature (14 K). a, Normalized torque amplitude with rotating the DC magnet.
The normalized torque is plotted versus HDC

x field rotational sweeps in the graph. b,
Phase shift in amplitude versus HDC

x field rotational sweeps.

The normalized torque for the field rotation at low temperature is shown

in Fig. 4.10a. The shape of hysteresis shows that the magnetization is lag-

ging behind the sweeping field because of the apparent shape anisotropy with

rotating magnetic field. Figure 4.10b represents the phase behaviour of the

measured torque. The sharp transition in phase occurs at the magnetization

sign reversals and gives information about coercivity.

The increase in torque amplitude from room temperature to low tempera-

ture is seen in Fig. 4.11a. The optical laser power was then adjusted to lower

values in order to avoid additional heating from the laser along with the se-

lection of RF output as shown in Fig. 4.11b. The RF amplitude provides a

bias field to the system as well as a measure of the RF heating in the system.
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The capability of the system to integrate nanoparticles on the device makes it

suitable for the ”on-chip thermometry” once the magnetic properties of mag-

netic nanoparticles are calibrated. The ultrasensitive nanoscale calorimeter has

been developed to be achievable at low temperature [200], similar possibility

of implementation of magnetic nanomechanical devices studied here may be

offered for a wide range of temperature using the magnetic hyperthermia.
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Figure 4.11: Optical power at room temperature and at low temperature. a,
Torque amplitude at various optical powers and temperatures. b, torque amplitude
for various RF outputs.

The shift in torque amplitude and corresponding frequency with increasing

temperature is shown in Fig. 4.12. The possible reason for the frequency shift

could be the frosting on the device at low temperature or it may come from

the temperature dependence of SOI device strain.

The next step would be to measure the hysteresis at various temperatures

during cooling and heating the magnetic nanoparticles. In zero field cool-

ing (ZFC), the saturation field becomes large due to strong anisotropy at low

temperatures (SSD), and hysteresis can only be obtained during the heating.

However, if the system is cooled in the presence of field (field cooling (FC)),

the magnetic moment aligns with the field and saturation is attained at low

fields. The hysteresis can be collected during both the cooling and heating in

the FC situation.
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Figure 4.12: Torque amplitude and frequency shift at low temperature.

4.4 Patterning Nanoparticles in Geometrical

Shapes on the Devices

For the self-assembled nanoparticles on the device, two types of shape

anisotropies can be introduced into the system, first by changing the shape

of the individual nanoparticles and secondly by depositing the nanoparticles in

a specified shape. In order to control the magnetic susceptibilities, the nanopar-

ticles were deposited in geometrical shapes as shown in Fig. 4.13. It shows the

nanoparticle deposition on a silicon surface in a circular shape of different sizes.

It can be seen that nanoparticles, in a circular shape, can be deposited up to

200 nm diameter in size with ease.
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a b

c d

Figure 4.13: Nanoparticle circles by mask fabrication. Scale bar for a, is 2μm.
Scale bar for b, c, and d, is 200 nm.

4.4.1 Patterning Nanoparticles in Geometrical Shapes

on SOI devices

After the successful geometrical deposition on the silicon surface, the magnetic

nanoparticles were then deposited on the devices (made with α−methylstyrene

(ZEP) resist, see Appendix C) in circular shapes shown in Fig. 4.14. The

dark circle around the nanoparticles on the devices is due to the backscattering

of electrons in the poly methyl methacrylate (PMMA) resist layer during the

electron beam lithography (EBL).

The full procedure of nanoparticle deposition was followed in the same way

as described in paper the [187] except magnetic nanoparticles were deposited

by the method described in the first section of this chapter, in place of the

permalloy. The other notable change was that the removal of PMMA was
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carried out in acetone instead of heated NMP (N-Methyl-2-Pyrrolidone) in

order to avoid the reaction of magnetic nanoparticles with NMP and to avoid

the destruction of magnetic properties at high temperature.

a b

Figure 4.14: Nanoparticle circles on SOI by nanofabrication. a, and b, show
the different device dimensions. The resonator paddle is 6 μm wide.

4.4.2 Resonance Modes of Devices

The devices were then measured for the mechanical signal in frequency sweeps

of the lock-in amplifier. Fig. 4.15 shows the measured torque amplitude of

various devices (named in legends). The flexural modes of the devices were

around 2 MHz while the torsional modes were at higher frequency from 4 to

6 MHz. The amplitude in Fig. 4.15a shows that these devices had a much

better signal than the device cleaned in the previous section. The resonance

modes of an individual device is shown in Fig. 4.15b. The displacement,

torque, and magnetic moment sensitivities were 7.5 × 10−14m(Hz1/2)−1, 7.0 ×
10−20Nm(Hz1/2)−1, and 5 × 107μB respectively, for the device shown in Fig.

4.15b.
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Figure 4.15: Resonance spectra of nanoparticle circles on SOI devices. a,
torque amplitude of varous devices with nanoparticles. b, resonance spectrum of an
individual device. Inset shows the Lorentzian shape of the resonance curve.

4.5 Conclusion

In summary, the nanoparticle deposition in geometrical shapes on top of

nanomechanical devices has been presented. The processes involved standard

Si-based nanofabrication and liquid interface nanoparticle deposition. Vari-

ous geometrical shapes of small-size nanoparticle deposition have been demon-

strated, i.e., square, rectangular, and circular (see also a linear shape in Ap-

pendix D). The magnetic hysteresis of deposited nanoparticles has also been

demonstrated. The higher power loss and specific absorption rate (SAR) for

superparamagnetic and stable single domain states were due to the higher res-

onance frequency of the device. The device sensitivities were good enough to

measure the magnetic moment of 5×107μB under vacuum conditions. In order

to measure the small-scale self assemblies of magnetic nanoparticles in ambient

conditions, one needs to fabricate highly sensitive devices which have better

magnetic moment sensitivity in ambient conditions than the current magnetic

moment sensitivity under vacuum conditions. The simple geometry of nanopar-

ticles and better sensitivity of devices may lead to understanding the magnetic
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interactions of the small-scale magnetic assemblies under ambient conditions.

This motivation led to fabricate and optimize nanophotonic optomechanical

split-beam nanocavity resonators, useful for ambient condition magnetic char-

acterizations (magnetization, susceptibility, and spin resonances). These lab-

on-chip devices, made for ambient conditions, are presented in Chapter 5.
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Chapter 5

Nanocavity Optomechanical

Torque Magnetometry and

Radiofrequency Susceptometry

Sections of this chapter were published in Nature Nanotechnology 12:127

(2017), published online: 31 October 2016, by Marcelo Wu*, Nathanael L.-

Y. Wu*, Tayyaba Firdous*, Fatemeh Fani Sani, Joseph E. Losby, Mark R.

Freeman and Paul E. Barclay. *Tayyaba Firdous contributed equally to this

work as first author.

5.1 Motivation and Introduction

Readout of magnetically driven motion has involved detection through free-

space optical interferometric methods with very low optical-quality factor

(Qo ≈ 1) Fabry-Pérot cavities formed between the nanomechanical resonator

and its supporting substrate [161]. However, as device-dimensions scale down

and the number of magnetic spins become too small or the dynamics too fast,

the mechanical deflections become more difficult to detect. Migration to a

more-sensitive readout scheme is essential. The integration of a nanoscale op-
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tical cavity offers a natural path for improvement.

Nanophotonic optomechanical devices allow the observation of nanoscale

vibrations with a sensitivity that has dramatically advanced the metrology

of nanomechanical structures [201, 202, 203, 204, 205, 51, 206, 207, 208] and

has the potential to impact studies of nanoscale physical systems in a similar

manner [43, 209].

This potential is demonstrated in this chapter with a nanophotonic optome-

chanical torque magnetometer and radiofrequency (RF) magnetic susceptome-

ter. Exquisite readout sensitivity provided by a nanocavity integrated within

a torsional nanomechanical resonator enables observations of the unique net

magnetization and RF-driven responses of single mesoscopic magnetic struc-

tures in ambient conditions. The magnetic moment resolution is sufficient for

the observation of Barkhausen steps in the magnetic hysteresis of a lithograph-

ically patterned permalloy island [210]. In addition, significantly enhanced RF

susceptibility is found over narrow field ranges and attributed to thermally

assisted driven hopping of a magnetic vortex core between neighbouring pin-

ning sites [211]. The on-chip magnetosusceptometer scheme offers a promising

path to powerful integrated cavity optomechanical devices for the quantitative

characterization of magnetic micro- and nanosystems in science and technology.

5.2 Nanomechanical Torque Magnetometry by

a Laser Interferrometric Method

Torque magnetometry has seen a recent resurgence because of the miniatur-

ization of mechanical devices [212]. The high detection sensitivity of resonant

nanomechanical torque sensors has allowed for minimally invasive observations

of magnetostatic interactions and hysteresis in a variety of magnetic materials,

which include thin films [210], mesoscale confined geometries that are deposited

[161] or epitaxially grown [213], and small aggregates of nanoparticles [214]. Be-
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yond the static limit, nanomechanical torque magnetometry has been extended

to timescales that allow for the detection of slow thermally activated dynamics

[210], a.c. susceptibility [213] and magnetic resonance [215, 15].

This powerful technique relies on the detection of the deflection of a me-

chanical element by angular momentum transfer that originates from magnetic

torques τ = m × μ0H , generated as the magnetic moments in the system m

experience an orthogonally directed component of the applied magnetic field

H . So far, improvements to torque magnetometers have been driven primar-

ily by enhancements to the response of nanomechanical resonators that result

from their low mass and high mechanical quality factor (Qm). Readout of

magnetically driven motion has involved detection through free-space optical

interferometric methods with very low optical-quality factor (Qo ≈ 1) and

low-finesse Fabry-Pérot cavities formed between the nanomechanical resonator

and its supporting substrate [161]. Fabry-Pérot cavities used in this Thesis

are used for excellent interferometric method (low-finesse) for signal transduc-

tion, while optical cavities are used for optical resonance transduction method

(high-finesse).

5.2.1 Device Designs

Torque magnetometers were designed and fabricated to be used as torsional

resonators. Various modules were tried in order to maximize the torsional am-

plitude. Figure 5.1 shows some of the designs made for torsional magnetometry

measurements. In all designs, one side (left side) of the split beam nanocavity

(SBC) is fixed with clamps/anchors in three sections, while the moving side

(right side) is clamped at different points for different devices. The flexible

moving side is also doubly clamped in Figs. 5.1 a, b, d; the position of clamps

and the rectangular pad is varied. The right side of Fig. 5.1c is singly clamped

giving it an in-plane flexural mode. The corresponding COMSOL images of

dominant resonating modes of the devices in Figs. 5.1 a, b, c, and d are shown

72



in Figs. 5.1 e, f, g, and h respectively. All devices were measured and charac-

terized for the torsional magnetometry measurements. The design of Fig. 5.1a

gave the highest magnetic torsional amplitude and similar design (with tuned

elliptical optical cavity) was thus used for all devices in the entire measurements

in this chapter.

a

b

c

d

e

f

g

h

Rectangular pad

Figure 5.1: Device designs. False colour SEM images (a-d) and COMSOL simu-
lation images (e-h) of modes of the optomechanical devices.

Permalloy structures with a thickness of 40 nm were patterned onto devices

using ultrahigh vacuum collimated deposition and a lift-off process [187]. The

pad of area 1.4 × 1.3 μm is partially covered with permalloy because of the

imperfect lithographic alignment during the lift-off process, which results in the

‘mushroom’ shape of the island. As the polycrystalline permalloy is optically

absorbing, the permalloy island is positioned far from the nanocavity centre,

where it does not degrade Qo by interacting directly with the nanocavity optical

mode.
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5.2.2 Raster Scans of the Device

The device in Fig. 5.1a was raster scanned using the nanomechanical torque

magnetometry setup by the laser interferometric technique described in Chap-

ter 2. The tilted image of Fig. 5.1a is shown in Fig. 5.2a. The DC raster

scan in Fig. 5.2b defines the device position at the time of measurement. The

device is straight in vertical orientation in Fig. 5.2b where the rectangular pad

is on the bottom side of the device. The AC magnetometry signal has two

components according to the reference axis shown in Fig. 5.5a. Figure 5.2c

shows the in-phase component of the AC magnetometry signal where the tor-

sional mode was maximized at the resonance frequency of 2.9939 MHz, while

the quadrature component is shown in Fig. 5.2d where the light scattering at

the device edges slightly changes the phase of the signal.
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Figure 5.2: The raster scan of an optomechanical device at the resonance
frequency of 2.9939 MHz. a, SEM image of the device b, DC raster scans of
the device. c, AC torsional amplitude x̂-component of the device. d, AC torsional
amplitude ŷ-component of the device. The scanning window is 18 × 18 μm2, and
colour bars has units of Volts, as shown in b, c, and d.
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5.2.3 Pressure Measurements and Hysteresis

To further demonstrate the capability of the device to transduce a signal under

various pressure conditions, the device was first measured under base-pressure

conditions (� 5.0e−4mbar), and then measured under increasing pressure. Fig-

ure 5.3a shows the first few measurements under pressure while the continued

measurements are shown in Fig. 5.3b. It is clear from Fig. 5.3 that the device

is capable of measuring the torque magnetometry signal under various pressure

conditions. The important thing to notice here is that the device has a good

measurable signal under ambient conditions, although the quality factor has

been compromised at the expense of air pressure. All pressure measurements

were performed in the nanomechanical torque magnetometry setup described

in Chapter 2. The mechanical quality factor, Qm, changes from 1530 to 19

under base pressure to ambient pressure conditions.

a b

Figure 5.3: Resonance peak measured under various pressures. a, resonance
peak measurements of the optomechanical device by nanomechanical torque magne-
tometry at � 5.0e−4mbar to 49.9 mbar. b, resonance peak measured from 49.9 mbar
to 1013 mbar. The inset in Fig. 5.3b represents the resonance peak at 1013 mbar.
The red colour in the inset represents the fitted Lorentzian curve.

The magnetic hysteresis of the permalloy (Py) element deposited on the

resonating pad of a device, measured by the interferometric technique under

base pressure (� 5.0e−4mbar), is shown in Fig. 5.4a. The initial hysteresis
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encountered a frequency shift during the field sweep by magnet movement.

The applied field cause additional spring constant to the resonator resulting in

frequency shift, which is more prominent under vacuum conditions.
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Figure 5.4: Magnetic hysteresis by interferometric detection. a, Magnetic
hysteresis of a device. Green and black colours show the hysteresis as-is having
frequency shift with magnetic field. Blue and red colours show the corrected hysteresis
after the frequency shift. b, linear frequency shift by DC magnetic field. The linear fit
with equation y = a+bx has parameters as a = 2.99±2.43e−5, b = 1.10e−5±2.58e−7.

The measured frequency shift with field was plotted and linearly fitted to

get various parameters (see Fig. 5.4b). The hysteresis curve was then corrected

with the linear fit parameters. The corrected hysteresis curve shows that the

saturation field ∼ 90 kA/m for this Py element is quite high because of the

geometry of the magnetic element. The high magnetic field was obtained with

a 2-inch cube magnet producing a magnetic field of 165 kA/m at a distance of 5

cm from the chip position. The vortex creation at 25 kA/m and vortex pinning

at 17 kA/m and 7 kA/m, can be seen in Fig. 5.4a indicated by arrows, by

sweeping the field from high to low. While sweeping the low to high field, the

vortex is annihilated at 25 kA/m. The devices were then moved to the optome-

chanical setup described in Chapter 2 after this primary characterization. Note

that one can see similar hysteresis measured with optomechanical fibre setup

(see Fig. 5.6) in ambient conditions. One can take advantage of by-passing
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the frequency shift problem (because of low Qm in ambient conditions), having

better signal transduction, and using the ambient conditions. The signal trans-

duction using taper fiber and split-beam nanocavity (SBC) details are detailed

in the sections below and in Chapter 2.

5.3 Introduction to Optomechanical measure-

ments

Nanocavity-optomechanical devices enhance mechanical detection sensitivity

by confining light to high-Qo modes localized within the nanomechanical res-

onator. They have been exploited for metrology applications such as force

and displacement detection [202, 203], inertial sensing [204], torque sensing

[205, 51, 206] and the observation of mechanical quantum fluctuations [207].

Recently, microscale (∼ 10− 100μm) cavity optomechanical devices were com-

bined with magnetostrictive materials to create external magnetic field sensors

[216]. Nanophotonic optomechanical devices with subwavelength dimensions

have tremendous potential to impact mechanical sensing of the microscopic

electronic and magnetic dynamics of meso- and nanoscale systems typically

using conventional readout optical methods [43, 209].

5.3.1 Optomechanical Torque Magnetometer Device

and Split-Beam Nanocavity (SBC)

The nanocavity optomechanical sensor is applied to a nanoscale condensed-

matter system, and torque magnetometry is performed with sufficient sensitiv-

ity for the detection of Barkhausen features that were previously undetected in

ambient conditions. This device is used to demonstrate a new form of nanome-

chanical RF susceptometry, and observe an enhanced magnetic susceptibility

associated with single pinning and depinning events that can increase the torque

77



magnetometer sensitivity by over an order of magnitude.
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Figure 5.5: Split-beam cavity. a, Tilted scanning electron micrograph (SEM) of a
split-beam cavity device. Inset: top-view of the 40 nm thick permalloy film deposited
onto the device. b, Top-view SEM of the nanocavity overlaid with a finite element
simulation (COMSOL) of the normalized field distribution Ey of its optical mode.
The colour bar shows the intensity of Ey.

The high sensitivity of nanocavity optomechanical devices arises from a

combination of large optomechanical coupling, large mechanical resonator sus-

ceptibility (low mass meff and large Qm) and sharp optical-cavity response

(large Qo). The device employed here, an example of which is shown in Figure

5.5a, is designed with these properties in mind. Referred to as a split-beam

nanocavity (SBC) [51], it consists of two suspended silicon photonic crystal

nano-beams– one anchored in three sections, and the other ‘moving nanobeam’

anchored by two supports. This supports an optical mode whose field, shown

in Fig. 5.5b, is confined to the central gap region and has a high Qo (∼5,000

for the device studied here) owing to careful mode matching between the local

field supported by the gap with the field in the elliptical holes of the nanobeams

[163].
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5.3.2 Optomechanical Measurement Setup and Applied

Fields

Vibrations of nanobeam mechanical resonances modulate both the gap width

and the distance between the SBC and the fibre taper waveguide used to couple

light evanescently into and out of the nanocavity, as illustrated in the exper-

imental setup in Fig. 5.6. Of particular interest for torque magnetometry is

the torsional resonance Ty of the moving nanobeam, where the nanobeam ends

move anti-symmetrically out-of-plane, as shown schematically in Fig. 5.5a.

This low mass (meff = 1 pg) resonance (frequency ωm/2π = 3 MHz) can be

excited efficiently by nanoscale sources of torque coupled to the SBC.

Figure 5.6: Schematic experimental set-up for nanocavity optomechanical
torque magnetometry measurements (not to scale). All the measurements are
performed in an ambient nitrogen-purged environment (grey region). A dimpled fibre
taper is used to probe the optomechanical nanocavity. A permanent magnet with an
adjustable position provides varying static magnetic fields. The lock-in amplifier ref-
erence is power amplified and sent to coils below the device to create an RF magnetic
field in the z direction.

To perform nanocavity-optomechanical torque magnetometry, a permanent

magnet (N50 neodymium iron boron, 2.5cm3) was mounted on a motorized

stepper rail and used to apply a stable and finely adjustable HDC
x aligned along

the device x̂ axis. The 1-inch cubic magnet has a field magnitude of 760 G

79



at a distance of about 2.5 cm from the torque sensors. This is sufficient for

near complete saturation of the moments in the soft magnetic system studied

in this Chapter. The field magnitudes were recorded with a three-axis Hall

probe placed below the sample chip (Sentron 3M12-2). The RF coil positioned

beneath the sample chip was used to generate HRF
x and HRF

z . This coil was

integrated into an optical fibre-taper probing set-up identical to that used in

previous nanophotonic cavity optomechanics experiments [51]. The schematic

of the set-up presented in Fig. 5.6 illustrates the detection of the nanobeam

motion through a dimpled optical fibre taper.

The dimple was positioned in contact with the top surface of the fixed

nanobeam such that, in the vicinity of the nanocavity gap region, the fibre taper

was aligned � 200 nm from the device, where it induces significant dispersive

optomechanical coupling [217] and evanescently couples light into and out of

the nanocavity. The optical transmission of a tunable laser source (Santec TSL-

510, wavelength range 1,500-1,630 nm) through the fibre taper was detected

using a low-noise photodetector (New Focus 1811) and analysed using a real-

time spectrum analyser (Tektronix RSA 5103B) and lock-in amplifier (Zurich

Instruments HF2LI). The attachment of the fiber taper coming from above

the sample is currently limiting the proximity of the magnet. For driving the

RF coil, a reference tone was passed from the lock-in amplifier through an RF

power amplifier (ENI 403 L, 37 dB gain). All the measurements were conducted

at ambient temperature and pressure within a nitrogen-purged environment.

The implementation of permanent magnets is less common for variable mag-

netic field generation in magnetometry compared to the use of electromagnets,

though the former offer advantages. Permanent magnets provide high and ho-

mogeneous fields over small regions, where the field stability is limited mainly

by the resolution of the stepper motor used to vary the applied field. The

very fine field resolution allows for direct correlation of events from multiple

measurements (and are not prone to thermal drift as in electromagnets). The
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Figure 5.7: Actual experimental set-up for nanocavity optomechanical
torque magnetometry measurements. The two magnets and the microscope
are perpendicular to each other at the device position.

measurement setup is also greatly simplified, as using permanent magnets does

not require a high power supply and cooling system as needed with electro-

magnets.

In addition to HDC
x , the DC field HDC

z aligned along ẑ is created by intro-

ducing a small tilt (θ = 8◦) of the sample with respect to horizontal. This

allows generation of a torque proportional to the magnetic susceptibility χx

(discussed in the next section). The vector DC magnetic field in the frame of

reference of the sample was calibrated with a 3-axis Hall probe placed at the

sample location when the sample was removed. The magnetic field values were

then measured as a function of magnet position on the stepper rail, and fit to a

polynomial function. The fields were monitored during the measurements with

the Hall probe sitting just below the sample, but the stepper position and a

calibration procedure were used for more accurate values of the applied field

strength.

The RF magnetic fields generated by the coil were measured indirectly
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through the use of a current probe inserted between the output of the RF

power amplifier (ENI Model 403L) and the coil. The maximum RF drive

amplitude was HRF
z = 35 A/m at 3 MHz, limited by harmonic distortion of

the power amplifier. In laying out the cabling for the z measurement, it is

necessary to adjust the arrangement to minimize RF crosstalk from the drive

to the photoreceiver.

The coil used in the measurements had 3 turns of 0.49 mm diameter wire

wound to an inner diameter of 3.4 mm. Using the measured RF current, the

corresponding RMS magnetic field values were determined using Eq. (5.1)

describing the on-axis field of a finite solenoid [218],

HRF =
IN

2μrL(ro − ri)

[
z2ln

(√
ro2 + z22 + ro√
ri2 + z22 + ri

)

−z1ln

(√
ro2 + z12 + ro√
ri2 + z12 + ri

)] (5.1)

with I being the RMS current, N the number of turns, and L, ro, ri the length,

outer radius, and inner radius of the solenoid, respectively. z1 is the vertical

distance from the device to the top of the solenoid, and z2 = z1 + L.

In contrast to the on-axis case, there is no analytical formula for off-axis

field values. The Biot-Savart law was used to calculate the magnetic field of a

finite solenoid at an offset position near the coil by integrating over the current

source.

When the chip is centered (Δx = 0 mm, about 2 mm above coils), HRF
z is

at its strongest point while HRF
x is approximately zero due to symmetry. For

the observations of RF susceptibility requiring a non-zero in-plane component

of HRF the chip was positioned with offsets of Δx = 1.9 and −3.6 mm relative

to the center of the coil as depicted in Fig. 5.8 a. When the chip is offset to the

right (Δx = 1.9 mm), both x and z-components have comparable amplitudes

such that HRF
x = HRF

z = HRF. When offset to the left at Δx = −3.6 mm, then

HRF
x ≈ −6HRF

z .
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Figure 5.8: Device offset on top of coil and magnetic field of RF coil. a,
Schematic of the positioning Δx of the device relative to the center of the coil (red)
and tilt θ relative to the plane of the permanent magnet. b, Hysteresis (high to low
field) acquired when the device is at coil positions 1, 2, 3, and 4 labelled in a. c,
Hysteresis (low to high field) acquired when the device is at coil positions 1, 2, 3, and
4 labelled in a.

Time domain measurements, including resonant coupling between mechan-

ical resonances and magnetic dynamics should be possible in future studies.

The MHz operating frequency chosen here reduces technical noise related to

the operating environment such that the measurement sensitivity is limited

by photodetection shot noise. By adjusting the geometry of the supporting

structure, higher or lower frequency operation is possible.

5.4 Optomechanical and Spectral Transduc-

tions

5.4.1 Optomechanical Coupling and Transduction

The cavity-optomechanical readout converts fluctuations in the nanobeam po-

sition to modifications of the optical nanocavity response measured through

an external optical input and output coupling channel. In the experiments

presented here, the nanocavity optical mode is probed by monitoring the

wavelength (λ) dependent normalized transmission, T (λ), of a dimpled optical
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fiber taper [219, 220] positioned in the near-field of the split-beam nanocavity

(SBC). Figure 5.9 shows typical T (λ) when probing an SBC optical mode at

λo = 1528nm with optical quality factor Qo ∼ 5000. Note that the fiber taper

input power, Pi ∼ 175μW, in this experiment is sufficiently large to introduce

a slight thermal nonlinearity and associated non-Lorentzian optical response

[221]. In this measurement the fiber taper dimple is positioned in contact with

the anchored nanobeam, such that it interacts with the near-field of the moving

nanobeam without touching it. This provides stable fiber-nanocavity coupling

without affecting the motion of the moving nanobeam, while also enhancing

optomechanical coupling to the mechanical resonance of interest, as described

below.
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Figure 5.9: Optomechanical response. a, SVV(λ, ω) in ambient conditions as the
fiber taper is touching the anchored nanocavity nanobeam. Scale bar on the right is
in dBm. The white overlay with axis on the right is the optical transmission showing
the optical resonance at 1528 nm. Sharp low amplitude features are laser mode-
hops. b, Thermomechanical frequency response of the device at various wavelengths
(left axis) and when hovering (right axis). Measurements were performed with no
applied magnetic field (HRF

z = 0). Two mechanical modes of interest, Ty and Uz, are
indicated, with their displacement fields predicted by finite element simulations inset.
Black arrows indicate prominent displacement directions.

Optomechanically transduced motion of the moving nanobeam is probed

by monitoring the fluctuations in T (λ) detected by a photoreceiver and a real-

time spectrum analyzer (RSA). The RSA outputs an electronic power spectrum

84



SVV(λ, ωm), as shown in Fig. 5.9a for λ swept from 1527-1529 nm across the

optical mode of the device at λo = 1528nm. Peaks resulting from thermo-

mechanical motion of the Ty and Uz nanomechanical resonances (Fig. 5.9b)

are observed at ωm/2π = 3 MHz and 5.3 MHz, respectively. Their frequencies

closely match with predictions from finite element simulations (COMSOL), as

shown in Fig. 5.9b.

Peaks in the observed bimodal λ dependence of SVV(λ, ωm) are approxi-

mately aligned with maxima in |dT/dλ| near detunings |λ − λo| equal to half

an optical mode linewidth. This is a signature of predominantly dispersive op-

tomechanical coupling present in the device for sideband unresolved operation

(ωm � ωo/Qo, where ωo = 2πc/λo is the nanocavity mode frequency). In SBC

devices, dispersive (gom), internal dissipative (gi), and external dissipative (ge)

optomechanical coupling can all play a role in generating the transduced signal

[51]. For the measurements shown in Fig. 5.9a, contributions from (gom) dom-

inate. Nominally, (gom) vanishes for a vertically symmetric SBC optical mode

interacting with the “odd” Ty and Uz resonances, however significant disper-

sive optomechanical coupling arises from the close proximity of the fiber taper

dimple to the moving nanobeam and central nanocavity region. The presence

of the fiber taper in the nanocavity near field breaks the vertical symmetry

and renormalizes the nanocavity mode [217]. The resulting optomechanical

coupling between the renormalized non-vertically symmetric mode and the Ty

resonance is characterized by a measured dispersive optomechanical coupling

coefficient (gom)/2π ∼ 1.4GHz/nm.

The high sensitivity of SBC devices arises from a combination of mechani-

cal, optical, and optomechanical properties that provide an enhancement com-

pared to a stand-alone nanomechanical resonator [45]. As described in detail

in Ref.[51], this can be quantified by the transduction gain of the device,

G|ω=ωm ∝ PigomQoQm/meff. (5.2)
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Here G converts a source of torque at frequency ω into a modulation in opti-

cal power Po transmitted through the fiber taper. Equation (5.2) assumes that

the torque is driving the nanocavity on-resonance (ω = ωm) and that disper-

sive optomechanical coupling described by (gom) is the dominant transduction

mechanism. This equation (Eq. 5.2) has additional constants to compensate

the units in Eq. 5.3.

In the measurements, λ is adjusted to maximize the optomechanical signal.

As shown in Fig. 5.9b, by fixing λ on the red detuned shoulder of the optical

resonance, a slightly stronger signal is obtained (orange trace). Although mea-

surements are all performed with the fiber taper in contact with the anchored

nanobeam, as described above, it is also possible to transduce nanomechanical

motion when the fiber is “hovering” above the device. Such a measurement is

shown in Fig. 5.9b. In these measurements the mechanical signal was found

to be weaker and relatively unstable, as small fluctuations in fiber positioning

would affect the coupling of light into the device [217]. Moreover, additional

mechanical modes are present in the signal, as shown in Fig. 5.9b, since the

hovering fiber does not damp out resonances of the fixed nanobeam. Such hov-

ering measurements are made at a shorter operating wavelength as the position

of the fiber away from the cavity decreases the local effective index and λo.

5.4.2 Sensitivities

5.4.2.1 Thermomechanical Sensitivity

The thermally-driven random motion of the SBC was used to characterize the

SBC displacement sensitivity and to optimize, in real-time, the operating con-

ditions (λ and fiber taper position) for maximum signal over noise. The optical

signal collected by the photoreceiver carries the imprint of the mechanical spec-

tral response of the device. This spectra can be analyzed either in real-time

by the spectrum analyzer (RSA) or through post-processing of time series IQ
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data collected by the RSA to calculate SVV(ω) = |V (ω)|2/RBW, where RBW

is the resolution bandwidth set by the RSA measurement time and V (ω) is the

Fourier transform of the photoreceiver output voltage. The spectral response

can then be converted from V 2/Hz to m2/Hz with a thermomechanical cali-

bration of the peaks in SVV(ω) identified with a given mechanical resonance

[222].

For the device studied here, Fig. 5.10a shows two overlapping peaks

and thus the power spectral density can be fitted to an uncorrelated double

Lorentzian curve with total noise floor Snoise
VV (ω):

SVV(ω) = Snoise
VV (ω) +G2

1S
th
zz,1(ω) +G2

2S
th
zz,2(ω) (5.3)

Here, G1,2 corresponds to the optomechanical gain described in Eq. (5.2). The

thermal displacement density Sth
zz (ω) of a particular resonance is given by the

fluctuation-dissipation theorem as [223]:

Sth
zz =

4kBTbωm

Qm

1

m[(ω2 − ω2
m)

2 + (ωωm

Qm
)2]

(5.4)

where kB is Boltzmann’s constant, Tb is the temperature of operation, Qm is

the mechanical quality factor, ωm is the mechanical resonance frequency, and m

is the effective mass calculated for each mode from finite element simulations.

Resonances are identified by comparing their frequency with finite element

simulations and meff for each resonance is calculated from the simulated dis-

placement profile [224]. After fitting Eq.(5.3) to the data with Qm for each

mode and G1,2 as fitting parameters, the spectral response can be calibrated

(i.e. converted from V 2/Hz to m2/Hz) to a particular peak. In Fig. 5.10a, the

y-axis is calibrated such that the total displacement resolution of the torsional

mode Ty is:

Szz,1(ω) =
SVV(ω)

G2
1

= Sth
zz,1(ω) + Snoise

zz (ω) +
G2

2

G2
1

Sth
zz,2(ω) (5.5)
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where Snoise
zz (ω) = Snoise

VV (ω)/G2
1 gives the displacement sensitivity for Ty in this

case. Its effective mass and torsional spring constant (relating displacement

to force) is calculated to be meff = 1pg and keff = 4.6 × 10−12N m with an

extracted Qm = 25, limited by damping from the N2 operating environment.

5.4.2.2 Displacement and Torque Sensitivities

The interaction between nanobeam motion and nanocavity optical dynamics

is characterized by the optomechanical coupling coefficient gom. Detection of

the vertical motion of the Ty resonance relies on the dispersive optomechanical

interaction between the SBC and the fibre taper. The fibre taper renormalizes

the nominally symmetric nanocavity field and induces gom/2π in the gigahertz

per nanometre range [217]. The displacement sensitivity of the fibre-coupled

SBC device can be calibrated by measuring the optomechanically transduced

thermal motion, as shown in Figs. 5.10a,b. For typical operating conditions, it

is in the tens of femtometres per H
1/2
z range with an equivalent torque of 1.3×

10−20Nm(Hz1/2)−1. All the measurements are performed in ambient conditions,

resulting in Qm<100 because of viscous air damping.

Nanocavity torque magnetometry can be performed by actuating the Ty

mode with a magnetic field H that interacts with a magnetic moment m on

the nanobeam [225, 226]. The magnetic properties of a ferromagnetic thin-film

permalloy island integrated onto the rectangular pad at the end of the moving

nanobeam, shown in the inset in Fig. 5.5a, were studied. When an in-plane

static field HDC
x was applied, the permalloy became magnetized with a net

moment mx(H
DC
x ) along the field x direction. By applying an additional RF

field HRF
z directed in the out-of-plane z direction, a magnetic torque τy was

generated proportional to mx and directed along the torsion rod that supports

the moving nanobeam. When the RF field was applied at the Ty resonance an-

gular frequency ωm, the resulting driven beam displacement could be detected

optomechanically from the nanocavity optical response. A typical signal is
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Figure 5.10: Displacement and torque sensitivities. a, Displacement density
(left axis) from the real-time spectrum analyser (RSA) that shows thermally driven
mechanical modes Ty and Uz (blue) and the magnetically driven signal (narrow peak
highlighted in red) generated by a magnetic driving field HRF of 35 Am−1 applied
with the permalloy island magnetization saturated by HDC

x . Black lines are fits to
the Ty and Uz Lorentzian-shaped peaks (solid line) and the measurement noise floor
(dashed line). The green curve (right axis) indicates the predicted root mean squared
displacement of the Ty resonance in the presence of a 35 Am−1 RF magnetic field as
a function of frequency. Insets show simulated displacement profiles of Ty and Uz. b,
Torque equivalent noise of the thermomechanical displacement signal in a. The red
dotted line indicates the predicted torque in the presence of a 35 Am−1 HRF

z field,
and is labelled by the values on the left axis, assuming a 1s integration time.

shown in the spectral domain in Fig. 5.10a, where it clearly emerges as a sharp

peak at ωm far above the thermomechanical noise. Although this device has

the largest optomechanical magnetic transduction of those fabricated for this

study, other devices were observed to display similar behaviour.

5.4.2.3 Magnetic Sensitivities

The ability of the optomechanical nanocavity to detect nanoscale magnetic

phenomena arises from its torque sensitivity of 1.3× 10−20Nm(Hz1/2)−1, which

at field strengths on the order of the Earth’s field (44− 60μT), corresponds to

a magnetic moment sensitivity of (2.4± 0.4)× 107μB. A minimum detectable

volume of magnetic material of 0.015 ± 0.005μm3 is calculated for the largest
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magnetic susceptibility enhancement; increasing the RF drive would allow for

the measurement of even smaller volume samples. Despite operating in ambi-

ent conditions, this device is of comparable or better sensitivity than previous

nanoscale torque magnetometry devices [210, 161, 15] reliant on free-space re-

flectometry and vacuum or cryogenic operation. Furthermore, its relatively

low Qm and megahertz operating frequency, in principle, allows megahertz

bandwidth excitation and detection. Among nanoscale optomechanical torque

metrology devices, the demonstrated sensitivity is only surpassed by systems

that operate in vacuum [206] or cryogenic conditions [227], none of which have

yet been used for magnetometry or to probe nanoscale condensed matter sys-

tems.
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Figure 5.11: Magnetic moment sensitivity. a, Device response as RF magnetic
fields of various intensities are applied and swept from 2 to 4 MHz using the lock-in
amplifier, for a constant field of HDC

x = 45 kA/m. b, Maximum device response
(located at 3 MHz) varies linearly with the applied RF field strength. When the
applied field HRF

z is turned off, the minimum signal is limited by thermomechanical
noise leading to an effective minimum detectable field Hmin (0.61 A/m) indicated by
the open circle.

Notwithstanding the practical advantages enabled by operation in ambient

conditions, vacuum and low temperature Tb will reduce the thermal force fluc-

tuations that scale with
√

Tb/Qm and limit the sensitivity [51]. For example,

Qm = 103 − 104 for similar SBC devices has been observed in vacuum [51],

and Qm = 105 has been observed at liquid helium temperatures for silicon
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zipper nanocavity devices [228]. This indicates that a 104 improvement in the

thermally limited sensitivity may be within reach. Even a modest improve-

ment in sensitivity by an order of magnitude, in combination with a maximum

driving field of 1kAm−1 , could produce magnetic moment sensitivities below

2 × 105μB [205], which enables nanomagnetism lab-on-chip studies of a wide

range of systems [43, 209].

From the displacement sensitivity, the equivalent torque sensitivity (plotted

in Fig. 5.10b) can be found using Sτ (ω) = r2 × Szz(ω)/|χm(ω)|2 [51, 222].

Here, r corresponds to the distance between the axis of rotation formed by the

supports on the moving beam and the tip of the pad (approximately 3.5μm).

The mechanical susceptibility χm(ω) = [m(ω2 −ω2
m + iωωm/Qm)]

−1 relates the

displacement density to the applied force, and the torque is calculated from

τ = r× F.

The high torque sensitivity of the Ty resonance enables detection of mag-

netic torque signatures from the permalloy island. The measured frequency

response for varying amplitude of HRF
z is shown in Fig. 5.11a, with an applied

bias field HRF
x = 45kA/m saturating the permalloy moment. When the drive

angular frequency ωRF is tuned onto resonance with ωm of the Ty resonance,

a sharp signal superimposed upon the broad thermomechanical peaks in the

RSA spectrum is observed (see Fig. 5.5b), indicating that HRF
z is actuating

the nanobeam. This was confirmed by sweeping ωRF/2π from 0 - 22 MHz and

monitoring the corresponding frequency component of the photoreceiver output

demodulated at the lock-in amplifier.

The device’s magnetic moment sensitivity may be calculated from the ob-

served linear relationship of the response of the device with RF drive shown

in Fig. 5.11b. At HRF
z = 0A/m, the thermomechanical contribution limits

the measurement sensitivity. For this particular device, this corresponds to an

effective RF drive of Hmin = 0.61A/m, as indicated by the open circle. With

the assumption that all magnetic moments contribute to driving the signal, the
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sensitivity is calculated to be 2.7× 109μB(A/m). This sensitivity under ambi-

ent conditions is on a par with nanotorsional resonators using interferometric

detection in vacuum [161, 229]. The corresponding torque sensitivity was cal-

culated to be around 3.2× 10−20Nm , which was close to the thermally limited

minimum torque sensitivity measured using the RSA. The slightly poorer sen-

sitivity here is believed to be caused by additional technical noise due to RF

pickup in the electronics, which can be alleviated with shielding.

Among torque magnetometers, the reported device has state-of-the-art sen-

sitivity of 1.3×10−20Nm, despite operating in ambient conditions where its me-

chanical resonances are significantly damped. Among optomechanical torque

sensor devices not yet used for magnetometry, devices with better sensitivity

have been demonstrated operating in vacuum and/or cryogenic conditions. For

example, a see-saw double-photonic-crystal nanobeam [206] reaches a torque

sensitivity of 9.6 × 10−21N m/Hz0.5 in 10−4 Torr vacuum, and optomechani-

cal devices in mK conditions have been measured with record 10−24N m/Hz0.5

sensitivity [227]. However, none of these devices have yet been used for magne-

tometry or to probe other systems. This devices can reach, if not surpass, those

sensitivities in similar conditions, where Qm is expected to increase by orders

of magnitude owing to elimination of air damping in vacuum and reduction of

internal damping in silicon at low temperature [228].

5.4.2.4 Spectral Response and Magnetic Field Sensitivity

The broader bandwidth response of the nanocavity with and without driving

field is depicted in Fig. 5.12. At HRF
z = 0, the signal S(ω) is broadband with

low noise. The mechanical mode at 21 MHz is a second-order torsional mode.

With HRF
z on, shown in red and denoted as N(ω), the lock-in amplifier is able

to detect the two main driven mechanical resonances Ty and Uz. The torsional

mode Ty produced the strongest response due to the favourable geometry for

the orthogonality of magnetic torque terms; thus all torque measurements were
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performed at the frequency of Ty. The second mode responds weakly since its

motional shape is less efficiently (about 50 times) actuated by torque. The

overall noise floor is also much higher due to technical noise coming from the

current in the RF coil and cables. This accounts for the slightly worse torque

sensitivity of 3.2× 10−20Nm measured with the lock-in amplifier.
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Figure 5.12: Spectral response. Wide bandwidth power spectral density of the
nanocavity coupled optical signal. In blue, the RSA signal when HRF

z = 0 shows the
two main mechanical modes with secondary modes at 8 MHz and 21 MHz. In orange,
the RF coil with HRF

z = 35 A/m drives the device while the signal is recorded by the
lock-in amplifier. An RF power amplifier was used (37 dB amplification, 150 kHz -
250 MHz range). Large noise at low frequency (< 1 MHz) is due to the fiber taper.
At higher frequencies, the noise generated by the RF coil increases. Inset: Measured
magnetic field sensitivity.

Although the primary function of the device is not field sensing, its mag-

netic field sensitivity can be estimated from the spectral analysis following the

procedure laid out in Ref. [230]. First, a reference signal is calibrated at a par-

ticular frequency shown as the peak in Fig. 5.10a where a field HRF = 35A/m

or equivalently Bref = μ0H
RF = 44μT was applied. The minimum detectable

magnetic field can then be expressed as Bmin(ωref) = Bref/
√
SNR ·RBW where

SNR is the signal to noise ratio of the reference peak. To map this to an over-

all spectral sensitivity, the spectral responses with and without applied field,

N(ω) and S(ω) respectively, can be combined to obtain the graph in the inset
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of Fig. 5.12 using the following equation [216]:

Bmin(ω) =

√
S(ω)N(ωref)

S(ωref)N(ω)
Bmin(ωref). (5.6)

The highest sensitivity of 4μT occurs near the mechanical resonance at 3 MHz.

This relatively low field sensitivity is typical for a permalloy pad with small

volume VPy ∼ 1μm2×40nm compared to the orders of magnitude larger volumes

of magnetic material used in other optomechanical or torsional systems [231,

216, 232].

5.5 Magnetic Susceptibility and Suceptome-

tery

5.5.1 Magnetic Hysteresis of the Permalloy Island

To perform magnetometry on the permalloy island, hysteresis loops were mea-

sured by varying HDC
x via translation of the permanent magnet while recording

the optomechanically transduced RF signal for a fixed HRF
z using the lock-in

amplifier. Figure 5.13 shows the torque signal normalized to the value at satu-

ration, with the corresponding scale for the net magnetization on the right axis.

Beginning at high field (blue curve in Fig. 5.13), the magnetization was nearly

saturated (section of the curve labelled A; the corresponding lettered frames in

the bottom section of Fig. 5.13 are representations of the spin textures from

micromagnetic simulation).

As the field decreases, three large discontinuities in the net moment inferred

from the optomechanical signal are observed and correspond to irreversible

changes in the spin texture, beginning with nucleation of a magnetic vortex

with an out-of-plane core surrounded by an in-plane curling magnetization

(section B of the curve in Fig. 5.13). As the DC field is further decreased, the
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vortex core translates towards the centre of the element until an intermediate

texture arises; it features pronounced closure domains along the short edges

perpendicular to the applied field (section C). The transition near zero field

forms a two-vortex state, shown in frame D of Fig. 5.13, where the permalloy

island’s mushroom-like shape supports a Landau state in the stem (right side)

and a distorted circular vortex in the cap (left side) [233], in keeping with the

demagnetizing energetic preference for the moments near edges to be nearly

tangential to the boundaries.
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Figure 5.13: Magnetic hysteresis of the permalloy island. Magnetization re-
sponse of the permalloy element with a varying applied DC field along x (five-run
average). The RF drive field is HRF

z = 35Am−1. The solid blue trace is a decreasing
field sweep and the solid red trace is an increasing field sweep. Results from micro-
magnetic simulations of the permalloy island (highlighted in red in the SEM inset in
Fig. 5.5 and also used as the simulation mask) are plotted with black dashed lines.
The bottom panel shows simulated magnetization textures at different points in the
hysteresis loop. The colour wheel shows the in-plane direction of magnetization, with
red parallel to the applied DC field.
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When HDC
x is subsequently increased (red curve in Fig. 5.13), the net

moment increases monotonically with the applied field. In frame D of the sim-

ulation the two vortex cores move in opposite directions perpendicular to the

field because the two circulations have opposite chiralities in this instance. The

simulation frames E and F (Fig. 5.13) show the spin configurations just be-

fore each individual vortex core annihilates after the field-increasing sweep has

pushed them too close to the edge to remain stable. The simulated hysteresis

loop (black dashed line in Fig. 5.13) shows good qualitative agreement with

observation, with the difference in the transition-field values in part because

the simulations were performed without including thermal energy.

5.5.2 Magnetic Susceptibility Peaks at Barkhausen

Steps

For non-normal HRF, the nanocavity torque sensor can function as a suscep-

tometer that probes RF magnetic susceptibility and provides new insights into

the properties of the pinning processes. For these measurements, an in-plane

x component of the RF field (parallel to the nominal HDC field direction) is

introduced by tuning the relative RF coil position off-centre to the device.

Adjusting the relative chip-coil position is simplified experimentally by the

ambient operating conditions and fibre-based readout. A small out-of-plane

DC field HDC
z combines with the oscillating field HRF

x to generate torque in

the y direction proportional to the in-plane magnetic susceptibility. Signals

recorded using both z and x components of the RF drive contain both torque

contributions–from the net moment along x(∝ mDC
x HRF

z ) and from the RF

magnetic susceptibility along x(∝ χRF
x HRF

x HDC
z ) as derived in the Eq.(5.9),

where χ is the magnetic susceptibility tensor of the permalloy island.

Figure 5.14 demonstrates the ability of the nanocavity optomechanical

torque sensor to capture, in high-resolution measurements, the fine structure
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in the hysteresis that is the fingerprint of intrinsic disorder unique to a given

permalloy island, and cannot be predicted by the idealized micromagnetic sim-

ulations described above. The high energy density of vortex cores makes them

susceptible to pinning at imperfections (surface roughness and grain bound-

aries) in the polycrystalline island. With diameters on the order of tens of

nanometres, the cores finely probe the magnetic landscape as their positions

change with applied field [210].
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Figure 5.14: Enhanced room-temperature magnetic susceptibility at
Barkhausen steps. a,b, Hysteresis sweep with HRF set to 45◦ (equal and same
sign x and z components) (a) and 170◦ (opposite signed x and z components) (b).
A select number of upward and downward peaks are highlighted in blue to show the
contribution to the torque from susceptibility. c-e, Low-field HDC

x single forward and
backward sweeps at three HRF positions, 45◦ (c), 90◦ (d) and 170◦ (e). In all cases,
the drive field HRF = 35Am−1.

Figure 5.14a,b shows the full hysteresis loops for two different RF field orien-

tations, 45◦ (Fig. 5.14a) and 170◦ (Fig. 5.14b) anticlockwise from the horizon-

tal. The torque values remain normalized to the 90◦ orientation. Corresponding

close-ups of the low-field sections are shown in Figs. 5.14c,e. The peaks and

dips newly found in the data are RF susceptibility signatures that arise when

the energy barrier between neighbouring pinning sites is small enough that the

in-plane RF field is able to drive the core synchronously back-and-forth. These

measurements are new as of RF susceptibility due to the Barkhausen effect

at the single pinning event level, though averaged events have been studied
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previously [234].

Pinning and depinning events are captured as Barkhausen steps, with no-

table reductions in slope of the hysteresis curve seen when the cores are pinned.

Figure 5.14 shows a rich spectrum of repeatable events whose character varies

depending on the orientation of HRF, as indicated in each of Figs. 5.14a-e.

Repeatable events for HRF perpendicular to the permalloy film (that is, along

z) visible in section D of Fig. 5.13 are shown in close-up in Fig. 5.14d. If the

applied field is kept below the first vortex-core annihilation field, curves like

Fig. 5.14d show distinct steps without hysteresis when the field strength is

ramped down.

5.5.3 Magnetic Susceptibility Peaks Analysis

5.5.3.1 Magnetic Susceptibility Peaks and Torque Terms

The magnetic torque formula including magnetic susceptibility terms was in-

vestigated analytically, and then estimate observed experimental susceptibility

values. It was assumed that the net mechanical torque on the torsional res-

onator is equal to the net magnetic torque on the permalloy island and that

the resulting mechanical amplitudes of motion were small enough to neglect all

effects of physical rotation of the sample on its magnetism. With application

of an RF field, the net magnetic moment and total applied field can be written

as

m = mDC + VPyχH
RF,

H = HDC +HRF,

χ =

⎛
⎜⎜⎜⎝

χx 0 0

0 χy 0

0 0 χz

⎞
⎟⎟⎟⎠

(5.7)

98



where mDC is the static response to HDC, χ is a magnetic susceptibility tensor,

and VPy is the volume of the permalloy island. The exerted torque at ωm can

be obtained by inserting the above equation into τ = m× μ0H , so that

τ = mDC × μ0H
RF + VPyχH

RF × μ0H
DC. (5.8)

The torque in the y-direction can then be extracted:

τy ≡ τmx + τmz + τχx = −μ0m
DC
x HRF

z + μ0m
DC
z HRF

x − μ0VPyχxH
DC
z HRF

x . (5.9)

where τmx and τmz are DC-moment torques, and τχx is the torque generated by

the RF moment. Note that HRF
y cannot contribute to this torque term.

When the sample is positioned on the coil axis, it is driven by a pure HRF
z

and the torque on the sample is proportional only to mDC
x (χz is ignored due to

the shape anisotropy inherent in the thin permalloy island). When the sample

is offset from the coil axis, HRF
x 
= 0 and the in-plane magnetic susceptibility

χx can contribute to the net torque.

Figure 5.15: Peak labels. The full magnetic hysteresis with peak numbers and lower
branch zoom-in shown in a and b measured at non-zero out-of-plane drive amplitude.
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The on-axis torque term μ0m
DC
x HRF

z is the regular net moment that pro-

duces the hysteresis curve shown in Fig. 5.13 . The additional torque exhibited

at peaks and dips in Fig. 5.14, some of them labeled in Fig. 5.15, is describable

by the term proportional to χx. A key feature is the sign change of only the

magnetic susceptibility contribution when the measurements made with the

sample to the left of coil center are compared with those made to the right

(inverting the phase of HRF
x relative to HRF

z ). Finally, mDC
z is small on account

of the shape anisotropy of the permalloy island, but should be resolvable in fu-

ture experiments if back-to-back measurements can be performed at different

relative phases of HRF
x and HRF

z while keeping all magnitudes constant.

5.5.3.2 Magnetic Hysteresis Curve Variation with RF Field Ampli-

tude

The effect of the RF drive on the magnetic susceptibility was measured, the

demonstration is shown in Fig. 5.16. It shows the hysteresis curves with peaks

repeat themselves back and forth, at a specific RF drive (HRF), when the HDC

is swept from low to high and high to low field range. The absence of any minor

hysteresis at each step in Fig. 5.16 is the result of very rapid (in comparison

with the measurement bandwidth) thermally activated hopping between neigh-

bouring pinning centres [210, 211], such that the apparatus records a temporal

average weighted by the relative dwell times in the two sites. Given the impor-

tant role of thermally driven rapid hopping in eliminating the observed minor

hysteresis at Barkhausen steps [210], the synchronization must be thermally

assisted.

The peak height is proportional to the torque generated by the magnetic

susceptibility term in Eq.(5.9), at each HRF. In this case the device was at

Δx = 1.9mm, where |HRF
x | = |HRF

z |, so that the torque response is considered

for |HRF
x | = |HRF

z |. The behaviour of peaks, including peaks 1-4 labeled in Fig.

5.15, with RF drive is shown in Fig. 5.16 in this measurement window.

100



2 3 4 5 6 7 8 9 10
Magnetic Field Hx

DC (kA/m)

0

20

40

60

80

100

120

140

160

180

Am
pl

itu
de

 (
V)

35.00 A/m--High to low
35.00 A/m--Low to high
26.12 A/m--High to low
26.12 A/m--Low to high
21.68 A/m--High to low
21.68 A/m--Low to high
15.41 A/m--High to low
15.41 A/m--Low to high
8.36 A/m--High to low
8.36 A/m--Low to high
5.15 A/m--High to low
5.15 A/m--Low to high

Figure 5.16: Hysteresis curve section with various applied RF drives (HRF).
The legend shows the corresponding calculated HRF

z for each curve.

The peaks 6 & 7 labelled in Fig. 5.15 were measured in a separate measure-

ment window shown in Fig. 5.17. One can clearly observe a minor hysteresis

present beside peak 7 in Fig. 5.17. This minor hysteresis loop opens up with

the HRF, as the peaks scale up with increasing HRF. The minor hysteresis is

the result of pinning of the vortex core at a pinning site where thermally acti-

vated hopping between neighbouring pinning centres is no longer valid within

the measurement timeframe. The pinning barrier for this site is more than the

thermal barrier for the vortex core. The main hysteresis part of the curve is

still repeatable as can seen in Fig. 5.17 with high to low and low to high field

sweeps overlapping each other.
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Figure 5.17: Peak 6 & 7 and minor hysteresis loop variation with RF drive
(HRF). The legend outside the figure shows the corresponding calculated HRF

z for
each curve.

The peak height can be calculated by subtracting the peak top from the

hysteresis baseline curve value. After subtracting the baseline, what remains

is the magnetic torque related to magnetic susceptibility peaks, according to

the Eq.(5.9). The height for each labeled peak was calculated and then plotted

in Fig. 5.18 for each RF drive level (HRF). The plot clearly shows the linear

response of peaks amplitude with HRF. The data was then linearly fitted with

y = a + b(x), where the slope b represents the sensitivity of each peak with

HRF. The more sensitive a peak is with the HRF, the more height it will get

with increasing HRF dependent on the pinning and dipping events at specific

pinning sites. The intercept for peaks 4, 5 and 6 is negative showing that the
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peak direction gets reversed. This means that the magnetic susceptibility can

be positive or negative depending upon the relative RF fields.
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Figure 5.18: The experimental peak amplitude for different RF drives
(HRF).

5.5.3.3 Magnetic Susceptibility Calculations for Peaks

The experimental RF susceptibility χx at each Barkhausen step is calculated

based on the ratio of τχx/τmx from Eq.(5.9), the torques generated by the RF

and DC magnetization respectively,

τχx

τmx

=
μ0VPyχxH

DC
z HRF

x

μ0mDC
x HRF

z

. (5.10)

that can be simplified to the following:

χx =
mDC

x HRF
z

VPyHDC
z HRF

x

τχx

τmx

. (5.11)
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A numerical estimate of χpeak at each peak can be made by considering

|τχx | as the size of the peak overshoot (or undershoot) normalized to |τmx |,
the torque from the magnetic moment at that setting of DC applied field.

The numerical scale would be set by the saturation moment of the film (VPy

multiplied by the saturation magnetizationMs = 700kA/m). For Δx = 1.9mm,

where |HRF
x | = |HRF

z |, the peak magnetic susceptibility is expressed as

χpeak
x =

mDC
x

VPyHDC
z

| τχx

τmx

|. (5.12)

The definition of the net magnetization, mDC
x /VPy ≡ MDC

x (which can be read

off the graph) allows one to write:

χpeak
x =

MDC
x

HDC
z

| τχx

τmx

|. (5.13)

The magnetic susceptibility values estimated from measurements for five

representative peaks are shown in Fig. 5.19a as a function of RF drive ampli-

tude. Figure 5.19b shows sample calculations for the χpeak
x . Figure 5.19a shows

that for a given peak, χpeak
x is approximately constant (within measurement

uncertainty) as a function of HRF
x , as expected for a linear magnetic response.

The measured values of χpeak
x range between 40 - 400, depending on the peak.

The maximum value of χpeak
x is ∼ 10 times larger than the quasi-static low field

magnetic susceptibility in the absence of pinning (unattainable in practice). On

the other hand, the enhancement is ∼ 25 times larger than a typical magnetic

susceptibility with the core pinned.

The enhanced sensitivity provided by these susceptibility peaks can be es-

timated as follows. For a given minimum detectable torque τmin, the sus-

ceptometry can be performed on a volume of magnetic material Vmin =

τmin/μ0χxH
RF
x HDC

z . Similarly, this expression can be written in terms of a

minimum detectable field HDC
z,min = τmin/VPyμ0χxH

RF
x . Each of these expres-

sions illustrates that operating near a point where χx is enhanced owing to

104



Figure 5.19: Estimated peak susceptibility at select Barkhausen steps for |HRF
x | =

|HRF
z | = 15A/m, for each peak identified in Fig. 5.15 as a function of RF drive. a,

Susceptibility of each peak as a function of RF drive.The dashed lines shows the low-
field quasi-static susceptibility that would be found in the lower branch in the absence
of pinning (slope of linear fit to data in Fig. 5.15). b, Susceptibility calculation of
peak 1 as sample calculations.

microscopic properties of the material allows improved sensitivity for a given

RF field. Note that owing to the mixing between RF and DC fields respon-

sible for these peaks, the minimum detectable quantities presented above are

parametrized by either the HDC
z or HRF

x externally controlled operating condi-

tions.

The larger transitions between spin textures in the main loop are irreversible

and therefore exhibit no accompanying RF susceptibility features. The effective

susceptibility ∂m/∂H will be largest when the RF drive amplitude is just above

the threshold required for a synchronous response, where the ratio of ∂m (set

to a first approximation by the moment change at the Barkhausen jump) to ∂H

is largest. Observed enhancements of up to 25 times over the susceptibilities

when the core is pinned suggest RF susceptibility engineering in applications

such as field-sensing magnetometry and detecting small volumes of magnetic

material. Operating the device at a low temperature in future work is required

to search for the threshold behaviour.
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5.5.3.4 Effect of RF Field Direction on Peaks

Both the ratios of amplitudes and the relative signs of the net moment and mag-

netic susceptibility contributions in Fig. 5.14 are consistent with the changes of

the RF field direction. Implementation of a scheme with an independent control

of RF field components will enable quantitative separation of the magnetic sus-

ceptibility and magnetometry components through π phase shifts of individual

RF drives without changing anything else, which provides further confirmation

of the phenomena described above. A proof-of-principle demonstration of the

ability to probe different components of the magnetic susceptibility through

reconfiguration of the RF field direction is presented in this section, where the

off-diagonal magnetic susceptibility of the pinning events is detected in this

way.

To demonstrate the Barkhausen susceptibility features arising from the RF

drive, a circuit board was designed and fabricated incorporating two separate

planar transmission line circuits for generation of both in-plane and out-of-plane

RF fields [15], shown in the inset of Fig. 5.20 and in Fig. 5.23. The rectangular

outer loop provides HRF
z while the central stripline applies the in-plane HRF

y

component. Each can be driven separately through 50 Ohm transmission lines

using RF power amplifiers, and are designed for reduction of cross-talk between

the fields generated by each loop.

Figure 5.20a shows the magnetic hysteresis for the case when only the

central stripline is driven, applying an RF field that is dominantly in the y-

direction. Although the magnetic susceptibility response is dominantly in the

y-direction, an off-diagonal contribution to the susceptibility can result in an

RF driven magnetic moment along x that produces a torque with HDC
z , result-

ing in torsional deflection of the device.

Depending on the relative position of the pinning sites along x the torque

generated through the susceptibility can be positive or negative. The recon-

figuration of applied field geometries should allow for precise mapping of the
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Figure 5.20: Magnetic hysteresis and susceptibility measurement using a
planar transmission line. a,The hysteresis loop was acquired while sweeping HDC

x

and applying the RF drive along y using the central stripline (inset). The colours of
the trace represent the direction of sweep. b,The hysteresis loop acquired at a slightly
different position (500 μm away from center) on the stripline.

magnetic susceptibility landscape in mesoscopic magnetic structures. Figure

5.20b shows the peaks in the reverse direction, where the device was at a slightly

different position on the stripline than in Fig. 5.20a. It is demonstrated that

the peaks can be up-side or down-side depending upon the HRF components

and direction.

5.5.3.5 Effect of DC Magnetic Field Direction on Peaks

To confirm that the fine features seen in the data are Barkhausen steps, another

in-plane bias field HDC
y = 300 A/m perpendicular to HDC

x was applied using a

second one-inch permanent magnet positioned near the device, as shown in Fig.

5.7. Figure 5.21a show the occurrence of peak 4 at the specified HDC when the

second magnet is brought close to it at various distances. This additional field

shifts the vortex core position in the x-direction.

107



Pe
ak

 A
m

pl
itu

de
 (μ

V
)

9.60

9.65

9.86

10.1

10.3

10.5

3 4 5 6 7 8
Second DC Magnet Distance (in)

Pe
ak

 A
m

pl
itu

de
 (μ

V
)

Magnetic field Hz
DC (kA/m) Magnetic field Hx

DC (kA/m)

M
ag

ne
tic

 fi
el

d 
H

zD
C

 (k
A

/m
)

Magnetic field Hx
DC (kA/m)

Peak A
m

plitude (μV
)

0

18

12

6

11.88.8
0.023

2

1

0

-1

-2

M
ag

ne
tic

 fi
el

d 
H

xD
C

 (k
A

/m
) a b

c d

y = y0 + a . exp(bx)

3 4 5 6 7 8
Second DC Manget Distance (in)

9.65

9.53

9.45

9.30

9.37

M
ag

ne
tic

 fi
el

d 
H

xD
C  (k

A
/m

)

y = y0 + a . exp(bx)

Figure 5.21: Peak 4 amplitude variation with varying HDC by adding another
DC magnet at various distances and polarities.a, HDC

x when the second magnet is
in the −Z direction. The HDC

x is shown in the inset when the second magnet is in
the +Z direction. b, the peak amplitude with varying HDC

x c, the peak amplitude
with varying HDC

z d, the peak amplitude on the map of HDC
x,z . The horizontal dashed

lines shows the HDC
z without second magnet. The difference of 0.023 kA/m on the

horizontal axis is due to the different HDC
x by inverting the magnet direction from

−Z to +Z.

The peak amplitude was then analyzed in Fig. 5.21b showing that the peak

has maximum amplitude when the second magnet is at it’s furthest distance

(8 inches). Bringing the second magnet close to the device reduces the sus-

ceptibility peak amplitude. A similar amplitude response can be seen in Fig.

5.21c when the peak is analyzed with the HDC
z . Figures 5.21b,c show that the

peak amplitude can be altered and dependent on the HDC
x and HDC

z , which

can be tuned by the pole direction and distance of the second magnet. The

peak amplitude itself can be seen on the planar field of HDC
x,z in the colour map

of Fig. 5.21d. Hence, the second magnet alters the HDC components and thus

alters the peak field position and amplitude.
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It is expected that some different pinning sites will be encountered in the

magnetizing curve versus HDC
x , as found in Fig. 5.22b. Removal of the second

magnet also led to a restoration of the peaks shown in Fig. 5.22a, demonstrating

the robustness of these signals.

5.6 Torque-Mixing Magnetic Resonance Spec-

troscopy (TMRS)

One can study the transverse RF components of precessing magnetization by

torque-mixing magnetic resonance spectroscopy (TMRS). TMRS allows the

simultaneous recording of spin resonances and net magnetic moment of the

magnetic material under observation. This simultaneous recording is possible

because of the availability of ultrahigh frequency lock-in instruments (UHF,

Zurich), RF transmission line actuators, and on-chip torque sensors. The mul-

tilayer circuit board of the transmission line allows one to apply RF fields, gen-

erated by a ultrahigh multifrequency lock-in amplifier through the RF power

amplifier (ENI 510L 9.5W linear, 45dB, 1.7-500MHz). The resulting mechani-

cal torque amplitude is optically read by the taper fiber in the nanocavity.

5.6.1 Control Measurements

To rule out possible optical effects such as thermo-optical shift of the cavity

resonance influencing the signals, the same measurement was repeated at var-

ious laser powers. As shown in Fig. 5.22c, a reduction of input power by a

factor of five did not significantly alter the Barkhausen fingerprint for a given

magnetic configuration at the given frequency.
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Figure 5.22: Characterization of low field sweeps. a, Field sweeps with a drive
field of HRF

z = 35A/m (averaged for a
√
12 noise reduction factor) in the low field

regions of the curve reveal features produced by the Barkhausen effect. The upper blue
and red traces are the in-phase signals of the decreasing and increasing field sweeps.
b, Same as a except a bias field HDC

y = 300 A/m is applied. c, Device response at

different input laser power as HDC
x is swept at low fields. The responses at 175 μW

and 35 μW power were normalized and slightly offset for ease of comparison.

However, the plastic (ABS) 3D printed stage for the chip didn’t have a good

heat sink, when device was operated under high frequency range (∼ 500MHz),

for the torque-mixing resonance spectroscopy measurements. An example of

the temperature measurements around the ABS stage, measured with an in-

frared (IR) thermometer, is shown in Fig. 5.23a. So, for the torque-mixing

resonance spectroscopy measurements, an aluminum based stage was machined

to provide a better heat sink as shown in Fig. 5.23b.

a b

Figure 5.23: Transmission lines and stage. a, the stage made from ABS plastic
and its temperature map during the measurement. b, aluminum based stage to provide
a better heat sink.

110



5.6.2 Torque-Mixing Resonance Measurements

For torque-mixing fields were applied according to the field axes shown in Fig.

5.20. The applied RF fields were HRF
1 = HRF

1x +HRF
1y = HRF

1x x̂+HRF
1y ŷ, where

|HRF
1 | = H1cos(2πf1t), and HRF

2 = HRF
z = H2cos(2πf2t)ẑ. The HDC had

all three axis components with the primary component in x̂ direction, and the

secondary component in ẑ direction. The net mixing torque by these fields can

be calculated from the following equations:

m = mDC + VPyχH
RF
1 + VPyχH

RF
2 ,

H = HDC +HRF
1 +HRF

2 ,

χ =

⎛
⎜⎜⎜⎝

χxx χxy χxz

χyx χyy χyz

χzx χzy χzz

⎞
⎟⎟⎟⎠

(5.14)

where mDC is the static response to HDC, χ is the magnetic susceptibility

tensor having its transverse components, and VPy is the volume of the permalloy

island. The exerted torque at mechanical frequency, fmech, can be obtained by

inserting the above equation into:

τ = m× μ0H , so that

τ = (mDC + VPyχH
RF
1 + VPyχH

RF
2 )× μ0(H

DC +HRF
1 +HRF

2 ).
(5.15)

then,

τ = mDC × μ0H
DC +mDC × μ0H

RF
1 +mDC × μ0H

RF
2

+ VPyχf1H
RF
1 × μ0H

DC + VPyχf1H
RF
1 × μ0H

RF
1 + VPyχf1H

RF
1 × μ0H

RF
2

+ VPyχf2H
RF
2 × μ0H

DC + VPyχf2H
RF
2 × μ0H

RF
1 + VPyχf2H

RF
2 × μ0H

RF
2 .

(5.16)
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Substituting HDC = HDC
x x̂+HDC

z ẑ, HRF
1 = HRF

1x x̂+HRF
1y ŷ, and HRF

2 = HRF
2z ẑ,

the torque equation becomes,

τ = (mDC
x x̂+mDC

z ẑ)× μ0(H
DC
x x̂+HDC

z ẑ)

+ (mDC
x x̂+mDC

z ẑ)× μ0(H
RF
1x x̂+HRF

1y ŷ)

+ (mDC
x x̂+mDC

z ẑ)× μ0(H
RF
2z ẑ)

+ VPyχf1(H
RF
1x x̂+HRF

1y ŷ)× μ0(H
DC
x x̂+HDC

z ẑ)

+ VPyχf1(H
RF
1x x̂+HRF

1y ŷ)× μ0(H
RF
1x x̂+HRF

1y ŷ)

+ VPyχf1(H
RF
1x x̂+HRF

1y ŷ)× μ0(H
RF
2z ẑ)

+ VPyχf2(H
RF
2z ẑ)× μ0(H

DC
x x̂+HDC

z ẑ)

+ VPyχf2(H
RF
2z ẑ)× μ0(H

RF
1x x̂+HRF

1y ŷ)

+ VPyχf2(H
RF
2z ẑ)× μ0(H

RF
2z ẑ)

(5.17)

τy = μ0m
DC
x HDC

z − μ0m
DC
z HDC

x − μ0m
DC
z HRF

1x

+ μ0m
DC
x HRF

2z + μ0VPyχf1H
DC
z HRF

1x + μ0VPyχf1H
RF
1x HRF

2z

− μ0VPyχf2H
DC
x HRF

2z − μ0VPyχf2H
RF
1x HRF

2z

(5.18)

Using the simple equations, m = MV , M = χH , and m = V χH , the above

equation can be written as:

τy = μ0(VPyχxH
DC
x )HDC

z − μ0(VPyχzH
DC
z )HDC

x − μ0(VPyχzH
DC
z )HRF

1x

+ μ0(VPyχxH
DC
x )HRF

2z + μ0VPyχf1H
DC
z HRF

1x + μ0VPyχf1H
RF
1x HRF

2z

− μ0VPyχf2H
DC
x HRF

2z − μ0VPyχf2H
RF
1x HRF

2z

(5.19)

Rearranging the above equation,

τy = μ0VPy(χx − χz)H
DC
x HDC

z + μ0VPy(χf1 − χz)H
DC
z HRF

1x

+ μ0VPy(χx − χf2)H
DC
x HRF

2z + μ0VPy(χf1 − χf2)H
RF
1x HRF

2z

(5.20)
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The transverse susceptibility terms can be evaluated from the above equa-

tion. For the in-plane field HRF
1 = HRF

1 cos(2πf1t) and out of plane field

HRF
2 = HRF

2 cos(2πf2t), the last torque term can be written as:

τRF
y = μ0VPy(χf1 − χf2)H

RF
1 cos(2πf1t)H

RF
2 cos(2πf2t)

τRF
y = μ0VPy(χf1 − χf2)

HRF
1 HRF

2

2

(
cos(2π(f1 − f2)t) + cos(2π(f1 + f2)t)

)

(5.21)

When the device is driven at fmech, in-plane components of (χf1 − χf2)

contributing to the τRF
y would only be detected due to geometry of the de-

vice. For thin films, χz and other transverse components in the susceptibility

tensor are ignored due to the shape anisotropy inherent in the thin films i.e.,

permalloy island in this device. So, only in-plane transverse susceptibility (χxy)

components would be contributing to τRF
y such that:

τRF
y |(fmech) = ξ · χxy (5.22)

where ξ is constant proportional to magnetic element volume, HRF
1 , HRF

2 ,

and fmech. The transverse moment is proportional to the transverse susceptibil-

ity. The RF torque term is proportional to the (cos(2π(f1−f2)t)+cos(2π(f1+

f2)t), where fmech = f1 − f2. The orthogonal RF fields HRF
1 and HRF

2 with

frequencies f1 and f2, respectively, produces torque at f1 − f2 and f1 + f2.

By applying the fields at f1 and f2, spectroscopic maps can be obtained having

the information about dynamic modes of the vortex.
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a b

Figure 5.24: Torque-mixing resonance amplitude in full field range. a,
sweeping the field from high to low. b, sweeping the field from low to high. The
frequency axes correspond to f1.

The net magnetic moment within the magnetic element in a quasi-static

state is spatially nonuniform but has a well-defined spin texture. The permalloy

island has a two vortex ground state at HDC = 0 as shown in section D of Fig.

5.13. To observe the spin resonances of these vortex states, spectroscopic scans

were performed in a well-defined field and frequency range. Firstly, the full

field range (as in Fig. 5.13) was selected in a frequency range (25-400MHz) to

find the region of interest, as shown in Fig. 5.24. The field strength increment

was in 0.3759 kA/m steps during this measurement. Vortex spin resonances

were found in the low field range because vortices annihilate at high fields.

The spectroscopic line scans (large field/frequency step increments) for the

map of spin resonances is presented in Fig. 5.25 in the region of interest to

find a rough pattern before doing the high resolution maps. The field step was

0.2321 kA/m during this measurement for high to low sweeping, and 0.2243

kA/m from low to high sweep. The data of Fig. 5.25a exhibit the vortex

creation and its gyration to low field and relative high frequency. In the low

to high field sweep, various modes occur whose amplitudes have an opposite

trend in the frequency scale and tend to reduce in the high field region. The

factors contributing to this mode behaviour are as follows: (1) at high fields
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a b

Figure 5.25: Torque-Mixing resonance amplitude line scans in the low-field
range. a, high to low field sweep. b, low to high field sweep.

the spin texture tends to be more uniform, and as a result the RF contribution

to the torque becomes less, (2) similarly due to high RF contribution at low

fields the modes appear to be stronger in high to low field sweeps.

The regions of interest in the line scans were then acquired with high reso-

lution scans to observe detailed features as depicted in Fig. 5.26. The torque-

mixing resonance spectroscopy (TMRS) map of the vortex state of the permal-

loy island shows the gyrotropic frequency variations. The vortex nucleates near

6.764 kA/m and its first order gyration mode can be seen in Fig. 5.26a, while

vortex annihilation and its first order gyration behaviour is shown in Fig. 5.26b.

After the nucleation process, the core can be driven for gyration creating the

resonance signals. The random gyration is dependent on the random polycrys-

talline nature of the permalloy element. The broad range gyration of the vortex

core depicts the nature of the pinning sites. The quasi-uniform spin texture

resonances ends at 6.764 kA/m and a new configuration of vortex nucleation

appeared. The results were repeated multiple times to confirm its existence,

and were averaged where required.

Figure 5.26b shows the zoom-in scan of the gyration feature when the field

was swept from high to low. The apparent slightly different shape is because of
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a

c d

b

Figure 5.26: High resolution torque-mixing resonance amplitude for high
to low field sweep. a, high to low field sweep in low field range with 0.0111 kA/m
steps. b, zoom-in scan in the specified field range with 0.0112 kA/m steps. c, simul-
taneous acquisition of direct-torque actuated by HRF

y . d, simultaneous acquisition of

direct-torque actuated by HRF
z .

the scaling and slightly different initial conditions of the scan. The most critical

parameter is the heating by the high frequency sweeps that changed the cavity

modes and hence changes the optical coupling that affects the signal. The

vortex continues to gyrate in a particular frequency window (160-200MHz)

while the field is stepping down.

These gyration modes from the mixing torque can be compared with the

magnetization curve from the direct torque acquired simultaneously. Figure

5.26c shows the direct torque obtained when HRF
1 is actuated having the sus-

ceptibility peaks described in the previous sections. The HRF
2 actuation gives
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the corresponding direct torque as shown in the Figure 5.26d. The broader

width of the data is due to the overlap of all frequency sweeps. The TMRS

resonance modes in Fig. 5.26a are independent of the susceptibility peaks in

Fig. 5.26c. The independent actuation of resonance modes and susceptibility

peaks is a key advantage of the TMRS technique.

a b

Figure 5.27: High resolution torque-mixing resonance amplitude for low to
high field sweep. a, low to high field sweep in the low field range with 0.0111 kA/m
steps. b, simultaneous acquisition of direct-torque actuated by HRF

y .

The spectroscopic map from a low to high sweep in the low field range is

shown in Fig. 5.27a. The resonance peaks appear with the vortex core gyration

which annihilate completely at 8.595 kA/m. The corresponding direct torque

actuated by HRF
1 is shown in Fig. 5.27b.

5.7 Reproducibility and Throughput

The data presented above in this chapter were obtained from a single device

that was observed to display the largest optomechanical magnetic transduction

of those fabricated for this study. However, other devices were observed to dis-

play similar magnetic properties. The quality of the signal obtained from these

devices was typically lower owing to poorer fibre coupling, lower Qo, or larger
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misalignment of the permalloy pad with the nanobeam pad. These limitations

are primarily a result of fluctuations in the electron beam lithography dose

during device fabrication.
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Figure 5.28: Magnetic hysteresis of neighbouring devices. Magnetic hysteresis
measurements for devices fabricated immediately to the left a and right b on the same
chip as the devices studied throughout this chapter.

Figure 5.28 shows low-resolution magnetic hysteresis measurements of the

devices fabricated immediately to the left and right of the device studied

throughout in this chapter. The magnetization of these devices displays qual-

itatively similar jumps and hysteresis related to vortex formation. Note that

these measurements are affected by larger than optimal drift in device relative

position, as well as irregular magnetic field step size. These technical issues

were reduced during the measurements presented in previous sections.

5.8 Comparison with other technologies

Among torque magnetometers, the reported device has state-of-the-art sensi-

tivity of 1.3×10−20 Nm, despite operating in ambient conditions where its me-

chanical resonances are significantly damped. Among optomechanical torque

sensor devices not yet used for magnetometry, devices with better sensitivity

have been demonstrated operating in vacuum and/or cryogenic conditions. For
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example, a see-saw double-photonic-crystal nanobeam [206] reaches torque sen-

sitivity of 9.6 × 10−21Nm(Hz1/2)−1 in 10−4 Torr vacuum, and optomechanical

devices in mK conditions have been measured with record 10−24Nm(Hz1/2)−1

sensitivity [40]. However, none of these devices have yet been used for mag-

netometry or to probe other systems. These devices can reach, if not surpass,

those sensitivities in similar conditions, where Qm is expected to increase by or-

ders of magnitude owing to elimination of air damping in vacuum and reduction

of internal damping in silicon at low temperature [228].

5.9 Conclusion

In conclusion, nanocavity optomechanical detection for torque magnetometry

and RF susceptometry have been demonstrated experimentally. The devices

presented here enabled a detailed study, under ambient conditions, of the mag-

netostatic response and thermally assisted driven vortex-core hopping dynamics

in a mesoscopic permalloy element under an applied field. This torque magne-

tometry technique complements other device-based nanoscale magnetic probes.

Compared to planar micro-Hall approaches [142], which have been used to

probe single pinning sites but have not been used to measure RF susceptibility,

nanocavity torque magnetometry offers a higher frequency operation. Although

it has yet to offer the single-spin sensitivity of nitrogen-vacancy-centre based

imaging [155, 159], it provides a comparatively fast acquisition of net magne-

tization, which allows measurement of magnetic hysteresis and susceptibility.

Reconfiguration of the RF fields allows the probing of enhanced susceptibility

components of single pinning events, and demonstrates that this magnetome-

try approach fulfils key requirements for an optomechanical lab-on-a-chip for

nanomagnetism.

The nanocavity optomechanical device is ready to be integrated with

nanoparticle assemblies, following the device optimization with permalloy as
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a dry-run. The device has enough sensitivity to measure a countable num-

ber of nanoparticles in ambient conditions. This would be useful for studying

the magnetism of live magnetotactic bacteria [235], spin frustration triangular

magnetic lattice [236] (can be generated by magnetic nanoparticles), and single

spin detection [43] in ambient conditions. The presented device here has excel-

lent torque and magnetic moment sensitivities ,but relatively low magnetic field

sensitivity. The sensitivity limit could be further improved by designed higher

frequency resonators, and using better material for increased optomechanical

coupling i.e., diamond [237, 61] and gallium phosphide [56]. New devices inte-

grated with large magnetic volume were devised for ultra-high magnetic field

sensing torque magnetometers, which are presented in Chapter 6.
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Chapter 6

Nanomechanical Torque

Magnetometry of a Thick YIG

(Yittrium Iron Oxide) Disk

6.1 Motivation and Introduction

The development of modern technologies has made possible the emergence of

nanoscale and power efficient devices. One key point for consideration is to

utilize the devices and materials to also generate the operational energy by

themselves [238]. This approach opens up the field of spintronics, among oth-

ers, for the foundation of sustainable technologies. The excitation in electron

spins in magnetic material results in spin waves that have a diverse dispersion

relations depending on the material characteristics, applied fields and their ori-

entations. Spin waves in magnetic materials usually occur in the microwave

frequency range that can be tuned according to the required application [239].

Spin waves are normally excited by the ferromagnetic resonance (FMR) through

the observation of ground state of magnetization at microwave frequencies. A

standard FMR experiment demands that the sample has lateral dimensions in

the sub-millimeter range (80 μm) [14].
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In the top-down approach, the standard sample dimension needs to be

scaled-down for the on-chip magnetic applications. This involves the reduction

of the sample dimensions to nanometer range (i.e., thin films) for required appli-

cations, while taking care of high quality and low damping [240]. Nonetheless,

the microwave properties of the spin waves changes with the sample dimensions.

The bottom-up approach, on the other hand, require a compromise on sam-

ple dimensions for better spatial resolution in microwave frequency magnetic

measurement of normal modes because of the inadequacy of spatial techniques.

Thus, this approach requires larger sample dimensions for the highly spatially

resolved spin dynamic modes [241]. Large magnetic moment (means large mag-

netic volume) is also required for the experiments which involve measurements

of magnetomechanical ratio (Einstein-de Haas effect) [242]. An ultra-high sen-

sitive field sensing magnetometer has been developed using the spin resonances

of the magnetic element [243] with 5pT/
√
Hz sensitivity. The highest field

sensitivity of 4μT was observed for torque magnetometer device in Chapter

5, thus provides motivation to look for torque magnetometers with ultra-high

field sensitivity.

I aim to utilize a sample dimension range in between and top-down and

bottom-up scales, for tuning the magnetic properties for simultaneously prob-

ing the above mentioned approaches i.e., (i) to control spin resonance frequen-

cies for potential telecom and spintronic applications, (ii) to build miniature

Einstein-de Haas experiment for reduced uncertainty in magnetomechanical ra-

tio of the magnetic element, and (iii) to establish a platform for the ultra-high

sensitive field sensing magnetometers. The approach here to design lab-on-

chip devices for nanomagnetism with simultaneous acquisition of magnetiza-

tion, susceptibility, and spin resonances for above experiments. I used yttrium

iron garnet (YIG) milled down to a micrometer range, since all of the above

experiments require large magnetic element volume.

The YIG ferrimagnet, having low-damping [244] and the narrowest
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linewidth of the FMR, generally lower than 0.5 Gauss (39.79 kA/m) and with

a magnon lifetime of a few hundred of nanoseconds and spatially observable at

mesoscopic scales [239, 244], makes it the best material for microwave frequency

and data transport applications. Being an insulator, YIG has no electrons in

the conduction band, which reduces the dissipation resulting in low-damping

and narrow linewidth. A magnonic field benefits the communication and in-

formation storage and processing using spin waves. The spin wave motion is

widely used in logic devices such as spin-wave logic gates, data-buffering ele-

ments, magnon transistors and in electric control of magnetic materials [245].

YIG has profound linear, non-linear dynamics [246], high magneto-optical ef-

ficiency [247, 248], strong Faraday rotation [249] and low optical loss at com-

munication wavelengths that makes it useful for various devices: oscillators

[250, 251], generators [252], filters[251, 253], optical isolators [254], waveguides

[255], power limiters [256], delay line [257], pulse separators, multi- channel

receivers [239], compressive receivers [253], directional couplers [258] and cir-

culators [259], signal-to-noise enhancers [260], parametric amplifiers [261] and

convolvers [262], and other devices [239, 241, 244, 254, 263].

There have been complementary methods for measuring spins by perform-

ing magnetic resonance spectroscopy and microscopy. This includes electron

spin resonance (ESR) [264], nuclear magnetic resonance (NMR) [265], magnetic

resonance force microscopy (MRFM) [266], ferro-magnetic resonance force mi-

croscopy (FMRFM) [14], and torque-mixing magnetic resonance spectroscopy

(TMRS) [15]. TMRS has the ability to measure the transverse RF components

of precessing magnetization as well as DC torque components simultaneously.

So far, TMRS is performed on small sample sizes but it can be scaled up to

larger sample sizes without any limitations. I aim here to utilize a sample size

in mesoscopic range and perform the TMRS for spin waves in the sample.
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6.2 YIG Disk on the Silicon Membrane

Nanomechanical Devices

A single crystal bismuth doped yttrium iron garnet (Bi:YIG) ferrimagnet was

used in the experiment that has a complicated cubic crystal structure. Each

unit cell has a dimension of 12.376Å containing 80 atoms [239, 263]. It has two

octahedral and tetrahedral sub-lattices that are coupled antiferromagneticaly.

The Bi:YIG films are grown by molecular beam epitaxy on top of a gallium

gadolinium garnet (GGG) substrate with unit cell dimension of 12.383Å, having

a close match with the unit cell of the Bi:YIG leading to the high quality of

the grown film [239].

For the lateral dimensions of the sample in the sub-micron range, chemical

etching is used that often may change the crystal properties, magnetizations

and thus the spin dynamics of the YIG sample. In order to avoid chemical

etching and reduced ion milling, mechanical polishing was used to get the

film thickness of 7μm. A disk of 17μm size was first cut with focused ion

beam (FIB) from the polished film. The disk was oriented with the surface

perpendicular to the < 111 > axis. The details of sample preparation with

mechanical polishing is summarized in Appendix E. The Ga+ ion damage to

the YIG disks are presented in Appendix F, and related efforts for domain

visualization are enclosed in Appendix G.

A current of 13 nA was used to mill the disk to the 7μm film thickness of

the polished YIG. A metallic probe inside the FIB machine was used to pick,

pluck, and place the fabricated disk on the 2μm thick silicon membrane. The

YIG disk was welded to the silicon surface with carbon bonding by chemical

vapor deposition in the FIB machine.
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Figure 6.1: False colour SEM of the YIG disk on a fabricated nanome-
chanical device in the silicon membrane. Green colour represents the nanome-
chanical device in the silicon membrane, and red colour shows the YIG disk. Scale
bar is 10μm.

A nanomechanical device was then fabricated around the bonded YIG disk.

A scanning electron microscope of the YIG disk on top of the fabricated

nanomechanical device is shown in Fig. 6.1.

The frequency spectrum of the device was then obtained at the resonating

paddle location and at the nearby membrane to rule out the membrane modes,

as shown in Fig. 6.2. There were only two resonating frequencies detected for

this device, one at 0.982 MHz and other at 1.426 MHz. The membrane mode

appears at 1.285 MHz frequency in the blue (device) and grey (membrane)

colour so it can be ruled out of the resonance modes of the device. The 0.982

MHz frequency mode only appears at the device and there is no membrane

background at this frequency.
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Figure 6.2: Spectral response of the device. Grey colour represents the spectrum
taken at the membrane near the device. Blue colour represents the spectral response
of the device with the YIG disk.

A nanomechanical device has two basic modes of resonance: a flexural

mode and a torsional mode. For the aformentioned device, only one frequency

(0.982MHz) was detected and the second resonance mode was not detectable

with the described setup. The device was also scanned from 250 kHz to 1 MHz

with high resolution to find the torsional mode but no torsional resonance peak

appears except the background from RF drive. The device was measured at

0.982 MHz with the raster scans to find out the type of the resonance mode at

this frequency. (Another device without a YIG disk was also tested to subtract

the background modes as a control).

The raster scan measurements of the device at the 0.982MHz frequency

were carried out as shown in Fig. 6.3. The tilted SEM image of the device

with YIG disk is shown in Fig. 6.3a. The DC component of the raster scan

is shown in Fig. 6.3b. The DC component of the reflected light determines

the area and location of the scanned device. The AC component (R) of the

torque amplitude is represented in Fig. 6.3c, which confirms the flexural mode

of the device at 0.982MHz. The device breathes in and out of the plane in the

flexural mode. The phase of the device in the AC torque component in Fig.
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6.3d shows that the device resonates differently than the membrane around it

and it endorses the flexural mode of the device.

These measurements are based on the laser interferrometric method ex-

plained in Chapter 2. The crescent inside the YIG disk area comes from the

thickness variation of the disk, which is reflected as the signal contrast. The

maximum DC reflectance and AC torque is at the position where the YIG disk

has maximum thickness because of the mass load in the flexural mode.
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Figure 6.3: Raster scan of the YIG disk on a fabricated device in the silicon
membrane at 0.982MHz. a, Tilted false colour SEM of the YIG device. The scale
bar is 10μm. b, DC raster scan of the device. c, AC resonance scan of the device.
d, phase of the resonance response. The x- and y-axis in b, c, and d are in microns.
The colour bars show the amplitude in μV in b and c, and shows the phase in deg
for d.
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a b

Figure 6.4: Comsol simulations of the YIG disk on the device. a, torsional
mode b, flexural mode.The colour bars are in arbitrary units.

The AC signal fades out at the torsional rods and vanishes at the membrane.

Figure 6.3c shows that the device has a little twist in the flexural mode since

all the corners of the resonator paddle do not have the same amplitude. The

frequency at 1.285 MHz is the membrane mode confirmed from the raster scan

of the device and area around it. There is no other frequency found for the

device and membrane other than these two frequencies, 0.982MHz and 1.285

MHZ, at 632 nm of the laser wavelength for the Fabry-Pérot cavity.

The Comsol simulations of the big YIG disk are shown in Fig. 6.4. The

torsional mode occurs at 0.6378 MHz and the flexural mode occurs at 1.1467

MHz in the simulations, which are close to the experimentally determined fre-

quencies 0.982 MHz and 1.285 MHZ. A primary magnetic hysteresis curve is

presented in Fig. 6.5 and was obtained using the flexural mode of the device

for the thick YIG disk. The maximum torque amplitude occurs near 40 kA/m

instead at high field (80 kA/m). The shift of the maximum torque to lower

values at higher applied field is caused by the misalignment of the laser beam,

which is created due to the presence of magnetic parts in the setup. A three

dimensional magnetic spin texture moves within the magnetic disk with the

magnetic field sweeps. The magnetic spin texture finds the minimum energy

to relax to at the low fields.

128



0 20 40 60 80
Field (kA/m)

0

0.2

0.4

0.6

0.8

1

No
rm

al
ize

d 
to

rq
ue

 a
m

pl
itu

de

Figure 6.5: Magnetic hysteresis of the YIG disk on a fabricated device in
the silicon membrane. Blue colour traces the high to low field sweep while red
colour shows the low to high field sweep.

6.2.1 Optical Fiber Setup and Resonance Modes Detec-

tion via Optical Fiber

For the exploration of the torsional mode, an optical fiber laser setup was es-

tablished at higher wavelengths (1546 nm instead of 632 nm) to increase the

silicon transparency. The uniform background at the edges of the membrane

could be due to the low interference visibility in Fig. 6.3b. The higher wave-

length should resolve this issue. Figure 6.6 shows some of the fiber laser setup

components. The setup operates at room temperature and ambient pressure

conditions. The blue box was 3D printed from ABS plastic to avoid random

air flow over the device. The optical microscope at the top was used to view

the gap (less than a millimeter) between the sample and fiber laser.
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Figure 6.6: Optical fiber laser setup.

A raspberry pi camera was used to view the devices from the rear and

to align the laser in front of the silicon device. The Fabry-Pérot cavity isn’t

created in this case and the membrane was used without a silicon back-reflector.

The DC magnet was mounted on the magnetic rail and was perpendicular to

the AC coil and the optical microscope. The AC coil was attached to the back

of the membrane chip. The camera, AC coil, chip, and fiber laser were aligned

along one axis of the setup.

The resonance signal was obtained with a spectrum analyzer (HP 8594E,

9kHz-2.6GHz). The FFT applied in the spectrum analyzer on the overlapping

sampling rate (data acquisition) gives us the real time peak that exists for the

system under observation. The same peak at 0.982MHz was detected using

the fiber laser setup, as shown in Fig. 6.7. A good peak is obtained for this

flexural mode at 5mV of the applied RF field. A bandwidth of 10 dB and
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span of 1MHz was used for the data obtained from the spectrum analyzer. It

is concluded that the torsional mode might have a very small amplitude that

is buried inside the noise floor and is beyond the sensitivity of the measuring

setup and is due to the thick silicon membrane device.
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Figure 6.7: Resonance spectrum in optical fiber laser setup.

6.3 YIG Disk on the SOI Nanomechanical De-

vices

New nanomechanical devices in the silicon-on-insulator (SOI) were made in

order to observe good torsional mode torque amplitude and better signal to

noise ratio. The device (paddle) size was reduced from 30μm to 6μm. The YIG

disk dimensions were reduced from 17μm to 2.8μm in diameter, and thickness

from 7μm to 1.25μm, since the silicon top layer was only 300 nm thick. Figure
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6.8 shows scanning electron micrographs of the two types of nanomechanical

devices with YIG disks. It was found that the device in Fig. 6.8a had a better

amplitude signal than the device in Fig. 6.8b because of it’s shape. The extra

paddle around the square resonator in Fig. 6.8a provided good spots for laser

focusing and increased the torque amplitude. These devices are used for torque

magnetometry measurements by using the method described in Chapter 2.

a b

Figure 6.8: False colour SEM of the YIG disk on nanomechanical devices
fabricated on a SOI chip. a, device with ear-shaped resonating paddle. b, device
with square shape resonating paddle. Green colour shows the devices while red colour
shows the YIG disks. The scale bars are 3μm.

The spectral response of the device in Fig. 6.8a is shown in Fig. 6.9. Figure

6.9a shows the full range spectrum of the device which depicts the flexural mode

at 1.326 MHz and torsional mode at 4.603 MHz. Fig. 6.9b shows the zoom-in

spectrum of the resonance peak at torsional mode. The peak shows a perfect

Lorentzian shape and the phase shift at the resonance peak gives us information

about the difference of phase from the reference signal of the RF drive for the

torsional mode at resonance.
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Figure 6.9: Spectral response of the device in Fig. 6.8a fabricated on a
SOI chip. a, resonance peak of the device with ear-shaped resonating paddle. b,
zoom-in spectrum of the device. Blue colour represents the resonance peak and red
colour shows the corresponding phase shift on resonance.

To get the spectral response in Fig. 6.9, an AC dither coil was used to

drive the device in the presence of DC bias field. The coil consists of three

loops of insulated copper wire with a diameter of nearly 3mm to allow laser

passage. The coil was driven at the resonance frequency of the device by a

sinusoidal signal provided by the frequency generator and connected to the lock-

in amplifier for reference. The setup was capable of spatial imaging by piezo-

controlled (three axis movement) rastering with a 256×256 pixel resolution (at

maximum). The diffraction limit of the optical objective lens for laser defined

the optical resolution of the spatial image.

The device in Fig. 6.8a was raster scanned to find out the mode shape from

the reflectance of the laser interferometric signal for the respective frequencies.

Figure 6.10a represents the scanning electron micrograph of the same device

and Fig. 6.10b shows the DC raster scan of the small central area of the

device (18μm× 18μm). The in-phase component of the AC torque amplitude

is shown in Fig. 6.10c, which gives us the confirmation of the torsional mode

at 4.603MHz, while the quadrature component of the AC torque amplitude is

shown in Fig. 6.10d.
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Figure 6.10: Raster scan of the YIG disk on the device in a SOI chip. a,
Tilted false colour SEM of the YIG device. b, DC raster scan of the device. c, x-
component of the AC torque response of the device. d, y-component of the AC torque
response of the device. The x- and y-axis in b, d, and d are in microns. The colour
bars show the amplitude in μV .

After the confirmation of the torsional mode of resonance, the magnetic

measurements were taken. The magnetic hysteresis curve of the device un-

der discussion is shown in Fig. 6.11. It shows both the magnetic hysteresis

measured experimentally and obtained from simulation. A three dimensional

spin texture is formed at point A in the hysteresis for the vortex nucleation

that is created at B and relaxed to ground state at point C in the high to

low field sweep. The three dimensional vortex starts to be annihilated at D

and is completely annihilated at F after passing through the pinning site at E.

The wider difference between the increasing and decreasing fields in the range

18− 30 kA/m for the experimental hysteresis compared to the simulated hys-
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teresis curve is because of the different initial conditions. A uniform state of

magnetization is assumed in the hysteresis simulation that can be a challenge

experimentally for the thick YIG disk. The experimental hysteresis curve was

repeated multiple times (giving similar results) and averaged. The spin tex-

ture of the labeled points in the experimental hysteresis curve are shown in

Fig. 6.12.
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Figure 6.11: Magnetic hysteresis of the YIG disk. Blue and red colours repre-
sent the high to low and low to high field sweeps of the experimental hysteresis curve
respectively. Purple and green colours show the high to low and low to high field
sweeps of the simulated hysteresis curve respectively. The inset is the colour scheme
for magnetization orientation in simulations, for which the spin texture of the labeled
points in experimental hysteresis curve are shown in the Fig. 6.12

The circular disks of radii in the mircometer range or smaller produce the

magnetic vortex configuration, with an out-of-plane component with a high

energy density vortex core in the center of the disk, and an in-plane compo-

nent with circular magnetization around the disk. If the thickness of the disk

is smaller, the vortex stays in the two dimensional configuration around the

perimeter of the disk, with the vortex core in the center of the disk. For disks,

where the thickness becomes large and forms a cylindrical shape, the two dimen-
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sional vortex transforms to the three dimensional vortex state having polarity

and chirality. The polarity defines the in-plane and out-of-plane components of

the vortex core, while the chirality defines the clockwise or counter-clockwise

in-plane orientation.

The magnetic structure forms a three dimensional spin texture in the thick

YIG disk. The transition at point B is from a three dimensional spin texture

to a three dimension complex vortex state and becomes the seed for the spin

texture in Fig. 6.12C, which represents the three dimensional vortex having

two cores at opposite ends with opposite polarity and chirality. Figure 6.12D,

E, and F represent the process of vortex annihilation.

B C

D E F

A

Figure 6.12: Spin texture of the magnetization from the micromagnetic
simulations. A-F are the images of spin texture at the points in experimental
hysteresis curve labeled in the Fig. 6.11.

The vortex core oscillates in a pattern when it is displaced from equilibrium

with a field pulse. This forms the dynamic mode in gyration (gyrotropic mode)

of the vortex. The gyrotropic mode is fundamental magnetic resonance modes

where vortex core circulates around the equilibrium position. The vortex core
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outsets in gyration when it is disturbed from its equilibrium position by ap-

plying an in-plane radio-frequency (RF) field pulse. Small RF drives result in

linear gyrotropic modes while higher pulse amplitude (with respect to magnetic

element dimensions) result into the nonlinear dynamics of vortex. The vortex

core is a rigid column of out-of-plane magnetization in thin magnetic disks. In

the fundamental gryrotropic mode (zero-order, uniform), core ends precess in-

phase on top and bottom surfaces of the disk. Higher order gryotropic modes

appear when the thickness of disk is increased, e.g., vortex core ends precess

out-of-phase in one-node gryrotropic mode (first-order mode). The gyrotropic

mode and its higher order modes occur in the hundreds of MHz and GHz fre-

quency range, that depends on the dimensions of the disk. The pinning sites

in disk shifts the gyrotropic frequency to higher range. These modes were ac-

quired for YIG disk using the torque-mixing resonance spectroscopy (TMRS)

when the DC bias field is perpendicular to the torsion rods. The fields axes

scheme is described in [15] and also explained in Chapter 2 and in Chapter 5,

and the results are described below.

The experimental TMRS taken from high to low field sweep, to obtain the

field dispersion of resonances, looks very fluidic as shown in Fig. 6.13. The

transition at 19.8 kA/m is that from the saturated state (quasi-uniform spin)

to the complex vortex state, as seen in the hysteresis loop at point B of Fig.

6.11. Upon the transition to the 3D vortex texture (at 19.8 kA/m), the quasi-

uniform spin resonances abruptly end and new 3D vortex resonances appear.

The vortex creation was reproducibly observed as the frequency gets near to

the first resonance mode.

The rich resonance spectrum for the confined magnetic structure of the YIG

disk is present. The TMRS map of resonance modes of the complex vortex state

in the single-crystalline YIG disk has fundamental gyrotropic, its higher order

modes, and spin wave modes. There are more than two transitions (23, 22 and

19.8 kA/m) that occur in the mixing signal (Fig. 6.13) that also appear the net
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moment in the hysteresis (Fig. 6.11) due to vortex nucleation and pinning. The

spectrum shows the gyrotropic modes below 19.8 kA/m, and spin-wave modes

above 19.8 kA/m. The fundamental gyrotropic mode (zero-order, uniform) and

one-node gryrotropic mode (first-order mode) exist at 15 MHz and at 60 MHz

and in 0-19.8 kA/m field range respectively, where the resonant frequency is

almost constant. The resonance remains constant for these modes because the

vortex core moves in the defect-free regions. The vortex core precess within

the circular disk, in this case, under the potential profile of two dimensional

harmonic oscillator defined by the in-plane magnetization stiffness [267, 268].

These fundamental gyrotropic modes appear at very low frequencies as com-

pared to the anticipated values [269] in hundreds of MHz range. This thick YIG

disk has lower gyrotropic frequency (15 MHz) because the disk dimensions are

very large. The vacuum boundaries are far away for the disk which reduces

the magnetic stiffness and hence reduces the gyrotropic mode frequency. The

spin-wave modes (above 19.8 kA/m) move to higher frequencies at higher fields,

useful for spin dynamics based resonance devices.

The vortex core becomes highly localized when it encounters a pinning site,

which increases the magnetization stiffness resulting in higher frequency of the

gyrotropic modes (higher order gyrotropic modes). These higher order gy-

rotropic modes exist for the current disk in 75-450 MHz frequency range and

0-19.8 kA/m field range (see Fig. 6.13). The gyration of vortex was driven to

higher amplitudes in higher frequency area generating strong resonance signals

in the unpinned areas of the disk. One of such strong resonance signal can

be seen near 350 MHz and 11 kA/m. At the pinning sites, the reduced dif-

ferential magnetic susceptibility is observed where the resonance signal drops

out. The resonance modes can be controlled, by introducing the localized en-

gineered defects [210] by focused ion beam milling, for potential applications,

e.g., conversion of MHz signal to telecom wavelengths. The study of dynamic

effects of vortex core pinning along the gyration path would be compelling to
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observe. TMRS benefits for the study of broadband resonance spectrum in

magnetic elements (includes thin and thick disks). Additionally, its ability to

simultaneously acquire data for spin resonances (gyrotropic and spin-waves),

susceptibility, and magnetization is of great use for lab-on-chip nanomagnetism.

Einstein-de Haas experiment on these miniature devices is ongoing in the lab.

Figure 6.13: Torque-mixing resonance mode. Spin texture of the AC torque-
mixing resonance mode in the YIG disk from the experiment.

The double paddle resonators were fabricated and two identical YIG disks

were placed on the two paddles as shown in Fig. 6.14, for building ultra-high

sensitive field sensing magnetometers. The idea is create an artificial pining site

in one of the YIG disks while keeping the other as pristine disk. By driving the

two disks simultaneously, the vortex will get pinned at the artificial pinning site

in the modified disk and the effective susceptibility would reduce for this disk,

while the susceptibility in the pristine disk would have the normal high value.

The differential susceptibility two disk would result in ultra-high sensitivity for

field. This experiment is also currently being performed in the lab.
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2 μm 

Figure 6.14: Ultra-high sensitive field sensing. False colour SEM of two identi-
cal YIG disks on a fabricated nanomechanical Double paddle resonator in SOI. The
YIG disks are 0.85μm in thickness and 2.6μm in diameter. Green colour represents
the nanomechanical device, and red colour shows the YIG disks. (Image credit: J.
Losby for device fabrication and M. Belov for YIG disk milling and transfer onto the
device.)

6.4 Conclusion

The YIG disk of larger size (2.8μm in diameter and 1.25μm thick) than pre-

viously reported [15] was used for the broadband spin resonance spectroscopy.

TMRS for this sample was used from lower frequency (small induction) to the

microwave frequency range (large induction signals). The spin resonances of

the mesoscopic YIG disk were explored combined with the direct torque mea-

surements, showing the transition of spin-wave modes to gyrotropic modes and

its encounter with the local defects (pinning sites), advantageous for spin based

resonance devices. Spin mode resonance frequencies could be further controlled

by the engineering of pinning sites (defects). The measurements for a miniature

Einstein-de Haas experiment and for the ultra-high sensitive field sensing mag-
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netometers are currently in progress in the laboratory. The next step would

be to integrate these large magnetic volumes on the nanophotonic optome-

chanical torque magnetometers developed in Chapter 5 for ultra-miniaturized

lab-on-chip devices for nanomagnetism in ambient conditions.
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Chapter 7

Conclusions & Future

Recommendations

7.1 Conclusions

In this Thesis, nanomechanical torque magnetometery and highly-sensitive op-

tomechanical torque magnetometery techniques were developed for the char-

acterization of nanoscale magnetic elements. Early developments were focused

on assembling the magnetic nanoparticles on the nanomechanical torque mag-

netometers. Later work concentrated on building new highly-sensitive optome-

chanical torque magnetometers and RF susceptometers for magnetic element

characterization. The later work is the baseline for assembling a countable

number of magnetic nanoparticles on the optomechanical torque devices.

In Chapter 3, nanomechanical torque magnetometry of the silicon nitride

membrane-based devices was demonstrated. These devices were good enough to

transduce a signal of ∼ 350 stable single domain magnetic nanoparticles (55 nm

in size), harvested from magnetotactic bacteria. This approach was capable of

measuring the magnetic properties of small-scale stable single domain magnetic

nanoparticles and larger assemblies of magnetic nanoparticles, but was not

capable of measuring small size nanoparticles (9 nm). These devices had a
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magnetic moment sensitivity of 7× 108μB under vacuum conditions.

The device sensitivity was further improved by extending the nanofabrica-

tion process to the nanomechanical torque sensors in silicon-on-insulator chip

with greater sensitivity, as demonstrated in Chapter 4. Nanomechanical torque

magnetometry was demonstrated on the geometrically patterned self-assembly

of magnetic nanoparticles. The displacement, torque, and magnetic moment

sensitivities were 7.5×10−14m(Hz1/2)−1, 7.0×10−20Nm(Hz1/2)−1, and 5×107μB

for these devices under vacuum conditions.

The device sensitivities were further enhanced to ambient conditions, as

presented in Chapter 5. New highly sensitive nanophotonic optomechani-

cal torque magnetometers and RF magnetic susceptometers were developed

and optimized using permalloy as a dry-run. The displacement, torque, and

magnetic moment and magnetic field sensitivities were 1.0× 10−11m(Hz1/2)−1,

1.3 × 10−20Nm(Hz1/2) − 1, and 2.4 × 107μB, and 4μT for these devices un-

der ambient conditions. Excellent readout sensitivity of these devices allowed

the quantitative characterization of three-dimensional magnetization and RF-

driven responses of magnetic structures in ambient conditions. These optimized

devices are ready to use for integrating magnetic nanoparticles on them.

To further enhance the magnetic field sensitivity, new routes were developed

to utilize magnetic information of mesoscopic YIG disks, presented in Chapter

6. These thick YIG disks were fabricated to simultaneously probe the (i) spin

resonances (low frequency to telecom wavelength) for potential applications,

(ii) miniatured Einstein-de Haas experiment, and (iii) ultra-high sensitive field

sensing magnetometers.

7.2 Future Recommendations

A prospective experiment would be to integrate the magnetic nanoparticles

self-assembly to the highly sensitive nanophotonic optomechanical torque mag-
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netometers. The design would allow one to achieve the magnetization of a

single giant macro-spin of a superparamagnetic nanoparticle, or the single spin

detection of any stable single-domain magnetic nanoparticle. The new magne-

tometers will be useful in the emerging field of spin-mechanics, which integrates

the spins to the degrees of freedom in mechanics.

The optomechanical torsional resonators could be extended, in principle,

to magnetic studies of individual nanoparticles through the deposition of more

dilute suspensions, and through controlled deposition by the nanofabrication

tools. Different kinds of nanoparticles can be incorporated, such as core-shell

nanoparticles with a ferromagnetic-antiferromagnetic (FM-AFM) layered sys-

tem. The exchange bias in the hysteresis, and Néel transition of FM-AFM

systems can then be transduced in the optomechanical readout. The same

technique could be applied to the magnetic thin films and the superconduct-

ing materials, once the experimental setup is updated to incorporate the low-

temperature measurements. Many other magnetostatic properties can be ex-

plored, including the magnetic energy landscapes and the energy barriers.

The essence of spin-mechanics are the Einstein-de Haas or Barnett effects,

where magnetic and mechanical armatures are coherently coupled. The best

device candidate would have a cross-over of mechanical and magnetic resonance

frequencies, where the later is mostly in the GHz range. So, there is a need

to fabricate high frequency devices that can easily couple the magnetic reso-

nance to the mechanical armature. Hence, the magnetization reversal could be

mechanically assisted or vice-versa. Optomechanical devices in the MHz range

were developed in Chapter 5, which could be improved to GHz range devices

to observe magneto-mechanical coupling.

The magnetic vortex state of the YIG disk can be explored further. The ac-

quisition of torque mixing spectra from low to high and high to low field sweeps

would be of primary interest, to observe the vortex state, gyration mode, and

higher order modes. The gyrotropic modes and higher order resonance modes
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would then give us information about the pinning and dynamical behaviour of

the disk. The whole setup could be extended to the higher frequency measure-

ment mode in the giga Hertz (GHz) range. Some of the simplification in the RF

electronics would involve the ultrahigh frequency lock-in amplifer (UHF) itself.

Such devices have potential applications towards memory storage devices, spin

transport devices and microwave and high frequency (GHz) devices.

The next big development would be nanophotonic circuits which are being

produced using the nanofabrication tools and are replacing existing electronic

circuits. Nanophotonic circuits have extensive applications in data computing

companies. Possible areas of interest would be diamond nanophotonics, single

spin detection with nitrogen vacancy (NV) centers. NV centers are solid state

systems with consummate qubits that can be used in waveguides, nano-cavities

for low optical and mechanical loss, and reaching the quantum state of the

system. New ways could paved to incorporate nanomechanics and nanophotnics

in diamond based resonators, for low optical and mechanical loss, and to build

the bases of new diamond based torque magnetometers. It would provide a

platform for hybrid optomechanical quantum devices.

Beside diamond, gallium phosphide (GaP) is another promising material

that has large opto-mechanical coupling and could be very useful for new

torque magnetometers for reduced losses. GaP has unique properties of ab-

sorption spectrum and is transparent in both visible and telecommunication

wavelengths, highly useful for quantum optics applications. Torque magne-

tometers can be fabricated in GaP to utilize its quantum optical properties.

The combination of torque magnetometry with quantum light applications will

open up new avenues in the field of quantum optics and magnetometry.
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Magnetic anisotropy of non-interacting collinear nanocrystal-chains. Ap-

173



plied Physics Letters, 104(11):112406, 2014. ISSN 00036951. doi:

10.1063/1.4869092.

[191] N. Kurti. Selected works of Louis Neel. Taylor & Francis, 1988.

ISBN 2881243002. URL https://books.google.com/books?

hl=en{&}lr={&}id=zudxaVjuLJgC{&}oi=fnd{&}pg=PR7{&}dq=

Selected+Works+of+Louis+Neel{&}ots=J31d7hjxCs{&}sig=

gKK9ZpzdpOF2uxO-vfidCCoDAK4.

[192] N. Louis. Theorie du tranage magnetique des substances massives dans

le domaine de Rayleigh. J. Phys. Radium, 11(2):49–61, 1950.

[193] S. Bedanta, A. Barman, W. Kleemann, O. Petracic, and T. Seki. Mag-

netic nanoparticles: A subject for both fundamental research and applica-

tions. Journal of Nanomaterials, 2013:952540–22, 2013. ISSN 16874129.

doi: 10.1155/2013/952540.

[194] Soshin Chikazumi. Physics of magnetism. John Wiley & Sons Inc., 1st

editio edition, 1964. ISBN 978-0471155355.

[195] M. Coey. Magnetism and magnetic materials. Cambridge University

Press, 2010. ISBN 9780511681929.

[196] L. Maldonado-Camargo, I. Torres-Dı́az, A. Chiu-Lam, M. Hernández,

and C. Rinaldi. Estimating the contribution of Brownian and Néel re-
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Appendix A

Optical Cavities

An optical cavity or optical resonator consists of mirrors that reflect light waves

to generate standing wave resonances. Various shapes of optical cavity mir-

rors exist for different applications (lasers, interferometers, nanophotonic res-

onators, oscillators, delay lines, filters, spectrometers, spectrum analyzers, and

in gravitational wave detection). For example, regular curved mirrors for laser

cavity, rings for whispering gallery modes, and two reflecting surfaces of a

transparent plate for etalon, and highly reflecting two parallel mirrors are used

for a Fabry-Pérot cavity. The geometry of the optical cavity is optimized for

stable output. A gain medium is generally used inside the optical cavity for

laser applications. The optical cavity modes (or eigenmodes) depend on the

mirror shape, geometry and curvature (plane-parallel, concentric (spherical),

confocal, hemispherical, concave-convex).

A.1 Fabry-Pérot Cavity

A Fabry-Pérot cavity, having two reflecting parallel mirrors, can be used as an

interferometer. The entering and circulating light in the cavity undergoes inter-

ference and produces an interference pattern with light maxima (constructive

interference with light beams in phase) and minima (destructive interference
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with light beams out of phase). These light intensity distributions after each

round trip in the optical cavity are of interest for practical use. Generally, light

reflects multiple times in the cavity with least dissipation resulting in a very

high optical quality factor, high finesse, and narrow linewidth. When the light

beams are in destructive interference, the light energy cannot be stored inside

the cavity, and is dissipated around the cavity.

To achieve steady state condition in the cavity , the amplitude and phase

of light both should be reproducible after a round trip. That is achieved by

the interference resonance condition of the cavity: the cavity length should be

the integral of half of the light wavelength. If the mirrors have L0 spacing

(geometrical path length between mirrors) and a medium having a refractive

index n inside the mirrors, then the wavelength λq in a vacuum for integral

mode q in a steady state field distribution would be [270]:

λq =
2L

q
(A.1)

where L = L0n is the optical path length between mirrors. The resulting reso-

nance frequencies after interference would have a periodic sequence as below:

Δν =
c0
λq

− c0
λq−1

=
c0
2L

(A.2)

where c0 is the speed of light in vacuum. The intensity minima is not zero if the

mirror reflectivity is not 100%, which broadens the resonance peaks (Eq. A.2).

The optical quality factor (Qo)of the cavity is defined as the ratio of resonance

frequency fr to the bandwidth Δf :

Qo =
fr
Δf

(A.3)

This is equivalent to the ratio of energy stored in the cavity to the energy
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dissipated per cycle due to damping:

Qo = 2π
energy stored

energy dissipated per cycle
= 2πfr

energy stored

power loss
(A.4)

The average lifetime of a photon circulating in the cavity can be estimated

from the optical quality factor (Qo) of the cavity. The exponential time constant

(τ), attenuation rate (α), damping ratio (ζ) and the optical quality factor (Qo)

are related to each other such that:

Qo = πτfr =
πfr
α

=
1

2ζ
(A.5)

A.2 Nanophotonic Cavity

The nanophotonic cavity is explained in Section 2.3.1 of Chapter 2. Photonic

crystals are the building blocks of nanophotonic cavities. The periodic holes

change the refractive index and work on the principle of total internal reflection

and Bragg reflection. The periodic structure can be modified to produce low

losses and highest quality factor. The standing waves inside the cavity produces

modes of high intensity patterns for the light field. The nanophotonic cavity

results in ultra-high Qo (hundreds of thousands) when the cavity dimensions

are much larger than the light wavelength. However, cavities of the order of

the wavelength of light are difficult to make because of the radiation losses

(radiation losses and cavity size are inversely proportional).

201



Appendix B

Micromagnetic Simulation

Methods

Micromagnetism involves the behaviour of magnetization patterns at the scales

where discrete atomic structure is fused into the continuum with distinguish-

able details. Integration and differentiation methods are used instead of sum-

mation and differences for the problem solving. The magnetization orientation

is obtained from the continuous function over the medium, and equilibrium

magnetization is obtained by magnetization direction variation for total energy

minimization. The energy minimization is performed by solving the differential

equations. The results of these differential equations are known as micromag-

netic solutions in terms of magnetization patterns of the material [194].

The Landau-Lifshitz-Gilbert equation is based on the magnetization be-

haviour inside the magnetic material in the presence of external magnetic field,

and expresses the magnetization precession in the magnetic material. The

internal and external magnetic field interactions of the material produce mag-

netic torques, which rotates the magnetization. Landau and Lifshitz initially

formulated the following equation (LL equation) [271]:

dM

dt
= −γM×Heff − λM× (M×Heff) (B.1)
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where γ is the electron gyromagnetic ratio and λ can be written as:

λ = α
γ

Ms

(B.2)

where α is the damping factor and Heff includes the external magnetic field and

the internal magnetic field due to the magnetization.

The magnetization derivative term was included by Gilbert in 1955 in the

Landau-Lifshitz (LL) equation such that the equation became as the Landau-

Lifshitz-Gilbert (LLG) equation:

dM

dt
= −γ

(
M×Heff − ηM× dM

dt

)
(B.3)

where η is the damping parameter, which is dependent on the material

characteristics. The solution to LLG equation for a particular geometry of

magnetic material gives the time dependent magnetization of the material [195,

271]. A number of numerical solvers and simulators use the LLG equation for

numerical solutions of magnetizations.

Micromagnetic simulations are based on the Landau-Lifshitz and Gilbert

(LLG) equation. Based on the LLG equation, there are many software appli-

cations for simulations, like the LLG micromagnetic simulator [272], OOMMF

[273], Magpar [274], mumax [275], and nmag [276], some of which are CPU and

GPU based programs. The GPU based software is much faster than the CPU

based software. The speed and usage of simulation in the GPU is based on

the capacity of the available memory (RAM). I have used mumax and nmag

as the platforms for the simulations. Mumax is GPU based program (in the

Go programming language) with a speed of the order of 100 times the CPU-

based simulations and is best for low memory use for large simulations since

it uses 16 million finite difference (FD) cells in a 2GB of GPU RAM (nVIDIA

GeForce GTX TITAN, in our case). Nmag is a CPU based finite element (FE)

micromagnetic simulation package in the Python programming language.
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The LLG equation is solved repeatedly on the spatially resolved discrete

geometry and then integrated to give the final results from the geometry. The

geometry can be spatially resolved by either FD or FE methods depending

upon the shape of the geometry. The finite difference creates the discrete

cubiods (cells) and thus is preferred for cubic geometry. The finite element

generates tetrahedral meshes of the geometry, and thus is useful for spheres

and curvatures. FD uses less memory than FE meshes. However, FD faces the

staircase effect that causes the pinning of magnetization in simulations. In the

following section, the simulation general parameters along with special cases

are presented. The simulation parameter details for nanoparticles, permalloy

and YIG are also described.

B.1 Simulation Introduction

After the geometry discretization process, the important step for simulation is

to choose the number of cells and cell size. In mumax, any combination of num-

ber of cells and cell size can be chosen, but the total number of cells should be

a multiple of 2n. The staircase effect has been reduced by the smoothing func-

tion in mumax. After the geometry and cell size selection, the next parameter

to describe is the saturation magnetization, Ms. The saturation magnetization

parameter is chosen at the temperature required for the physical problem to

be solved, because it is temperature dependent.

The exchange constant, Aex, is the next parameter to be defined in the

simulations, which is described as the density of exchange magnetic energy.

The exchange length is different from the exchange constant (from the exchange

integral). The exchange length can be defined as follows for soft materials [277]:

lex1 =

√
2Aex

μ0M2
s

(B.4)

and the following equation for hard materials (with K1 as the anisotropy con-
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stant):

lex2 =

√
Aex

K1

(B.5)

After calculating the exchange length from both equations, the smaller value

should be used for simulation purposes. The cell size should be smaller than

the exchange length of the material.

Magnetic anisotropy is another important parameter in the simulation, af-

ter defining Ms, Aex, and lex. Magnetic anisotropy can be extrinsic (shape) or

intrinsic (crystalline). The shape anisotropy is inherited in the geometry of the

simulation, while the crystalline anisotropy is expressed by the anisotropy con-

stants. The crystalline anisotropy can be either uniaxial or cubic depending on

the crystal structure. The shape anisotropy is utilized in the demagnetization

factor calculations. The Gilbert damping constant, α, is also set to a value in

the simulation. The other parameter is the temperature. The default temper-

ature in mumax simulations is 0 K. A thermal seed is required to provide a

thermal field. Finally, a magnetic field of pre-determined step-size is applied

to simulate hysteresis.

B.2 Nanoparticle Simulations

For magnetic nanoparticles described in Chapter 3, the micromagnetic simula-

tions were performed in mumax, with cell size 3nm × 3nm × 3nm, Ms = 480

kA/m and Aex = 13.3 pJ/m. The Gilbert damping constant, α, was 1 to simu-

late at fast rate. The simulations were performed with and without anisotropy

for the described assembly of nanoparticles in Chapter 3. The effect of tem-

perature, for nanoparticles, in simulations is shown in Fig. B.1. At higher

temperature, the hysteresis curve gets smoother and matches with the experi-

mental results. Thus, increasing the temperature shows a tendency towards a

smoother transition of magnetization.
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Figure B.1: Micromagnetic simulations of magnetic nanoparticles in mu-
max. The effect of temperature on the magnetic hysteresis in masked magnetite
nanoparticles. The blue curve is at 0K and green curve is simulated at 300K. The
anisotropy was neglected in these simulations.

The micromagnetic simulations of nanoparticles used in Chapter 4 were

performed in the nmag program. The tetrahedral meshes were generated in

a GMSH mesh generating software (.msh format) and then the mesh was ex-

ported to the “nmesh.h5” format as input for nmag. The obtained data was

processed in python to plot the hysteresis. An example of the generated mesh

of nanoparticles for nmag is displayed in Fig. B.2. These meshes for nanopar-

ticles are created in the FE domain and are not memory efficient. Simulations

for a large number of nanoparticles would take huge memory, thus many CPUs

connected in parallel would be required to simulate a large number of nanopar-

ticles in nmag.
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Figure B.2: Tetrahedral mesh of magnetic nanoparticles in GMSH for
nmag simulations. The geometry file (*.geo) was created in python and then
GMSH software was used for the FE mesh generation. This example is for 21 × 22
nanoparticles in a layer.

B.3 Magnetic Anisotropy of ∼350 Magnetic

Nanoparticles

The collective orientation of ∼350 magnetic nanoparticles may affect the hys-

teresis due to the magnetic anisotropy. If the nanoparticles have net orientation

at a particular angle with respect to x-axis, then the magnetic hysteresis would

have reduced saturation due to partial magnetic torque signal in y-direction.

Also if the nanoparticles are randomly oriented, then magnetic hysteresis would

be similar whether the bias field is applied from positive or negative axis. The
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assembly of nanoparticles in Fig. 3.6 was used in order to find out the collective

orientation of nanoparticles. The angle for major and minor axes, with respect

to the x-axis, of each nanoparticle in Fig. 3.6a are calculated using angle tool

in the GIMP software. The minor axis are aligned on the paddle at the statis-

tical value of 76.4◦ from the x-axis, while the major axis can be described at

166.4◦ or can be calculated as −13.6◦ near to the x-axis. The micromagnetic

simulations for the magnetic hysteresis are performed with external bias field

at these calculated axis, as shown in Fig. B.3. The hysteresis loop for −13.6◦

is similar to the 0◦ loop, because the field is nearly aligned with the major axis

of the nanoparticles. The hysteresis obtained at 166.4◦ loop is reflected on the

vertical axis as compared to −13.6◦ because the field is applied in the opposite

direction to the anisotropy major axis (−13.6◦).

Figure B.3: Micromagnetic simulation of magnetic hysteresis by varying
the applied DC bias magnetic field angles. (a) Mx is the normalized x-
component of magnetization, (b) My is the normalized y-component of magnetization

The magnetization in the hysteresis loop has x-component as shown by Mx

in Fig. B.3a, and y-component as My, as shown in Fig. B.3b. The reduced

Mx at 76.4◦ is because of minor axis of the nanoparticles and less bias field

component in the x-axis. This can be described as energy barrier due to the

collective shape anisotropy. This work is very useful for the gryo-remanent
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magnetization (GRM) experiment where external bias field is applied along

the major axis of the magnetic element.

Figure B.4: The effect of anisotropy in the hysteresis loops of magnetite
nanoparticles. The legend shows the various uniaxial anisotropy constant values
used for simulations.

To encounter the intrinsic anisotropy in the simulation, anisotropy constant

values are used for the magnetite nanoparticles. A comparison is shown in Fig.

B.4 for the simulations with and without anisotropy values. The hysteresis from

experiment in Fig. 3.6b matches with the hysteresis in simulation without

anisotropy in Fig. B.4. The reason could be the cartesian staircase in the

simulations causing the pinning for the moment.
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B.4 YIG Simulations

For a YIG specimen, the simulations were performed with cell size 10nm ×
10nm × 10nm, Ms = 140 kA/m and Aex = 2.0 pJ/m. The cubic anisotropy

constants are Kc1 = −610 J/m3 and Kc2 = −26 J/m3 with anisotropy axis

c1 = (−0.4085, 0.7075, 0.5774), c2 = (−0.8165, 0.7075, 0.5774), and c3 = c1× c2.

The negative anisotropy constant values makes these axis as the hard axis and

the easy axis is perpendicular to these axis. The Gilbert damping constant was

again chosen as 1 for faster simulations. The cell size is large but still below

the exchange length value of 12 nm.

B.5 Permalloy Simulations

For the permalloy sample, the simulations were performed with a cell size of

5nm × 5nm × 5nm, Ms = 780 kA/m and Aex = 13.0 pJ/m. The crystalline

anisotropy is not included in the simulations for permalloy because of its small

values. However, the Ms and Aex values were varied, since the experimental

saturation magnetization was found to be 770 kA/m as described in Chapter

5. From the simulations, the net magnetization of the structure at an applied

field of 45 kA/m was found to be M = 0.965Ms for permalloy in Chapter 5.

The Gilbert damping constant was set to α = 1 to minimize the simulation

time required for the quasistatic hysteresis. The calculated exchange length is

5.72 nm, so the cell size is less than that.

The variation of these values are represented in Fig. B.5. By changing the

parameters, the obtained hysteresis could be quite different, so that the pa-

rameters should be chosen wisely and close to the experimental values. Figure

B.5 shows the 3D and 2D simulation with different parameters of thin film of

permalloy. The selection of cell as 3D or 2D makes a huge difference to the

simulation. The 3D results are a better match with the experimental data.
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Figure B.5: Micromagnetic simulation of permalloy in mumax. Changing
the parameters effects the hysteresis curve.
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Appendix C

Devices Fabrication

The nanomechanical devices were fabricated in a silicon nitride membrane and

in the silicon-on-insulator (SOI) chips, along with the optomechanical devices.

In the following sections, the general procedures followed for the device fabrica-

tions are presented. Some special cases are also described for better explanation

of the related experimental problems.

C.1 Fabrication of Nanomechanical Devices in

Silicon Nitride Membranes

The design of nanomechanical triple paddle devices was created in raith soft-

ware and then implemented in the FIB machine (Ziess NVision 40). A good

device fabricated in the silicon nitride membrane is shown in Chapter 3, how-

ever, if the ion beam conditions are not chosen wisely for the material to be

fabricated, strange shapes of the device can come to existence after the ion

beam exposure. One example of a deformed device, with a paddle curling up,

is shown in Fig. C.1. Figure C.1 shows the bending of the membrane itself

around the device edges, which could cause a change in the resonance frequency;

the quality of the device degrades accordingly. The maximum distorsion can
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be seen in the torsional rod that has been curled into a spring like structure.

The ion beam dose was 80 pA and the accelerating voltage was 30 kV with a

stage tilt of 54◦ for the fabricated device in Fig. C.1. The stage was tilted such

that the ion beam was perpendicular to the device surface. A Ziess NVision

FIB machine can simultaneously acquire the SEM images during the milling

process; the SEM column was at an angle of 36◦ from the device surface.

Figure C.1: Curling of device. Triple paddle device fabricated in the silicon nitride
membrane. The scale bar is 2 μm.

C.2 Fabrication of Nanomechanical Devices in

SOI Chips

The fabrication process was started on the silicon-on-insulator (SOI) chips (5×5

mm in lateral size). The chips were diced from a 6 inch diameter wafer with a

top silicon layer of 300 nm, 220 nm or 145 nm, the buried oxide layer thickness

of 1μm and the silicon handle layer of about 700μm. The process recipe has

structured steps, some of which are represented in Fig. C.2. The details of
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each of these steps is described below. The steps in Fig. C.2a-d are named as

the first cycle, and Fig. C.2e-h are named as the second cycle. The first cycle

is used for device fabrication and the second cycle is used for magnetic element

deposition.

Figure C.2: Device fabrication step for SOI chips. Reprinted with permission
from [187]

The fabrication process includes the following steps in the first cycle:

1. Raith design

2. Piranha cleaning

3. Resist spin coating: Fig. C.2a

4. Electron beam lithography (EBL): Fig. C.2b

5. Cold development

6. Plasma etching (ICPRIE): Fig. C.2c

7. Resist lift-off

8. Oxide etching (BOE): Fig. C.2d

9. Critical point drying (CPD)
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Raith design: The raith design was created for both resist types (positive

(ZEP) and negative(HSQ)). The HSQ (Hydrogen silsesquioxane, XR-1541 from

Dow Corning, MI, USA) and ZEP (11% methyl styrene and chloromethyl acry-

late copolymer (solid) and 89% anisole (solvent), molecular weight of 57,000,

ZEP520A from ZEON Corp., Tokyo, Japan) were used at the NanoFab, Uni-

versity of Alberta.

Piranha cleaning: The first step is the standard cleaning procedure with a

combination of sulfuric acid (H2SO4) and hydrogen peroxide (H2O2), which

removes the organic compounds on the substrates. Standard operating pro-

cedures were followed for piranha cleaning. The sulfuric acid and hydrogen

peroxide were mixed in a ratio of 3:1. The chips were placed vertically in the

honeycomb teflon tray and covered with a teflon cover. The assembly was then

immersed in the piranha solution for 20 minutes in glass containers. The chips

were then rinsed with water five times and then air blowed for drying.

Resist spin coating: The resist was spin coated for a thickness of 150 nm.

The chips were dried at 180◦C on a hotplate (Laurell hotplate) for 5 minutes

and then cooled down on paper towels for 5 minutes. The resist was allowed to

be at room temperature from the fridge temperature for proper spinning. The

chip was placed on top of the spin coater (Laurell spinner) and a few drops

of resist were dropped on top of the chip so that whole chip was covered with

resist. The spinner was then ramped up to 100 rpm for 5 s, and then was spun

at 4000 rpm for 40 s. After spin coating the desired number of chips, the chips

were baked at 180◦C for 10 minutes (150◦C for 5 minutes for HSQ), and then

were allowed to cool on clean paper towels with aluminum foil cover in order to

avoid radiation exposure to the resist before EBL. The chips were transferred

to the gel box to carry them to the EBL room. The whole procedure was

performed with clean metal tweezers. The negative (6% HSQ) was diluted in

a MIBK solution in a ratio of 1:2 (2.5 ml of HSQ: 5 ml of MIBK), the positive

resist (ZEP) can be diluted in anisole (1:1) to get a standard spinning curve
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because it evaporates over time.

Electron beam lithography (EBL): EBL (Raith 150-Two machine) transfers

the design pattern for the first cycle of raith software on the positive or negative

resist used. The chips were loaded on the sample stage of the EBL and the

vacuum was turned on. The sample stage was aligned in the machine. After

the stage alignment, a standard manual procedure was used for the electron

beam focusing and pattern writing. A pre-dose test was carried out for proper

dose values. An area dose of 80 − 125pC/cm2 for ZEP (200 − 400μC/cm2 for

HSQ) was used in various resists, since the calibration curve for each resist will

change over time. The sample was unloaded after the design writing with an

electron beam on the resist. For a positive resist, the electron beam exposes

the areas of the device, and for a negative resist, the electron beam exposes the

inverted areas of the device. An electron voltage of 30kV for ZEP, 10kV for

HSQ and aperture of 10μm diameter was used in the EBL. An average beam

current was 37 pA for ZEP and 22 pA for HSQ.

Cold development: The ZEP resist was developed in a cold environment for

better spatial resolution and sharp edges. A 15 ml of ZED-N50 and 15 ml

of IPA were cooled at −15◦C on a Stir-Kool SK-12D cold plate. Silicone oil

was used to provide optimal contact of the beaker with the cold plate for heat

transfer, and a small magnetic stirrer (60 rpm) was used in each glass beaker

for temperature homogeneity. A standard procedure was followed to setup the

cold plate. The chips were immersed in the ZED-N50 solution for 20 s, then

in IPA for 20 s, and then air dried with nitrogen purge afterwards. The HSQ

was developed in 25% tetramethylammonium hydroxide (TMAH) for 60 s.

Plasma etching (ICPRIE): Reactive ion etching (RIE) was used for etching

the silicon layer under the exposed resist. The inductively coupled plasma

RIE (ICPRIE) was used in the Oxford Instruments PlasmaLab System. The

chamber was conditioned with a dummy silicon wafer for 10 minutes, with

standard conditions (16 sccm of SF6,12 sccm of C4F8, RF power of 25 W and
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a ICP power of 3,500 W). The chips were then loaded into the chamber with

silicone oil at the bottom. The chips were exposed to the plasma etching for

35 s (30 s for 145 nm, and 40 s for 300 nm). The chips were cleaned from the

bottom side with IPA to remove the oil, after the completion of the etching

process.

Resist lift-off: The resist lift-off was carried out in heated NMP (N-Methyl-

2-Pyrrolidone) at 70◦C for 30 minutes. The chips were placed in IPA for 2

minutes and then air dried. The resist lift-off can also be performed in acetone

for 24 hours.

Oxide etching - BOE: The silicon oxide layer is the buffer layer, where un-

dercut was created to release the devices. The oxide layer etching is also called

buffered oxide etching (BOE). A concentrated solution in a 10:1 ratio of hy-

drofluoric acid (HF) and ammonium bifluoride was used in teflon containers

(because it will eat the glass containers). HF etches at 55 nm/min. The chips

were placed in the HF solution for 32 minutes (paddle size was 3 μm = 3000

nm, so 1500/55 = 27 min etch, I added 5 more mins), and then placed in deion-

ized water for 5 minutes. The chips were then transferred to an IPA solution

from water. A standard procedure was followed for cleaning the wet deck after

HF use with CaCl2. The etching time varies with the device dimension; for a

bigger paddle it takes a longer time to etch.

Critical point drying (CPD): The chips were then transferred to the critical

point dryer for drying to avoid stiction. The whole transfer procedure was

performed in the IPA solution medium so that the chips remain in a liquid

environment until the drying in a critical point dryer. The temperature in the

critical point dryer reaches up to 0◦C and chips remain in it for 1 hr in a CO2

environment. The released and dried devices from the critical point dryer were

saved for further use. The drying procedure in pentane was also performed for

some of the chips seperatly.

The second fabrication cycle includes the following steps:
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9. Released devices

10. Resist spin coating: Fig. C.2e

11. Electron beam lithography (EBL): Fig. C.2f

12. Resist development

13. Magnetic element deposition: Fig. C.2g

14. Resist lift-off: Fig. C.2h

15. Critical point drying (CPD)

Resist spin coating for second cycle: A second layer of resist poly methyl

methacrylate (PMMA) was used for coating in the spinner. A bilayer resist

was created with PMMA A2 495k and PMMA A8 950k using the same recipe

as described in step 3. The chips were first placed in the acetone to provide

a liquid environment to the released devices. The first resist was dropped on

top of acetone on the chip (allow 10 s for resist to take place of acetone) when

placed in the spin coater. The resist was then spun and baked at the described

temperature. The resist is supposed to flow in the undercut below the device.

After baking of first resist layer, the second resist layer was spin coated and

then baked at a given temperature (180◦C for 10 minutes, and cool for 5 min).

Electron beam lithography for second cycle: EBL for electron beam expo-

sure was done at 10kV electron voltage and at the area dose (200 μC/cm2).

A triple point alignment in EBL was carried out before the exposure for each

write-field area. The steps in sequence are: load in EBL, adjust (10 kV and

10 aperture), do alignment on the diamond cut and measure current, adjust

XY and UV coordinates (absolute), go to first alignment mark (AM), do the

write-field (WF) alignment, go to the AM of the WF, center to AM, go to

3-point alignment, adjust UVW to local, adjust P1 (10μm, 10μm) three times,

flag place in center, position to next AM, read position using dropper and click

check, adjust three times, adjust P1 (10μm, 10μm), P1 (90μm, 10μm), and P1

(10μm, 90μm), add design in position list, adjust position (50μm, 50μm), scan
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layer 63 (AM only), do it three times, set optimum dose, scan for layer 0, reset

UV for each WF.

Resist development for second cycle: The PMMA resist was developed in a

solution of MIBK:IPA (1:3) for 60 s and then in IPA for 20 s. The chips were

washed with deionized water and air dried later.

Magnetic element deposition: The magnetic element deposition was done

at this stage. The magnetic nanoparticles or permalloy were deposited in our

case. The magnetic nanoparticles were deposited as described in Chapter 4

and in Appendix D. The permalloy was deposited using a collimated electron

beam evaporator (EFM 3, Omicron Vakuumphysik GMBH) in an ultra-high

vacuum chamber (10−10 Torr).

Resist lift-off: The resist lift-off was performed in heated NMP at 70◦C for

30 minutes in the case of permalloy. The chips were placed in IPA for 2 minutes

and then air dried. For magnetic nanoparticles, the chips were placed in acetone

for 24 hours.

Critical point drying: To dry the chips at the final step, chips were placed

in the IPA and transferred to the critical point dryer. The chips were examined

under the SEM for final pattern and were then ready to use for magnetometry

measurements.

C.3 Fabrication of Optomechanical Devices in

SOI Chips

The same procedure was followed for optomechanical device fabrication as for

the nanomechanical device fabrication explained above. The difference is in

the design, which contains the split beam nanocavities.
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Appendix D

Magnetic Nanoparticles

Self-Assembly Experiments

I performed experiments for the self-assembly of nanoparticles on the silicon

surface and on the silicon-on-insulator nanomechanical devices. There are sev-

eral ways for the self-assembly of nanoparticles via a bottom-up approach such

as direct, indirect, free and assisted self-assembly. I followed the approach of

self-assembly using the hydrophobic liquid interface, as described in Chapter

4.

All bottom-up approaches for nanoparticle self-assembly have similar prin-

ciples, which are based on the dynamics of the thermodynamics and forces

involved in the equation of motion and kinetics. The general equations of mo-

tion involve the fluid dynamics models like Navier-Stokes equations combined

with the heat equations for incorporating thermodynamics.

Various theoretical models have been created for the molecular description

of the process of interest such as the Toy model [278, 279], toggle interaction

model [280] and monte-carlo simulations [281, 282]. These models can be de-

fined on the basis of statistical mechanics. Self-assembly has been well studied,

theoretically and experimentally, on the colloidal scale. However, the study of

time resolved evolution of equilibrium in such systems is still under progress.
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In-situ microscopy and x-ray diffraction of the assembled structures has enabled

an understanding of molecular and atomic scale processes and time resolved

information of self-assembly in some cases [283].

Pattern formation in such systems is usually recognized as ‘self-

organization’. A typical experiment of self-assembly is comprised of compo-

nents such as molecules, proteins, DNA, nanoparticles or colloids suspended

in a solvent, which are poured into a container or onto a surface (the target)

and then letting it rest. When poured onto a surface, the nanoparticle solution

undergoes Brownian motion, at an initial stage, constrained by the chemistry

of the target surface, surface chemistry of the nanoparticles, and surface ten-

sion of the droplet or the volume poured. The process has been explained in a

number of ways including the physical characteristics of the system, statistical

mechanical models [278], computational models [281, 284, 285, 286], dynamics

pathways [279, 287, 288] and their theoretical descriptions [289, 290, 291, 292].

The process of self-assembly in our experiments started with the ferrofluid

(an iron oxide, Fe3O4 magnetite nanoparticle suspension from Sigma-Aldrich).

After successful deposition on the silicon nitride and silicon surfaces, the

nanoparticles were deposited on the nanomechanical devices. At later stages,

custom-made anisotropic nanoparticles were also deposited and propitiously

self-assembled. Free and assisted self-assembly from the ferrofluid was also

achieved afterwards.

In the following sections, the general results of the procedures for self-

assembly are presented, with representative micrographs. Some cases are pre-

sented for a better explanation of the related experimental investigations. The

Appendix concludes with a general procedure of preliminaries used in this work

to demonstrate how to self-assemble the nanoparticles on nanomechanical de-

vices and on the silicon surface.
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D.1 Self-Assembly Preliminaries

In self-assembly, fluid dynamics are involved that can describe the simple to

complex nanostructure formation of multiple nanoparticles. The basic param-

eters to consider are concentration of nanoparticles, cleanliness of the surface

where the nanoparticles are to be deposited (target surface), volume of droplet,

air quality in the environment, suspension quality of ferrofluid, and homo-

geneity of the nanoparticles. Other important factors are surface chemistry of

nanoparticles and silicon surface, surface tension and hydrophobicity of com-

ponents involved, and environment temperature and pressure conditions for

evaporation oversight. For accurate results, the experiment must be performed

in a controlled environment, in which the contamination is reduced and the

process can be analyzed quantitatively. A combination of the above mentioned

parameters have been used.

The dynamics formed a coffee stain at initial stages when the ferrofluid

(nanoparticle suspension) was dropped on top of the silicon surface. An addi-

tional hydrophobic drop of deionized water was used as an interfacial layer to

reduce the coffee-stain mechanism. This extra water droplet was in between

the target silicon surface and the nanoparticle solution. A drop of ferrofluid

was poured on top of the water drop with a micro-pipette (0.1 μL). The surface

tension of the water droplet beneath the nanoparticle solution drives the self-

organization of the nanoparticles. As the slow evaporation of water occurs, the

layer of self-assembled nanoparticles on top of the hydrophobic water surface

settles and lays down on the silicon surface. The final bonding forces between

nanoparticles and the silicon surface are strong enough to hold them during

nanofabrication processes.

The process implicating the self-assembly of nanoparticles on the nanome-

chanical devices requires the use of various chemicals in the nanofabrica-

tion, such as poly methyl methacrylate (PMMA), acetone, pentane, hydrogen
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silsesquioxane (HSQ), and α−methylstyrene (ZEP). In order that the intended

nanoparticles (Fe3O4, 20 nm in size, in toluene solvent, from Sigma-Aldrich)

are first tested and deposited in combination with these chemicals on the silicon

surface, the following subsections will describe the results of the interaction of

these nanoparticles with the above mentioned chemicals.

D.1.1 Patterning Nanoparticles using PMMA

To investigate the patterning behaviour of nanoparticles using PMMA, a raith

design was created for the experiment, to be used in electron beam lithography

(EBL). Various shapes including rectangles, squares, and circles were created in

the initial raith design. The raith design was used in the EBL for patterning the

shapes on the resist. The deposition of nanoparticles after the EBL exposure

was performed at later stages of nanofabrication.

The process started with cleaning the silicon-on-insulator (SOI) chips (5×5

mm in lateral size) by the piranha process in nanofabrication. The SOI chips

have a top silicon layer of 300 nm or 145 nm, the buried oxide layer thickness is

1μm and the silicon handle layer is about 700μm.The chips were then washed

with deionized water and blow dried with a nitrogen air flow. The clean chips

were then spin coated with PMMA, in a double layer structure.

Firstly, the poly-methyl methacrylate (PMMA 950k A8 from Microchem

Corp., MA, USA) was spin coated on the clean chips using a Laurell spinner

with an initial speed of 500rpm for 5 seconds ramped up to 4000rpm for 40

seconds. The coated chip was baked on the hot plate (Laurell hot plate) at

180◦C for 10 minutes and cooled down for 10 minutes. A second layer of the

poly-methyl methacrylate (PMMA 495k A2 from Microchem Corp., MA, USA)

was spin coated on top of the PMMA-950k layer using the same speeds of the

spin coater. The second PMMA layer was baked following the same steps as for

the first layer. The double layer spin coating of PMMA is usually undertaken

to avoid the extra backscattering of electrons from the EBL exposure.
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The coated chip with PMMA was then carried to the EBL for electron

beam exposure with a selection of 10 kV electron voltage for an optimum

exposure and for reduced effect of charging. The resist was first exposed on

the alignment marks in the raith design for the beam alignment. A dose test

was carried out separately to choose the appropriate area dose (200 μC/cm2).

The electron beam exposed various shapes and sizes of circles, rectangles and

squares. The exposed resist was developed in isopropyl alcohol (IPA) for 80 s

and development was stopped by cleaning the chips with deionized water for

90 s.

Figure D.1: Nanoparticles self assembly using PMMA. False colour SEM
image of patterned circles and rectangles of magnetic nanoparticles. The scale bar is
50μm.

The nanoparticle solution was deposited on top of the developed resist using

the water droplet during the deposition process explained above and in Chapter

4. As the water evaporates and the solution dries out, the nanoparticles get

into the holes created by the EBL exposure in the resist. The nanoparticles lay

down on the bare silicon surface inside the shaped holes. The rest of the area

of the chip is still covered by the resist. The resist lift-off was carried out, to

remove it completely, in the acetone instead of with heated NMP (N-Methyl-
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2-Pyrrolidone) at 70◦C. The idea was to reduce the exposure of nanoparticles

to various chemicals, if possible, and to avoid high temperature because it can

vary the magnetic properties of nanoparticles.

Figure D.1 shows an SEM image of the circles and rectangles of the de-

posited nanoparticles. The deposition size is varied between 20 μm to 100 nm

in diameter for the circles and 20 μm to 100 nm in length for the rectangles.

The figure shows the array of well-defined and precisely aligned various shapes

of magnetic nanoparticles. The nanoparticles also followed the pattern of the

text “Test-1” as the title of the trial experiment.

Figure D.2: Clearing the borderline of nanoparticles assembly. a-d, False
colour SEM images of patterned rectangles of magnetic nanoparticles. c, is the
zoomed image of an area in a. d, is the zoomed image of an area in b. All scale bars
are 500 nm.

A cluttered borderline was formed when a double layer of PMMA was spun

onto the chip as shown in Fig. D.2 a and c. The over-exposure of the resist

caused the nanoparticles to congregate at the edges of the assembly. The

problem was resolved by removing one layer of the PMMA, that is only using a
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single layer of the PMMA. The clear edges and boundaries of the nanoparticle

assembly can be seen in Fig. D.2 b and d. Several dry-runs were performed to

achieve the desired results using PMMA-950k A8, PMMA-495 A8 and PMMA-

495 A2 (depending upon the molecular weight and the viscosity). The process

of this shape formation was much easier than the stencil mask process, and

resulted in high resolution, high contrast and sharp edges and corners [293].

An example of patterned circles of nanoparticles using PMMA is shown in

Fig. D.3. It is demonstrated that patterns can be easily fabricated down to 100

nm in diameter as shown in Fig. D.3a and a clean circular pattern of bigger

size is shown in Fig. D.3b.

Figure D.3: Nanoparticle circles. a-b, False colour SEM images of patterned
circles of magnetic nanoparticles. The scale bar in a, is 20μm and in b, is 200 nm.

D.1.2 Patterning Nanoparticles using Pentane

Pentane is a part of the nanofabrication procedure, in place of critical point

drying, for the nanomechanical devices, so testing the nanoparticles self assem-

bly with pentane is self-evident. Pentane is also used for drying the nanome-

chanical devices because of its fast evaporation rate. The pentane droplet was

established on top of the silicon surface and then the nanoparticle solution was

dropped on top of the pentane droplet. The chip with droplet was enclosed the

gel-box to reduce the evaporation rate of toluene and pentane, which are highly

226



volatile. A nice self-assembly was obtained using this procedure as shown in

Fig. D.4. Certain deformations and clustering of nanoparticles was observed

because of the high evaporation rate compared to water. The evaporation could

be controlled using deionized water in combination with pentane and toluene.

These deformations were not observed with acetone as shown in Chapter 4.

Figure D.4: Nanoparticles assembly with pentane. SEM image of patterned
layer of magnetic nanoparticles. The scale bar is 200 nm.

D.1.3 Patterning Nanoparticles using HSQ

After testing nanoparticles with acetone (Sigma-Aldrigh), pentane (Caledon

Laboratories) and PMMA on the silicon surface of SOI chips, the nanoparticles

were also tested with HSQ (XR-1541 from Dow Corning, MI, USA) and ZEP

(ZEP520A from ZEON Corp., Tokyo, Japan) separately on the silicon surface.

Here I describe self-assembly of nanoparticles on the nanomechanical devices

made using an HSQ resist, which is considered as a negative resist with ex-

cellent e-beam resolution (∼10 nm) and admirable line-edge roughness. These

characteristics have made HSQ in the top ranked resists for EBL, however,

the shorter shelf life is one of its drawbacks. After the expiry date, the dose

rate changes drastically and makes it over sensitive along with precipitation of

227



particles inside it.

The nanoparticles with high concentration (in a ratio of 1:100 of 5mg/ml of

nanoparticle in toluene) were deposited on top of the fabricated devices. The

fabrication of nanomechanical devices using HSQ is described in Appendix C.

The nanoparticle deposition was carried out using the process illustrated in

Chapter 4. Figure D.5a shows a set of devices suspended above the support

silicon layer (base). Figures D.5b and c are magnified views of the device itself

and the deposition of nanoparticles. The nanoparticles cover the device because

of the high concentration (see Fig. D.5b). Figure D.5c shows the zoomed-in

image of a resonating paddle, where layers of nanoparticles can be seen more

prominently. The multi-layers of self-assembled nanoparticles or a 3D assembly

of nanoparticles can be achieved and controlled by changing the concentration

of nanoparticles.

Figure D.5: Nanoparticle assembly on devices with HSQ resist. False colour
SEM image of patterned devices with HSQ and magnetic nanoparticles. a, colour
shows set of devices. The scale bar is 30 μm. b, colour shows a device covered with
nanoparticles. The scale bar is 5 μm. c, colour shows a resonating paddle covered
with nanoparticles. The scale bar is 500 nm.

D.1.4 Patterning Nanoparticles using ZEP

The nanoparticles in optimum concentration (in a ratio of 1:50 of 5mg/ml of

nanoparticle in toluene) were deposited on top of the devices (fabricated with

ZEP resist). The fabrication of nanomechanical devices using ZEP is described

in Appendix C. The results presented here are without the PMMA layer just to

show the deposition on ZEP made devices. The ZEP and PMMA can be used
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after the expiry date because they show less sensitivity for the exposure change

and dose changes. The known viscosity of these chemicals can be achieved by

adding the solvent to get the desired thickness of the resist on top of the chip in

the spin coater. The nanoparticle deposition was carried out using the process

illustrated in Chapter 4.

Figure D.6a shows the set of devices engraved in the SOI matrix. One

of the devices is magnified in Fig. D.6b showing the device itself and the

suspended nanoparticles on the whole device. The zoomed image of a torsional

rod is shown in Fig. D.6c for the same device presented in Fig. D.6b. The

nanoparticle film on top of the device sags as it move away from the torsional

rod to the edges of the device, and acts as the support for the drumhead like

membrane of nanoparticles. The covered and broken drumhead were observed

for the devices shown in Fig. D.6a.

Figure D.6: Nanoparticle assembly on devices with ZEP resist. False colour
SEM image of patterned devices with ZEP and magnetic nanoparticles. a, set of
devices. The scale bar is 100 μm. b, colour shows a device covered with nanoparticles.
The scale bar is 5 μm. c, colour shows a resonating torsional rod covered with
nanoparticles. The scale bar is 1 μm.

D.2 Other Methods for Nanoparticle Assem-

bly

As an illustration, the goal here was to get the desired self-assembled stable

structures of nanoparticles. It is important to study the magnetic anisotropy
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of nanoparticles along with the self-assembly itself. The magnetic anisotropy

can be intrinsic (crystalline anisotropy) or extrinsic (shape anisotropy of the

nanoparticles and the shape anisotropy of the assembly). The nanoparticles in

the above section are spherical and have shape anisotropy from the geomet-

rical assembly. However, it is also important to study the shape anisotropy

of other anisotropic nanoparticles. The commercially available nanoparticles

are either isotropic and/or smaller in size (superparamagnetic nanoparticles)

so alternative nanoparticles were explored (stable single domain ferromagnetic

nanoparticles, or anisotropic nanoparticles).

Various approaches were followed to obtain alternative nanoparticles and

to get a nice assembly from anisotropic and single domain nanoparticles. Sec-

tions below discuss the results from nanoparticles with shape anisotropy and

anisotropy from the assembly.

D.2.1 Shape Anisotropic Nanoparticles

Anisotropic nanoparticles (iron-nickel oxide nanoparticles) were synthesized by

a thermal decomposition process. Various shapes, including stars and cubes,

of iron-nickel oxide nanoparticles were achieved by modifying the synthetic

conditions. These single-crystal [Ni,Fe]O nanoparticles were highly stable under

ambient conditions and stable thermally at high temperatures [294].

These nanoparticles were then deposited on the silicon nitride membrane.

The nanomechanical devices were then fabricated using the process described

in Chapter 3. Figure D.7a shows the self-assembly of [Ni,Fe]O star shaped

nanoparticles, 6 nm in size, and Fig. D.7b represents the cube shaped nanopar-

ticles, 9 nm in size. The size of these anisotropic nanoparticles is in the super-

paramagnetic range.
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Figure D.7: Anisotropic nanoparticles. a, star and b, cube nanoparticle assem-
blies. Both scale bars are 100 nm.

D.2.2 Nanoparticles from Bacteria

However, the above mentioned nanoparticles (star and cube shaped) are smaller

in size, and for some practical applications single domain nanoparticles of larger

size are required. Magnetic nanoparticles of larger size (stable single domain)

are present in magnetotactic bacteria. A lot of work has been done on magne-

totactic bacteria and on getting the magnetic nanoparticles from the bacteria

[97, 295, 296, 297, 298].

Magnetospirillum magnetotacticum ATCC 31632 bacteria were used as a

base culture. The bacteria cells were first cultured and then lysed using the

recipe described in reference [299]. The main chemicals used in the procedure

are: Wolfe’s Vitamin Solution, Wolfe’s Mineral Solution; R7017 Sigma (1g),

Resazurin sodium salt, powder, BioReagent, suitable for cell culture; A5960

Sigma (25g), L-Ascorbic acid, BioXtra; T400 Aldrich (25g), DL-Tartaric acid,

ReagentPlus; 138622 Aldrich (25g), D-(-)-Quinic acid; S9512 Sigma (100g),

Succinic acid BioReagent, suitable for cell culture, suitable for insect cell cul-

ture; 157740 Sigma-Aldrich (5g), Iron(III) chloride, reagent grade; R7017-5G

resazurin sodium salt, bioreagent; A4403-100MG, L-ascorbic acid, T400-25G,

DL-tartaric acid, reagent plus(R); S9512-100G, succinic acid; 138622-25G D-(-

)-quinic acid; 157740-5G, iron(III) chloride, reagent grade; 60216-25G, potas-
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sium phosphate monobasic; S5022-1KG, sodium nitrate, plant cell culture

tested; S5636-250G, sodium acetate, anhydrous cell culture; and A1296-100G,

agar.

Figure D.8 shows the SEM image of magnetic nanoparticles arranged in a

chain form inside the lysed matrix. Another procedure is required to separate

the magnetic inclusions from the matrix.

Figure D.8: Bacterial Nanoparticles lysed in matrix. The scale bar is 500 nm.

D.2.3 Nanoparticles Embedded in Polymer on Record-

ing Media

The variety between naturally occurring nanoparticles and laboratory synthe-

sized nanoparticles comprise various synthesis conditions. Besides the above

mentioned efforts, self-assembly was also achieved by using nanoparticles from

magnetic recording media. The nanoparticles are hard to use in liquid form on

devices so assembling them on the devices is necessary. The reading and writ-

ing bits of the media head act as the magnetic field for the nanoparticles. This

mechanism serves as the assisted self-assembly of nanoparticles. The recording

can be longitudinal or perpendicular recording. This work has been done in

collaboration with Thomas Crawford and Rahman (personal communication).

232



The nanoparticle solution was prepared in a ratio of 1:200:2 of nanoparticles

(FerroTech: Fe3O4, 30 nm), deionized water and Polybutylene succinate (PBS).

The solution was vortexed for 10 s for homogeneity. The prepared solution, in

100 μL, was dropped on top of the clean recording media for 10 minutes. The

solution gets dry on top of the recording media during the process. The coated

nanoparticles over the recording media can be transferred onto the polymer.

The nanoparticle coated recording media were then spin coated with Disccoat

(a water based peelable polymer) for 15 s at 1700 rpm, and dried for 15 min-

utes. The nanoparticles were then transferred from recording media to polymer

using a circular shaped tape reinforcement. The concentration of nanoparti-

cles, strength and bits of recording media, and spin coating recipe determines

the pattern of nanoparticles [300, 301]. Figure D.9 shows an examples of such

an assembly known as a nanoparticle polymer diffraction grating. The spectro-

graph in Fig. D.9b shows the magnified image of the assembly of nanoparticles

presented in Figure D.9a.

Figure D.9: Nanoparticle assembly in columns in polymer with magnetic
tape. Image credit: Thomas Crawford and Rahman.

The peeled nanoparticle assembly was placed on an empty silicon nitride

window, to fabricate the nanomechanical resonator in the polymer in the Ziess

NVision 40 FIB machine. The heating of polymer caused problems like charg-

ing, swelling, melting and bending of polymer in the ion beam exposed areas.

Various ion beam doses were tried to minimize the heating. The FIB exposure
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in a cold environment was planned as the next step for the device fabrication.
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Appendix E

Thin Sectioning of YIG

In Chapter 6, I performed the thin sectioning of yttrium iron garnet (YIG)

to make disks in the micron range. This Appendix discusses the preliminary

sample preparation for the YIG disks used in Chapter 6, for the samples used in

Appendix F for the study of ion damage on YIG, and for the Lorentz microscopy

of YIG disks in Appendix G.

E.1 Introduction

The sample preparation of YIG disks involves various methods, including chem-

ical etching, mechanical grinding, mechanical polishing, single crystal forma-

tion, powder formation, and fabrication with a focused ion beam (FIB), de-

pending upon the application. Each one of these methods has its own effects on

the crystalline and magnetic properties of YIG. It has been well reported that

chemical etching, mechanical grinding and FIB alters the magnetic character-

istics to some extent. The mechanical treatment of a YIG single crystal surface

is strongly influenced by the spin Seebeck effect because of the surface strains

[302]. A rapid decrease in the magnetization is observed after the short me-

chanical treatment due to the paramagnetic phase formation in barrium ferrite

[303]. Ferromagnetic line width was optimized by optimizing the mechanical
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process timings in lithium ferrite spheres [304]. The mechanical grinding and

polishing and thinning by Argon ion sputtering was used for lutetium bismuth

iron garnet (LBIG) samples and many others [305]. The important point is the

extent of damage for each of these factors. The depth of damage reduces, in or-

der, from FIB, mechanical grinding, mechanical polishing, to chemical etching,

from the mesoscopic range to nanometer range, respectively.

The YIG disk prepared purely by FIB, from bulk, encompasses hundreds

of nanometers of dead-layer of material around it. This is because of the high

dose of the ion beam from all sides of the YIG disk, for cutting the disk.

In order to reduce the over exposure of the ion beam and minimize the ion

damage, mechanical polishing may be incorporated into the procedure. This

approach was developed for making a precise sample with reduced damage.

The chemicals etching was avoided in order to bypass various chemical used for

etching and cleaning processes. Another drawback for chemical etching is the

lack of control of the shape of the etch.

Cleaning the sample is another crucial step in milling the nano-structures

and structures in the mesoscopic range by FIB. It can also be performed in

the FIB but it is a costly, inefficient, and risky (for the beam) procedure. The

contamination can scatter the FIB ion beam during the charging and milling

process, which reduces the beam quality and may introduce additional damage.

Hence, it is difficult to clean the sample purely with a FIB ion beam.

The sample preparation, thus, started with mechanical polishing followed

by mechanical grinding. At the later stages cutting and plucking in the FIB was

performed to extract the disk from the lamella. The mechanical grinding and

mechanical polishing are described in the following sections of this Appendix,

while the ion damage by the FIB is detailed in Appendix F. The mechanical

cutting was also achieved by dicing along an axis in the dicing machine. The

following sections describe the details of grinding, polishing, cutting, and dicing

of the YIG material.
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E.2 Thin sections of YIG by Mechanical Pol-

ishing

In this study, I used the YIG/GGG/YIG layers wafer (3-inch diameter, from

ShinEtsu). The YIG layers are in the < 111 > orientation in the out of

plane direction. The thicknesses of the YIG/GGG/YIG layers are 110/500/110

microns respectively. The wafer was diced in the 1cm× 1cm and 5mm× 5mm

chips. The chips layers cross-sectional view is illustrated by an optical image

shown in Fig. E.1. The chip was held in the saw-tweezer for the optical image.

The YIG layers are opaque and the GGG layer is transparent in this thickness

range. The 5mm× 5mm chips were used further for the mechanical grinding.

YIG

GGG

Saw-tweezer

Figure E.1: YIG and GGG sandwich. Optical image of the cross-section of
5mm× 5mm chips.

E.2.1 Mechanical Grinding of YIG

The sample for mechanical grinding was prepared by mounting the 5mm×5mm

chip on top of the special quartz crystal with a crystal-bond (Crystalbond 821-
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1 by Ted Pella Ted). The crystal-bond was heated at 120◦C inside the fume

hood on top of a uniform hotplate (200◦C at the hotplate), for melting flow

to fix the chip in it. The chip was then embedded in the crystal-bond on top

of the quartz crystal, to compensate the flattening of the crystal-bond first in

the grinding machine before top YIG layer, and to set the angles for grinding.

After the melting of the crystal-bond, the YIG chip was gently pressed into the

crystal-bond. An additional crystal-bond was added to fully cover the chip to

fully protect the surface during the grinding and polishing processes. The chip

was placed in the center and the surface tension of the melted crystal-bond

helped to position the chip. The chip was held in place during the cooling

process, controlled by a set of tweezers. The whole setup was cleaned with IPA

and acetone and air dried before the sample mounting.

The quartz crystal and the crystal-bond can be seen in Fig. E.2. The

mounted unit (quartz crystal in the small aluminum polishing block inset) was

fixed in a polishing block holder (tripod polisher Southbay technology, model

590 TEM), having legs (with pads) and micrometer screw gauges at the ends

to maintain the angles during the grinding, and was ground all together for

parallel and flat grinding. The holder was calibrated (without quartz crystal)

with all three pads laid on a flat surface and by adjusting the micrometer screw

gauges. After calibration, the quartz crystal was installed and the two pads

were aligned horizontally and a third pad is constrained to grant the quartz

crystal (with the chip) to hold its weight. The position and angle of the chip

was adjusted by changing the micrometer screw gauges, which changed the

pad heights. No vertical force by hand was applied, however, it was held firmly

horizontally over the moving wheel with gratings.

The sample was inspected frequently under the optical microscope for quick

observations. The whole process of grinding and polishing was performed under

water flow to absorb extra heat and to remove and clean the polished mate-

rial. Extra measures were used to avoid contamination in the sample. The
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contamination may come from water, abrasion material, grating material, and

the polishing machine.

The quartz crystal, the crystal-bond and GGG layer are all transparent so

that the transparency of the YIG can easily seen as the thickness diminishes.

Figure E.2a shows all the components together; a pristine YIG/GGG/YIG chip

was brought near with a tweezer, to compare with the mechanically ground

YIG/GGG/YIG chip for which the top YIG and GGG layers are milled away

and only the bottom YIG layer is present. Figure E.2b shows the tilted optical

image of the same YIG layer as in Fig. E.2a to show the opaqueness of the

YIG film at 100 microns.

a b

Quartz 
Crystral

Crystral-
Bond

Pristine 
YIG chip

Mechanically 
Ground 
Chip

Figure E.2: Mechanical grinding. Grinding of the YIG sandwich until the bottom
layer of the YIG is left. a, comparison of ground chip bonded on top of quartz crystal,
with pristine chip. b, tilted optical image of the bottom YIG layer for transparency.
The chip dimensions are 4.8mm× 5.1mm.

The grinding machines used were from SouthBay (Southbay technology

model 650 low speed diamond wheel saw and Southbay Technology Model 900

grinder/ polisher) with various grinding discs optimized for coarse and fine

grinding. The premium diamond lapping films (plain back, 8 inches in size,

Allied High Tech) were used in steps, ranging from 60 microns to 0.1 micron

particle size (60-1200 grit according to the USA grading system). It features
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flatness, plain backs, long-lasting, excellent uniformity, and can be used in wet

or dry conditions. The particle size of SiC (silicon carbide) discs was reduced

gradually as the thickness of the YIG/GGG/YIG chip minimizes in accordance.

The chip was grinded with these abrasive grinding discs at an initial speed of

30 rpm for several hours. The speed was then reduced with decreasing grit

size, and the elapses time was enhanced to slow down the grinding rate for

uniformity and better control.

E.2.2 Mechanical Polishing of YIG

As the thickness of the YIG film reduces, it enters into the transparent regime,

as shown in Fig. E.3. When the transparency shown in Fig. E.3a was achieved,

the mounted chip setup was then transferred from the grinding machine to

the polishing machine (Southbay technology model 910 lapping and polishing

machine). The chip polishing was initially obtained with a diamond polisher.

The silica particles (suspension, colloidal silica by Allied High Tech part number

180-2000) were used in a sequence of 0.05 μm and 0.02 μm at 5 rpm for several

hours, respectively.

The chip was then polished with colloidal silica OPS (oxide polishing sus-

pension, 40 nm particle size, Buehler, Lake Bluff, IL, U.S.A.), to remove surface

damage due to diamond particles. The colloidal silica particles serve both the

mechanical and chemical polishing for the chip. A wedge shaped polishing was

performed at this stage, when the transparency of Fig. E.3a was achieved, to

get a range of thickness of the final YIG lamella. The reason lies in the lack of

information available for the correspondence between the visible transparency

and the thickness of the YIG film. A final wedge shaped YIG film was obtained

as shown in Fig. E.3b.
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Figure E.3: Mechanical polishing. a, onset of transparency of the YIG film with
dark brown to green colour. b, Polishing of YIG film until yellow transparency to
obtain required thickness. The chip dimensions are 4.8mm× 5.1mm.

The yellow YIG film was then released in acetone, to remove the crystal-

bond, for 48 hours. The film was suspended on top of the carbon grid inside

the acetone in order to save its shape. The thickness of the wedge film was

measured in the range from 1μm to 8μm in the SEM. The grinding, polishing

and cleaning of the samples were done in the same way for several chips for

process optimization.

The YIG wedge film was then safely mounted on an SEM stub for the disk

fabrication in the FIB (Zeiss NVision 40). YIG disks of various sizes were

fabricated by using the raith design in the FIB. Figure E.4 is a representation

of such disks. The YIG disks prepared by this method have minimum ion

damage because only the curved side of the disks are exposed to ions. The

top and bottom sides are flat; the top side is mechanically polished by silica

nanoparticles, and the bottom side is already chemically flat, since the film is

grown by molecular beam epitaxy.
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Figure E.4: FIB fabricated YIG disks. False colour SEM image of the fabrication
of the YIG disks from the polished film in the FIB. The green colour shows the YIG
disks and lamella and the blue colour is the handle of the metallic probe for plucking.
The scale bar is 10 μm. (Image credit: M. Belov for YIG disks fabrication in FIB.)

E.3 Thin sections of YIG by Dicing Machine

The procedure mentioned in the above section is beneficial but it is time con-

suming. Another approach was followed for the thin slicing of YIG chips using

a dicing machine (Disco DAD 3240 Dicing Saw) instead of the mechanical

grinding. This approach is very useful for the transmission electron microscope

(TEM) sample preparation. The idea is explained in Fig. E.5. In this study, a

thin slice of sectioned sample on top of the TEM grid bonded with the special

TEM bond in the vertical direction was fabricated. The section was then taken

to the TEM to prepare the ultra-thin lamella.
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Figure E.5: Idea to make the thin sections for TEM. The red colour is the
top view of the blue coloured thin slice of the diced sample. Ultra thin sections were
prepared in the TEM as shown in the red colour.

E.3.1 Dicing of Silicon

A computer program and recipe were created in the dicing machine for dicing

in a desired pattern. The dicing machine was equipped with auto alignment,

programable designs, and high throughput. Different types of designs were

created and diced as shown in Fig. E.6 and in Fig. E.7. The silicon wafer was

diced to test the dicing recipes in place of the YIG at first. The 5mm× 5mm

silicon chip was mounted on blue sticky tape in a 8-inch frame, serving as

a holder for the chip in the dicing machine. After cross-hair alignment, the

created design program was run under water flow. The same procedure has

been examined under surfactant flow but the results from water flow gave

better results and clean chips.

Fig. E.6 shows SEM images of diced silicon chips and thin slices with the

dicing blade (Dicso-Z09-SD2000-Y1-90). Figure E.6a and b shows the stair-

case designs and Fig. E.6c shows a top view of a thin section diced with this

blade. The spindle speed was 18000 rpm and the feed rate was 2 mm/s for this
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cutting. The chipping to the top was observed due to the higher speed rate.

The standard procedure from the Disco company was followed to install and

remove the blade.

Figure E.6: Dicing silicon with SD2000 blade. False colour SEM images of the
silicon chips. a-b stair-case silicon dicing. c, magnified image of one thin-section.
The width of the thin-section is 30 μm. The scale bar in a, and b, is 1 mm, and 40
μm in c.

Fig. E.7 shows SEM images of diced silicon chips and thin slices with the

dicing blade (Disco-SD4000-Y1-60). Figure E.7a and c show the stair-case

designs and thin diced sections of the chip. The blade from reduced diamond

grit size (from 90 to 60) helped a bit in reducing the chipping. The spindle

speed was 11000 rpm and the feed rate was 0.3 mm/s for this cutting. The

blade cooler nozzle was set to zero, and shower nozzle was 0.5 L/min. All

blades were dressed on a PB08-F40 pre-cut dressing board. The chipping to

the top was still observed due to the higher speed rate. The depth of shallow

cuts is 0.18 mm and deep cuts are 0.48 mm. Figure E.7b is the magnified image

of Fig. E.7a, and Fig. E.7d is the magnified image of one of the slices in Fig.

E.7c. A thin slice of 9 μm was obtained using this blade at the mentioned speed

on the silicon chip, which is an acceptable width for TEM sample preparation.

There were a slight number of slices that broke during the cutting process due
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to high speeds.

Figure E.7: Dicing silicon with a SD4000 blade. False colour SEM image of
the silicon chips. a-c stair-case and thin slices of silicon dicing. d, magnified image
of one thin-section. The width of the thin-section is 9 μm. The scale bar is 1 mm in
a and c, 500 μm in b, and is 5 μm in d.

E.3.2 Dicing of YIG

Finally, the dicing was performed for YIG chips of the same size (as for silicon,

5mm × 5mm). The chips were also tested with another finer blade (Disco-

SD4800, less grit size) along with the blade (Disco-SD4000-Y1-60) for reduced

chipping. The spindle speed of 5000 rpm was used for finer results. Figure

E.8a shows the dicing of the YIG/GGG/YIG sandwich. Figure E.8b shows a

magnified image of one of the thin slices in Fig. E.8a. The width of the thin

slice was found to be 5.5μm, which is a good width obtained from dicing saw

machine, and is very advantageous for TEM sample preparation.
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Figure E.8: Dicing YIG with a SD4000 blade. False colour SEM image of the
silicon chips. a, thin slices of YIG slab. b, magnified image of one thin-section. The
width of the thin-section is 5.5 μm. The scale bar is 1 mm in a, and 10 μm in b.

E.4 Thin Slices of YIG for FIB and TEM

The thin slices obtained from mechanical grinding and thin-sectioning were

then transferred to the FIB for TEM sample preparation. Figure E.9 shows

the sample prepared for TEM in the FIB machine. The details of TEM sample

preparation are described in Appendix F and G .

Figure E.9: Ultra-thin sections for TEM. Sample prepared in the FIB by a high
energy ion beam. The scale bar is 5 μm.
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Appendix F

Ga+ Ion Damage on YIG and

Silicon Nitride by Focused Ion

Beam (FIB)

F.1 Introduction

Focused Ion Beam (FIB) is a powerful, versatile, and well-established method

for nanofabrication using ion beam lithography without masks and resists. It

can precisely machine 3D structures on mesoscopic and nanometer scales. With

FIB, it is possible to extract the specimens in a desired pattern and from very

specific locations. Ion implantation occurs during the ion beam exposure and

causes the amorphization of crystal structure depending on the degree of im-

plantation. The amorphization or the damage caused from the ion beam can be

useful or disadvantageous depending on the goal of the study [306]. For exam-

ple, ion implantation is used to improve many electronic devices, and batteries

[307], and on the other hand, it may damage the crystalline, mechanical and

magnetic properties. The milling of samples for the transmission electron mi-

croscope (TEM) is a well known application of FIB among other utilizations.

The low-kV FIB conditions are very useful for such sample preparation in order
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to minimize ion damage and to make high quality specimens. Gallium ions are

most commonly used in the FIB ion beams, among others like helium ions,

argon ions etc. The milling and sputtering rates depend on the material prop-

erties and beam charging (current, dwell time, and spot size) on the material

surface.

Many systematic studies about ion damage (Ga+, Ar+, Au+, He+, Si+,

Cu+, etc) to various materials (metals, semiconductors, magnetic materials,

biological specimens and others) have been reported in the literature, and

well studied with various techniques and methods (depending on the prop-

erties under observation) [308, 309, 310, 311, 312, 313, 314, 315, 316, 317, 318].

The stoichiometric effects can be observed after annealing the ion implantation

[309]. The damage recovery is possible in some cases depending upon the amor-

phization and annealing procedures [310]. The ion irradiation can increase the

chemical reactivity of the surface because of induced defects, adsorption, and

catalysis [311]. FIB has also been used for etching (using molecular chlorine)

as maskless and resistless removal of silicon and can also be used to remove

FIB-induced crystal damage and ion implantation [306, 315].

The ion damage in YIG has been reported with various ion irradiation and

implantation methods. Thin epitaxially grown YIG films irradiated with swift

heavy ions showed change in the crystalline, electronic, and magnetic phases

[319, 320]. Coexistence of crystalline and disordered phases have also been

reported [319, 321]. Large etch selectivity is observed when YIG was implanted

with ions [322]. Ion induced thermal instability and phonon mode behaviour

were studied with Raman spectroscopy for a YIG [323, 324]. Structural damage

and swelling as a result of ion damage has been studied via scanning force

microscopy [325], and TEM [326]. The spin wave resonance study of YIG

sample after ion implantation has been executed to obtain resonance spectra

[327].

A TEM uses an electron gun, electric and magnetic lenses, and apertures
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to control the electron beam. Detectors at various locations inside the TEM

receive the electron signals and produce the TEM images and diffraction pat-

terns of the desired output. The electron beam transmits through the ultra-thin

sample and a combination of objectives, apertures and detectors produce the

desired results. Information regarding the structure, morphology and compo-

sition can be extracted using TEM [328]. In-situ irradiation in TEM gives

the time resolved evolution of the damage and other time-domain information

[329].

The sample preparation in the FIB inherently involves damaging the sample

and thus degrading the sample to an extent. The ion damage artifacts related to

the TEM sample preparation method are well understood [318]. This Appendix

discusses the ion beam induced damage and artifacts in YIG and silicon nitride.

The Ga+ ion damage is studied using TEM imaging and diffraction techniques.

F.2 Ga+ Ion Damage in YIG

A clean mechanically polished YIG sample, details of which are described in

Appendix E, was used for the gallium ion (Ga+) implantation. A raith (Elphy

Quantum) design was created with alignment marks for the ion damage as

shown in Fig. F.1b. It consists of 8 reference parallel lines (made up of dots)

with 156.16×107 ion beam dose (4684.8×107 keV) and 7 lines of variable doses,

which are expressed in Table. F.1. The dot radius in the design is 5 nm and

dot separation is 5 nm, such that the dots are overlapping and create a line.

The lines are separated by 300nm. The beam diameter is 13 nm determined

by the 10 pA probe with nominal 50 % energy. For cutting and etching, ratio

of areas ((π(13)2)/(π(5)2) = 5.3) should be greater than 1. An SEM image of

the exposed area with raith design in Fig. F.1b is shown in Fig. F.1a. An ion

beam of 30 keV was used with a 10 pA current for the minimum dose line, in

the FIB machine (Ziess NVision 40). The dot dwell time was 0.5 ms, and there
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Table F.1: Dose and energy of each line

line # Dose factor Dose (ions/line) Energy (keV)
0 27 156.16× 107 4684.8× 107

1 26 78.08× 107 2342.4× 107

2 25 39.04× 107 1171.2× 107

3 24 19.52× 107 585.6× 107

4 23 9.76× 107 292.8× 107

5 22 4.88× 107 146.4× 107

6 21 2.44× 107 73.2× 107

7 20 1.22× 107 36.6× 107

were 400 dots in the 2μm line. No FIB imaging was done on the sample in

order to avoid any Ga+ ion exposure during the imaging. The exposures were

performed in a horizontal fashion. The dose was calculated by the following

equation:

dose = current× dwell time× number of exposures× ions

1.602× 10−19
(F.1)

and the energy was calculated as:

energy = dose× base energy (F.2)

Figure F.1: Design for ion beam exposure. a, SEM image of the ion beam
exposed area in the YIG. b, Raith software design for the exposure. Red colour shows
the reference line, and blue-to-green colour shows the lines with variable beam dose.
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F.2.1 Sample Preparation for TEM

Transmission electron microscope results are based on the electron-specimen in-

teractions that gives us information up to the atomic level. The electron beam

transmits through the ultra-thin specimen, for which it is called as “transmis-

sion” electron microscopy. The transmission requires an ultra-thin specimen,

usually less than 100 nm. The sample thickness is chosen based on the expected

information from the TEM results and on the material itself.

Figure F.2: Bright field cross sectional TEM micrographs of all damaged
lines in the YIG. a, Full view of the damaged lines with Ga ions. The lines
are indicated with arrows and numbers. b, magnified image of lines 5, 6 and 7 in
between the reference lines. Carbon and tungsten are deposited as sacrificial layers
for specimen preparation.

Ultra-thin cross sections for the YIG samples were prepared using FIB (Zeiss

NVision 40 Cross Beam Microscope), details are discussed in Appendix G . An

illustration of the cross sections is shown in Fig. F.2. Figure F.2a shows full

view of all the exposed lines, and Fig. F.2b shows the area for lines 5, 6, and 7

between reference lines. Carbon and tungsten are deposited, after the ion beam

exposure, to protect the YIG during the TEM specimen preparation. An initial

50 nm of carbon was deposited in the sputter coater (Gatan 682 with Gatan

681-20000 film thickness monitor) and 150 nm in the gas assisted sputtering

(GIS; gas injection system). Initial milling for TEM sample preparation was
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done with Ga+ ion (at 30 keV), the energy was reduced (5 keV) as the specimen

reduces in thickness. Final polishing was executed at 1 keV and at 0.3 keV, in

an Hitachi NB5000. The specimen was then taken to the TEM (Hitachi H-9500

(300kV accelerating voltage), and JEOL 2200FS (200kV accelerating voltage))

for imaging and diffraction patterns.

F.2.2 Bright Field (BF) Images

Bright field (BF) images are created, in the TEM bright field mode, when only

the transmitted beam is allowed to pass through an aperture. All the scattered

light is blocked by an objective aperture in the back focal plane of the objective

lens. The sample images are parallel to the direct electron beam, and only a

small number of electrons are used for imaging in this mode, thus it produces

low contrast images that have bright backgrounds [330].

Figure F.3: Magnified bright field cross sectional TEM micrographs of
damaged lines in YIG. a-h, BF images for lines 0-7 respectively, as labelled.

Figure F.3 shows the BF images for all the exposed lines. The damaged area

widths and depths are calculated from these BF images and are represented

in Fig. F.12. The difference in carbon deposition can also be seen in Fig.
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F.3b-h. An initial 50 nm thick layer of carbon was deposited in the sputter

coater and and then another 150 nm was deposited in the FIB by GIS (gas

injection system) method, before tungsten deposition at a later stage. This

gave a contrast in carbon deposition that is clearly observable. The depth of

lines gradually decreases and becomes only a surface phenomenon as the ion

beam exposure dose reduces (see Fig. F.3a-h).

F.2.3 STEM

Bright field images can also be created in the scanning TEM (STEM) mode,

which is capable of producing BF and dark field (DF) images as well. BF, DF,

high angle annular dark field (HAADF), and convergent beam electron diffrac-

tion (CBED) can be performed in the STEMmode. HAADF imaging assembles

the incoherently scattered electrons at high angles. It gives high contrast (Z

contrast) images depending upon the specimen properties and thickness.

For the DF images, an opaque aperture is used under the condenser lens.

The scattered light is gathered in the dark background and thus it produces high

contrast images. The electron beam is focused to a narrow spot that is raster

scanned on the sample. The scattered electron intensity is gathered from each

position and plotted at the end versus position of the sample. STEM results in

a much better contrast and spatial resolution than ordinary SEM images, such

that structural details are easily observable [328, 331].

DF usually gives information on the crystallinity and defects in the speci-

men. Figure F.4a and b shows BF and DF images in the STEM mode of TEM.

One can clearly observe the crystal, polycrystal and amorphous phases in the

damaged areas of each line. Small crystal phases are present in the damaged

line in conjunction with the amorphized phase. The dark spots in BF and

bright spots in the DF images show the crystalline phase in Figure F.4a and b,

respectively. The DF images also show the heat radiated to the YIG crystalline

phase from the bottom of the line that may damage the crystal and magnetic
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properties of the YIG.

Figure F.4: STEM images of damaged lines 0 and 1 in the YIG. a, BF TEM
micrograph of lines 0 and 1. b, DF TEM micrograph of lines 0 and 1.

F.2.4 High Resolution TEM (HRTEM)

High-resolution TEM (HRTEM) is the phase contrast obtained in the con-

ventional TEM (CTEM) mode [331]. The phase contrast information is ob-

tained from the interference pattern of the transmitted and scattered beams

(diffraction) at the atomic scale. Crystal structure and atomic arrangement

information can be obtained from the HRTEM. It usually requires ultra-thin

samples tens of nanometer thickness, and gives real-space images of the atomic

configuration [328]. Figure F.5a-h shows HRTEM micrographs of the interface

of damaged areas and crystalline phase of the YIG sample for each exposed

line, respectively, as labelled. The damaged areas are amorphized and the

unexposed areas are still in the crystalline phase.
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Figure F.5: HRTEM images of damaged areas in the YIG. a-h, the HRTEM
of each line labelled from 0 to 7 respectively.

F.2.5 Nanobeam Beam Diffraction (NBD)

Nanobeam electron diffraction (NBD) is a technique, in the conventional TEM

(CTEM) mode, to measure strain in the crystalline specimen. NBD is a simple

method in comparison to HAADF and CBED. In NBD, a parallel electron beam

is used over the area of interest in the sample and then the diffraction patterns

are recorded and analyzed for each location. The location and brightness of

bright spots in the diffraction pattern gives one information about crystallinity

and deformations. Figure F.6b-e shows the NBD patterns obtained at the

labelled locations in Fig. F.6a of line number 8. Locations 1 and 2 are in

the crystalline YIG and locations 3, 4, and 5 are in the damaged areas of

the line. The locations 2 and 3 are just across the interface of the damaged

and crystalline phase areas of the YIG. The crystalline phase is amorphized as

one moves from location 1 to location 4. One can also observe the enhanced

strains and heat transformation from location 1 to location 3 by the reduction

in brightness of the diffraction spots. At location 4, the crystalline phase is
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completely destroyed and the YIG becomes amorphous. A BF image was

obtained at location 5 to see the contrast.

Figure F.6: NBD patterns of defined areas in the YIG. a, locations labelled
for the NBD pattern for line 8. b-e, NBD pattern of locations 1-4 in order. f, BF
image at location 5.

NBD patterns were also obtained in between exposed lines to observe the

damage at those locations. Figure F.7 shows the locations and diffraction

patterns at those locations. Location 5 is in the YIG thin film, location 6 is

the top damaged YIG layer, and location 7 is in the carbon deposition layer.

The locations in Fig. F.7a are magnified in Fig. F.7b. Figure F.7c shows the

crystalline phase of the YIG film because of the ion implantation. The top

damaged YIG is in the polycrystalline form as shown in Fig. F.7d, while the

carbon deposition is in the amorphous phase as shown in Fig. F.7e.
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Figure F.7: NBD patterns of defined areas in the YIG. a-b, locations labelled
for the NBD pattern. c-e, NBD pattern of locations 5-7 in order.

F.2.6 Convergent Beam Electron Diffraction (CBED)

Convergent beam electron diffraction (CBED) is a diffraction method that can

be used in both the conventional TEM (CTEM) and STEM mode. It is based

on the convergence of the electron beams to a small probe on the sample instead

of parallel beams. The size of diffraction disks is dependent on the convergence

angle on the electron beams. CBED gives information in the reciprocal space of

the lattice under observation and contributes to the localized crystallographic

analysis. It provides information about the lattice parameters, and crystal

symmetry [330, 332]. The lattice parameters are obtained by calculating the

radius of each ring and taking the inverse of radius for conversion into real

space.

Figures F.8b-h show the CBED patterns of the locations labelled in Fig.

F.8a. Location 5 is in the crystalline YIG film, location 4 is at the verge of
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the damaged line but still in the crystal YIG area, location 1 is exactly at the

boundary of the damaged line, and the locations 2, 3, 6, and 7 are inside the

damaged area on line 0. Figure F.8b shows the CBED pattern of location 1,

which is completely the amorphous phase. The locations 4 and 5 are in the

crystal phase and crystallinity has reduced a bit at location 4, as shown in

Fig. F.8f and e respectively. A mixture of crystal and amorphous phases exist

at locations 2, 3, 6 and 7, as shown in Fig. F.8c, d, g and h respectively. It

is concluded that the crystalline phases are present inside the damaged line.

Ion-beam recrystallization of the tracks is also possible after the exposure and

settling down procedure [323]

Figure F.8: CBED patterns of defined areas in the YIG. a, locations labelled
for the CBED pattern. b-h, CBED pattern of locations 1-7 in order.

F.2.7 Elemental Mapping (EDS) and Energy-Filtered

TEM (EFTEM)

Energy-dispersive X-ray spectroscopy (EDS) is a technique that can give in-

formation about the composition of the specimen. The characteristic X-ray

emissions by the electron beam bombardment on the specimen characterize
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the elemental composition of the specimen. EDS can provide the X-ray spec-

trum and the elemental maps of the area under observation. However, it may

contain a continuous background from the copper holder, copper and gold grids

and other TEM machine components.

Figure F.9: EDS of line 0 in the YIG. a, EDS X-ray spectrum. b, DF image
of the area of interest of line 0. c-g, elemental maps for Ga, Fe, Y, O, and Bi
respectively. All scale bars are 100 nm.

Additionally, the EDS can be compared to the energy-filtered TEM

(EFTEM), which also provide the compositional information. In EFTEM, elec-

trons of a particular energy are allowed to pass from the slit to form images.

The energy selection corresponds to the elements present in the specimens. The
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specific energy selection grants the improved contrast and diffraction patterns.

The inelastic scattered electrons are removed during the process. The EFTEM

images gave similar results as the EDS, thus are omitted in this Appendix.

Figure F.10: EDS of line 0 and line 1 in the YIG. a, EDS X-ray spectrum. b,
DF image of the area of interest of line 0. c-g, elemental maps for Ga, Fe, Y, O,
and Bi respectively. All scale bars are 100 nm.

Figure F.9 shows the EDS spectrum and images for elemental mapping.

Figure F.9a shows the X-ray spectrum of selected elements. It is observed that

the main elements are Y, Bi, Fe, O, Cr, Au, C, and Cu. One can differentiate

the elements from the specimen and from the background by acquiring the

elemental maps in the image from of the area of interest.
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Figure F.9b shows the line 0 for which elemental maps are acquired for this

spectrum. Figures F.9c-g show that the elements Ga, Fe, Y, O and Bi are

present in the specimen, hence the elements Cr, Au, C, and Cu are coming

from the background in the spectrum. Figure F.9c shows that the Ga+ are

implanted in the damaged area while Fe, Y, O and Bi are the YIG characteristic

elements, less likely to be present in the damaged area. The same behaviour is

observed for the EDS analysis when the area of interest is increased from line

0 to line 0 and line 1 together as shown in Figure F.10.

F.2.8 HRTEM and Selected Area Electron Diffraction

(SAED)

Selected-area electron diffraction (SAED) is another basic technique in TEM

along with HRTEM. For SAED, an aperture of selective size and selective image

plane is used to choose area of interest for the diffraction pattern. SAED is

used for crystal structure identification, lattice parameters and miller indices

(hkl) plane determination. The pattern identified by SAED is in the reciprocal

lattice space like NBD and CBED. The basic principle is the same as in X-ray

powder diffraction, which is also used for material characterization. SAED is

performed on relatively large samples in TEM, however CBED requires small

volumes of samples for diffraction pattern generation.

SAED results in diffusive rings for amorphous samples, small spots reinforc-

ing the rings for polycrystalline samples, and bright spot for crystalline samples.

For a crystal structure the hkl miller indices can be calculated from the bright

spots locations and the radius of rings. Thence, the lattice parameters can be

calculated from the miller indices.
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Figure F.11: HRTEM and SAED images in the YIG. a, HRTEM at the in-
terface of line 0 b, magnified area of the interface. c, magnified area of the YIG
matrix. d, SAED pattern for the YIG matrix, e, calculated miller indices for the
SAED pattern.

Figure F.11 shows the HRTEM and SAED of the YIG matrix and damage

interface. Figure F.11a is the HRTEM of the interface of the damaged area

across the crystalline YIG of line 0. Figure F.11b shows a magnified image of

Fig. F.11a, and the YIG crystalline matrix can be clearly seen in Fig. F.11c.

Figure F.11d represents the SAED of the YIG matrix, which is in pure crystal

form. The hkl miller indices are determined and are shown in Fig. F.11e.

F.2.9 Damage Depth Calculations

At the end, the damage depth and width were calculated for each line for the

YIG sample, as shown in Fig. F.12. The parameters for depths and width are

labelled in Fig. F.12a and the analysis is shown in Fig. F.12b. The depth L0 is

constant (32 nm) for all lines meaning that the surface damage occurred during

the ion beam raster procedure when GIS carbon was deposited on top of the

sputter coater carbon (50 nm). The 50 nm carbon from the sputter coater was

not enough to shield the Ga+ ions to the YIG surface. There is a significant

drop in depths L1, L2, and L3 at line 3, which shows the criticality of the dose
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to the YIG sample. After line 3 up to line 7, the change in the line damage

depth is small in comparison to line 1. The damaged area (dead layer) around

the milled YIG disk would be more than 100 nm, calculated from W1.

Figure F.12: Damage depth variations with Ga dose in the YIG.

F.3 Ga+ Ion Damage in Silicon Nitride

Silicon nitride is used extensively in the silicon industry and beyond for its

characteristics. It can be used as a mask and serve as a sacrificial layer for

silicon in many cases [306, 333]. Amorphization and damage in Si3N4 was

observed by high energy ion irradiation in the literature [334, 335]. The change

in stress and mechanical properties of Si3N4 has been well studied [336]. The

damage can be reduced by rapid thermal annealing [337]. A comparison of

ion and electron bombardment has been studied by the annealing and diffusion

process [338]. The ion irradiation effects on the Si3N4 cantilever creates folding

and stresses, depending upon the cantilever dimensions and ion dose [339]. The

deflections and stresses in a free standing silicon nitride membrane occur due

to ion beam exposure [340].

The investigate of the ion beam caused damage to silicon nitride were stud-

ies used in Chapter 3. The purpose is bilateral; serving as a reference mark
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in comparison to the damage that occurred in the YIG, and to determine the

damage induced stresses in the Si3N4 membrane used for the experiments in

Chapter 3. The ion beam exposure parameters, designs and other sample

preparation techniques are the same as those used for the YIG sample prepa-

ration.

F.3.1 Bright Field (BF) Images

The BF images for Si3N4 are represented in Fig. F.13. Figure F.13a shows the

BF image of all exposed lines, while Fig. F.13b-h show the BF images for each

line respectively. It can be observed that there is a significant change in the

line damage depths from line 3 to line 4. Thus, the dose for line 3 is critical

for silicon nitride damage depth. The silicon nitride is 100 nm thick on top of

the silicon base.

Figure F.13: Magnified bright field cross sectional TEM micrographs of
damaged lines in Si3N4. a-h, BF images for lines 0-7 respectively, as labelled.
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F.3.2 STEM

The STEM BF and DF images for Si3N4 are shown in Fig. F.14a and b

respectively. Figure F.14 indicates the damage and crystal structure changes

in the damaged areas. The damage in Si3N4 is different from that in the YIG:

in YIG, there is clear mixture of crystalline and amorphous phases inside the

line, but the Si3N4 is in the polycrystalline phase and becomes amorphous

completely in the damaged area.

Figure F.14: STEM images of damaged lines in Si3N4. a, BF TEM micrograph
of line 0 and 1. b, DF TEM micrograph of line 0.

F.3.3 High Resolution TEM (HRTEM)

The High Resolution TEM (HRTEM) images of damaged lines for Si3N4 are

shown in Fig. F.15. The damaged areas can be seen clearly in Fig. F.15a-h

for lines 0-7 respectively. The crystalline and damaged areas can be clearly

observed.
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Figure F.15: HRTEM images of damaged areas in Si3N4. a-h, the HRTEM
of each line labelled from 0 to 7 respectively.

F.3.4 Convergent Beam Electron Diffraction (CBED)

The CBED patterns of Si3N4 at pre-defined locations is shown in Fig. F.16.

The locations for line 0 are labelled in Fig. F.16a. Figures F.16b and d show

the CBED for locations 1 and 2, and show the polycrytallinity of the Si3N4

sample. At locations 3, 4 and 5, the sample converts to an amorphous phase

completely as shown by the diffusive ring in CBED in Fig. F.16d-f.
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Figure F.16: CBED patterns of defined areas in Si3N4. a, locations labelled
for the CBED pattern. b-f, CBED pattern of locations 1-5 in order.

F.3.5 Elemental Mapping (EDS)

The elemental analysis for the Si3N4 was performed and is represented in Fig.

F.17. Figure F.17a shows the EDS spectrum, having main elements Si, Ga,

Cu, Au, and Cr. The elements Cu, Au, and Cr are from the background, Si

is the material characteristic element, and Ga comes from the implanted ions.

Figure F.17b shows the STEM DF image of the line 0, while Fig. F.17c shows

the Ga ion map and Fig. F.17d shows the Si elemental map.
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Figure F.17: EDS of line 0 in Si3N4. a, EDS X-ray spectrum. b, DF image of
the area of interest of line 0. c-d, elemental maps for Ga, and Si respectively. All
scale bars are 100 nm.

The damage depth profile in Si3N4 is plotted in Fig. F.18. It can be clearly

observed that there is a threshold dose of Ga+ ions for milling (i.e. line 4)

and for the surface rastering the Si3N4 surface. In comparison with YIG, the

milling occurs at a lower dose in Si3N4, and there is more depth profile and

redeposition in Si3N4.

Figure F.18: Damage depth variations with Ga dose in Si3N4.
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Appendix G

Preparation of YIG for Lorentz

Microscopy

G.1 Introduction

Lorentz microscopy is one of the frequently used techniques to study magnetic

properties. It is used to study the intrinsic and extrinsic magnetic properties

of the material under observation. There are many advantages of Lorentz mi-

croscopy, which include high spatial resolution, direct observation of magnetic

domains and access to the material characteristics (structural, compositional

and electronic) of the same area of the sample in the nanometer range. Mag-

netic information like the domain shape, nature of domain walls and pinning

and other micromagnetic information can be extracted. The experiments can

be performed in the image mode or in the time-resolved observations. Details

of Lorentz microscopy are available in reference [341].

Lorentz microscopy has been performed on YIG films to obtain micromag-

netic information. Stray fields gave information about the domains, domain

walls and their motion, that were dependent on the sample shape and dimen-

sions [342]. However, Lorentz microscopy on YIG disks instead of YIG films

is of interest for this Appendix, since YIG disks of variable sizes have been
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studied in Chapter 6. It is worth making direct observations of domains in the

YIG disks. This Appendix discusses the sample preparation of YIG disks for

Lorentz microscopy. The sections below explain the sample preparation of the

YIG and test runs of Lorentz microscopy on the permalloy samples.

G.2 Sample Preparation of YIG for Lorentz

Microscopy

One limitation of Lorentz microscopy is the thickness of the specimen, that

should be under 200 nm. The thickness of the specimen is more likely to

be dependent on the atomic number of the material. Samples for Lorentz

microscopy are usually prepared from the bulk sample by chemical etching or

by FIB. In our case, a mechanically polished sample, as discussed in Appendix

E, was taken initially for the ion-beam milling for TEM sample preparation.

The sample preparation was performed in the FIB (Zeiss NVision 40 Cross

Beam Microscope) machine.

Initial milling was started at 30 keV with Ga+ ions on the 5μm thin section

of YIG, as shown in Fig. G.1a. When the wall thickness reduced to 2.8μm,

a thick layer of carbon and platinum was deposited on the top for protection

and to serve as a sacrificial layer, as shown in Fig. G.1b. The wall thickness

was reduced for final thinning at 5 keV, as represented in Fig. G.1c. The final

polishing in a two thin section shape was performed, after the wall thickness

had reached 700 nm, at 1 keV and 0.5 keV beam energy, as shown in Fig. G.1d.

A final thinkness of 100 nm was obtained for the two thin sections, which can

be seen as a light colour in the SEM of Fig. G.1d.
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Figure G.1: TEM sample preparation of the YIG for Lorentz microscopy.
a, initial thinning at 30 keV. b, carbon and platinum deposition on top. c, further
thinning at 5 keV. d, final polishing at 1 keV. All scale bars are 5μm.

A family of YIG disks of various sizes (3μm, 1μm, 500 nm, and 200 nm

in diameter) were created in the raith design and then fabricated in the thin

sections of Fig. G.1d. Figure G.2 shows the four patterns of YIG disk families

fabricated in the thin sections and in the bulk YIG.

The YIG family of disks were then plucked from the thin sections with a

metallic probe inside the FIB machine (Hitachi NB5000) and then placed on

top of the carbon grid as shown in Fig. G.3a. Figure G.3b shows the magnified

image of the YIG disks on the carbon grid. A final step had to be performed

to remove the handle of the YIG disks and to make them independent for the

Lorentz microscopy. After that, the sample was ready for Lorentz microscopy.
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Figure G.2: Family of YIG disks. YIG disks fabricated in the thin sections. Scale
bar is 3μm.

Figure G.3: YIG sample loading on carbon grid. a, the YIG family is encircled.
b, the YIG family is placed and welded onto the carbon grid. All scale bars are 5μm.

G.3 Lorentz Microscopy of Permalloy

In Lorentz imaging, the electron beam faces a deflection when it passes through

the magnetic specimen. This deflection can be detected by various modes in

Lorentz microscopy, one of which is the Fresnel mode. The Lorentz images are

taken out of focus (under-focus and over-focus) conditions in this mode, for
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which the magnetic domains have characteristic brightness (dark or bright).

The spatial resolution is, however, compromised because of the out of focus

conditions in this mode [341].

Lorentz microscopy of permalloy (Py) in the Fresnel mode has been per-

formed as a preliminary run, as shown in Fig. G.4. Figure G.4a shows the

Lorentz image in the under-focus condition, Fig. G.4b in the in-focus, and Fig.

G.4c in the over-focus conditions. Figures G.4a and c show the vortex state of

the permalloy disks (1.8 μm in diameter). The obtained results are similar to

the vortex state discussed in the literature, in circular form [343]. Permalloy

has been well studied in different shapes like square [344], rectangule [345],

nanowires [346], and rings [347], [348], with Lorentz microscopy. Py was used,

as a test material for dry-runs, for Lorentz microscopy before trying for the

YIG sample.

Figure G.4: Lorentz microscopy of permalloy. a, under-focus condition b, in-
focus condition c, over-focus condition. All scale bars are 2μm.

273



Appendix H

Exchange Coupling in Co-CoO

layers

The exchange coupling between ferromagnetic (FM) and antiferromagnetic

(AFM) layers give rise to the exchange bias as a result of the proximity ef-

fect. It originates from the uncompenstated spins at the FM/AFM interface

[349]. Exchange bias (EB) was discovered about six decades ago (1951) in

cobalt oxide (CoO/Co) particles and is still a topic of research today. EB has

been explored in core/shell particles, and thin film layers. EB has been studied

using methods like magnetization hysteresis [349], X-ray diffraction, scanning

tunneling microscopy [350]. In magnetization hysteresis, the hysteresis loop

shifts along the field axis, with an increase in the coercive field. To observe

EB, the sample is usually cooled down to below the blocking temperature of

the system under observation. The anisotropy of AFM, and the Néel tempera-

ture and blocking temperature are the important parameters in observing EB.

The dependence of EB on the AFM layer [351] and the pinning of FM spins

at the interface has been well studied. Devices with EB are used in magneto-

electronic applications, hard disk drives (HDD), magnetic tunneling junctions

(MTJ), spin-valves, and in spintronics [350, 351, 352, 353].

CoO has a Néel temperature (291K) [354] that makes it a perfect material
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to be used in FM/AFM layers for observing the EB phenomenon. Various ef-

fects including thickness, surface roughness, particle/domain size, crystallinity,

antiferromagnetic order, and the phases of CoO in the FM/CoO layers have

been studied [354, 355]. The thickness dependence of EB on CoO in NiFe/CoO

layers has been observed [351]. Multilayers of FM and AFM are also good areas

of interest and have been well studied [356, 357].

The layered structure of Co/CoO is of great interest because of strong

FM/AFM coupling and due to the effective anisotropies, mostly the uniaxial

anisotropy due to the EB. The spin wave resonances of Co/CoO layers were

also studied. The frequency shift in the spin waves by the effective interfacial

anisotropies has been demonstrated in Co/CoO [358, 359]. EB in Co/CoO was

also studied with varying CoO thickness [360]. An order-to-disorder transition

with temperature was observed in Co/CoO, and the metallic state changes

[350]. A frequency dependent EB, the training effect, was also observed in

the Co/CoO system [349]. An increase in EB and coercivity in Co/CoO was

investigated because of the spin glass behaviour and increased crystallinity

[354]. In-situ measurements of the dependence of EB on the interface roughness

has been studied [355].

The study of EB and exchange coupling through the magnetization hystere-

sis in Co/CoO was aimed in here. The nanomechanical devices were fabricated

using the same procedure as described in Appendix C. The Co and CoO were

deposited on the devices via chemical vapour deposition. A representative set

of devices is shown in Fig. H.1. The devices show the magnetic element in the

center of the devices in black colour. The torsional mode resonance frequency

for one of these devices was found to be 1.665MHz and the flexural mode was

2.517MHz. The device paddles were off-center from the torsional rod to pro-

duce high signal to noise ratio. However, the signal could not be confirmed due

bad sample quality. It was decided to make a new set of devices with better

sample quality.
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Figure H.1: SEM image of the Co/CoO layer devices.
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